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Figure 1: Euvres inspirées de mes travaux de thèse, realisées par Daniel Bernard pour une exposition arts-sciences intitulée Entre les vagues et le vent présentée à l'École Polytechnique début 2021. Commentaires de l'artiste : "Les recherches de Thibaut Coudarchet étant extrêmement théoriques, je me suis intéressé à l'aspect purement esthétique de ce que pouvait évoquer le terme "théorie des cordes" à un non-initié. Dans un tableau, les doigts forment des cordes et enserrent une sphère lumineuse, une représentation artistique de la constante cosmologique, un paramètre qui intervient dans certaines équations décrivant l'évolution de l'univers. Une idée semblable est évoquée dans le second, la théorie des cordes expliquant entre autres l'univers, les planètes, les étoiles. Une femme apparaît comme le reflet de l'autre, il s'agit d'une interprétation du terme supersymétrie..."

## Synthèse en français

Le défi majeur de la physique fondamentale moderne est de construire une théorie quantique cohérente de l'interaction gravitationnelle. Plus largement, le besoin de nouvelle physique audelà du modèle standard de la physique des particules et de la relativité générale est motivé par différents facteurs : premièrement, le modèle standard de la physique des particules qui décrit toutes les autres interactions dans un cadre à la fois quantique et relativiste ne rend pas compte de certaines observations. Tout d'abord, les neutrinos oscillent, ce qui est incompatible avec leur masse nulle dans le modèle standard. Certaines observables, mesurées expérimentalement avec une grande précision, ne s'accordent pas avec la valeur théorique attendue. C'est le cas du moment magnétique anomal du muon ou encore de taux de désintégration de certains mésons. Nous pouvons aussi citer des mesures du moment magnétique du neutron qui contraignent un paramètre du lagrangien de la chromodynamique quantique à être extrêmement petit, ce qui ne semble pas naturel. En plus de ces tensions entre théorie et expérience, l'observation à l'échelle cosmologique des effets induits par la matière noire et l'énergie noire, qui représentent $95 \%$ du contenu énergétique de l'univers, ne trouvent pas d'explications au sein du modèle standard. Enfin, des raisons purement théoriques justifient le désir de posséder une théorie quantique de la gravitation. Nous connaissons des systèmes physiques comme les trous noirs ou encore notre univers à ses débuts dans lesquels les effets associés à la gravitation ou à la mécanique quantique ne peuvent pas être négligés et où une unification des deux théories semble inévitable.

Dans cette quête, la théorie des cordes est une candidate possible, qui offre un cadre cohérent de gravitation quantique en unifiant également toutes les autres interactions de jauge et la matière. Cela est fait simplement en modifiant la nature des degrés de liberté des particules fondamentales pour les décrire comme des cordes étendues plutôt que comme des objets ponctuels. Ce simple postulat de départ produit des théories cohérentes qui possèdent la relativité générale comme limite à basse énergie tout en possédant des symétries de jauge suffisamment élaborées pour contenir le modèle standard de la physique des particules.

La théorie est construite grâce à un élément essentiel qu'est la supersymétrie, reliant les champs bosoniques et fermioniques. Cet ingrédient est cependant problématique car le monde dans lequel nous vivons n'est manifestement pas supersymétrique et si la supersymétrie doit être présente au niveau fondamental alors elle doit être brisée d'une certaine manière à notre échelle. Ces mécanismes de brisure et l'étude de leurs conséquences sont au cœur de cette thèse.

Après un premier chapitre qui rappelle brièvement quelques ingrédients clés de la théorie des cordes et de sa construction, le deuxième chapitre présente un nouveau mécanisme de brisure de supersymétrie dans des modèles de cordes ouvertes. Ce mécanisme partage des similarités avec un mécanisme existant appelé "brane supersymmetry breaking" avec notamment une brisure possible à l'échelle de la corde et une réalisation non-linéaire de la supersymétrie. Cependant, contrairement
à ce mécanisme, notre construction évite les tadpoles de Neveu-Schwarz-Neveu-Schwarz (NS-NS) habituels et un regard attentif porté sur le secteur fermé y révèle une brisure spontanée de supersymétrie à la Scherk-Schwarz.

Dans le troisième chapitre, nous étudions les propriétés du potentiel généré à une boucle par un mécanisme de Scherk-Schwarz dans des modèles de type I avec une brisure de supersymétrie $\mathcal{N}=2 \rightarrow \mathcal{N}=0$. L'objectif est de déterminer les masses à une boucle acquises par la grande variété de modules présents au niveau des arbres. Leur diversité implique l'utilisation de différentes méthodes pour calculer ces masses à une boucle et conclure quant à leur stabilité ou non. Cela passe par exemple par le calcul de l'expansion de Taylor du potentiel effectif, par l'évaluation de fonctions de corrélation à deux points à une boucle ou encore par l'utilisation d'arguments de dualité entre la théorie des cordes de type I et les cordes hétérotiques.

Le quatrième chapitre explore les conséquences cosmologiques induites par le potentiel à une boucle dans les théories de cordes hétérotiques avec brisure spontanée de supersymétrie. L'objectif est d'étudier l'influence du potentiel à une boucle sur des modèles appelés "sans échelle" dans lesquels la supersymétrie est spontanément brisée et où l'échelle de brisure est une direction plate du potentiel au niveau des arbres. Il est naturel de penser que les effets quantiques via la présence du potentiel à une boucle vont drastiquement perturber la dynamique cosmologique. Cependant, nous montrons que sous certaines conditions, la cosmologie n'est asymptotiquement pas modifiée par la présence du potentiel à une boucle dont les effets sont complètement dominés. Dans un autre projet, avec implémentation de la température au sein du modèle, nous élaborons un mécanisme pour générer une densité relique de matière noire lors de l'évolution cosmologique de l'univers. Dans des modèles spécifiques, un attracteur cosmologique impose la condensation d'un module qui a pour effet de générer une masse soudaine à certains états interprétés comme des candidats de matière noire. Le moment où cette transition de phase se produit modifie grandement le scénario standard de gel (freeze-out) invoqué pour expliquer la création d'une densité relique de matière noire.
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## Introduction

After more than a century of immense advances in fundamental physics, from the elaboration of the theories of relativity and quantum mechanics to the successes of quantum field theory and particle physics with the advent of the standard model, modern theoretical physics faces new challenges and feels the need to move even further. This need originates from three different sources: Experimental tensions between predictions of the standard model of particle physics and observations, unexplained cosmological features and eventually theoretical reasons for the desire to possess a quantum theory of gravity.

One important discrepancy between the standard model and experimental results concerns the observation of neutrinos oscillation [1-3] which implies that they have a non-zero mass, not explained by the standard model. Some specific experimentally measured quantities also do not match their theoretical expectations with a quite high number of standard deviations. It is the case for the anomalous magnetic dipole moment of the muon (for a very recent result, see [4]) or decay rates of B-mesons [5,6]. Besides that, constraints on the neutron magnetic dipole moment [7, 8] lead to the so-called strong Charge-Parity (CP) problem (see [9] for recent lecture notes) implying a parameter of the quantum chromodynamics Lagrangian to be extremely small, which seems unnatural. As for cosmological observations, the explanation for the presence and nature of dark matter $10-12$ and dark energy (13, 14], which represent roughly $95 \%$ of the energy content of the universe 15 cannot be found inside the standard model.

As for the theoretical considerations, they are themselves diverse. Inspired by the famous unifications formalized in fundamental physics and the success of the quantization of the other interactions, one would naively expect the need to marry general relativity with quantum mechanics. Besides that, we know physical systems such as black holes or the singular past of our universe where the effects associated with these two theories become comparable, near the Planck scale, so that a unification seems unavoidable.

String theory is not only a consistent quantum gravity framework but also a unifying theory describing all gauge interactions and matter. Only by revisiting the nature of the fundamental degrees of freedom of particles, promoting them from points to strings, the quantized theory naturally contains a massless spin two state identified with the graviton and reproduces the general theory of relativity at low energies. Besides that, several ingredients can generate non-abelian gauge groups with far enough room to incorporate the standard model of particle physics while the first string revolution uncovered fully consistent, anomaly-free theories. All this, even nowadays after few decades of existence without any experimental confirmation that the theory provides a correct description of fundamental particles, makes string theory a promising candidate for a correct quantum theory of gravity.

The theory comes with a natural ingredient which is supersymmetry. It is a symmetry between
bosonic and fermionic fields and it proves to be a powerful tool to guarantee stability in vacua construction. However, we are obviously not living in an exactly supersymmetric universe and supersymmetry must thus be broken in some way at our scales. Handling this breaking is a difficult task that comes with a wide variety of problems, both at the field-theory and string levels. In this thesis, we will be interested in breaking mechanisms realized directly at the perturbative string level.

In the literature, a lot of different supersymmetry-breaking mechanisms have been explored, all carrying interesting features as well as caveats. An important one for the works conducted in this thesis is the Scherk-Schwarz breaking or coordinate-dependent compactification, which can be implemented in field theory [16, 17] or directly at the perturbative string level [18 22]. The scale of the spontaneous breaking induced by the mechanism is determined by the volume of the internal space used to perform the breaking. Moreover, tree-level tachyonic instabilities yielding Hagedorn-like phase transitions [23 32] are typically present for some range of this volume 33, 34. Also, the one-loop potential typically drives a runaway for the moduli associated with the breaking scale which makes the task to find a true vacuum difficult. These difficulties have been addressed in various works and as we will see soon, some studies are precisely the purpose and content of this thesis. Tachyon-free models have been built [35, 36] and the running-away modulus can be stabilized at the price of having a negative potential [37]. The effect of the runaway on the cosmology of the models has been studied at finite temperature 48, 42] or not 43, 44. In models showing a Bose/Fermi degeneracy at the massless levels, the one-loop potential is exponentially small when the supersymmetry scale is low [45 51] but not vanishing 5255 and the moduli stability in this context can be studied 56-61. Another important mechanism called brane supersymmetry breaking has been extensively explored 6267 . In these models, supersymmetry is non-linearly realized 68,69$]$ and the supersymmetry-breaking scale is the string scale in the open sector while the closed-string sector is insensitive to it. However, all these constructions suffer from uncancelled Neveu-Schwarz-Neveu-Schwarz (NS-NS) tadpoles due to the presence of anti-D-branes. Attempts to deal with these tadpoles have been pursued $70-73$ but with limited applications. One can also make use of internal magnetic fields to break supersymmetry [74 76] but this option will not be evoked further in this thesis.

After an overview of the construction and key features of string theory presented in Chapter 1, the works presented in this manuscript are organized as a triptych. The first part of it in Chapter 2 concerns the very elaboration of supersymmetry-breaking mechanisms at the string-theory level. The proposed mechanism takes place in orientifold models and shows similarities with brane supersymmetry breaking. Crucially though, it avoids the usual NS-NS tadpoles and comes with a breaking scale that can either be the string scale or a compactification scale. A close look at the geometric interpretation of the mechanism as well as effective field-theory considerations will however reveal a soft breaking in the closed sector, à la Scherk-Schwarz. The chapter is based on the work [77, published during the thesis.

The second part of the triptych developed in Chapter 3 is about the moduli dependence of the one-loop potential typically generated by supersymmetry-breaking mechanisms. Such potentials can be independent on some scalars in which case these states remain moduli at one loop. However, they can also induce a one-loop mass squared that can be positive or negative. In the former case, the tree-level moduli are actually stabilized at one loop and in the latter case, a tachyonic instability is created and the vacuum around which perturbation theory is performed is not valid anymore.

We will perform such a stability analysis in the context of the type I string theory showing an $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ spontaneous breaking of supersymmetry. The presence of a rich variety of moduli in the model will require the use of various techniques to establish their one-loop stability, ranging from Taylor expansion of the effective potential to the evaluation of genus- 1 two-point correlation functions through arguments arising from the duality between the heterotic and type I string. The chapter is based on the works 59 61].

Eventually, the last part of the triptych presented in Chapter 4 treats the cosmological dynamics induced at one loop by supersymmetry breaking. Indeed, after implementation of a breaking at the string level and study of the one-loop potential, one generally does not have a true vacuum and the full cosmological dynamics should be taken into account. More precisely, no-scale models [78 81] are defined as classical models with spontaneously broken supersymmetry and a breaking scale that is a flat direction of the tree-level potential (hence the name "no-scale"). Such models are expected to be drastically disturbed by quantum effects and the generation of a one-loop potential. In specific cases, referred to as "super no-scale models", the potential is exponentially suppressed at one loop and the no-scale structure is preserved $45,47,56,57,82,87]$. In generic cases however, the time-dependence of the one-loop potential should be taken seriously and its backreaction on the cosmological equations of motion of the no-scale models carefully studied. We will study this backreaction and show that under certain conditions, a no-scale cosmological behaviour can effectively be reached asymptotically. The two first sections of the chapter are based on the works [43, 44]. In a third section based on the works [88, 89], we put forward a new mechanism to generate a dark-matter relic density in the cosmological story of the universe. This is done in a heterotic string context with spontaneously broken supersymmetry and with implementation of finite temperature. In specific setups, a cosmological attractor enforces the condensation of a modulus as the universe evolves, that gives a sudden mass to some states playing the role of dark-matter candidates. The moment when this phase transition occurs affects the standard scenario invoked for generating a relic density.

The appendix Ages some notations used in this document about characters and Jacobi theta functions while appendices $B$ and $C$ provide additional details about what is presented respectively in Chapters 3 and 4 .

The publications produced during the thesis upon which this manuscript rests are attached at the very end of the manuscript.

## 1 Key ingredients of string theory

The goal of this chapter is to introduce string theory and related concepts that are explored in this thesis. After a brief overview about the construction of string theory and the various superstring theories, we discuss the main ingredient of this thesis that is supersymmetry breaking and more particularly the breaking by coordinate-dependent compactification. Eventually, we talk about cosmology and how string theory could help in this vast domain.

### 1.1 Foundations of string theory

This section recalls the definition of the relativistic superstring, its equations of motion, boundary conditions and constraints. The quantification procedure in light-cone gauge is then briefly reviewed. This section is strongly inspired by the most famous textbooks and lectures which introduce string theory and constitute permanent companions for the young string theorist [90-96].

### 1.1.1 The classical action of the relativistic string

The basic idea of string theory is to revisit what the degrees of freedom of fundamental particles are. The replacement of a pointlike description by a string-like one allows for internal vibrating modes associated to a new energy scale: The string scale. Formally, the relativistic particle of mass $m$ is promoted to a relativistic string by generalizing its dynamics as a variational principle. As the particle action $S_{\text {pointlike }}$ is proportional to the invariant length of its trajectory $X^{\mu}(\tau)$ in spacetime parametrized by $\tau$ (called the worldline), the string one is proportional to the area spanned by the string while it propagates, called the worldsheet. The worldsheet is parametrized by an additional spacelike coordinate which we label by $\sigma$. The action thus becomes the following Nambu-Goto action $97,98 S_{\mathrm{NG}}$,

$$
\begin{equation*}
S_{\text {pointlike }}=-m \int \mathrm{~d} \tau \sqrt{-g_{\mu \nu} \frac{\mathrm{d} X^{\mu}}{\mathrm{d} \tau} \frac{\mathrm{~d} X^{\nu}}{\mathrm{d} \tau}} \quad \longrightarrow \quad S_{\mathrm{NG}}=-T \int \mathrm{~d}^{2} \sigma \sqrt{-h}, \tag{1.1.1}
\end{equation*}
$$

where $T$ denotes the tension of the string, $\mathrm{d}^{2} \sigma=\mathrm{d} \tau \mathrm{d} \sigma$ is the area element and $h$ is the determinant of the induced metric on the worldsheet which is embedded in spacetime with coordinates $X^{\mu}(\tau, \sigma)$, $\mu \in\{0, \ldots, d-1\}$. This metric is thus defined as the pullback of the spacetime metric $g_{\mu \nu}$ on the worldsheet submanifold,

$$
\begin{equation*}
h=\operatorname{det}\left(h_{\alpha \beta}\right) \quad \text { and } \quad h_{\alpha \beta}=g_{\mu \nu} \partial_{\alpha} X^{\mu} \partial_{\beta} X^{\nu} . \tag{1.1.2}
\end{equation*}
$$

In units where $\hbar=c=1$, the string tension $T$ has the dimension of a mass squared and it can be expressed as the inverse of the Regge slope $\alpha^{\prime}$ as $T=\frac{1}{2 \pi \alpha^{\prime}}$.

In the Nambu-Goto formalism, one directly finds and solves the equations of motion in terms of the embedding coordinates $X^{\mu}(\tau, \sigma)$. However, this formalism is not convenient for quantizing the theory and an equivalent one can be defined. It follows the same logic as for the relativistic particle where an auxiliary field can be introduced to define a new action. In this formalism, both the equations of motion for the auxiliary field and for the embedding coordinates must be worked out. If a particular expression for the auxiliary field is chosen i.e. for a particular gauge, the dynamics is given by the equations of motion of the embedding coordinates with the additional constraints imposed by the validity of the equations of motion of the auxiliary field at the particular gauge value. The string action $S_{\mathrm{P}}$ in this formalism is called Polyakov action or sigma-model action $99-101$ and reads

$$
\begin{equation*}
S_{\mathrm{P}}=-\frac{T}{2} \int \mathrm{~d}^{2} \sigma \sqrt{-h} h^{\alpha \beta} g_{\mu \nu} \partial_{\alpha} X^{\mu} \partial_{\beta} X^{\nu} \tag{1.1.3}
\end{equation*}
$$

where now the Minkowskian two-dimensional worldsheet metric $h_{\alpha \beta}$ plays the role of the auxiliary field and is thus no more defined as the pullback of the spacetime metric which however appears explicitly in the action. If one injects the equations of motion of the auxiliary metric into the Polyakov action, one recovers the Nambu-Goto description which shows that the two formalisms are equivalent.

The two local symmetries of the Polyakov action (1.1.3) that are reparametrization of the worldsheet coordinates $\tau$ and $\sigma$ and Weyl transformations (rescaling of the worldsheet metric) can be used to completely gauge-fix $h_{\alpha \beta}$. If no topological obstruction prevents from it, it is convenient to fix the metric to the flat Minkowski one: $h_{\alpha \beta}=\eta_{\alpha \beta}$. Note that this gauge is called the conformal gauge. Worldsheet indices are thus raised and lowered with this flat metric and the action becomes

$$
\begin{equation*}
S=-\frac{T}{2} \int \mathrm{~d}^{2} \sigma \partial^{\alpha} X^{\mu} \partial_{\alpha} X_{\mu} \tag{1.1.4}
\end{equation*}
$$

The constraints imposed by the equations of motions of the auxiliary metric after gauge fixing should not be forgotten. The variation of the action with respect to the metric defines the worldsheet energy-momentum tensor $T_{\alpha \beta}$ and the equations of motion impose it to vanish,

$$
\begin{equation*}
T_{\alpha \beta} \equiv-\frac{2}{T \sqrt{-h}} \frac{\delta S_{\mathrm{P}}}{\delta h^{\alpha \beta}}=0 . \tag{1.1.5}
\end{equation*}
$$

In the flat gauge, this constraint reads

$$
\begin{equation*}
\partial_{\alpha} X^{\mu} \partial_{\beta} X_{\mu}-\frac{1}{2} \eta_{\alpha \beta} \partial^{\gamma} X^{\mu} \partial_{\gamma} X_{\mu}=0 . \tag{1.1.6}
\end{equation*}
$$

The bosonic string discussed so far yields, after quantization, a theory without fermions and which in addition contains a tachyon. To remedy these issues, one can build the fermionic superstring in what is called the Ramond-Neveu-Schwarz (RNS) formalism [102, 103] by adding fermionic Majorana fields on the worldsheet $\psi^{\mu}(\tau, \sigma) \equiv\binom{\psi_{-\mu}^{\mu}}{\psi_{+}^{\mu}}$ which are vectors from the spacetime point of view. The superstring action in (super)conformal gauge is given by

$$
\begin{equation*}
S=-\frac{T}{2} \int \mathrm{~d}^{2} \sigma\left(\partial^{\alpha} X^{\mu} \partial_{\alpha} X_{\mu}+\alpha^{\prime} \bar{\psi}^{\mu} \gamma^{\alpha} \partial_{\alpha} \psi_{\mu}\right) \tag{1.1.7}
\end{equation*}
$$

where the matrices $\gamma^{\alpha}, \alpha=0,1$, are two-dimensional Dirac matrices that satisfy the Clifford algebra $\left\{\gamma^{\alpha}, \gamma^{\beta}\right\}=2 \eta^{\alpha \beta}$ and the Dirac conjugate $\bar{\psi}^{\mu}$ is defined as $\bar{\psi}^{\mu}=i \gamma^{0} \psi^{\mu \dagger}$. Varying the action with
respect to the bosonic and fermionic fields, one finds the equations of motion, which are simply the usual two-dimensional wave equation and Dirac equation:

$$
\begin{equation*}
\partial_{\alpha} \partial^{\alpha} X^{\mu}=0 \quad \text { and } \quad \gamma^{\alpha} \partial_{\alpha} \psi_{\mu}=0 \tag{1.1.8}
\end{equation*}
$$

Like for the bosonic string, one should not forget the constraints coming from the vanishing of the energy-momentum tensor which read

$$
\begin{equation*}
\partial_{\alpha} X^{\mu} \partial_{\beta} X_{\mu}-\frac{1}{2} \eta_{\alpha \beta} \partial^{\gamma} X^{\mu} \partial_{\gamma} X_{\mu}+\frac{\alpha^{\prime}}{2} \bar{\psi}^{\mu} \gamma_{\alpha} \partial_{\beta} \psi_{\mu}+\frac{\alpha^{\prime}}{2} \bar{\psi}^{\mu} \gamma_{\beta} \partial_{\alpha} \psi_{\mu}=0 . \tag{1.1.9}
\end{equation*}
$$

Actually, other constraints need to be imposed. Note that the superstring action 1.1.7) is invariant under global supersymmetry transformations to which a supercurrent is associated. In this setup, nothing requires the vanishing of this supercurrent but in a more fundamental construction of the superstring action which possesses local supersymmetry 104 106], this cancellation arises as the equations of motion of a gravitino gauge field. Eventually, the additional constraints are

$$
\begin{equation*}
\gamma^{\beta} \gamma_{\alpha} \psi^{\mu} \partial_{\beta} X_{\mu}=0 \tag{1.1.10}
\end{equation*}
$$

### 1.1.2 Boundary conditions and mode expansion

The equations of motion (1.1.8) and the constraints (1.1.9) and 1.1.10) need to be supplemented by appropriate boundary conditions for the system to be fully defined. For the embedding bosonic coordinates, one can talk about closed strings or open strings and we fix the range of the $\sigma$ parameter to be $[0, \pi]$ for both kinds of strings. The closed strings satisfy a periodicity condition under translation of the spacelike coordinate $\sigma$ while for each end at $\sigma=\sigma_{\mathrm{e}} \equiv 0, \pi$, the open strings can verify either Neumann or Dirichlet boundary conditions. The possible bosonic boundary conditions are then

$$
\underline{\text { Closed strings: }} X(\tau, \sigma+\pi)=X(\tau, \sigma), \underline{\text { Open strings: }}\left\{\begin{array}{l}
\text { Neumann: }\left.\partial_{\sigma} X^{\mu}(\tau, \sigma)\right|_{\sigma=\sigma_{\mathrm{e}}}=0  \tag{1.1.11}\\
\text { Dirichlet: } X\left(\tau, \sigma_{\mathrm{e}}\right)=\mathrm{cst}
\end{array} .\right.
$$

The Dirichlet conditions which break Lorentz invariance will be discussed later when open-string theories and D-branes are introduced.

From the fermionic fields point of view, several Lorentz-preserving conditions exist for which the boundary terms arising when varying the superstring action vanish. These conditions are expressed in terms of the Majorana components $\psi_{-}^{\mu}$ and $\psi_{+}^{\mu}$ which describe respectively left-moving and right-moving waves. For closed strings, $\psi_{-}^{\mu}$ and $\psi_{+}^{\mu}$ can independently satisfy periodicity (Ramond boundary condition) or antiperiodicity (Neveu-Schwarz boundary condition) under the translation $\sigma \rightarrow \sigma+\pi$. This naturally gives rise to four sectors: Ramond-Ramond (R-R), Ramond-NeveuSchwarz (R-NS), Neveu-Schwarz-Ramond (NS-R) and Neveu-Schwarz-Neveu-Schwarz (NS-NS). For open strings, fixing without loss of generality $\left.\psi_{-}^{\mu}(\tau, \sigma)\right|_{\sigma=0}=\left.\psi_{+}^{\mu}(\tau, \sigma)\right|_{\sigma=0}$, two inequivalent choices arise if we choose the same condition at the other end $\sigma=\pi$ (Ramond boundary condition) or its opposite (Neveu-Schwarz boundary condition). The possible boundary conditions are thus

$$
\text { Closed strings: }\left\{\begin{array}{ll}
\text { R-R: } & \begin{array}{l}
\psi_{-}^{\mu}(\tau, \sigma+\pi)=\psi_{-}^{\mu}(\tau, \sigma) \\
\psi_{+}^{\mu}(\tau, \sigma+\pi)=\psi_{+}^{\mu}(\tau, \sigma)
\end{array} \\
\text { NS-R: } & \psi_{-}^{\mu}(\tau, \sigma+\pi)=-\psi_{-}^{\mu}(\tau, \sigma) \\
& \psi_{+}^{\mu}(\tau, \sigma+\pi)=\psi_{+}^{\mu}(\tau, \sigma)
\end{array} \quad \text { NS-NS: } \quad \begin{array}{l}
\psi_{-}^{\mu}(\tau, \sigma+\pi)=\psi_{-}^{\mu}(\tau, \sigma) \\
\psi_{+}^{\mu}(\tau, \sigma+\pi)=-\psi_{+}^{\mu}(\tau, \sigma) \\
\psi_{-}^{\mu}(\tau, \sigma+\pi)=-\psi_{-}^{\mu}(\tau, \sigma) \\
\psi_{+}^{\mu}(\tau, \sigma+\pi)=-\psi_{+}^{\mu}(\tau, \sigma)
\end{array}\right.
$$

$$
\underline{\text { Open strings: }}\left\{\begin{array}{ll}
\text { Ramond (R): } & \left.\psi_{-}^{\mu}(\tau, \sigma)\right|_{\sigma=\pi}=\left.\psi_{+}^{\mu}(\tau, \sigma)\right|_{\sigma=\pi}  \tag{1.1.12}\\
\text { Neveu-Schwarz (NS): } & \left.\psi_{-}^{\mu}(\tau, \sigma)\right|_{\sigma=\pi}=-\left.\psi_{+}^{\mu}(\tau, \sigma)\right|_{\sigma=\pi}
\end{array} .\right.
$$

Defining the light-cone coordinates $\sigma^{ \pm} \equiv \tau \pm \sigma$ whose associated derivative read $\partial_{ \pm}=\frac{1}{2}\left(\partial_{\tau} \pm \partial_{\sigma}\right)$, the equations of motion 1.1.8 become

$$
\partial_{+} \partial_{-} X^{\mu}=0 \quad \text { and } \quad\left\{\begin{array}{l}
\partial_{+} \psi_{-}=0  \tag{1.1.13}\\
\partial_{-}+=0
\end{array}\right.
$$

Together with the various boundary conditions, they give rise to different mode expansions of the bosonic and fermionic fields. Let us start with the bosonic ones. The equations of motion imply that the most general form for $X^{\mu}(\tau, \sigma)$ is a sum of right-moving and left-moving waves that depend only on $\sigma^{-}$and $\sigma^{+}$respectively,

$$
\begin{equation*}
X^{\mu}(\tau, \sigma)=X_{\mathrm{R}}^{\mu}(\tau-\sigma)+X_{\mathrm{L}}^{\mu}(\tau+\sigma) \tag{1.1.14}
\end{equation*}
$$

Expanding this solution in Fourier modes yields the following mode expansions for the closed string and the open string (assuming Neumann boundary conditions in all directions)

$$
\begin{aligned}
& \text { Closed strings: }\left\{\begin{array}{l}
X_{\mathrm{R}}^{\mu}(\tau-\sigma)=\frac{1}{2} x^{\mu}+\alpha^{\prime} p^{\mu}(\tau-\sigma)+i \sqrt{\frac{\alpha^{\prime}}{2}} \sum_{n \neq 0} \frac{\alpha_{n}^{\mu}}{n} e^{-2 i n(\tau-\sigma)} \\
X_{\mathrm{L}}^{\mu}(\tau+\sigma)=\frac{1}{2} x^{\mu}+\alpha^{\prime} p^{\mu}(\tau+\sigma)+i \sqrt{\frac{\alpha^{\prime}}{2}} \sum_{n \neq 0} \frac{\tilde{\alpha}_{n}^{\mu}}{n} e^{-2 i n(\tau+\sigma)},
\end{array}\right. \\
& \underline{\text { Open strings: }} X^{\mu}(\tau, \sigma)=x^{\mu}+2 \alpha^{\prime} p^{\mu} \tau+i \sqrt{2 \alpha^{\prime}} \sum_{n \neq 0} \frac{\alpha_{n}^{\mu}}{n} e^{-i n \tau} \cos (n \sigma) .
\end{aligned}
$$

In these expressions, $x^{\mu}$ and $p^{\mu}$ which appear as integration constants are the position and momentum of the string center of mass. For the closed string, there are two sets of Fourier coefficients, $\alpha_{n}^{\mu}$ and $\tilde{\alpha}_{n}^{\mu}$ and only one for the open string. A reality condition on the coordinate $X^{\mu}$ implies that $\alpha_{-n}^{\mu}=\left(\alpha_{n}^{\mu}\right)^{*}$ and $\tilde{\alpha}_{-n}^{\mu}=\left(\tilde{\alpha}_{n}^{\mu}\right)^{*}$. It is convenient to define coefficients for $n=0$ as follows: $\alpha_{0}^{\mu}=\tilde{\alpha}_{0}^{\mu} \equiv \sqrt{\frac{\alpha^{\prime}}{2}} p^{\mu}$ for the closed string and $\alpha_{0}^{\mu} \equiv \sqrt{2 \alpha^{\prime}} p^{\mu}$ for the open string.

Let us turn to the fermionic fields. For closed strings, $\psi_{-}^{\mu}$ and $\psi_{+}^{\mu}$ can be independently periodic or antiperiodic. For periodic boundary conditions (R), we denote the Fourier coefficients by $d_{n}^{\mu}$ while we write $b_{r}^{\mu}$ for antiperiodic fields (NS). We add tildes on these coefficients for the right-movers $\psi_{+}^{\mu}$. The idea is that the " $d$ coefficients" will come with integer indices $n$ while the " $b$ coefficients" will come with half-integer indices. For open strings, the coefficients $d_{n}^{\mu}$ appear both in $\psi_{-}^{\mu}$ and $\psi_{+}^{\mu}$ for Ramond boundary conditions while they are replaced by $b_{r}^{\mu}$ for Neveu-Schwarz conditions.

$$
\begin{align*}
& \text { Closed strings: }\left\{\begin{array}{cc}
\text { Right-movers: } \psi_{-}^{\mu}(\tau, \sigma)=\sum_{n \in \mathbb{Z}} d_{n}^{\mu} e^{-2 i n(\tau-\sigma)} & \psi_{-}^{\mu}(\tau, \sigma)=\sum_{r \in \mathbb{Z}+\frac{1}{2}} b_{r}^{\mu} e^{-2 i r(\tau-\sigma)} \\
\text { Left-movers: } \psi_{+}^{\mu}(\tau, \sigma)=\sum_{n \in \mathbb{Z}} \tilde{d}_{n}^{\mu} e^{-2 i n(\tau+\sigma)} & \psi_{+}^{\mu}(\tau, \sigma)=\sum_{r \in \mathbb{Z}+\frac{1}{2}} \tilde{b}_{r}^{\mu} e^{-2 i r(\tau+\sigma)}
\end{array}\right. \\
& \underline{\text { Open strings: }} \begin{cases}\text { R: } \psi_{-}^{\mu}(\tau, \sigma)=\frac{1}{\sqrt{2}} \sum_{n \in \mathbb{Z}} d_{n}^{\mu} e^{-i n(\tau-\sigma)} & \text { and } \\
\text { NS: } \psi_{-}^{\mu}(\tau, \sigma)=\frac{1}{\sqrt{2}} \sum_{r \in \mathbb{Z}+\frac{1}{2}}^{\mu} b_{r}^{\mu} e^{-i r(\tau-\sigma)} & \text { and } \quad \psi_{+}^{\mu}(\tau, \sigma)=\frac{1}{\sqrt{2}} \sum_{n \in \mathbb{Z}} d_{n}^{\mu} e^{-i n(\tau+\sigma)} \\
\sum_{r \in \mathbb{Z}+\frac{1}{2}}^{\mu} b_{r}^{\mu} e^{-i n r(\tau+\sigma)} .\end{cases} \tag{1.1.16}
\end{align*}
$$

The Majorana conditions on the fermionic fields implies $d_{-n}^{\mu}=\left(d_{n}^{\mu}\right)^{*}, b_{-r}^{\mu}=\left(b_{r}^{\mu}\right)^{*}$ and similar relations for coefficients with tildes.

Inserting these mode expansions into the energy-momentum tensor and supercurrent, one obtains the Fourier expansion of these currents whose vanishing must be ensured by the vanishing of each individual Fourier coefficient. The energy-momentum coefficients are denoted $L_{n}$ and are further split into a bosonic and a fermionic contribution corresponding to the first and last two terms in (1.1.9) respectively. We thus write $L_{n} \equiv L_{n}^{(\mathrm{b})}+L_{n}^{(\mathrm{f})}$. The bosonic part is given by (for closed strings, all the following formulas are to be duplicated upon replacement of the coefficients by their tilde version)

$$
\begin{equation*}
L_{n}^{(\mathrm{b})}=\frac{1}{2} \sum_{m \in \mathbb{Z}} \alpha_{-m} \cdot \alpha_{n+m} \quad \text { for } \quad n \in \mathbb{Z}, \tag{1.1.17}
\end{equation*}
$$

where the scalar product stands for a contraction of the Lorentz indices with the flat spacetime metric $\eta_{\mu \nu}$. The expressions of the fermionic part along with the supercurrent coefficients depend on the sector (Ramond or Neveu-Schwarz) under consideration. For Ramond fields, the supercurrent coefficients are denoted by $F_{n}$ and they are written $G_{r}$ for Neveu-Schwarz expansions. They are
R sector: $\quad L_{n}^{(\mathrm{f})}=\frac{1}{2} \sum_{m \in \mathbb{Z}}\left(m+\frac{n}{2}\right) d_{-m} \cdot d_{n+m}, n \in \mathbb{Z} \quad$ and $\quad F_{n}=\sum_{m \in \mathbb{Z}} \alpha_{-m} \cdot d_{n+m}, n \in \mathbb{Z}$
NS sector: $\quad L_{n}^{(\mathrm{f})}=\frac{1}{2} \sum_{r \in \mathbb{Z}+\frac{1}{2}}\left(r+\frac{n}{2}\right) b_{-r} \cdot b_{n+r}, n \in \mathbb{Z} \quad$ and $\quad G_{r}=\sum_{m \in \mathbb{Z}} \alpha_{-m} \cdot b_{r+m}, r \in \mathbb{Z}+\frac{1}{2}$
The zero mode $L_{0}$ and its counterpart $\tilde{L}_{0}$ for closed strings are important since they involve $p_{\mu} p^{\mu}$ in the $m=0$ term of the sum. This means that their vanishing gives a formula for the mass of the strings. We will write these formulas in the next subsection after quantization of the theory.

### 1.1.3 Quantization and spectrum

A first challenge for the construction of string theory is to consistently quantify the relativistic theory described so far. Here we will only review the fastest method to get to the spectrum which is called light-cone quantization. It consists in fixing all the remaining gauge degrees of freedom available to obtain the physical solutions before quantizing these solutions.

The starting point is to realize that when going to flat gauge by making use of the reparametrization and Weyl invariance of the Polyakov action, there is still some remaining gauge invariance. This means that there is an unphysical redundancy in the field solutions that we wrote. The remaining freedom lies in the particular globally well-defined reparametrizations of the worldsheet coordinates that only induce a rescaling of the flat worldsheet metric. These conformal transformations are symmetries since the induced rescaling can be undone by a Weyl transformation. More specifically, any change of coordinates which just redefines $\sigma^{+}$as a function of itself and independently $\sigma^{-}$as a function of itself also, only produces a rescaling of the flat metric.

We define the spacetime light-cone coordinates $X^{+}$and $X^{-}$and the light-cone fermions $\psi^{+}$and $\psi^{-}$as ${ }^{11}$

$$
\begin{equation*}
X^{ \pm} \equiv \frac{X^{0} \pm X^{d-1}}{\sqrt{2}} \quad \text { and } \quad \psi^{ \pm} \equiv \frac{\psi^{0} \pm \psi^{d-1}}{\sqrt{2}} \tag{1.1.19}
\end{equation*}
$$

We can make full use of the residual gauge freedom to fix the values of $X^{+}$and $\psi^{+}$to

$$
\begin{equation*}
X^{+}=x^{+}+\alpha^{\prime} p^{+} \tau \quad \text { and } \quad \psi^{+}=0 \tag{1.1.20}
\end{equation*}
$$

where $x^{+}$and $p^{+}$are integration constants. The constraints then completely determine the expressions of $X^{-}$and $\psi^{-}$in terms of the other fields. The only remaining sets of non-trivial Fourier coefficients are thus those associated with the transverse directions $X^{i}, i \in\{1, \ldots, d-2\}$.

It is then possible to quantize the theory using the standard canonical way. In the classical theory, for transverse directions, the momenta $P^{i}$ associated to the bosonic fields $X^{i}$ and $\Pi^{i}$ associated to the fermionic ones $\psi^{i}$ can be defined in the usual way from the superstring action 1.1.7,

$$
\begin{equation*}
P^{i}(\tau, \sigma) \equiv \frac{\delta S}{\delta\left(\partial_{\tau} X_{i}\right)}=T \partial_{\tau} X^{i}, \quad \Pi_{+}^{i} \equiv \frac{\delta S}{\delta\left(\partial_{\tau} \psi_{+, i}\right)}=-\frac{i}{4 \pi} \psi_{+}^{i}, \quad \Pi_{-}^{i}=-\frac{i}{4 \pi} \psi_{-}^{i} . \tag{1.1.21}
\end{equation*}
$$

They obey canonical commutation and anticommutation rules in terms of the Poisson brackets which are promoted to true commutators and anticommutators on the fields that are themselves promoted to operators. The only non-trivial relations are

$$
\begin{equation*}
\left[P^{i}(\tau, \sigma), P^{j}(\tau, \sigma)\right]=i \delta^{i j} \delta\left(\sigma-\sigma^{\prime}\right) \quad \text { and } \quad\left\{\psi_{ \pm}^{i}(\tau, \sigma), \psi_{ \pm}^{j}\left(\tau, \sigma^{\prime}\right)\right\}=\pi \delta^{i j} \delta\left(\sigma-\sigma^{\prime}\right) \tag{1.1.22}
\end{equation*}
$$

Inserting the mode expansions of the fields, these commutation and anticummutation relations translates into rules for the various Fourier coefficients that are promoted to operators called oscillators. The non-trivial rules are (for closed strings, the same relations hold for tilde operators)

$$
\begin{equation*}
\left[\alpha_{n}^{i}, \alpha_{m}^{j}\right]=n \delta_{n+m, 0} \delta^{i j},\left\{b_{r}^{i}, b_{s}^{j}\right\}=\delta_{r+s, 0} \delta^{i j},\left\{d_{n}^{i}, d_{m}^{j}\right\}=\delta_{n+m, 0} \delta^{i j} \tag{1.1.23}
\end{equation*}
$$

The rescaling $\alpha_{n}^{i} \rightarrow \frac{\alpha_{n}^{i}}{\sqrt{n}}$ together with the definitions $\alpha_{n}^{i \dagger} \equiv \frac{\alpha_{-n}^{i}}{\sqrt{n}}$ for $n>0, \tilde{\alpha}_{n}^{i \dagger} \equiv \frac{\tilde{\alpha}_{-n}^{i}}{\sqrt{n}}$ for $n>0$, $b_{r}^{i \dagger} \equiv b_{-r}^{i}$ for $r>0$ and $d_{n}^{i \dagger} \equiv d_{-n}^{i}$ for $n>0$ yield usual algebras of raising and lowering operators. We can thus build the spectrum starting from a vacuum state annihilated by all the lowering operators and act on it with raising operators. The vacua $|0\rangle_{R}$ and $|0\rangle_{\text {NS }}$ in the R and NS sectors are such that

$$
\begin{array}{lll}
\alpha_{n}^{i}|0\rangle_{\mathrm{R}}=d_{n}^{i}|0\rangle_{\mathrm{R}}=0 & \text { for } \quad & n>0,  \tag{1.1.24}\\
\alpha_{n}^{i}|0\rangle_{\mathrm{NS}}=b_{r}^{i}|0\rangle_{\mathrm{NS}}=0 & \text { for } \quad & n, r>0,
\end{array}
$$

[^0]and the raising operators are the negative modes. For closed strings, the same relations must hold for tilde operators. The vacua carry a momentum which is an eigenvalue of the operator $p^{\mu}$ and up to this momentum, the NS vacuum is unique and describes a zero-spin state. The raising operators being Lorentz vectors, all states built from the NS vacuum are spacetime bosons. There is a subtlety concerning the R vacuum since it turns out that the action of the operator $d_{0}^{i}$ does not change the mass of the state. The explanation for this is that the $R$ vacuum is actually a spacetime fermion carrying irreducible spinor quantum numbers in $d-2$ dimensions. Because the raising operators are Lorentz vectors, the states arising in the R sector are consequently spacetime fermions. Note that for open strings, extra quantum numbers called Chan-Paton factors [107] that are carried by the ends of the string can consistently be added. We will come back to this later when we study more deeply the open-string theories.

To finalize the quantization procedure, the constraints must be imposed. Recall that they were given classically by the vanishing of the Fourier coefficients of the energy-momentum tensor and supercurrent. The coefficients are now operators which verify commutation rules of a super-Virasoro algebra. They are defined to be normal ordered, with the raising operators on the left and the lowering ones on the right. This produces an ambiguity for the zero mode $L_{0}$ which is tackled by adding extra constants $a_{\mathrm{R}}$ and $a_{\mathrm{NS}}$ in the corresponding sectors (the same formulas with tildes define $\tilde{L}_{0}$ ),

$$
\begin{array}{ll}
\text { R sector: } & L_{0} \equiv \frac{\alpha_{0}^{2}}{2}+\sum_{n=1}^{+\infty} \alpha_{-n} \cdot \alpha_{n}+\sum_{n=0}^{+\infty} n d_{-n} \cdot d_{n}-a_{\mathrm{R}}, \\
\text { NS sector: } & L_{0} \equiv \frac{\alpha_{0}^{2}}{2}+\sum_{n=1}^{+\infty} \alpha_{-n} \cdot \alpha_{n}+\sum_{r=\frac{1}{2}}^{+\infty} r b_{-r} \cdot b_{r}-a_{\mathrm{NS}} . \tag{1.1.25}
\end{array}
$$

The constraints then amount to impose the physical states to be annihilated by the positive modes $L_{n}$ and $F_{n}, n \geq 0$ in the R sector and $L_{n}, n \geq 0$ and $G_{r}, r>0$ in the NS sector. As mentioned earlier, the $L_{0}$ constraint gives a formula for the mass squared $M^{2}$ of the states since it involves $p_{\mu} p^{\mu}=-M^{2}$. Thanks to the light-cone gauge, everything can be expressed in terms of the transverse oscillators and the result is (there is a factor 4 between open and closed strings due to the definition of $\alpha_{0}$ which is different)

$$
\begin{align*}
& \text { R sector: } \quad \frac{\alpha^{\prime}}{4} M_{\text {closed }}^{2}=\alpha^{\prime} M_{\text {open }}^{2}=\sum_{n=1}^{+\infty} \alpha_{-n}^{i} \alpha_{n}^{i}+\sum_{n=0}^{+\infty} n d_{-n}^{i} d_{n}^{i}-a_{\mathrm{R}}, \\
& \text { NS sector: } \quad \frac{\alpha^{\prime}}{4} M_{\text {closed }}^{2}=\alpha^{\prime} M_{\text {open }}^{2}=\sum_{n=1}^{+\infty} \alpha_{-n}^{i} \alpha_{n}^{i}+\sum_{r=\frac{1}{2}}^{+\infty} r b_{-r}^{i} b_{r}^{i}-a_{\text {NS }} . \tag{1.1.26}
\end{align*}
$$

For closed strings, the same formulas hold for the sets of tilde oscillators. This means that the right-hand sides are equal to the same expressions with tildes. This is called the level-matching condition since it ensures that the number of excitations are the same for left- and right-movers. The values of $a_{\mathrm{R}}, a_{\mathrm{NS}}$ and the number of spacetime dimensions $d$ are constrained by the requirement to obtain in the end a Lorentz invariant theory, which was not guaranteed by the light-cone gauge since it hides this symmetry. Several arguments can be invoked to find these values and they all yield the same result: $a_{\mathrm{R}}=0, a_{\mathrm{NS}}=\frac{1}{2}$ and $d=10$. Note that in the case of the bosonic string, the constraint on the number of dimensions is $d=26$.

In the R sector, because $a_{\mathrm{R}}=0$, the ground state (which is a spacetime fermion) is massless. The physical excited states are massive and are built by acting with the transverse oscillators $\alpha_{-n}^{i}$ and $d_{-n}^{i}$. In the NS sector, the ground state is a scalar and has a negative mass squared because of $a_{\mathrm{NS}}=\frac{1}{2}$. Contrary to the bosonic string theory, we will see that there is a consistent way to project out this tachyon. The first excited state is a massless vector obtained with the action of $b_{-1 / 2}^{i}$ on the ground state.

For the closed string, remember that there are four sectors depending on the choice R or NS both for left- and right-moving oscillators. The states are thus tensor products of the two sides which then decompose into $\mathrm{SO}(8)$ representations (we will give the precise decomposition in the next section because some work remains to be done to obtain fully consistent theories). The ground states in the NS-NS, NS-R and R-NS are tachyons while the ground state in the R-R sector is massless. The first excited state in the NS-NS sector obtained with the action of $b_{-1 / 2}^{i}$ and $\tilde{b}_{-1 / 2}^{i}$ is massless and contains among other things (see next section) the graviton. The first excited states in the R-NS and NS-R sectors obtained with the action of $b_{-1 / 2}^{i}$ or $\tilde{b}_{-1 / 2}^{i}$ in the NS side, are massless and contain a gravitino.

### 1.2 The different superstring theories

Now that we have laid the basics of superstring theory and found its spectrum, we can go further and discover the five types of string theories. For each one of them, we will discuss the one-loop vacuum amplitudes, objects that are highly important in this thesis.

### 1.2.1 The one-loop torus amplitude

The one-loop vacuum amplitudes are very important objects in string theory and lie at the core of this thesis. They are the analogue of their field theory counterparts which are given by Feynman diagrams simply describing a loop of particles. Of course, the very values of the one-loop vacuum amplitudes are important since they induce a quantum potential and possibly a cosmological constant. But besides from their numerical values, it turns out that the structure of the partition functions contains a lot of information about the spectrum of the theory.

In field theory, the one-loop vacuum amplitude captures the contributions of the whole spectrum to the loop. Each contribution comes as an integral over a Schwinger parameter $t$ weighted by an exponential depending on the squared mass $M^{2}$ of the state under consideration. In a theory with bosonic and fermionic degrees of freedom, the sum over the spectrum is a supertrace and an ultraviolet cutoff $\epsilon$ should be introduce to account for the divergence at low Schwinger parameter. Denoting $V$ the spacetime volume, the one-loop vacuum energy schematically takes the following form

$$
\begin{equation*}
\mathcal{V}_{1-\text { loop }} \propto \int_{\epsilon}^{+\infty} \frac{\mathrm{d} t}{t^{1+\frac{D}{2}}} \operatorname{Str}\left(e^{-t M^{2}}\right) \tag{1.2.1}
\end{equation*}
$$

In a closed-string theory, the loops undergone by the states are not circles anymore but tori representing the closed-strings going back to themselves. The diffeomorphism and Weyl invariance of the theory can be used to map any torus metric to a flat one but it turns out that several conformally inequivalent flat metrics exist. It is then natural to sum over all these inequivalent metrics to obtain the vacuum energy. More specifically, a flat torus can be defined as an identification on the complex plane which depends on a complex parameter $\tau \equiv \tau_{1}+i \tau_{2}$ called the Teichmüller parameter or
modulus of the torus ${ }^{2}$

$$
\begin{equation*}
\text { Torus: }\{z \in \mathbb{C} \text { with the identifications } z \equiv z+1, z \equiv z+\tau\} \tag{1.2.2}
\end{equation*}
$$

The important thing is to determine the moduli space i.e. which Teichmüller parameters give conformally inequivalent tori to sum only on them. Given a modulus $\tau$, two modular transformations $T$ and $S$ generate the same torus:

$$
\begin{equation*}
T: \tau \rightarrow \tau+1 \quad \text { and } \quad S: \tau \rightarrow-\frac{1}{\tau} . \tag{1.2.3}
\end{equation*}
$$

The group generated by these transformations is $\operatorname{PSL}(2, \mathbb{Z})$ so that the moduli space is given by the complex plane modded by this group. This defines the fundamental domain $\mathcal{F}$ over which we will integrate and it reads

$$
\begin{equation*}
\mathcal{F}:\left\{\tau \in \mathbb{C} \text { such that }|\tau| \geq 1 \text { and } \operatorname{Re} \tau \in\left[-\frac{1}{2}, \frac{1}{2}\right]\right\} \tag{1.2.4}
\end{equation*}
$$

The fact that the region near $\tau=0$ is not present in the fundamental domain implies that no ultraviolet divergence can arise unlike in field theory. In the end, thanks to the mass formulas 1.1.26), the vacuum energy involves four contributions coming from the four sectors. For example, in the NS-NS sector, the contribution $\mathcal{T}_{\text {NS-NS }}$ is given by

$$
\begin{equation*}
\mathcal{T}_{\text {NS-NS }} \equiv \int_{\mathcal{F}} \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{1+\frac{d}{2}}} \operatorname{Str}_{\text {NS-NS }} q^{\sum_{n=1}^{+\infty} \alpha_{-n}^{i} \alpha_{n}^{i}+\sum_{r=\frac{1}{2}}^{+\infty} r b_{-r}^{i} b_{r}^{i}-\frac{1}{2}} \bar{q}^{\sum_{n=1}^{+\infty} \tilde{\alpha}_{-n}^{i} \tilde{\alpha}_{n}^{i}+\sum_{r=\frac{1}{2}}^{+\infty} r \tilde{b}_{-r}^{i} \tilde{b}_{r}^{i}-\frac{1}{2}}, \tag{1.2.5}
\end{equation*}
$$

where we defined $q=e^{2 i \pi \tau}$ and $\mathrm{d}^{2} \tau=\mathrm{d} \tau_{1} \mathrm{~d} \tau_{2}$. The integral over $\tau_{1}$ implements the level-matching condition and the integral over $\tau_{2}$ is the analogue of the integral over the Schwinger parameter $t$ in field theory but without any ultraviolet divergence. Note that compared to $t, \tau_{2}$ is scaled with a factor $\left(\alpha^{\prime} \pi\right)^{-1}$.

To write things in a more compact way, we redefine $L_{0}$ and $\tilde{L}_{0}$ to be those of the Conformal Field Theory (CFT) language. They only count the transverse oscillators acting on the ground state and the R vacuum has conformal weight $1 / 2$. Central charges must be taken into account in the trace so that the full torus partition function $\mathcal{T}$ is expressed like

$$
\begin{equation*}
\mathcal{T} \equiv \int_{\mathcal{F}} \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{1+\frac{d}{2}}} \operatorname{Str}\left(q^{L_{0}-\frac{1}{2}} \bar{q}^{\tilde{L}_{0}-\frac{1}{2}}\right) \tag{1.2.6}
\end{equation*}
$$

where it is understood that the trace runs over the four sectors.

### 1.2.2 Type IIA and IIB

As we said in the previous section, the superstring spectrum contains an undesired tachyon in the NS sector. More generally, it can be shown that the spectrum as a whole is not consistent with modular invariance of the one-loop torus amplitude. Moreover, the spectrum has another problem: It is not spacetime supersymmetric as it should be since it contains a massless gravitino, the gauge field of local supersymmetry. To solve these problems and obtain consistent spectra, without tachyons and supersymmetric in the ten-dimensional spacetime, we need to apply the Gliozzi-Scherk-Olive

[^1](GSO) projection [108, 109]. In the NS sector, it consists in keeping only states for which the number of $b$-oscillators is odd. This obviously projects out the tachyon while keeping the massless state. Some massive states disappear from the spectrum if they correspond to the action of an even number of $b$-oscillators. In the R sector, the projection counts the number of $d$-oscillators and is coupled to the chirality operator in ten dimensions. At the massless level, this amounts to choose (equivalently) the fermionic ground state to have a definite positive or negative Weyl chirality in ten dimensions. It can be shown that such a projection yields a spectrum that contains an equal number of bosonic and fermionic on-shell degrees of freedom at all mass levels. Moreover, in the Green-Schwarz formalism where spacetime supersymmetry is manifest, it is shown that after the GSO projection, supersymmetry is indeed preserved 104 106.

Two consistent closed-string theories can be obtained from the projection. If the same Weyl chirality of the ground state is chosen both for left and right oscillators, this gives the type IIB theory. On the contrary, if opposite chiralities are chosen, this defines the type IIA theory. After the GSO projection, the massless NS-NS sectors of the two theories are identical and contain, in terms of $\mathrm{SO}(8)$ representations, the dilaton scalar, an antisymmetric two-form gauge field and the spin two graviton which is symmetric and traceless. The NS-R and R-NS sectors each contain a spin 3/2 Majorana-Weyl gravitino and the spin 1/2 Majorana-Weyl dilatino. In this sector, the difference between the two theories lies in the chirality of the gravitinos: They are the same in type IIB and are opposite in type IIA. In the R-R sector, one finds a one-form and a three-from gauge fields in type IIA and a scalar, a two-form and a self-dual four-form gauge fields in type IIB.

From the spectrum in each sector, one can compute explicitly the supertraces in the partition function (1.2.6) for the type IIA and IIB theories. The conventions used in this thesis for the $\mathrm{SO}(8)$ characters, the Dedekind function and the Jacobi theta functions can be found in Appendix A. The torus partition functions are

$$
\begin{equation*}
\text { Type IIA: } \mathcal{T}=\int_{\mathcal{F}} \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{6}}\left(\frac{V_{8}-C_{8}}{\eta^{8}}\right)\left(\frac{\bar{V}_{8}-\bar{S}_{8}}{\bar{\eta}^{8}}\right), \quad \text { Type IIB: } \mathcal{T}=\int_{\mathcal{F}} \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{6}}\left|\frac{V_{8}-S_{8}}{\eta^{8}}\right|^{2} \tag{1.2.7}
\end{equation*}
$$

in which the left-right symmetry of type IIB and the asymmetry of type IIA are explicit. The expansions of the characters $V_{8}$ and $S_{8}$ with respect to $q$ tell us the number of bosonic and fermionic degrees of freedom at each mass level (they are of course equal thanks to supersymmetry). In particular, at the massless level we have

$$
\begin{equation*}
\frac{V_{8}}{\eta^{8}}=\frac{S_{8}}{\eta^{8}}=\frac{C_{8}}{\eta^{8}}=8+\mathcal{O}(q) \tag{1.2.8}
\end{equation*}
$$

from which we count $8^{2}+8^{2}=128$ bosonic and fermionic degrees of freedom. This matches the particle content of the theories displayed earlier. Indeed, on-shell, the NS-NS sector yields $\frac{8 \times 9}{2}-1=35$ (graviton traceless) $+\frac{8 \times 7}{2}=28$ (two-form) +1 (dilaton) $=64$ degrees of freedom. The R-R sector gives $\frac{8 \times 7 \times 6}{6}=56$ (three-form) +8 (one-form) $=64$ for type IIA and $\frac{8 \times 7 \times 6 \times 5}{24} / 2=35$ (self-dual four-form) $+\frac{8 \times 7}{2}=28$ (two-form) +1 (scalar) $=64$ for type IIB. This gives the 128 bosonic degrees of freedom for the two theories. The NS-R and R-NS sectors give together $2 \times 56$ (two Majorana-Weyl spin 3/2) $+2 \times 8$ (two Majorana-Weyl spin $1 / 2$ ) $=128$ fermionic degrees of freedom.

### 1.2.3 Non-abelian gauge groups

In the ten-dimensional type IIA and IIB superstring theories, there is no non-abelian gauge symmetries. Generating non-abelian gauge groups is crucial since we ideally want to recover the standard model at low energies which involves the gauge group $\mathrm{SU}(3) \times \mathrm{SU}(2) \times \mathrm{U}(1)$. Let us mention various strategies to generate non-abelian gauge groups in string theory.

- Toroidal compactification of the bosonic string theory generically leads to abelian $\mathrm{U}(1)$ gauge factors coming from the dimensional reduction of the background spacetime metric and antisymmetric tensor. However, a pure stringy effect called symmetry enhancement can occur. It has the effect of producing additional gauge bosons for particular values of the background fields. This means that at particular points in the moduli space of the compactification, an abelian $\mathrm{U}(1)$ factor is enhanced to a non-abelian group. The simplest example arises in compactification on a single circle where a $\mathrm{U}(1) \times \mathrm{U}(1)$ becomes $\mathrm{SU}(2) \times \mathrm{SU}(2)$ if the radius is the self-dual radius $\sqrt{\alpha^{\prime}}$. One can understand why this is a pure stringy effect because the additional massless states have non-trivial winding numbers which are themselves characteristic to strings. At first sight, this seems to be an efficient way for generating non-abelian groups but it turns out that such symmetry enhancements are impossible in the superstring formalism where the supergravity multiplets cannot be enlarged. The idea to combine both the bosonic and fermionic frameworks to benefit from both the symmetry enhancement mechanism as well as the superstring features leads to the heterotic string theories $110-112$ whose description is given in the next subsection. The heterotic string is the framework inside which cosmological considerations and moduli dynamics have been worked out during this thesis (see Chapter 4).
- Actually, away from the enhancement points, the generic $U(1)$ factors that arise in toroidal compactifications reflect the symmetries of the internal space itself (in this case a torus) which are abelian. Other compact spaces like spheres for example produce non-abelian gauge symmetries at generic points of the moduli space.
- Another possibility for producing non-abelian symmetries is to introduce Chan-Paton factors [107] for open strings. These are non-dynamical degrees of freedom carried by the ends of the strings which are attached to D-branes. The rich variety of open-string theories constitutes the playground for some of the works done in the thesis that are presented in Chapters 2 and 3. The construction and features of open-string theories are described just after the heterotic string.


### 1.2.4 The heterotic string theories

The heterotic string [110-112] is a peculiar closed-string theory which uses at the same time the 26dimensional bosonic framework for the left-movers and the 10-dimensional fermionic description for the right-movers. In its bosonic construction (there is also an equivalent fermionic construction), in addition to the 10 usual left-moving coordinates $X_{\mathrm{L}}^{\mu}(\tau+\sigma), \mu \in\{0, \ldots, 10\}$, we introduce 16 compact coordinates $X_{\mathrm{L}}^{I}(\tau+\sigma), I \in\{10, \ldots, 25\}$ which describe a 16 -dimensional torus $T^{16}$. As evoked in the previous subsection, a non-abelian gauge structure can come from the compact space for left-movers thanks to enhancements. Crucially, the constraint of modular invariance of the ten-dimensional theory drastically reduces the consistent possibilities for the allowed lattice of momenta along the torus $T^{16}$ (the lattice must be even and self-dual). As a result, in ten dimensions, the generic
$\mathrm{U}(1)^{16}$ gauge structure associated to the torus $T^{16}$ is automatically enhanced to either $\operatorname{Spin}(32) / \mathbb{Z}_{2}$ or $\mathrm{E}_{8} \times \mathrm{E}_{8}$. This means that the moduli space is only composed of two points corresponding to the two theories. The one-loop partition function is given by

$$
\begin{equation*}
\text { Heterotic: } \mathcal{T}=\int_{\mathcal{F}} \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{6}}\left(\frac{V_{8}-C_{8}}{\eta^{8}}\right) \frac{\bar{\Gamma}_{16}}{\bar{\eta}^{16}}, \tag{1.2.9}
\end{equation*}
$$

where $\bar{\Gamma}_{16}$ is the lattice corresponding to either the $\operatorname{Spin}(32) / \mathbb{Z}_{2}$ or $\mathrm{E}_{8} \times \mathrm{E}_{8}$ theory. In terms of Jacobi theta functions, we have

$$
\bar{\Gamma}_{\operatorname{Spin}(32) / \mathbb{Z}_{2}}=\frac{1}{2} \sum_{a, b=0,1} \bar{\vartheta}\left[\begin{array}{l}
a  \tag{1.2.10}\\
b
\end{array}\right]^{16} \quad \text { and } \quad \bar{\Gamma}_{\mathrm{E}_{8} \times \mathrm{E}_{8}}=\left(\frac{1}{2} \sum_{a, b=0,1} \bar{\vartheta}\left[\begin{array}{l}
a \\
b
\end{array}\right]^{8}\right)^{2} .
$$

When the theory is further compactified for both left- and right-movers on a $n$-dimensional torus $T^{n}, n>0$, the lattice of momenta includes the original 16 left-moving dimensions plus $n$ additional left- and right-moving dimensions. Modular invariance again constrains this so called Narain lattice [113, 114] to be even and self-dual and the moduli space is now much richer than in ten dimensions. It is parametrized by the background internal values of the spacetime metric and antisymmetric tensor as well as by the scalars arising from the dimensional reduction of the gauge fields associated to the $\operatorname{Spin}(32) / \mathbb{Z}_{2}$ or $\mathrm{E}_{8} \times \mathrm{E}_{8}$ groups. The moduli space is described by the following $n(16+n)$-dimensional manifold $\mathcal{M}_{16+n, n}$

$$
\begin{equation*}
\mathcal{M}_{16+n, n}=\frac{\mathrm{O}(16+n, n ; \mathbb{R})}{\mathrm{O}(16+n ; \mathbb{R}) \times \mathrm{O}(n ; \mathbb{R})} \tag{1.2.11}
\end{equation*}
$$

up to a quotient by the T-duality group $\mathrm{O}(16+n, n ; \mathbb{Z})$.
In the fermionic construction of the heterotic string, there are 10 bosonic left- and right-movers, 10 fermionic right-movers and instead of adding 16 left-moving bosons like in the bosonic construction, 32 left-moving fermions are added. These additional fermions are however not like the other ones since they are assumed to be singlets under Lorentz spacetime transformations. In this construction, which is equivalent to the bosonic one, it is less mysterious that the theory is ten dimensional since only 10 bosonic fields are present, both left- and right-moving.

### 1.2.5 Type I string theory

In this subsection, we discuss quite deeply the type I superstring theory to prepare the groundwork of the results presented in Chapter 2 and 3. Reviews about open-string theories can be found in 115, 116.

## Chan-Paton factors and orientifold

All the theories presented so far only contain closed strings and as we saw, open strings can be used to generate a non-abelian gauge structure thanks to Chan-Paton factors 107. Let us start by defining precisely what they are. The idea is to associate a number $N$ of non-dynamical degrees of freedom to each of the strings ends. An open-string state is then characterized by its number of transverse oscillators, its momentum $k$ and two integers $i, j \in\{1, \ldots, N\}$ labelling each end of the string. The number of states is thus multiplied by $N^{2}$ and the spectrum is $N^{2}$ times larger. Without
writing the oscillators, a state has the following form: $|k, i j\rangle$. A generic state $|k, \lambda\rangle$ is then given by a linear combination of these states with coefficients $\lambda_{i j}$ which are the so-called Chan-Paton factors,

$$
\begin{equation*}
|k, \lambda\rangle=\sum_{i, j=1}^{N}|k, i j\rangle \lambda_{i j} \tag{1.2.12}
\end{equation*}
$$

The generic string states are thus $N \times N$ matrices and in all amplitudes, the Chan-Paton factors appear as products in traces which are invariant under a global $\mathrm{U}(N)$ transformation. From the spacetime point of view, it can be shown that the global $\mathrm{U}(N)$ becomes local and yield a $\mathrm{U}(N)$ gauge symmetry [117]. Geometrically, the Chan-Paton factors are interpreted in terms of coincident $D$ branes, extended objects where the ends of the strings can attach with Dirichlet boundary conditions (118].

One way to build a consistent theory incorporating open strings is to start with the type IIB theory and use its symmetry under the worldsheet reversal by gauging it. This parity operation $\Omega$ is called orientifold projection and its action on the spacelike worldsheet coordinate $\sigma$ is

$$
\begin{equation*}
\underline{\text { Closed strings: } \Omega: \sigma \rightarrow-\sigma, \quad \text { Open strings: } \Omega: \sigma \rightarrow \pi-\sigma . ~} \tag{1.2.13}
\end{equation*}
$$

This translates into a non-trivial action on the open-string oscillators. For Neumann boundary conditions, the action is

$$
\begin{equation*}
\text { Open strings: } \Omega: \alpha_{n}^{\mu} \rightarrow(-1)^{n} \alpha_{n}^{\mu}, \quad d_{n}^{\mu} \rightarrow(-1)^{n} d_{n}^{\mu}, \quad b_{r}^{\mu} \rightarrow i^{2 r} b_{r}^{\mu} . \tag{1.2.14}
\end{equation*}
$$

Gauging this transformation means that we project the theory onto states that survive the projection $\frac{1+\Omega}{2}$. As a result, the strings are unoriented and the states are left-right symmetric. This defines the type I superstring theory.

The projection also affects the behaviour of the Chan-Paton factors. The action of $\Omega$ on states $|k, i j\rangle_{\mathrm{NS}}$ and $|k, i j\rangle_{\mathrm{R}}$ in the NS and R sectors reverses $i$ and $j$ and acts with a unitary matrix $\gamma_{\Omega}$ up to phases $\epsilon_{\mathrm{NS}}$ and $\epsilon_{\mathrm{R}}$ :

$$
\begin{equation*}
|k, i j\rangle_{\mathrm{NS}} \rightarrow \sum_{i^{\prime}, j^{\prime}=1}^{N} \epsilon_{\mathrm{NS}}\left(\gamma_{\Omega}\right)_{i i^{\prime}}\left|k, j^{\prime} i^{\prime}\right\rangle_{\mathrm{NS}}\left(\gamma_{\Omega}^{-1}\right)_{j^{\prime} j}, \quad|k, i j\rangle_{\mathrm{R}} \rightarrow \sum_{i^{\prime}, j^{\prime}=1}^{N} \epsilon_{\mathrm{R}}\left(\gamma_{\Omega}\right)_{i i^{\prime}}\left|k, j^{\prime} i^{\prime}\right\rangle_{\mathrm{R}}\left(\gamma_{\Omega}^{-1}\right)_{j^{\prime} j} \tag{1.2.15}
\end{equation*}
$$

The phases and the $\gamma_{\Omega}$ matrix are constrained by consistency conditions of the action of $\Omega$ on the spectrum. One must take $\epsilon_{\mathrm{NS}}=-i$ and $\epsilon_{\mathrm{R}}=-1$ and two choices are possible for the matrix $\gamma_{\Omega}$, yielding different gauge groups. The matrix can be the $N \times N$ identity matrix $I_{N}$ and the associated gauge group is $\mathrm{SO}(N)$, or it can be the matrix $i J_{N}$ where $J_{N}$ is defined as

$$
J_{N}=\left(\begin{array}{cc}
0 & I_{\frac{N}{2}}  \tag{1.2.16}\\
-I_{\frac{N}{2}} & 0
\end{array}\right)
$$

which gives a $\operatorname{USp}(N)$ gauge group. We will see later that anomaly cancellation provides additional constraints on the number $N$ and forbids the $\operatorname{USp}(N)$ type I theory.

## One-loop amplitudes

In open-string theories, additional one-loop diagrams exist besides the torus one. The one-loop amplitude of an oriented open string has the topology of an annulus (or cylinder). In type I string
which is an unoriented theory, two more unoriented surfaces appear: The Klein bottle for closed strings and the Möbius strip for open strings.

The orientifold projection [119] is realized by inserting $\frac{1+\Omega}{2}$ inside the traces in the definition of the one-loop amplitudes. In the closed-string sector, the term with 1 gives half of the previously defined torus amplitude $\mathcal{T}$ in (1.2.6) and the insertion of $\Omega$ defines the Klein bottle amplitude $\mathcal{K}$,

$$
\begin{equation*}
\mathcal{K} \equiv \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{1+\frac{D}{2}}} \operatorname{Str}\left(\frac{\Omega}{2} q^{L_{0}-\frac{1}{2}} \tilde{q}^{\tilde{L}_{0}-\frac{1}{2}}\right) \tag{1.2.17}
\end{equation*}
$$

Because the orientifold projection is on the type IIB string theory, the torus partition function is simply given by half of the IIB one expressed in 1.2 .7 . In the Klein bottle, only the invariant states under $\Omega$ contribute. In particular, the NS-R and R-NS sectors do not contribute and thus fermions do not run in the Klein bottle. The characters are taken at the parameter of its doubly covering torus which is $\tau=2 i \tau_{2}$. We do not write the argument but it is understood to be the correct one for each amplitude (we will mention the correct argument when we meet the various surfaces for the first time). Integrating over the different Klein bottles amounts to integrate over all positive $\tau_{2}$. We obtain

$$
\begin{equation*}
\mathcal{K}=\int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{6}} \frac{V_{8}-S_{8}}{\eta^{8}} \tag{1.2.18}
\end{equation*}
$$

We can count the number of closed-string states in $\frac{1}{2} \mathcal{T}+\mathcal{K}$ using 1.2 .8 where $\mathcal{T}$ is the type IIB torus in 1.2.7). We find 64 bosonic and fermionic degrees of freedom. This is consistent with the action of the orientifold which projects out the left-right asymmetric part of the type IIB spectrum. What remains in the NS-NS sector is the graviton and the dilaton ( $35+1=36$ degrees of freedom) while in the R-R sector, only the two form survives ( 28 degrees of freedom). This yields the 64 bosons. In the NS-R and R-NS sectors which are swapped under $\Omega$, only one linear combination of the two gravitinos and one combination of the two dilatinos remain. This gives 64 fermions matching the number of bosons.

The open-string sector can be seen as the twisted sector associated with the orientifold projection. As we will see soon, its existence is required to obtain a consistent anomaly-free theory. The oriented one-loop annulus topology $\mathcal{A}$ and the unoriented Möbius strip surface $\mathcal{M}$ are defined as

$$
\begin{equation*}
\mathcal{A} \equiv \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{1+\frac{D}{2}}} \operatorname{Str}\left(\frac{1}{2} q^{\frac{1}{2}\left(L_{0}-1\right)}\right), \quad \mathcal{M} \equiv \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{1+\frac{D}{2}}} \operatorname{Str}\left(\frac{\Omega}{2} q^{\frac{1}{2}\left(L_{0}-1\right)}\right) \tag{1.2.19}
\end{equation*}
$$

In the annulus, the sum over the Chan-Paton indices of the strings produces a multiplicity $N^{2}$ (we do not consider Wilson lines for now). In the Möbius strip, the action of $\Omega$ 1.2.15) on the ChanPaton indices produces a factor $\epsilon_{\mathrm{NS} / \mathrm{R}} \operatorname{tr}\left(\gamma_{\Omega}^{\mathrm{T}} \gamma_{\Omega}^{-1}\right)$. In the NS sector, the product of $\epsilon_{\mathrm{NS}}=-i$ by the $\pm i$ factor induced by the action of $\Omega$ on the oscillators produces alternate signs in the characters, starting with a minus that we factorize. One obtains the same structure in the R sector and the $\operatorname{trace} \operatorname{tr}\left(\gamma_{\Omega}^{\mathrm{T}} \gamma_{\Omega}^{-1}\right)$ together with the factorized minus sign gives an overall factor $\epsilon N$ where $\epsilon=-1$ if $\gamma_{\Omega}=I_{N}$ or $\epsilon=1$ if $\gamma_{\Omega}=i J_{N}$. The amplitudes are then

$$
\begin{equation*}
\mathcal{A}=\frac{N^{2}}{2} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{6}} \frac{V_{8}-S_{8}}{\eta^{8}}, \quad \mathcal{M}=\frac{\epsilon N}{2} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{6}} \frac{\hat{V}_{8}-\hat{S}_{8}}{\hat{\eta}^{8}} . \tag{1.2.20}
\end{equation*}
$$

In the annulus, the characters are taken at argument $i \frac{\tau_{2}}{2}$ and the hatted characters in the Möbius, defined in Appendix A, are taken at argument $\frac{1}{2}+i \frac{\tau_{2}}{2}$. In this case, the fact that the covering torus is tilted induces the alternate signs in the characters.

We can recover the open-string gauge groups associated with the value of $\epsilon$ (coming from the choice of orientifold action on the Chan-Paton indices) by writing the zero modes of $\mathcal{A}+\mathcal{M}$. This gives the following "field-theory" spectrum

$$
\begin{equation*}
\mathcal{A}+\left.\mathcal{M}\right|_{\mathrm{FT}}=\left.\int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{6}} \frac{N(N+\epsilon)}{2} \frac{V_{8}-S_{8}}{\eta^{8}}\right|_{0}, \tag{1.2.21}
\end{equation*}
$$

where the index 0 stands for the constant mode of the characters (hatted or not). With $\epsilon=-1$, we recognize the dimension $\frac{N(N-1)}{2}$ of the adjoint representation of $\mathrm{SO}(N)$ while if $\epsilon=+1$, we recognize the dimension $\frac{N(N+1)}{2}$ of the adjoint representation of $\operatorname{USp}(N)$. We will be able to conclude on the allowed group and value of $N$ in the next paragraph.

## Tree-level channel and tadpoles

The tree-level channel amplitudes are defined by performing a S-transformation (1.2.3) on the oneloop amplitudes. More precisely, for the Möbius strip, in order to keep a $\frac{1}{2}$ real part of the parameter and inverse the imaginary part $\left(\frac{1}{2}+i \frac{\tau_{2}}{2} \rightarrow \frac{1}{2}+\frac{i}{2 \tau_{2}}\right)$, the transformation to be performed is the combination $T S T^{2} S$. The behaviours of the characters under these transformations are displayed in Appendix A. In the tree-level amplitudes, the integration parameter is written $l$ and its precise definition from $\tau_{2}$ depends on the surface,

$$
\begin{equation*}
\text { Klein bottle and Möbius strip: } l \equiv \frac{1}{2 \tau_{2}}, \quad \text { Annulus: } l \equiv \frac{2}{\tau_{2}} . \tag{1.2.22}
\end{equation*}
$$

The tree-level amplitudes denoted with tildes are then

$$
\begin{equation*}
\tilde{\mathcal{K}}=\frac{2^{5}}{2} \int_{0}^{+\infty} \mathrm{d} l \frac{V_{8}-S_{8}}{\eta^{8}}, \quad \tilde{\mathcal{A}}=\frac{2^{-5} N^{2}}{2} \int_{0}^{+\infty} \mathrm{d} l \frac{V_{8}-S_{8}}{\eta^{8}}, \quad \tilde{\mathcal{M}}=\frac{\epsilon N}{2} \int_{0}^{+\infty} \mathrm{d} l \frac{\hat{V}_{8}-\hat{S}_{8}}{\eta^{8}} \tag{1.2.23}
\end{equation*}
$$

where the characters are all taken at argument $i l$ in the Klein bottle and Annulus and $\frac{1}{2}+i l$ in the Möbius strip. The ultraviolet divergences near $\tau_{2}=0$ in $\mathcal{K}, \mathcal{A}$ and $\mathcal{M}$ are mapped to infrared divergences near $l=+\infty$. These divergences only occur for the constant modes of the characters since no exponentially suppressed contribution is there to soften the behaviour at infinity.

The cancellation of the divergences (with the specific definitions 1.2 .22 ) for $l$ ) is required for the theory to be consistent. This is because it can be tracked back to anomalies whose vanishing is mandatory [120-124]. Such a cancellation is also called $R$ - $R$ tadpole cancellation since it can be linked to tadpole diagrams for the R-R closed-string fields (more on this in the next paragraph). From (1.2.23), the contributions from the zero modes are

$$
\begin{equation*}
\tilde{\mathcal{K}}+\tilde{\mathcal{A}}+\left.\tilde{\mathcal{M}}\right|_{0}=\left.\frac{\left(N+\epsilon 2^{5}\right)^{2}}{2^{6}} \int_{0}^{+\infty} \mathrm{d} l \frac{V_{8}-S_{8}}{\eta^{8}}\right|_{0} \tag{1.2.24}
\end{equation*}
$$

The only possibility for this to vanish is to choose $\epsilon=-1$ and $N=32$. As a consequence, the only consistent type I ten-dimensional theory has an $\mathrm{SO}(32)$ gauge group.

## Geometrical interpretations

A very nice and important feature of unoriented string theories is the possible geometrical interpretation of lots of things, in terms of orientifold planes and D-branes. Geometrical considerations will be very helpful for the work presented in Chapter 2 .

The orientifold planes are defined as the fixed points of the orientifold projection $\Omega$. In the type I theory, $\Omega$ is just the worldsheet parity so that the whole spacetime is a fixed point. This is interpreted by the presence of a spacetime-filling orientifold plane: An O9-plane. Typically, if some dimensions are compactified, the theory obtained after a T-duality on the internal directions corresponds to an orientifold projection $\Omega^{\prime}$ which is the original $\Omega$ times parities along the compact dimensions. Let us understand this basic fact with the following diagram:


Starting from the upper-left corner with the type IIB theory compactified on say $n$ dimensions, the usual orientifold projection acts on lattice states with momentum and windings numbers $\vec{m}$ and $\vec{n}$ by changing the sign of the winding numbers. In the obtained type I theory in the bottom-left corner, lattice states have thus trivial windings. A T-duality along the compact directions on this type I theory gives the type $\mathrm{I}^{\prime}$ in the bottom-right corner where momentum and winding numbers are exchanged, so that the surviving states have now trivial momenta. Going back to the type IIB, the T-duality applied here gives type IIA in the upper-right corner. Because the T-duality and the orientifold projection should commute, the question is: What projection $\Omega^{\prime}$ on type IIA should we take to obtain the type I' found earlier with trivial momenta? The combination of $\Omega$ with the parity reversal operation $\Pi_{n}$ along the $n$ compact directions does the trick. Indeed, we have $\Omega \Pi_{n}|\vec{m}, \vec{n}\rangle=\Omega|-\vec{m},-\vec{n}\rangle=|-\vec{m}, \vec{n}\rangle$. The fixed points of $\Omega^{\prime}$ are no more everywhere in spacetime but are localized at specific coordinates in the compact directions while filling the extended ones. More precisely, the original O9-plane becomes $2^{n} \mathrm{O}(9-n)$-planes in the T-dual picture. Note that unlike D-branes, the orientifold planes are non-dynamical objects.

The tree-level amplitudes can be interpreted as describing closed-string states propagation between O-planes and D-branes. More specifically, the Klein bottle tree-level amplitude describes the propagation of closed strings between two O-planes, the annulus represents the propagation of closed strings between two D-branes and the Möbius strip describes the closed-sates propagation between an O-plane on one side and a D-brane on the other. Remarkably, the amplitudes are completely determined by the geometry of the theory i.e. where the O-planes and D-branes are and what are their precise types. Let us understand how this precisely works.

We assume the following typical setup mentioned above: $n$ dimensions are compactified on circles of radii $R_{i}, i \in\{1, \ldots n\}$ and $\mathrm{O}(9-n)$-planes as well as $\mathrm{D}(9-n)$-branes, orthogonal to the $n$ compact directions, sit at some positions in the internal space. We consider the propagation of a closed-string state labelled by an index $a$ and Kaluza-Klein momentum numbers $\vec{m}$ along the circles between two objects $A$ and $B$ referring independently to an O-plane or to a D-brane. The whole tree-level amplitude $\tilde{\Sigma} \equiv \tilde{\mathcal{K}}+\tilde{\mathcal{A}}+\tilde{\mathcal{M}}$ is formally given by

$$
\begin{equation*}
\tilde{\Sigma}=\sum_{a, \vec{m}} \sum_{A, B}(-1)^{F_{\mathrm{L}}} C_{a A} C_{a B} G_{a, \vec{m}}\left(\vec{x}_{A}, \vec{x}_{B}\right) . \tag{1.2.25}
\end{equation*}
$$

The sum is over all closed-string NS-NS and R-R states and all objects $A$ and $B . F_{\mathrm{L}}$ denotes the left fermion number so that the overall sign depends on the sector in which the state $a$ is: +1 for

NS-NS states and -1 for R-R states. The closed-string states have different Lorentz structures but their propagators and their couplings to $A$ and $B$ can be written as a universal scalar propagator $G_{a, \vec{m}}\left(\vec{x}_{A}, \vec{x}_{B}\right)$ with effective couplings $C_{a A}$ and $C_{a B}$. For NS-NS states, the coupling $C_{a A}$ is given by the tension $T_{A}$ of object $A$ while it is given by its charge $q_{A}$ for R-R states. When $A$ and $B$ refer to O-planes, the contribution is $\tilde{\mathcal{K}}$. When they refer to D-branes, this gives $\tilde{\mathcal{A}}$ and when they refer to an O-plane on one side and a D-brane on the other, it gives $\tilde{\mathcal{M}}$. The scalar propagator for state $a$ of mass squared $M_{a}^{2}$ and internal momentum $p_{\| \mid}$is given by

$$
\begin{equation*}
G_{a, \vec{m}}\left(\vec{x}_{A}, \vec{x}_{B}\right)=\frac{e^{i \vec{m} \cdot\left(\vec{x}_{A}-\vec{x}_{B}\right)}}{p_{\|}^{2}+M_{a}^{2}+\sum_{i=1}^{n} \frac{m_{2}^{2}}{R_{i}^{2}}}=\frac{\pi \alpha^{\prime}}{2} e^{i \vec{m} \cdot\left(\vec{x}_{A}-\vec{x}_{B}\right)} \int_{0}^{+\infty} \mathrm{d} l e^{-\pi \frac{l}{2} \alpha^{\prime}\left(M_{a}^{2}+\sum_{i=1}^{n} \frac{m_{2}^{2}}{R_{i}^{2}}\right)} \tag{1.2.26}
\end{equation*}
$$

where the coordinate components $x_{A}^{i}, x_{B}^{i}$ are normalized by the radius $R_{i}$ so that $x_{A}^{i}, x_{B}^{i} \in[-\pi, \pi]$. Note that the expression of the scalar propagator is a bit schematic since the Möbius contribution should alternate signs between the mass levels. The total tree-level contribution is then

We see that the sole knowledge of the O-planes/D-branes positions as well as their tensions and charges completely determines the tree-level amplitudes $\tilde{\mathcal{K}}, \tilde{\mathcal{A}}$ and $\tilde{\mathcal{M}}$ by telling us what is the projector on the momentum numbers. When $M_{a}^{2}=0$ and $\vec{m}=\overrightarrow{0}$, the integral diverges and $\tilde{\Sigma}$ factorizes as a perfect square:

$$
\begin{align*}
\left.\tilde{\Sigma}\right|_{0} & \propto \sum_{\substack{a \mid M_{a}^{2}=0}}(-1)^{F_{\mathrm{L}}}\left(\sum_{A \in \mathrm{O} \text {-planes }} C_{a A}+\sum_{A \in \mathrm{D} \text {-branes }} C_{a A}\right)^{2} \int_{0}^{+\infty} \mathrm{d} l  \tag{1.2.28}\\
& \propto\left[\sum_{\substack{a \mid M_{2}^{2}=0 \\
a \in \mathrm{NS}-\mathrm{NS}}}\left(\sum_{A \in \mathrm{O} \text {-planes }} T_{A}+\sum_{A \in \mathrm{D} \text {-branes }} T_{A}\right)^{2}-\sum_{\substack{a \mid M_{a}^{2}=0 \\
a \in \mathrm{R}-\mathrm{R}}}\left(\sum_{A \in \mathrm{O} \text {-planes }} q_{A}+\sum_{A \in \mathrm{D} \text {-branes }} q_{A}\right)^{2}\right] \int_{0}^{+\infty} \mathrm{d} l .
\end{align*}
$$

Diagrammatically, this formula is the square of massless tadpoles in front of O-planes (crosscaps) and D-branes (boundaries). Even though the expression automatically gives zero in supersymmetric cases where the objects all have their tensions equal to their charges, the NS-NS and R-R tadpoles should vanish independently. The cancellation is ensured if the global tension and charge of the O-planes and D-branes vanish independently. Note that actually, consistency of the theory only requires the cancellation of the R-R tadpole. The NS-NS divergence is a usual tadpole signalling a perturbation expansion around a point which is not a vacuum but does not make the theory inconsistent by introducing anomalies. In a supersymmetric theory, cancellation of the one implies vanishing of the other but not necessarily in non-supersymmetric setups.

In this thesis, we will encounter all four types of orientifold and antiorientifold planes: $\mathrm{O}_{-}$and $\mathrm{O}_{+}$-planes as well as $\overline{\mathrm{O}}_{-}$and $\overline{\mathrm{O}}_{+}$-planes. They differ by the signs of their tensions and charges, which are equal in absolute value. In this work, we use the conventions displayed in Table. 1.1.

Moreover, regular D-branes have positive tension and positive charge and the absolute value of an O-plane tension extended in $p$ dimensions is related to the tension of a $\mathrm{D} p$-brane through the

| Orientifold plane type | Tension $T$ | Charge $q$ |
| :---: | :---: | :---: |
| $\mathrm{O}_{-}$-plane | $<0$ | $<0$ |
| $\mathrm{O}_{+}$-plane | $>0$ | $>0$ |
| $\overline{\mathrm{O}}_{\text {--plane }}$ | $<0$ | $>0$ |
| $\overline{\mathrm{O}}_{+}$-plane | $>0$ | $<0$ |

Table 1.1: Conventions for the signs of tensions and charges of the various orientifold planes.
expression

$$
\begin{equation*}
\left|T_{\mathrm{O} p}\right|=2^{p-4} T_{\mathrm{D} p} . \tag{1.2.29}
\end{equation*}
$$

One can then recover the consistency conditions of type I theory with a purely geometrical interpretation. The action of $\Omega$ on the Chan-Paton indices with $\gamma_{\Omega}=I_{N}$ produces a spacetimefilling O9_-plane while the choice $\gamma_{\Omega}=i J_{N}$ produces a spacetime-filling O9 $9_{+}$-plane. Since the O9+-plane has positive tension and charge, the addition of regular D-branes cannot compensate the tadpole and thus $\operatorname{USp}(N)$ is not allowed. The O9_-plane has negative tension and charge whose absolute value is equal to 32 times the tension and charge of a D9-brane as can be seen from 1.2 .29 . Thus, the addition of $N=32$ D9-branes cancels the tadpole, which leaves the $\mathrm{SO}(32)$ type I theory as the only consistent choice.

### 1.3 Supersymmetry breaking in string theory

Consistency of string theory requires the ingredient of supersymmetry. However, a strictly supersymmetric universe does not look like ours since for all light particles we know, their superpartners should exist with the same masses. This is of course not what we observe. If supersymmetry is to be kept as a fundamental feature carried by the underlying theory describing elementary particles and their interactions, it must be broken in some way to allow superpartners to have different masses. In this thesis, we are interested in supersymmetry-breaking mechanisms that can be implemented at the string theory level and not directly in the effective field theory. To begin this section, we present in detail the Scherk-Schwarz mechanism or coordinate-dependent compactification which is extensively used in the works presented in this thesis to implement the supersymmetry breaking. We will then mention another mechanism and its features called brane supersymmetry breaking. This will motivate the work presented in Chapter 2 .

### 1.3.1 Scherk-Schwarz mechanism

The mechanism makes use of compactified dimensions to generate a spontaneous breaking of supersymmetry. It is not stringy in nature and can be implemented at the field-theory level [16, 17]. We will start by understanding the key idea of the mechanism and then move onto its implementation at the string-theory level [18 22$]$ described right after.

## The mechanism

Extra compact dimensions are required for the mechanism to take place. Let us assume a very general setup where the geometrical background consists in the four extended spacetime dimensions $\mathbb{R}^{1,3}$ times some compact manifold $\mathcal{C}$. We denote by $x$ a point in the Minkowski spacetime and by
$y$ a point in the compact manifold. This compact manifold is expressed as a quotient of some noncompact space $\mathcal{M}$ by a discrete group $\mathcal{G}$ which is freely-acting on $\mathcal{M}$ with operators $\tau_{g}: \mathcal{M} \rightarrow \mathcal{M}$, $g \in \mathcal{G}$ forming a representation of the group. The points $y$ and $\tau_{g}(y)$ are identified in the compact manifold and a trivial boundary condition for some field $\phi(x, y)$ is simply $\phi(x, y)=\phi\left(x, \tau_{g}(y)\right)$. This boundary condition can actually be twisted using some element $T$ of a global symmetry group of the theory and becomes $\phi(x, y)=T\left(\phi\left(x, \tau_{g}(y)\right)\right)$.

As an example, we take the compact manifold $\mathcal{C}$ to be a circle of radius $R$ obtained from the real line $\mathbb{R}$ modded by $\mathcal{G}=\mathbb{Z}$ with operators $\tau_{n}, n \in \mathbb{Z}$ such that $\tau_{n}(y)=y+2 \pi n R$. Using an $\mathrm{U}(1)$ global symmetry, we write $T=e^{i \pi Q}$ for some charge $Q$ and the boundary condition becomes

$$
\begin{equation*}
\phi(x, y+2 \pi R)=e^{i \pi Q} \phi(x, y) . \tag{1.3.1}
\end{equation*}
$$

Solving this equation by expanding the field in Fourier modes along the circle, we find

$$
\begin{equation*}
\phi(x, y)=e^{\frac{i Q y}{2 R}} \sum_{m \in \mathbb{Z}} \phi_{m}(x) e^{\frac{i m y}{R}}=\sum_{m \in \mathbb{Z}} \phi_{m}(x) e^{\frac{i\left(m+\frac{Q}{R}\right) y}{R}} \tag{1.3.2}
\end{equation*}
$$

from which we see that the usual Kaluza-Klein mass $\frac{m}{R}$ of $\phi_{m}(x)$ receives a correction from $Q$,

$$
\begin{equation*}
M_{\phi_{m}(x)}=\frac{\left|m+\frac{Q}{2}\right|}{R} . \tag{1.3.3}
\end{equation*}
$$

The mechanism thus provides a mass shift for states associated to a non-trivial charge $Q$. To introduce supersymmetry breaking, the simplest choice of $Q$ is $F$, the fermion number of the field. Then, bosons keep the usual Kaluza-Klein mass since $Q=F=0$ and fermions acquire a mass shift $\frac{1}{2 R}$ since $Q=F=1$. From the lower dimensional point of view, the breaking is spontaneous and the mass shift defines the supersymmetry-breaking scale. We see that in the typical case where a circle of radius $R$ is used, the scale behaves like $\frac{1}{R}$ so that supersymmetry is recovered in the decompactification limit.

## Implementation in string theory

The simplest way to implement such a shift in momenta in string theory is to couple a freely-acting orbifold on an internal circle to a the non-supersymmetric operator $(-1)^{F}$ where $F$ is the spacetime fermion number. Let us build the corresponding one-loop amplitudes for the type IIB theory and its type I open descendants.

To implement the mechanism, as in field theory, we need at least one compact direction. We thus compactify the $X^{9}$ direction on a circle of radius $R_{9}$. Along a compact direction, in addition to the Kaluza-Klein momentum number $m_{9}$, a closed-string possesses a winding number $n_{9}$ corresponding to the number of times the string wraps the internal direction before closing itself. These winding numbers are specific to closed string and they have no equivalent for pointlike particles or open strings. The block $\sum_{m_{9}, n_{9}} \Lambda_{m_{9}, n_{9}}$ of the partition function describing the closed string along the circle then involves momentum and winding numbers through the following expression

$$
\begin{equation*}
\Lambda_{m_{9}, n_{9}}=q^{\frac{\alpha^{\prime}}{4}\left(\frac{m_{9}}{R_{9}}+\frac{n_{9} R_{9}}{\alpha^{\prime}}\right)^{2}} \bar{q}^{\frac{\alpha^{\prime}}{4}\left(\frac{m_{9}}{R_{9}}-\frac{n_{9} R_{9}}{\alpha^{\prime}}\right)^{2}} . \tag{1.3.4}
\end{equation*}
$$

This Hamiltonian form reveals how the winding number affects the mass of the closed string from the nine-dimensional point of view:

$$
\begin{equation*}
M_{\text {closed }}^{2} \equiv \text { oscillators }+\frac{m_{9}^{2}}{R_{9}^{2}}+\frac{n_{9}^{2} R_{9}^{2}}{\alpha^{\prime 2}} \tag{1.3.5}
\end{equation*}
$$

while the mass of the open string only has the momentum term. Before any orbifold, the torus partition function of type IIB compactified on a circle $S^{1}\left(R_{9}\right)$ is (for lighter expressions throughout this thesis, we choose sometimes not to write the sums over momenta and winding numbers)

$$
\begin{equation*}
\mathcal{T}=\int_{\mathcal{F}} \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{\frac{11}{2}}}\left|\frac{V_{8}-S_{8}}{\eta^{8}}\right|^{2} \Lambda_{m_{9}, n_{9}} \tag{1.3.6}
\end{equation*}
$$

where the $\tau_{2}$ power is lowered by one half due to the lack of one extended direction compared to the ten-dimensional case.

The orbifold is implemented by inserting $\frac{1+g^{\prime}}{2}$ inside the traces in the definitions of the amplitudes where $g^{\prime}=(-1)^{F} \delta_{p_{9}}$ and $\delta_{p_{9}}$ is the following freely-acting generator (called momentum shift),

$$
\begin{equation*}
g^{\prime}=(-1)^{F} \delta_{p_{9}} \quad \text { and } \quad \delta_{p_{9}}: X^{9} \rightarrow X^{9}+\pi R_{9} \tag{1.3.7}
\end{equation*}
$$

The insertion of $g^{\prime}$ in the trace changes the sign of the spinorial character $S_{8}$ and produces a sign $(-1)^{m 9}$ in the circle lattice. However, this cannot be the end of the story since the obtained partition function would not be modular invariant. This is because the presence of $g^{\prime}$ allows for additional boundary conditions. All states satisfying such new conditions constitute the twisted sector and one must not forget to trace over this sector in order to obtain the full one-loop amplitude. The result is

$$
\begin{align*}
\mathcal{T}=\frac{1}{2} \int_{\mathcal{F}} \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{\frac{11}{2}}}\left\{\left(\left|\frac{V_{8}-S_{8}}{\eta^{8}}\right|^{2}+\right.\right. & \left.(-1)^{m_{9}}\left|\frac{V_{8}+S_{8}}{\eta^{8}}\right|^{2}\right) \Lambda_{m_{9}, n_{9}} \\
& \left.+\left(\left|\frac{O_{8}-C_{8}}{\eta^{8}}\right|^{2}+(-1)^{m_{9}}\left|\frac{O_{8}+C_{8}}{\eta^{8}}\right|^{2}\right) \Lambda_{m_{9}, n_{9}+\frac{1}{2}}\right\} \tag{1.3.8}
\end{align*}
$$

Rescaling $R_{9} \rightarrow 2 R_{9}$ and splitting spacetime bosons and fermions gives

$$
\begin{align*}
& \mathcal{T}=\int_{\mathcal{F}} \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{\frac{11}{2}}}\left\{\left(\left|V_{8}\right|^{2}+\left|S_{8}\right|^{2}\right) \Lambda_{m_{9}, 2 n_{9}}-\left(V_{8} \bar{S}_{8}+S_{8} \bar{V}_{8}\right) \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}}\right.  \tag{1.3.9}\\
&\left.+\left(\left|O_{8}\right|^{2}+\left|C_{8}\right|^{2}\right) \Lambda_{m 9,2 n_{9}+1}-\left(O_{8} \bar{C}_{8}+C_{8} \bar{O}_{8}\right) \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}+1}\right\} \frac{1}{\left|\eta^{8}\right|^{2}}
\end{align*}
$$

We see that the fermions have a half-shifted momentum compared to bosons which implies a mass gap between them. At the massless level $\left(m_{9}=n_{9}=0\right)$, only bosons remain in the first term of the first line. Note that the character $\left|O_{8}\right|^{2}$ starts with a negative power of $q$, meaning that if the radius $R_{9}$ is not large enough $\left(R_{9}<\sqrt{2 \alpha^{\prime}}\right)$, a tachyon is present. This is a characteristic feature of the Scherk-Schwarz mechanism in string theory and it signals Hagedorn-like phase transitions 23-34.

In the type I string amplitudes, only momentum numbers are present through lattices $P_{m_{9}} \equiv$ $\Lambda_{m_{9}, 0}$. Their expressions (without Wilson lines) are

$$
\begin{align*}
& \mathcal{K}=\frac{1}{2} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{\frac{11}{2}}} \frac{V_{8}-S_{8}}{\eta^{8}} P_{m_{9}}, \quad \mathcal{A}=\frac{N^{2}}{2} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{\frac{11}{2}}} \frac{V_{8} P_{m_{9}}-S_{8} P_{m_{9}+\frac{1}{2}}}{\eta^{9}},  \tag{1.3.10}\\
& \mathcal{M}=-\frac{N}{2} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{\frac{11}{2}}} \frac{V_{8} P_{m_{9}}-S_{8} P_{m_{9}+\frac{1}{2}}}{\eta^{9}},
\end{align*}
$$

where $N=32$. We observe that the Klein bottle is insensitive to the mechanism and stays supersymmetric unlike the annulus and Möbius strip.

## One-loop potential

We give here the generic form of the one-loop potential generated by the Scherk-Schwarz mechanism as it will be important in Chapters 3 and 4. When the Scherk-Schwarz radius is sufficiently large and if there is no mass scale in the model below the breaking scale $M \propto 1 / R_{9}$, the dominant contributions arise from the Kaluza-Klein modes along the Scherk-Schwarz direction. The states associated with any other mass scale generically written $c M_{\mathrm{s}}$, with $M_{\mathrm{s}} \equiv 1 / \sqrt{\alpha^{\prime}}$ and where $c$ is some $\mathcal{O}(1)$ moduli-dependent constant, yield exponentially suppressed contributions. The one-loop potential then takes the following generic form at an extremal point ${ }^{3}$ in $d$ dimensions [45 $51,56,61$ ]:

$$
\begin{equation*}
\mathcal{V}_{1-\text { loop }}=\xi_{d}\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) M^{d}+\mathcal{O}\left(\left(M_{\mathrm{s}} M\right)^{\frac{d}{2}} e^{-2 \pi c \frac{M_{\mathrm{s}}}{M}}\right) \tag{1.3.11}
\end{equation*}
$$

where $\xi_{d}$ is a positive constant which depends on the dimension $d$, and $n_{\mathrm{F}}$ and $n_{\mathrm{B}}$ counts the numbers of massless fermionic and bosonic degrees of freedom. We see that the sign of the potential is determined by the number of light bosons relatively to light fermions. Note that the ScherkScwharz radius does not need to be huge for the dominated contributions to be small. If $c M_{\mathrm{s}}$ is roughly a tenth of the the Planck scale, a radius of only $10^{2} \sqrt{\alpha^{\prime}}$ makes the exponential terms highly negligible compared to the dominant $\mathcal{O}\left(M^{d}\right)$ term. Also, a big radius ensures to be far away from the Hagedorn value.

One disadvantage of the Scherk-Schwarz mechanism is that it only shifts the masses of the fermions. At the massless level, one thus ends up with a theory without fermions and a generic negative potential. One way to complexify the mechanism to leave both massless fermions and massless bosons is to combine it with non-trivial Wilson lines in type I string (or non-trivial Dbrane positions in the T-dual picture). Such a setup is the framework of Chapter 3. Another way to achieve that is to turn on discrete deformations in the internal lattice of the heterotic string. This is used in the works presented in Chapter 4. In this latter case, it is useful to implement the Scherk-Schwarz supersymmetry breaking following another strategy without mentioning orbifolds and starting directly with modular-invariant deformed partition functions. This way of performing the Scherk-Schwarz mechanism is easier to manipulate when one wants to introduce more complex breaking patterns from which the simple realization presented before is just a particular case.

Also note that in the little example in type I presented here, the Scherk-Schwarz direction is parallel to the spacetime-filling D9-branes. In the setups where D-branes are not filling the whole spacetime and where the mechanism is implemented in a direction orthogonal to the branes, the open spectrum is not "Scherk-Schwarz-like" since it remains supersymmetric at tree level. Such breaking is called $M$-theory breaking or brane supersymmetry [86, 87, 125, 127] in the literature.

### 1.3.2 Brane supersymmetry breaking

In a standard Scherk-Schwarz mechanism, the supersymmetry-breaking scale, defined as the mass shift between bosons and fermions, depends on the size of the internal space along which the mechanism is performed. In the case of a circle, the scale is the inverse of the radius and supersymmetry is restored in the decompactification limit. In brane supersymmetry breaking setups $62-67$, the breaking scale is the string scale. In the simplest models in ten dimensions, the R-R tadpole condition imposes to add anti-D-branes to compensate the charge of an $\mathrm{O} 9_{+}$-plane. The annulus amplitude is the supersymmetric one and only the Möbius strip displays supersymmetry breaking. Moreover,

[^2]typically, the presence of a massless singlet fermions signals a non-linear realization of supersymmetry [68, 69]. In such a setup however, the global tension is not zero and the model suffers from NS-NS tadpoles.

This motivates the work exposed in Chapter 2 where we explore a novel realization of brane supersymmetry breaking with only regular branes and without NS-NS tadpoles while avoiding brane instabilities.

### 1.4 Cosmology and string theory

Because string theory provides a framework for quantum gravity, it seems natural to study cosmology in a string context in order to derive the features of the standard model for cosmology and try to overcome its pitfalls. In this section, we very briefly describe the standard model of cosmology and review the state of the art concerning the universe, its past evolution and characteristics. We then evoke how string-theory ingredients affect cosmology and how they could help solving issues of the standard cosmology. This section will not be exhaustive at all since string cosmology is a vast domain that is only slightly touched in this thesis. The idea is to introduce the concepts that will motivate and be useful for the works presented in Chapter 4.

### 1.4.1 Basics of cosmology

Classically, the ansatz for a $d$-dimensional spacetime metric to describe an homogeneous and isotropic universe is the Friedmann-Lemaître-Robertson-Walker (FLRW) metric. It takes the following form in spherical coordinates,

$$
\begin{equation*}
\mathrm{d} s^{2}=-\mathrm{d} t^{2}+a(t)^{2}\left(\frac{\mathrm{~d} r^{2}}{1-k r^{2}}+r^{2} \mathrm{~d} \Omega_{d-2}^{2}\right) \tag{1.4.1}
\end{equation*}
$$

where $\mathrm{d} \Omega_{d-2}^{2}$ is the metric of the unit $(d-2)$-sphere, $k \in\{-1,0,1\}$ characterizes the space curvature and $a(t)$ is the scale factor, which describes the size of the universe. In such a framework, the dynamics is entirely given by that of the scale factor and it is obtained by solving the Einstein equations. The solutions depend on the precise nature of the universe content, whose energymomentum tensor is characterized by a density $\rho$ and a pressure $p$. With a cosmological constant $\Lambda$ and defining the Hubble factor $H(t) \equiv \dot{a}(t) / a(t)$, the Einstein equations with the FLRW metric read in Planck units

$$
\begin{equation*}
\frac{(d-1)(d-2)}{2} H^{2}=\rho-\frac{k}{a^{2}}+\Lambda \quad \text { and } \quad(d-2) \dot{H}+\frac{(d-1)(d-2)}{2} H^{2}=-p+\Lambda \tag{1.4.2}
\end{equation*}
$$

If the total density is positive, the cosmologies derived from these equations describe an expanding universe ( $\dot{a}(t)>0$ ) which, by time reversal, starts from a singularity where $a=0$ : The Big Bang.

The paradigm of an expanding universe starting from a small size explains lots of observations: The expansion can be measured, the relative abundance of elements can be computed and the presence of the observed Cosmological Microwave Background (CMB) is a natural consequence. Postulating in addition a phase of extremely rapid growth in the early universe called inflation [128] then explains how seemingly causally disconnected parts of the CMB were connected before and why we observe an homogeneous and almost flat space. Formally, the simplest realization of inflation is described with the dynamics of a single scalar field called inflaton. A popular setup is called
"slow-roll inflation" where the scalar starts on an almost flat plateau producing inflation before stabilizing in a well. While the scalar goes to its minimum (either with damped oscillations or not), it transfers its energy to produce the particles we see now. This phase is called reheating and is assumed to be followed by baryogenesis, the phase where matter slightly dominates antimatter.

The paradigm must be supplemented by additional ingredients: Most importantly dark matter and dark energy. Dark matter is required to explain the behaviours of galaxy clusters $10-12$ and dark energy to explain the acceleration of the expansion of the universe observed nowadays [13, 14]. Dark matter and dark energy constitute roughly $95 \%$ of the energy content of the universe [15]. After baryogenesis, the universe entered a radiation-dominated era, followed by a matter-dominated one to eventually reach a dark-energy-dominated epoch in which we are living now.

The Big Bang paradigm together with inflation and the incorporation of dark matter and dark energy define the standard model of cosmology.

### 1.4.2 Dark-matter relic density

Dark matter is responsible for about $27 \%$ of the energy content of the universe [15]. It is commonly assumed to be composed of weakly interacting and yet undiscovered particles which are non-relativistic (this defines cold dark matter). Cosmology needs to face the challenge to generate such a relic density, decoupled from the standard model particles. The usual scenario invoked to produce such a relic density is called thermal freeze-out and we explain how it goes in this subsection.

An initial density of dark matter particles is assumed in the early stage of the universe where the temperature is high. Relativistic dark-matter particles and standard-model particles are in equilibrium through annihilation processes with cross-section $\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}}$. This equilibrium is perturbed by the expansion rate of the universe which tends to reduce the interactions. Formally, the dynamics of the dark-matter density $n_{\mathrm{DM}}$ as a function of time $t$, is described by the Boltzmann equation

$$
\begin{equation*}
\frac{\mathrm{d} n_{\mathrm{DM}}}{\mathrm{~d} t}+(d-1) H n_{\mathrm{DM}}=-\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle\left[n_{\mathrm{DM}}^{2}-n_{\mathrm{DM}, \mathrm{eq}}^{2}\right], \tag{1.4.3}
\end{equation*}
$$

where $n_{\mathrm{Dm}, \text { eq }}$ is the equilibrium density, $v$ is the dark-matter velocity and the brackets stand for the mean over velocity distribution so that $\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle$ characterizes the efficiency of the particles creation or annihilation to reach the equilibrium. On the left-hand side, the term $(d-1) H n_{\mathrm{DM}}$ describes the universe expansion. It is useful to describe things as functions of the temperature $T$ rather than time $t$. Then, instead of showing the typical evolution of the dark-matter density $n_{\mathrm{DM}}(T)$, we define the dark-matter yield $Y_{\mathrm{DM}}(T)$ like

$$
\begin{equation*}
Y_{\mathrm{DM}}(T)=\frac{n_{\mathrm{DM}}(T)}{s(T)} \tag{1.4.4}
\end{equation*}
$$

where $s(T)$ is the entropy density of the thermal bath which goes like $T^{d-1}$ in $d$ dimensions. The behaviour of the dark-matter yield depends on the ratio $x=m_{\mathrm{DM}} / T$ which increases as the universe evolves and its temperature drops. The typical evolution of the yield in the standard freeze-out scenario is plotted in Fig. 1.1 (blue line).

- As said before, when the temperature is far greater than the dark-matter mass, an equilibrium is maintained between dark matter and standard-model particles. The dark-matter density goes like $T^{d-1}$ so that the yield is constant at this stage.
- As the temperature begins to drop, the density decreases and follows the Boltzmann equilibrium (black dashed line in figure 1.1).
- This depletion of dark matter can no more occur when the expansion of the universe makes interactions between particles unlikely, which formally happens when $(d-1) H \lesssim n_{\mathrm{DM}}\left\langle\sigma_{\mathrm{DM}} \leftrightarrow \mathrm{SM} v\right\rangle$. In four dimensions, the points $\left(x, Y_{\mathrm{DM}}\right)$ where $(d-1) H=n_{\mathrm{DM}}\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle$ form a straight line (the red dashed line in Fig. 1.1 which does not appear straight because of a log scale along the $x$-axis). When the yield crosses this line, particles depletion stops and dilution keeps going so that the yield remains constant at some relic value.

$$
Y_{\mathrm{DM}}=\frac{n_{\mathrm{DM}}}{s(T)}
$$



Figure 1.1: Evolution of the dark-matter yield $Y_{\mathrm{DM}}=n_{\mathrm{DM}} / s$ as a function of $x=m_{\mathrm{DM}} / T$ in the standard thermal freeze-out scenario, in 4 dimensions (blue solid line). The black-dashed line represents the value that the yield would follow if thermal equilibrium could be maintained all along the history of the universe. Freeze-out takes place when interactions with the standard-model particles are too weak, as compared to the expansion rate of the universe (after crossing of the red dashed line).

When the decoupling occurs near $x=1$, the dark matter is cold i.e. non-relativistic. This is in agreement with preservation of the large-scale structures in the universe and cosmological measurements 129. If the decoupling happened earlier when $x \ll 1$, the dark matter would be relativistic at the freeze-out and we would talk about a hot dark matter relic density.

### 1.4.3 String theory ingredients

The past singularity at the core of the standard model of cosmology and the breakdown of general relativity there, is the obvious reason why a UV-complete theory such as string theory may provide crucial ingredients to better understand cosmology and its beginning. A lot of efforts have been put in trying to describe the inflation era in a string-theory framework (see e.g. 130, 131 for reviews). Moduli arising in string theory provide good candidates for inflatons but they are numerous and massless so that it is hard to obtain a fully consistent model reproducing a slow-roll scenario for example. Also, string theory comes with a wide variety of new particles, some of which could be dark-matter candidates and illuminate this (dark) side of cosmology.

Chapter 1. Key ingredients of string theory

In this thesis, we tackle cosmological considerations in string theory of another kind. In Chapter 4. we study the quantum stability of flat Minkowski spacetime in a heterotic string framework. The idea is the following: If one assumes a classically flat expanding universe, quantum corrections should backreact on the system and potentially break down the flat expanding dynamics. In heterotic string models with Scherk-Schwarz breaking of supersymmetry, the one-loop potential can be computed and its influence on the cosmology of the classical background studied. The analysis is performed in a toy model and in a more generic one where the moduli dynamics is further discussed.

We also propose a new scenario for generating a cold dark-matter relic density again in a heterotic string-theory framework. It exploits the fact that throughout the cosmological evolution of the universe in some models, as the temperature drops, a modulus can become tachyonic, acquire a vacuum expectation value and suddenly give a mass to some dark-matter particle. Depending on when the transition occurs, this perturbs the standard thermal freeze-out scenario.

## 2 <br> A supersymmetry-breaking mechanism in orientifold models

This chapter delves into the first component of the triptych underlying this thesis: The very construction of supersymmetry-breaking mechanisms. We describe a mechanism to break supersymmetry in orientifold models, without introducing tadpoles, anti-branes and brane instabilities. The mechanism shares common features with brane supersymmetry breaking but it does not introduce NS-NS tadpoles.

As mentioned in Chapter 1 and in the introduction, the mechanism of brane supersymmetry breaking has been extensively explored 6267 . In these models, supersymmetry is non-linearly realized [68,69] and the supersymmetry-breaking scale is the string scale in the open sector while the closed-string sector is insensitive to it. All these constructions suffer from uncancelled NS-NS tadpoles due to the presence of anti-D-branes. Attempts to deal with these tadpoles have been pursued $70-73$ but with limited applications.

The goal of the work presented in this chapter is to build brane-supersymmetry-breaking-like vacua without introducing NS-NS tadpoles (77]. Starting with a supersymmetric orientifold model containing $\mathrm{O}_{-}$and $\mathrm{O}_{+}$-planes, the mechanism amounts to consistently replace $\mathrm{O}_{-}-\mathrm{O}_{+}$pairs into their counterparts which preserve the other half of the supersymmetries i.e. $\overline{\mathrm{O}}_{-}-\overline{\mathrm{O}}_{+}$pairs. Both kind of pairs having zero net tension and charge, neither R-R nor NS-NS tadpoles are generated. As we will see, in such models the supersymmetry-breaking pattern in the open sector depends on the location of the D-branes and on the value of some internal radius. In the closed-string sector, arguments coming from the detailed study of the orientifold projection giving rise to the supersymmetry-breaking geometry suggest a soft-breaking à la Scherk-Schwarz. Field-theory considerations also tend to lead to the same conclusion.

Such constructions were already anticipated in the pioneering paper [132]. This was done using the tools of the so-called "Tor-Vergata school" $115,116,133,139$ and we provide here the appropriate geometric interpretation of the models. Also, we give arguments in favour of the inconsistency of the supersymmetric torus shown in 132 and we give configurations without tachyonic brane instabilities.

In this chapter, we first define the basic supersymmetric model upon which our mechanism will be applied. It is the rank 8 orientifold projection of type IIB in eight dimensions. We then implement our mechanism which breaks supersymmetry and we explore its features. After that, the closed-string sector is discussed and the correct torus partition function is built and motivated. Eventually, we investigate consistency constraints coming from the addition of probe branes and we end the chapter with some outlooks for future works.

### 2.1 The rank 8 supersymmetric orientifold of type IIB

### 2.1.1 The torus amplitude

We start with the construction of a known alternative orientifold projection of type IIB which features a gauge group of rank 8 which is half of the rank of the $\mathrm{SO}(32)$ type I string. Spacetime is compactified on two circles of radii $R_{8}$ and $R_{9}$ and the orientifold projection is performed. If nothing new is introduced, this would simply yield the usual type I theory in eight dimensions in which the internal antisymmetric tensor $B_{i j}, i, j \in\{8,9\}$ is projected out. The key idea [140, 141] is that it is possible to keep a discrete background for $B_{i j}$ that survives the orientifold projection. The metric $G_{i j}$ of the internal squared $T^{2}$ and its antisymmetric tensor are then ${ }^{1]}$

$$
G=\frac{1}{\alpha^{\prime}}\left(\begin{array}{cc}
R_{8}^{2} & 0  \tag{2.1.1}\\
0 & R_{9}^{2}
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{cc}
0 & \frac{1}{2} \\
-\frac{1}{2} & 0
\end{array}\right) .
$$

Using the definition of the circle lattice (1.3.4) along direction $X^{9}$, straightforwardly generalized for an arbitrary direction, the torus partition function becomes (remember that we omit the sums over momentum and winding numbers for lighter expressions)

$$
\begin{align*}
\mathcal{T}=\int \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{5}} & {\left[\Lambda_{m_{9}, 2 n_{9}} \Lambda_{m_{8}, 2 n_{8}}+\Lambda_{m_{9}+1 / 2,2 n_{9}} \Lambda_{m_{8}, 2 n_{8}+1}\right.} \\
& \left.+\Lambda_{m_{9}, 2 n_{9}+1} \Lambda_{m_{8}+1 / 2,2 n_{8}}+\Lambda_{m_{9}+1 / 2,2 n_{9}+1} \Lambda_{m_{8}+1 / 2,2 n_{8}+1}\right]\left|\frac{V_{8}-S_{8}}{\eta^{8}}\right|^{2} . \tag{2.1.2}
\end{align*}
$$

A feature of this partition function is that it is invariant under a T-duality transformation $\left(R_{8}, R_{9}\right) \rightarrow$ $\left(\frac{\alpha^{\prime}}{2 R_{8}}, \frac{\alpha^{\prime}}{2 R_{9}}\right)$.

The same model can be built following another strategy [142] by applying a specific freely-acting orbifold on the usual eight-dimensional IIB theory without antisymmetric tensor. The generator is $g=\delta_{w_{8}} \delta_{p_{9}}$ where $\delta_{p_{9}}$ is the momentum shift already encountered in 1.3.7) whose action is repeated below and $\delta_{w_{8}}$ is a winding shift which acts asymmetrically on the left and right coordinates:

$$
\delta_{w_{8}}:\left\{\begin{array}{l}
X_{\mathrm{L}}^{8} \rightarrow X_{\mathrm{L}}^{8}+\frac{\alpha^{\prime} \pi}{2 R_{8}}  \tag{2.1.3}\\
X_{\mathrm{R}}^{8} \rightarrow X_{\mathrm{L}}^{8}-\frac{\alpha^{\prime} \pi}{2 R_{8}}
\end{array}, \quad \quad \delta_{p_{9}}: X^{9} \rightarrow X^{9}+\pi R_{9} .\right.
$$

The momentum shift produces a sign $(-1)^{m_{9}}$ when inserted in the trace and the winding shift produces a sign $(-1)^{n_{8}}$. As usual with orbifold constructions, there is a twisted sector required for modular invariance. The obtained torus amplitude is then

$$
\begin{equation*}
\mathcal{T}=\frac{1}{2} \int \frac{\mathrm{~d}^{2} \tau}{\tau_{2}^{5}}\left[1+(-1)^{n_{8}+m_{9}}\right]\left(\Lambda_{m_{8}, n_{8}} \Lambda_{m_{9}, n_{9}}+\Lambda_{m_{8}+\frac{1}{2}, n_{8}} \Lambda_{m_{9}, n_{9}+\frac{1}{2}}\right)\left|\frac{V_{8}-S_{8}}{\eta^{8}}\right|^{2} \tag{2.1.4}
\end{equation*}
$$

which is the same as 2.1.2 up to a rescaling $R_{9} \rightarrow 2 R_{9}$.

### 2.1.2 The open-string amplitudes

To easily determine the open-string partition functions, we will fully make use of the geometrical interpretation of the tree-level amplitudes. In the T-dual type I' theory along the internal circles,

[^3]the orientifold projection becomes $\Omega^{\prime}=\Omega \Pi_{8} \Pi_{9}(-1)^{F_{\mathrm{L}}}$, where $\Pi_{i}$ is the parity operation $X^{i} \rightarrow-X^{i}$ and $F_{\mathrm{L}}$ is the left fermion number. The presence of the parities is explained in Chapter 1 and the naively unexpected $(-1)^{F_{\mathrm{L}}}$ factor is necessary for consistency. The original spacetime filling O9_plane becomes four O7_-planes whose locations in the internal space are the fixed points of $\Omega^{\prime}$. It has actually only one fixed point which is the origin but it needs to be combined with the periodicity conditions $\delta_{2 p_{i}}: X^{i} \rightarrow X^{i}+2 \pi R_{i}$ for $i \in\{8,9\}$. The fixed points of $\Omega^{\prime}, \Omega^{\prime} \delta_{2 p_{8}}, \Omega^{\prime} \delta_{2 p_{9}}$ and $\Omega^{\prime} \delta_{2 p_{8}} \delta_{2 p_{9}}$ are thus respectively the origin and the points of coordinates $\left(\pi R_{8}, 0\right),\left(0, \pi R_{9}\right)$ and ( $\pi R_{8}, \pi R_{9}$ ). The geometry is depicted in Fig. 2.1a. The four O7_-planes have global tension and charge equal to -32 in units of a D7-brane tension requiring the addition of 32 objects and gauge group $\mathrm{SO}(32)$. Because the projection $\Omega^{\prime}$ gives rise to pairs of branes, we refer to 32 "half-D7-branes" or alternatively to 16 regular D7-branes whose tensions are twice the ones involved in (1.2.29).

(a) Geometry of the standard $\mathrm{SO}(32)$ superstring. There is an O7_-plane at each of the four fixed points.

(b) Geometry of the supersymmetric $\operatorname{USp}(16)$ model. There is $1 \mathrm{O}_{+}$-plane at $(0,0)$ and $3 \mathrm{O}_{7}-$ planes at $\left(\pi R_{8}, 0\right)$, $\left(0, \pi R_{9}\right)$ and ( $\pi R_{8}, \pi R_{9}$ ).

(c) Geometry of the nonsupersymmetric $\operatorname{USp}(16)$ model. There is $1 \overline{\mathrm{O}}_{+}-$plane at $(0,0), 1 \overline{\mathrm{O}}_{-}-$ plane at $\left(\pi R_{8}, 0\right)$ and 2 O7--planes at $\left(0, \pi R_{9}\right)$ and ( $\pi R_{8}, \pi R_{9}$ ).

Figure 2.1: Eight-dimensional T-dual geometries: The standard $\operatorname{SO}(32)$ superstring theory, the USp(16) supersymmetric theory and its non-supersymmetric version.

The geometry is different for the model with discrete $B_{i j}$ where it has been shown [143 that the orientifold plane at the origin becomes an $\mathrm{O} 7_{+}$-plane (see Fig. 2.1b). This change has dramatic consequences since now the global tension and charge of the O7-planes is -16 , requiring the addition of only $N=16$ half-D7-branes (8 D7-branes) to cancel the tadpoles. The rank of the gauge group is thus divided by two compared to the usual type I theory. As explained in Chapter 11 the positions of the O7-planes and their kinds completely determine the Klein-bottle tree-level amplitude. The phases $e^{i \vec{m} \cdot\left(\vec{x}_{A}-\vec{x}_{B}\right)}$ in 1.2 .27 take values $1,(-1)^{m_{8}},(-1)^{m_{9}}$ and $(-1)^{m_{8}+m_{9}}$. Weighted by the correct product of tension and charge, this gives rise to a projector on the momentum numbers. In the $\mathrm{SO}(32)$ theory, the 16 terms corresponding to the $4 \times 4$ O-plane pairings yield a projection onto even momentum numbers. On the contrary, in the rank 8 case, no projection remains when summing the 16 contributions because of the presence of the $\mathrm{O} 7_{+}$-plane. The respective projectors $\Pi_{\tilde{K}}^{(16)}$ and $\Pi_{\tilde{K}}^{(8)}$ are

$$
\begin{equation*}
\Pi_{\tilde{K}}^{(16)}=4\left[1+(-1)^{m_{8}}\right]\left[1+(-1)^{m_{9}}\right] \quad \text { and } \quad \Pi_{\tilde{K}}^{(8)}=4 . \tag{2.1.5}
\end{equation*}
$$

For the tree-level annulus amplitude, it is trivial with no projection if we restrict to the case of a single stack of $N$ half-D7-branes. The Möbius tree-level amplitude depends on where the stack is placed since it will produce different phases. Let us assume the branes to sit on top of the O7 $7_{+}$-plane at the origin. The four possible pairings D7-branes/O7-planes (with multiplicity $N$ ) weighted by the correct tensions and charges give the following projector:

$$
\begin{equation*}
\Pi=\frac{1-(-1)^{m_{8}}-(-1)^{m_{9}}-(-1)^{m_{8}+m_{9}}}{2} . \tag{2.1.6}
\end{equation*}
$$

Then, the tree-level amplitudes of the rank 8 theory read

$$
\begin{array}{rlrl}
\tilde{\mathcal{K}} & =\frac{2^{5} \alpha^{\prime}}{8 R_{9} R_{8}} \int_{0}^{\infty} \mathrm{d} l P_{m_{9}} P_{m_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}, & \tilde{\mathcal{A}}=\frac{2^{-5} N^{2} \alpha^{\prime}}{2 R_{9} R_{8}} \int_{0}^{\infty} \mathrm{d} l P_{m_{9}} P_{m_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}, \\
\tilde{\mathcal{M}} & =\frac{N \alpha^{\prime}}{2 R_{9} R_{8}} \int_{0}^{\infty} \mathrm{d} l\left[P_{2 m_{9}+1}-(-1)^{m_{8}} P_{2 m_{9}}\right] P_{m_{8}} \frac{\hat{V}_{8}-\hat{S}_{8}}{\hat{\eta}^{8}} .
\end{array}
$$

The lattices $P_{m_{i}}$ in the amplitudes, which depend on $l$ and the coming lattices $W_{n_{i}}$ in the loop amplitudes which depend on $\tau_{2}$ are defined as

$$
\begin{equation*}
P_{m_{i}} \equiv e^{-\pi \frac{l}{2} m_{i}^{2} \frac{\alpha^{\prime}}{R_{i}^{2}}} \quad \text { and } \quad W_{n_{i}} \equiv e^{-\pi \tau_{2} n_{i}^{2} \frac{R_{i}^{2}}{\alpha^{\prime}}} \tag{2.1.8}
\end{equation*}
$$

Back to the loop channel, we obtain

$$
\begin{array}{rlrl}
\mathcal{K} & =\frac{1}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{2 n_{9}} W_{2 n_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}, & \mathcal{A}=\frac{N^{2}}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{n_{9}} W_{n_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}, \\
\mathcal{M} & =\frac{N}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{n_{9}}\left[(-1)^{n_{9}} W_{2 n_{8}}-W_{2 n_{8}+1}\right] \frac{\hat{V}_{8}-\hat{S}_{8}}{\hat{\eta}^{8}},
\end{array}
$$

from which the field-theory spectrum can be read

$$
\begin{equation*}
\left.(\mathcal{A}+\mathcal{M})\right|_{\mathrm{FT}}=\left.\int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}}\left[\frac{N(N+1)}{2} W_{2 n_{9}} W_{2 n_{8}}+\frac{N(N-1)}{2}\left(W_{2 n_{9}+1} W_{2 n_{8}}+W_{n_{9}} W_{2 n_{8}+1}\right)\right] \frac{V_{8}-S_{8}}{\eta^{8}}\right|_{0} . \tag{2.1.10}
\end{equation*}
$$

In this case, we read the dimension of the adjoint of an unitary symplectic group at the massless level and thus the open-string sector carries a USp(16) gauge group. We can show that when the branes are put on top of one of the three $\mathrm{O} 7_{-}$-planes, the detailed structure of the low-lying spectrum changes but the gauge group is always $\mathrm{SO}(16)$.

### 2.2 The supersymmetry-breaking mechanism

We are now ready to implement our supersymmetry-breaking mechanism, starting from the eightdimensional rank 8 orientifold model described in the previous section. We first build the orientifold amplitudes ( $\mathcal{K}, \mathcal{A}$ and $\mathcal{M}$ ) from the geometrical interpretation of the mechanism and then we uncover the corresponding altered orientifold projection. After that, we discuss how the torus partition function is affected and we end the section with a discussion on the different possible breaking patterns in this eight-dimensional setun ${ }^{2}$

[^4]
### 2.2.1 Orientifold amplitudes

Geometrically, we want to replace a pair of $\mathrm{O} 7_{-}$and $\mathrm{O} 7_{+}$-planes which has net tension and charge zero by its counterpart with an $\overline{\mathrm{O}}_{-}$and a $\overline{\mathrm{O}}_{+}$-plane which also has zero net tension and charge. This replacement does not change the tadpole cancellation condition and consequently does not introduce anomalies or even NS-NS tadpoles. As it will be seen explicitly in the amplitudes, the simultaneous presence of anti-orientifold planes with regular D7-branes breaks supersymmetry.

We thus consider the model with geometry depicted on Fig. [2.1c where, compared to the rank 8 supersymmetric geometry, the pair $\mathrm{O} 7_{+}-\mathrm{O} 7_{-}$at the bottom is replaced by a pair $\overline{\mathrm{O}}_{+}-\overline{\mathrm{O}}_{-}$. This changes the computation of the tree-level Klein-bottle amplitude but it turns out that the result is the same as in the supersymmetric case i.e. without any projection on the momentum numbers. The tree-level annulus amplitude is also not affected by the supersymmetry breaking since it only feels the D7-branes which are untouched. Among the orientifold amplitudes, only the Möbius strip is sensitive to the breaking mechanism. Again, the precise expression of the tree-level Möbius depends on where the D7-branes are. When put at the origin on the $\overline{\mathrm{O}}_{+}-$plane, the projector now depends on the nature (NS-NS or R-R) of the closed-string state propagating between the O7-planes and the D7-branes. We thus have two projectors $\Pi_{\mathrm{NS} \text {-NS }}$ and $\Pi_{\mathrm{R}-\mathrm{R}}$,

$$
\begin{align*}
\Pi_{\mathrm{NS}-\mathrm{NS}} & =\frac{+1-(-1)^{m_{9}}-(-1)^{m_{8}}-(-1)^{m_{9}+m_{8}}}{2} \\
\Pi_{\mathrm{R}-\mathrm{R}}=(-1)^{m_{8}} \Pi_{\mathrm{NS}-\mathrm{NS}} & =\frac{-1-(-1)^{m_{9}}+(-1)^{m_{8}}-(-1)^{m_{9}+m_{8}}}{2}, \tag{2.2.1}
\end{align*}
$$

where $\Pi_{\mathrm{NS}-\mathrm{NS}}$ is the same as in the supersymmetric case in 2.1.6). The geometry is neatly encoded in these projectors: A change of sign among the four terms between the two projectors signals that the O7-plane at the corresponding fixed point has been promoted to an $\overline{\mathrm{O}}$-plane. The sign changes for the terms 1 and $(-1)^{m_{8}}$, consistently with the locations of the anti-orientifold planes in our geometry at the origin and at coordinates $\left(\pi R_{8}, 0\right)$. Altogether, the tree-level amplitudes are

$$
\begin{align*}
\tilde{\mathcal{K}} & =\frac{2^{5} \alpha^{\prime}}{8 R_{9} R_{8}} \int_{0}^{\infty} \mathrm{d} l P_{m_{9}} P_{m_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}, \\
\tilde{\mathcal{M}} & =\frac{N \alpha^{\prime}}{2 R_{9} R_{8}} \int_{0}^{\infty} \mathrm{d} l\left[P_{2 m_{9}+1}-(-1)^{m_{8}} P_{2 m_{9}}\right] P_{m_{8}} \frac{\hat{V}_{8}-(-1)^{m_{8}} \hat{S}_{8}}{\hat{\eta}^{8}}, \frac{2^{-5} N^{2} \alpha^{\prime}}{2 R_{9} R_{8}} \int_{0}^{\infty} \mathrm{d} l P_{m_{9}} P_{m_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}, \tag{2.2.2}
\end{align*}
$$

where supersymmetry breaking is indeed visible in the Möbius strip. By modular transformation, the loop-channel amplitudes are

$$
\begin{align*}
\mathcal{K} & =\frac{1}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{2 n_{9}} W_{2 n_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}, \quad \mathcal{A}=\frac{N^{2}}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{n_{9}} W_{n_{8}} \frac{V_{8}-S_{8}}{\eta^{8}} \\
\mathcal{M} & =\frac{N}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{n_{9}}\left[(-1)^{n_{9}} W_{2 n_{8}}-W_{2 n_{8}+1}\right] \frac{\hat{V}_{8}+(-1)^{n_{9}} \hat{S}_{8}}{\hat{\eta}^{8}}
\end{align*}
$$

The changing compared to the supersymmetric case can be interpreted as a modification of the orientifold projection performed on the type IIB theory. Remembering that a winding shift $\delta_{w_{9}}$ along direction $X^{9}$ acts with $(-1)^{n_{9}}$ on the lattice states, we deduce an orientifold projection $\Omega^{\prime \prime}$ which is

$$
\begin{equation*}
\Omega^{\prime \prime} \equiv \Omega^{\prime}\left(-\delta_{w_{9}}\right)^{F}=\Omega \Pi_{8} \Pi_{9}(-1)^{F_{\mathrm{L}}}\left(-\delta_{w_{9}}\right)^{F} . \tag{2.2.4}
\end{equation*}
$$

In this expression, $F$ is the spacetime fermion number and ensures that the winding shift is only present in the projection for fermions. As evoked in Chapter 1, no fermions run in the Klein bottle so it is natural that $\Omega^{\prime \prime}$ does not perturb it. A look at the field-theory spectrum gives $\square^{3}$

$$
\begin{equation*}
\left.(\mathcal{A}+\mathcal{M})\right|_{\mathrm{FT}}=\int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}}\left[\left.\frac{N(N+1)}{2} \frac{V_{8}}{\eta^{8}}\right|_{0}-\left.\frac{N(N-1)}{2} \frac{S_{8}}{\eta^{8}}\right|_{0}\right] . \tag{2.2.5}
\end{equation*}
$$

It is not supersymmetric with breaking at the string scale. The gauge group is still $\mathrm{USp}(16)$ but the fermions live in the antisymmetric representation. As it is typically the case in brane supersymmetry breaking scenarios, this antisymmetric representation contains a goldstino singlet which indicates a nonlinear realization of supersymmetry.

If the D7-branes rather sit at another fixed point, the gauge group is $\mathrm{SO}(16)$. When the branes are on the $\overline{\mathrm{O}}$ _-plane, we still interpret a nonlinear supersymmetry while when they are on either of the two $\mathrm{O}_{7}$-planes, the spectrum is supersymmetric at the massless level and the breaking only occurs at the massive levels.

### 2.2.2 Brane stability

We described the field-theory interpretations depending on where the D7-branes are without mentioning their stability. Actually, they have no net interactions with orientifold planes but are attracted by the $\overline{\mathrm{O}}_{+}$-plane and repelled by the $\overline{\mathrm{O}}_{-}$-planes. We thus anticipate that the only stable configuration is when the branes are at the origin on the $\overline{\mathrm{O}}_{+}$-plane. The instability of branes sitting elsewhere could naively be circumvented by placing only rigid half-branes there and put the rest at the origin. However, for consistency, single half-branes can only be put on $\mathrm{O}_{-}$or on $\overline{\mathrm{O}}$--planes and we can show that in eight dimensions, constraints coming from probe D5-branes forbid such configurations (see Sect. 2.3).

These energetic considerations can be recovered numerically by plotting the one-loop potential for arbitrary brane positions or equivalently, the vector field defined as minus the derivative of the potential with respect to the positions along $X^{8}$ and $X^{9}$. To plot such a vector field, we need the expression of the Möbius amplitude for arbitrary half-brane positions $2 \pi a_{\alpha}^{i}, \alpha \in\{1, \ldots, 16\}$ along $X^{i}, i \in\{8,9\}$,

$$
\begin{align*}
& \mathcal{M}=\frac{1}{2} \sum_{\alpha} \int \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}}\left\{\left[(-1)^{n_{9}} W_{2 n_{8}+2 a_{\alpha}^{2}}-W_{2 n_{8}+1+2 a_{\alpha}^{2}}\right] \frac{\hat{V}_{8}}{\hat{\eta}^{8}}\right. \\
&\left.-\left[(-1)^{n_{9}} W_{2 n_{8}+1+2 a_{\alpha}^{2}}-W_{2 n_{8}+2 a_{\alpha}^{2}}\right] \frac{\hat{S}_{8}}{\hat{\eta}^{8}}\right\} W_{n_{9}+2 a_{\alpha}^{1}}, \\
& \tilde{\mathcal{M}}=\frac{\alpha^{\prime}}{2 R_{9} R_{8}} \sum_{\alpha} \int \mathrm{d} l e^{4 i \pi m_{9} a_{\alpha}^{1}} e^{2 i \pi m_{8} a_{\alpha}^{2}} P_{m_{8}}\left\{\left[e^{2 i \pi a_{\alpha}^{1}} P_{2 m_{9}+1}-(-1)^{m_{8}} P_{2 m_{9}}\right] \frac{\hat{V}_{8}}{\hat{\eta}^{8}}\right.  \tag{2.2.6}\\
&\left.-\left[e^{2 i \pi a_{\alpha}^{1}}(-1)^{m_{8}} P_{2 m_{9}+1}-P_{2 m_{9}}\right] \frac{\hat{S}_{8}}{\hat{\eta}^{8}}\right\} .
\end{align*}
$$

From these expressions, the dependence of the one-loop potential on the positions $a_{\alpha}^{i}$ can be found in various regimes for the radii. Labelling the dynamical branes (at most 8) with an index $r$, the

[^5]typical vector field $\left(-\frac{\partial \mathcal{V}}{\partial a_{r}^{8}},-\frac{\partial \mathcal{V}}{\partial a_{r}^{9}}\right)$ for brane $r$ at an arbitrary position is plotted in Fig. 2.2. We see that all positions but the origin yield unstable configurations.


Figure 2.2: Example of vector field $\left(-\frac{\partial \mathcal{V}}{\partial a_{r}^{8}},-\frac{\partial \mathcal{V}}{\partial a_{r}^{9}}\right)$ obtained numerically. The lighter the color, the longer the vector norm. We observe an attraction towards the origin, as expected.

### 2.2.3 The closed sector

We need now to discuss what happens in the torus partition function. Naively, one could think the supersymmetric torus (2.1.2) remains valid for the non-supersymmetric model. If this was the case, one would have completely supersymmetric closed-string one-loop amplitudes. This would not be equivalent to a supersymmetric closed-string sector since transmission of the breaking from the open sector should happen. Ignoring this transmission, we will argue in this subsection that the supersymmetric torus is not consistent and should actually reveal a soft breaking of supersymmetry à la Scherk-Schwarz.

Before arguing on the consistency or not of the closed sector with the breaking mechanism, let us construct a softly broken version of the supersymmetric torus (2.1.2). To this end, the construction of the model via the freely-acting orbifold $g=\delta_{w_{8}} \delta_{p_{9}}$ is useful since it is easy to build a ScherkSchwarz deformation from it: One simply couples $g$ with the usual non-supersymmetric generator $(-1)^{F}$. Gauging the type IIB theory with $g^{\prime}=(-1)^{F} \delta_{w_{8}} \delta_{p_{9}}$ we obtain as usual four contributions in the torus: With or without the $g^{\prime}$ insertion and the twisted sector. The partition function is

$$
\begin{align*}
\mathcal{T}= & \frac{1}{2} \int \frac{\mathrm{~d}^{2} \tau}{\tau_{2}^{5}}\left\{\Lambda_{m_{8}, n_{8}} \Lambda_{m_{9}, n_{9}}\left|V_{8}-S_{8}\right|^{2}+(-1)^{n_{8}+m_{9}} \Lambda_{m_{8}, n_{8}} \Lambda_{m_{9}, n_{9}}\left|V_{8}+S_{8}\right|^{2}\right.  \tag{2.2.7}\\
& \left.+\Lambda_{m_{8}+\frac{1}{2}, n_{8}} \Lambda_{m_{9}, n_{9}+\frac{1}{2}}\left|O_{8}-C_{8}\right|^{2}+(-1)^{n_{8}+m_{9}} \Lambda_{m_{8}+\frac{1}{2}, n_{8}} \Lambda_{m_{9}, n_{9}+\frac{1}{2}}\left|O_{8}+C_{8}\right|^{2}\right\} \frac{1}{\left|\eta^{8}\right|^{2}} .
\end{align*}
$$

We then perform the rescaling of the radius $R_{9} \rightarrow 2 R_{9}$ and we obtain

$$
\begin{align*}
\mathcal{T}=\int \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{5}}\{ & \left(\Lambda_{m_{8}, 2 n_{8}} \Lambda_{m_{9}, 2 n_{9}}+\Lambda_{m_{8}, 2 n_{8}+1} \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}}\right)\left(\left|V_{8}\right|^{2}+\left|S_{8}\right|^{2}\right) \\
& -\left(\Lambda_{m_{8}, 2 n_{8}+1} \Lambda_{m_{9}, 2 n_{9}}+\Lambda_{m_{8}, 2 n_{8}} \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}}\right)\left(V_{8} \bar{S}_{8}+\bar{V}_{8} S_{8}\right)  \tag{2.2.8}\\
& +\left(\Lambda_{m_{8}+\frac{1}{2}, 2 n_{8}} \Lambda_{m_{9}, 2 n_{9}+1}+\Lambda_{m_{8}+\frac{1}{2}, 2 n_{8}+1} \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}+1}\right)\left(\left|O_{8}\right|^{2}+\left|C_{8}\right|^{2}\right) \\
& \left.-\left(\Lambda_{m_{8}+\frac{1}{2}, 2 n_{8}+1} \Lambda_{m_{9}, 2 n_{9}+1}+\Lambda_{m_{8}+\frac{1}{2}, 2 n_{8}} \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}+1}\right)\left(O_{8} \bar{C}_{8}+\bar{O}_{8} C_{8}\right)\right\} \frac{1}{\left|\eta^{8}\right|^{2}} .
\end{align*}
$$

From the second line of this expression, we read the two masses $M_{1}$ and $M_{2}$ acquired by the gravitinos:

$$
\begin{equation*}
M_{1}=\frac{R_{8}}{\alpha^{\prime}} \quad \text { and } \quad M_{2}=\frac{1}{2 R_{9}}, \tag{2.2.9}
\end{equation*}
$$

which go to zero in the two supersymmetric limits $R_{8} \rightarrow 0$ and/or $R_{9} \rightarrow+\infty$. In $M_{2}$, we recognize the usual Scherk-Schwarz mass proportional to the inverse of the radius $R_{9}$. In $M_{1}$, the mass is proportional to the radius because along direction $X^{8}, g^{\prime}$ acts with a winding shift instead of a momentum shift. As it is the case with the standard mechanism described in Chapter 1, there is a tachyon due to the twisted $\left|O_{8}\right|^{2}$ character if the radii satisfy

$$
\begin{equation*}
\frac{\alpha^{\prime 2}}{4 R_{8}^{2}}+R_{9}^{2}<2 \alpha^{\prime} \tag{2.2.10}
\end{equation*}
$$

We can now understand why the supersymmetric torus seems inconsistent with the broken open sector and why the softly broken version seems much more plausible. We saw that the orientifold planes are the fixed points of the orientifold projection, modulo the periodicity identifications. With the supersymmetric torus, the identifications are simply the classical ones for circles, $\delta_{2 p_{8}}: X^{8} \rightarrow X^{8}+2 \pi R_{8}$ and $\delta_{2 p_{9}}: X^{9} \rightarrow X^{9}+2 \pi R_{9}$. As for the orientifold projection of the broken model $\Omega^{\prime \prime}$, it contains the non-supersymmetric generator $\left(-\delta_{w_{9}}\right)^{F}$. Because the presence of a non-supersymmetric generator should produce an anti-orientifold plane, the four fixed points of $\Omega^{\prime \prime}, \Omega^{\prime \prime} \delta_{2 p_{8}}, \Omega^{\prime \prime} \delta_{2 p 9}$ and $\Omega^{\prime \prime} \delta_{2 p_{8}} \delta_{2 p_{9}}$ should be anti-orientifold planes and preserve the same supersymmetries, which is inconsistent with the geometry of the model displayed in Fig. 2.1c.

On the contrary, in the softly broken torus, the periodicity along $X^{9}$ is replaced by the action of $g^{\prime}$ in which the rescaling of the radius $R_{9} \rightarrow 2 R_{9}$ has been performed. The periodicity condition thus becomes $\delta_{2 p_{9}}^{\prime} \equiv(-1)^{F} \delta_{w_{8}} \delta_{2 p_{9}}$. The four fixed points are then:

- Fixed point of $\Omega^{\prime \prime}=\Omega \Pi_{8} \Pi_{9}(-1)^{F_{\mathrm{L}}}\left(-\delta_{w_{9}}\right)^{F}$ : The projection contains a non-supersymmetric generator and the two parities. The fixed point is thus at the origin and is an anti-orientifold plane.
- Fixed point of $\Omega^{\prime \prime} \delta_{2 p_{8}}=\Omega \Pi_{8} \delta_{2 p_{8}} \Pi_{9}(-1)^{F_{\mathrm{L}}}\left(-\delta_{w_{9}}\right)^{F}$ : The parity along $X^{8}$ combined with the periodicity fixes the point $\left(\pi R_{8}, 0\right)$ and we still have an anti-orientifold plane.
- Fixed point of $\Omega^{\prime \prime} \delta_{2 p_{9}}^{\prime}=\Omega \Pi_{8} \delta_{w_{8}} \Pi_{9} \delta_{2 p_{9}}(-1)^{F_{\mathrm{L}}}\left(-\delta_{w_{9}}\right)^{F}(-1)^{F}$ : The two non-supersymmetric factors cancel each other to yield an orientifold plane. Due to the combination of the parity along $X^{9}$ with the periodicity $\delta_{2 p_{9}}$, it is located at $\left(0, \pi R_{9}\right)$.
- Fixed point of $\Omega^{\prime \prime} \delta_{2 p_{8}} \delta_{2 p_{9}}^{\prime}=\Omega \Pi_{8} \delta_{2 p_{8}} \delta_{w_{8}} \Pi_{9} \delta_{2 p_{9}}(-1)^{F_{\mathrm{L}}}\left(-\delta_{w_{9}}\right)^{F}(-1)^{F}$ : This is again an orientifold plane and it is located at $\left(\pi R_{8}, \pi R_{9}\right)$ due to the presence of the two periodicities together with the two parities.

All this gives a geometrical interpretation consistent with the model depicted in Fig. 2.1c. If one performs the same analysis with the supersymmetric torus and hence with the standard periodicity $\delta_{2 p_{9}}$, one would not understand why both kinds of orientifold planes appear in the model.

We expect that the fundamental reason why the supersymmetric torus is not compatible with the projection $\Omega^{\prime \prime}$ is simply because it is not a symmetry of the supersymmetric spectrum and it is therefore not allowed to gauge it. However, the detailed demonstration of this fact has not been carried out. Also note that the presence of massless gravitinos along with broken supersymmetry would also be difficult to explain from a supergravity point of view.

### 2.2.4 Breaking scales and gravitino mass

As a consequence of the soft breaking in the closed sector, our eight-dimensional model contains two breaking scales. The one from the closed sector is the usual momentum scale or winding scale and in the open-string sector, it can be the string scale or the winding scale depending on which one is smaller. Let us begin by a deeper study of the supersymmetry-breaking pattern in the stable configuration where the branes are put at the origin on top of the $\overline{\mathrm{O}}_{+}$-plane.

The full field-theory spectrum 2.2.5 without omitting the winding modes is

$$
\begin{align*}
\left.(\mathcal{A}+\mathcal{M})\right|_{\mathrm{FT}}= & \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}}\left\{\left.\frac{N(N+1)}{2} W_{2 n_{9}}\left(W_{2 n_{8}} \frac{V_{8}}{\eta^{8}}-W_{2 n_{8}+1} \frac{S_{8}}{\eta^{8}}\right)\right|_{0}\right. \\
& \left.+\left.\frac{N(N-1)}{2}\left[W_{2 n_{9}}\left(W_{2 n_{8}+1} \frac{V_{8}}{\eta^{8}}-W_{2 n_{8}} \frac{S_{8}}{\eta^{8}}\right)+W_{2 n_{9}+1} W_{n_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}\right]\right|_{0}\right\} . \tag{2.2.11}
\end{align*}
$$

At the zero-winding level, we recover (2.2.5). As already said, the open-string gauge group is $\mathrm{USp}(16)$ and we see in (2.2.11) that the breaking scale depends on the value of $R_{8}$. If it is large, the breaking scale is the string scale and we interpret a nonlinear realization of supersymmetry. As $R_{8}$ goes to zero, the even-windings and odd-windings lattices become equal and the spectrum (2.2.11) becomes supersymmetric. In this case, we can interpret a spontaneous breaking in the open sector with a familiar winding Scherk-Schwarz scale proportional to $R_{8}$. From another point of view, the breaking shares common features with brane supersymmetry breaking since only the Möbius is affected ${ }^{4}$ by exchanging symmetric and antisymmetric representations for fermions compared to bosons.

In the other closed-string supersymmetric limit $R_{9} \rightarrow+\infty$, supersymmetry is not recovered in the open sector and this regime looks like a true brane supersymmetry breaking mechanism with untouched closed sector. However, it is highly likely that the two limits $R_{8} \rightarrow 0$ and $R_{9} \rightarrow+\infty$ are not consistent from a field-theory point of view. In the former limit, the spectrum cannot be interpreted from a nine-dimensional perspective. Indeed, in this limit, the first and second terms in (2.2.11) combine together with an overall multiplicity $N^{2}$. Such a multiplicity cannot be interpreted in terms of representations of the $\operatorname{USp}(N)$ gauge group. In the latter limit, there are local tensions and charges that generate a strong backreaction i.e. local tadpoles remain uncancelled because of the collapse of a Kaluza-Klein tower of states. From a more general point of view, the fact that

[^6]the effective theory breaks down in some limits is just the consequence of the existence of moduli branches that only exist in lower dimensions and which are not connected to moduli spaces in higher dimensions.

If the D7-branes are put on the upper-right O7_-plane, the field-theory spectrum is

$$
\begin{align*}
\left.(\mathcal{A}+\mathcal{M})\right|_{\mathrm{FT}}=\int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} & \left\{\left.\frac{N(N-1)}{2}\left[W_{2 n_{9}} W_{n_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}+W_{2 n_{9}+1}\left(W_{2 n_{8}} \frac{V_{8}}{\eta^{8}}-W_{2 n_{8}+1} \frac{S_{8}}{\eta^{8}}\right)\right]\right|_{0}\right. \\
& \left.+\left.\frac{N(N+1)}{2} W_{2 n_{9}+1}\left(W_{2 n_{8}+1} \frac{V_{8}}{\eta^{8}}-W_{2 n_{8}} \frac{S_{8}}{\eta^{8}}\right)\right|_{0}\right\} \tag{2.2.12}
\end{align*}
$$

In this case the gauge group is $\mathrm{SO}(16)$. The $R_{8} \rightarrow 0$ limit gives again a supersymmetric spectrum with a spontaneous breaking interpretation. When $R_{9} \rightarrow+\infty$, the non-zero winding states along $X^{9}$ become supermassive and decouple. But again, these limits are certainly not consistent at the field-theory level.

### 2.3 Probe branes

In this section, we explore consistency conditions coming from the insertion of probe branes in the model. The probe branes carrying an $\mathrm{SU}(2)$ gauge group are subject to the Witten fourdimensional $\mathrm{SU}(2)$ anomalies, related to consistency constraints coming from K-theory 144147 . The term probe branes refer to D-branes that are not subject to consistency constraint from the tadpole cancellation condition unlike the background branes. The background branes are D9-branes in type I string and the probe branes can be D7, D5, D3 or D1-branes. Because we are interested in four-dimensional probe gauge theories for constraints to arise, we will ignore the D1-branes that lead to two-dimensional theories.

In type I, the D7 and D3-branes carry unitary gauge groups $\mathrm{U}(M)$ for some $M$ while the D5branes support $\mathrm{USp}(M)$ gauge groups for $B_{i j}=0$ [148, 149]. In the case $B_{i j} \neq 0, \mathrm{SO}(M)$ groups are also possible but we are only interested in $\operatorname{SU}(2)$ anomalies with $\mathrm{SU}(2) \subset \mathrm{U}(2), \mathrm{USp}(2)$. The Witten anomaly arises from strings stretched between the background D9-branes and the probe branes which transform in the fundamental representation of the $\mathrm{SU}(2)$ probe-brane gauge group: The number of $\mathrm{SU}(2)$ doublets should be even to avoid anomalies. Such states only arise in the cylinder amplitude and thus our supersymmetry-breaking mechanism does not change the discussion. After T-duality, one obtains a geometry with $\mathrm{O}_{+}, \mathrm{O}_{-}, \overline{\mathrm{O}}_{+}$and $\overline{\mathrm{O}}_{-}$-planes but we focus on supersymmetric geometries without anti-orientifold planes due to the argument above and we assume the background branes to sit on $\mathrm{O}_{-}$-planes for constraints to arise.

In eight dimensions, the strongest constraint comes from the addition of two probe D5-branes before T-duality. The D9-D5 states contain six-dimensional Majorana-Weyl fermions in the ( $M, 2$ ) representation of $\mathrm{SO}(M)_{9} \times \mathrm{USp}(2)_{5}$. When the D5-branes (extended along the four spacetime dimensions) wrap the compactified $T^{2}$, the states becomes D7-D3 strings after T-duality and the probe gauge theory is indeed four-dimensional. The following tables show what the branes become under T-duality. The dimensions labels are written in the first line and for each kind of brane, a cross means that it wraps the corresponding direction while a dot means it does not.

| 8d | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |  | 9 | $\xrightarrow{\text { T-duality }}$ | 8d | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D9 | X | X | X | X | X | X | X | X |  | X |  | D7 | X | X | X | X | X | X | X | X | , |  |
| D5 | x | x | x | X | - | - | - | - |  | x |  | D3 | X | X | X | X | . | . | . | . |  |  |

In this case, if we place $M$ D7-branes and probe D3-branes on an O7_-plane, because the D3branes are points inside the $T^{2}$, the number of $\mathrm{SU}(2)$ doublets is equal to $M$. We thus learn that $M$ should be even. We conclude that in eight dimensions, configurations with rigid half-D7-branes are forbidden for consistency.

If before T -duality the probe D 5 -branes wrap the $T^{2}$ differently, this will not produce a fourdimensional probe gauge theory after T-duality and thus there is no constraint. A similar argument holds for probe D7-branes. As for the probe D3-branes, they indeed yield a four-dimensional probe gauge theory after T-duality but the obtained probe D5-branes wrap the whole $T^{2}$ so that no constraint arises since they see all the background branes (see table below).

| 8d | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $\xrightarrow{\text { T-duality }}$ | 8d | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D9 | x | x | x | x | x | x | x | x |  | x |  | D7 | x | x | x | x | x | x | x | x | . |  |  |
| D3 | x | x | x | x |  |  |  | . | . | . |  | D5 | x | x | x | x | . |  | . |  | x | x |  |

### 2.4 Conclusions and outlook

In this first part of the thesis, we explored a new mechanism to break supersymmetry at the string level in orientifold models. By consistently replacing pairs of orentifold planes that have zero net tension and charge by their anti-orientifold counterparts, the breaking affects only the Möbius amplitude in the open sector and does not introduce NS-NS tadpoles. We saw that the breaking scale can either be the string scale or a compactification scale depending on the location in moduli space.

We gave strong arguments to discard the supersymmetric torus amplitude as the correct closed sector for our model with broken supersymmetry. We suggested instead a soft breaking in the torus, which seems in agreement with the geometry. However, it would be interesting to study further the field-theory limits to completely settle the question. If it is consistent to keep the supersymetric torus with the supersymmetric open sector, this would provide new perfect models of brane supersymetry breaking type, without tadpoles. Such orientifold vacua would be at odds with the gravitino mass conjecture [150, 151] whereas our models are in agreement with it since the supersymmetric limits exhibited in our models are argued not to be consistent from a field-theory point of view.

Note that all brane supersymmetry breaking models which feature a supersymmetric closedstring sector suffer from NS-NS tadpoles that may induce a breakdown of the effective field theory around the true vacuum so that in the end, the models would be in agreement with the gravitino mass conjecture. Also, even when we talk of a supersymmetric closed-string sector, it is understood to be at tree-level since because the open-string sector is broken, it should transmit the breaking to the closed sector via quantum corrections. It is unclear to us if the conjecture should hold for the tree-level spectrum or for the quantum theory. A last remark is that in our models, the gravitino mass can be much lower than the typical scale of the quantum potential. This could be useful in inflationary models of the type studied in $[152 \boxed{157]}$.

Chapter 2. A supersymmetry-breaking mechanism in orientifold models

As a complexification of the models described here, it would be very interesting to consider non-freely-acting orbifold compactifications in order to produce a more realistic chiral spectrum in four dimensions. The combination of our supersymmetry-breaking mechanism with orbifolds may yield interesting new breaking patterns.

## 3 Open-string moduli stabilization

This chapter tackles the second part of our guiding tryptich: The generic study of moduli stabilization in models with perturbative spontaneous breaking of supersymmetry. We do this in the context of open-string models to develop an intuitive geometric reasoning in terms of D-brane positions. Supersymmetry is broken with a Scherk-Schwarz mechanism performed along a circle and we focus on the regime where the radius of the circle is moderately large without any mass scale below the breaking scale so that the approximation 1.3.11) for the one-loop potential holds, up to exponentially suppressed terms.

Generically, the Scherk-Schwarz mechanism yields an excess of massless bosons so that the oneloop potential is negative. However, the addition of open-string Wilson lines can help uplifting the potential and maybe reach a vanishing potential up to the exponentially suppressed terms. Such uplifting is expected to be hard to achieve while maintaining a non-tachyonic configuration, as can be understood from the schematic Taylor expansion of the one-loop potential with respect to the Wilson lines generically denoted $\phi^{I}$ here, around an extremal point with respect to them 44,56 59]:

$$
\begin{equation*}
\mathcal{V}_{1 \text {-loop }} \approx \xi_{d}\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) M^{d}+\xi_{d-2}\left(T_{\mathcal{R}_{\mathrm{B}}}-T_{\mathcal{R}_{\mathrm{F}}}\right)\left(\phi^{I}\right)^{2} M^{d}+\cdots \tag{3.0.1}
\end{equation*}
$$

In this schematic expression (the precise formula in an $\mathcal{N}=4 \rightarrow \mathcal{N}=0$ context is given in (3.1.28), we have already defined the positive constant $\xi_{d}$ and the numbers of massless fermionic and bosonic degrees of freedom $n_{\mathrm{F}}$ and $n_{\mathrm{B}} . \xi_{d-2}$ is another positive constant and $T_{\mathcal{R}_{\mathrm{B}}}$ and $T_{\mathcal{R}_{\mathrm{F}}}$ are the Dynkin indices of the representations in which the massless bosons and fermions live. We see that on the one hand, increasing the number of massless fermions tends to increase the value of the potential but on the other hand, it tends to degrade the stability of the moduli and to generate tachyonic instabilities.

Let us briefly review the results of [58], where the stability analysis is done in an $\mathcal{N}=4 \rightarrow \mathcal{N}=0$ open-string model. The authors try to increase the value of the potential by increasing the number of massless fermions compared to bosons while keeping a non-tachyonic configuration. This is done thanks to the interplay between the Sherk-Schwarz mechanism and the open-string Wilson lines to give the mass shift to some bosons instead of only to fermions. The stability is ensured by the use of rigid/frozen half-branes that are stuck at a fixed point and, if single, produce a "gauge factor" SO(1). Upon compactification to lower dimensions, they can produce enough such factors to uplift the potential to zero (up to the exponentially small contributions) or to slightly positive values. In the obtained configurations, all moduli are non-tachyonic. Of course, these conclusions may not hold once the cosmology of the system is studied but as an approximate general rule in Scherk-Schwarz setups, the mere implementation of finite temperature makes the naive expectations correct.

We will start this chapter by explaining the results of [59] where the stability analysis is done in a more complex setup with a non-freely acting orbifold producing $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ models. As
we will see, the stability study will lead us to the need to evaluate one-loop masses of states in the Neumann-Dirichlet sector of the theory. To evaluate the masses of such states, we compute their one-loop correlation functions [60,61, an involved task requiring the technology of twist fields.

### 3.1 Stability of open-string orbifold models

Let us begin with the description of the supersymmetric model which constitute the basis of the work presented here: The Bianchi-Sagnotti-Gimon-Polchinski (BSGP) model [158 160 compactified to four dimensions.

### 3.1.1 Supersymmetric setup

The model is the orientifold projection of type IIB with the following background:

$$
\begin{equation*}
\mathbb{R}^{1,3} \times T^{2} \times \frac{T^{4}}{\mathbb{Z}_{2}} \tag{3.1.1}
\end{equation*}
$$

The $\mathbb{Z}_{2}$ orbifold is non-freely acting on the $T^{4}$ along directions $X^{6}, X^{7}, X^{8}, X^{9}$ with a generator $g$,

$$
\begin{equation*}
g:\left(X^{6}, X^{7}, X^{8}, X^{9}\right) \longrightarrow\left(-X^{6},-X^{7},-X^{8},-X^{9}\right) . \tag{3.1.2}
\end{equation*}
$$

Two kinds of orientifold planes are present: An O9_-plane which is the fixed point of the orientifold projection $\Omega$ and 16 O5_-planes which are the fixed points of $\Omega g$ (modulo the periodicities inside $T^{4}$ ). Two kinds of branes need to be added to cancel the tadpoles: 32 D9-branes and 32 D5-branes orthogonal to the internal $T^{4} / \mathbb{Z}_{2}$. The gauge groups carried by both kinds of branes are unitary so that the biggest gauge group that can be achieved without introducing Wilson lines or non-trivial brane positions is $\mathrm{U}(16) \times \mathrm{U}(16)$. Note that the directions spanning the $T^{2}$ are denoted $X^{4}$ and $X^{5}$. The four-dimensional extended spacetime is described by the remaining directions $X^{0}, X^{1}, X^{2}$ and $X^{3}$.

The goal of the work presented here is to study the stability at one loop after supersymmetry breaking of all possible deformations of the model. The moduli under consideration are:

- The positions of the D5-branes along the internal $T^{4} / \mathbb{Z}_{2}$.
- The Wilson lines along the $T^{2}$ for the gauge group supported by the D5-branes.
- The Wilson lines along the whole internal space for the gauge group supported by the D9branes.
- Scalars in the Neumann-Dirichlet (ND) sector of the theory, whose stability analysis requires more work and is carried out in the last section of this chapter.
- In the closed-string sector, there are the usual NS-NS moduli: The internal metric denoted $G_{\mathcal{I J}}$ where calligraphic indices refer to all the internal directions $(\mathcal{I}, \mathcal{J} \in\{4, \ldots, 9\})$ and the dilaton. The antisymmetric tensor is projected out by the orientifold.
- In the R-R sector, there are moduli associated with the surviving two-form $C_{\mathcal{I J}}$.
- There is also a twisted closed-string sector which contains 16 quaternionic moduli, localized at the fixed points of $T^{4} / \mathbb{Z}_{2}$.

It is useful to have a geometric representation of the first three items i.e. the open-string moduli in the Neumann-Neumann (NN) and Dirichlet-Dirichlet (DD) sectors. The D5-branes already have a geometric interpretation with their positions inside the $T^{4} / \mathbb{Z}_{2}$. To convert the Wilson lines along the $T^{2}$ into positions as well, we can consider the theory where this $T^{2}$ is T-dualized to a $\tilde{T}^{2}$ with coordinates $\tilde{X}^{4}$ and $\tilde{X}^{5}$ on which the orientifold now acts with an additional parity $I_{45}$ creating fixed points. In this T-dual picture, the original D5-branes are D3-branes and their positions completely characterize the moduli in the DD sector. Fig. 3.1a shows such a geometric configuration. The four fixed points of the $\tilde{T}^{2} / I_{45}$ are represented while schematically, only two fixed points along the $T^{4} / \mathbb{Z}_{2}$ are drawn (in total $4 \times 2=8$ fixed points are represented). Anticipating on the sequel, the D3-branes are localized at the fixed points of the whole internal space $T^{4} \times \tilde{T}^{2} / I_{45}$ and the direction $\tilde{X}^{5}$ is referred to as the Scherk-Schwarz direction. To convert the Wilson lines associated with the D9-branes into positions, we define another T-dual theory where the whole internal space is T-dualized to $\tilde{T}^{2} / I_{45} \times \tilde{T}^{4} / \mathbb{Z}_{2}$. The original D9-branes also become D3-branes in this theory and the positions completely describe the moduli in the NN sector. Fig. 3.1b represents such a configuration. Even if it is somewhat abusive because the two pictorial representations for the original D5-branes and D9-branes are not in the same T-dual theory, we will draw brane/Wilson lines configurations on a single picture like in Fig. 3.1c. With the appropriate interpretation we just gave for such representations, this is fully correct and it highly facilitates the manipulation of brane configurations/Wilson lines.

The geometrical representations are useful to understand what are the true dynamical degrees of freedom of the brane positions and thus the true dynamical Wilson lines compared to the discrete ones. Along the $T^{4} / \mathbb{Z}_{2}$, the actions of the orientifold projection and the non-freely-acting orbifold divide by 4 the maximum number of dynamical brane positions. The branes are associated by pairs and can only move by packets of four, symmetrically around the fixed points of $T^{4} / \mathbb{Z}_{2}$. We thus conclude that if $2 n+2, n \in \mathbb{N}$, branes sit at a fixed point, two of them are rigid and cannot move. There is a maximum of 8 independent positions along $T^{4} / \mathbb{Z}_{2}$ when all stacks are multiple of four and a minimum of 0 dynamical degrees of freedom if the branes are all isolated by stacks of two. Along the $T^{2}$, there is no action of the orbifold so that the maximum number of degrees of freedom is 16 and the branes also move by mirror pairs. Actually, this number cannot be decreased by isolating single branes on fixed points since this would be inconsistent with the unitary gauge groups supported by the branes ${ }^{1}$.

The configurations of interest to us correspond to D3-branes placed at fixed points in the appropriate T-dual pictures since, as we will see later, they correspond to extrema of the effective potential in presence of supersymmetry breaking. We thus introduce a specific labelling for these 64 fixed points. A fixed point is denote $i i^{\prime}$ where $i \in\{1, \ldots, 16\}$ indicates one of the 16 fixed points along the $T^{4} / \mathbb{Z}_{2}$ and $i^{\prime} \in\{1, \ldots, 4\}$ denotes one of the four $T^{2}$ fixed points. Anticipating on the supersymmetry breaking, it is useful to follow a specific convention for the labelling of the $T^{2}$ fixed points in order to distinguish those that are at the origin along direction $\tilde{X}^{5}$ and those that are at $\pi \sqrt{G_{55}}$. The index $i^{\prime}$ is thus chosen to be odd for points at the origin and even for the others. Fig. 3.1d schematically represents this labelling. Restricting to brane configurations (in the appropriate T-dual picture) with branes located at the fixed points, we define $N_{i i^{\prime}}$ and $D_{i i^{\prime}}$ the number of D3-branes, T-dual to D9-branes and D5-branes respectively, sitting at fixed point $i i^{\prime}$. As we saw, each fixed point carries zero or at least two D3-branes so that these numbers are
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(a) A configuration of D3-branes associated with the D5branes of the initial type I theory, once $T^{2}$ is T-dualized. In this example, the D3-branes sit on O3-planes.

(c) Superposition of pictures (a) and (b). D3-branes associated with the D5-branes (D9-branes) of the initial type I theory are shown in orange (green).

(b) A configuration of D3-branes associated with the D9branes of the initial type I theory, once both $T^{2}$ and $T^{4} / \mathbb{Z}_{2}$ are T-dualized. In this example, the D3-branes sit on O3planes.

(d) Labelling of the $\tilde{T}^{2}$ fixed points $i^{\prime}=1,2,3,4$, and schematic labelling of the $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$ fixed points $i=1, \ldots, 16$. Odd $i^{\prime}$ correspond to points located at $\tilde{X}^{5}=0$, while even $i^{\prime}$ are associated with points at $\tilde{X}^{5}=\pi \sqrt{G_{55}}$, where $\tilde{X}^{5}$ is the coordinate T -dual to the direction along which the Scherk-Schwarz mechanism is implemented.

Figure 3.1: Geometric T-dual description of the moduli arising from the NN and DD sectors of the orientifold theory.
even and consequently written as $N_{i i^{\prime}} \equiv 2 n_{i i^{\prime}}$ and $D_{i i^{\prime}} \equiv 2 d_{i i^{\prime}}$. With these definitions, the tadpole cancellation condition is

$$
\begin{equation*}
\sum_{i, i^{\prime}} N_{i i^{\prime}}=32 \Longleftrightarrow \sum_{i, i^{\prime}} n_{i i^{\prime}}=16, \quad \sum_{i, i^{\prime}} D_{i i^{\prime}}=32 \Longleftrightarrow \sum_{i, i^{\prime}} d_{i i^{\prime}}=16, \tag{3.1.3}
\end{equation*}
$$

and the open-string gauge group $\mathcal{G}_{\text {open }}$ of the model reads (it is understood that if $n_{i i^{\prime}}$ or $d_{i i^{\prime}}$ is zero, it does not produce any gauge group)

$$
\begin{equation*}
\mathcal{G}_{\text {open }}=\prod_{i, i^{\prime}} \mathrm{U}\left(n_{i i^{\prime}}\right) \times \mathrm{U}\left(d_{i i^{\prime}}\right) . \tag{3.1.4}
\end{equation*}
$$

For such configurations, the D3-branes positions in the appropriate T-dual pictures (normalized by the internal radii), take values $2 \pi \vec{a}_{i i^{\prime}}$ for the D3-branes T-dual to the D9-branes and $2 \pi \vec{b}_{i i^{\prime}}$ for the D3-branes T-dual to the D5-branes. The vector $\vec{a}_{i i^{\prime}} \equiv\left(\vec{a}_{i^{\prime}}, \vec{a}_{i}\right)$, where $\vec{a}_{i^{\prime}}$ and $\vec{a}_{i}$ are two- and four-dimensional vectors, has components which take values 0 or $\frac{1}{2}$.

Note that there are non-perturbative constraints for the consistency of the BSGP model [160]. In the original model in only six dimensions, the moduli space has several disconnected components defined by the even number $\mathcal{R}=0,2, \ldots, 16$ of pairs of D 5 -branes that have rigid positions along the $T^{4} / \mathbb{Z}_{2}$. The constraint is on the allowed values for $\mathcal{R}$ that can only be equal to 0,8 or 16 . Moreover, when $\mathcal{R}=8$, the 8 rigid pairs of branes must be on one of the hyperplanes $X^{I}=0$ or $X^{I}=\pi \sqrt{G_{I I}}, I \in\{6, \ldots, 9\}$. Same constraints arise for the D9-branes, viewed as D5-branes in the theory where the $T^{4} / \mathbb{Z}_{2}$ is T-dualized. This defines $\tilde{\mathcal{R}}=0,8$ or 16 . Up to a T-duality, this gives rise to 6 consistent disconnected parts for the moduli space:

$$
\begin{equation*}
(\mathcal{R}, \tilde{\mathcal{R}})=(0,0),(0,8),(0,16),(8,8),(8,16),(16,16) \tag{3.1.5}
\end{equation*}
$$

Note that these parts of moduli space are actually connected by deformations of the $T^{4} / \mathbb{Z}_{2}$ into smooth $K 3$ manifolds 160. Compactifying the model further on an additional $T^{2}$ does not bring new consistency constraints.

### 3.1.2 Breaking, amplitudes and spectrum

## Supersymmetry breaking

We now perform the Scherk-Schwarz mechanism (see Sect. 1.3.1) along direction $X^{5}$ and build the one-loop partition functions of the model. The freely-acting orbifold along $X^{5}$ coupled to $(-1)^{F}$ produces an $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ spontaneous supersymmetry breaking with scale $M$ which reads

$$
\begin{equation*}
M=\frac{\sqrt{G^{55}}}{2} M_{\mathrm{s}} \tag{3.1.6}
\end{equation*}
$$

In the closed sector, this produces the usual shift for the momentum number $m_{5}$. Defining $\vec{m}^{\prime} \equiv$ ( $m_{4}, m_{5}$ ) and the shift vector $\vec{a}_{\mathrm{S}}^{\prime} \equiv\left(0, \frac{1}{2}\right)$, the deformation of the original supersymmetric model is

$$
\begin{equation*}
\text { Closed sector: } \vec{m}^{\prime} \longrightarrow \vec{m}^{\prime}+F \vec{a}_{\mathrm{S}}^{\prime} \tag{3.1.7}
\end{equation*}
$$

Crucially, in the open sector, the Scherk-Schwarz shift combines with the Wilson lines along $T^{2}$ which take discrete values proportional to $\vec{a}_{i^{\prime}}$. The deformation of the original model is

$$
\begin{equation*}
\text { Open sector: } \vec{m}^{\prime} \longrightarrow \vec{m}^{\prime}+F \vec{a}_{\mathrm{S}}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}} \tag{3.1.8}
\end{equation*}
$$

for string stretched between branes located at the fixed points $i i^{\prime}$ and $j j^{\prime}$. This has dramatic consequences since the Scherk-Scwharz mass can be given to fermions or bosons depending on the Wilson lines. If $i^{\prime}$ and $j^{\prime}$ refer to fixed points at the same position along the Scherk-Schwarz direction $X^{5}$, the fermions get a mass. But if they refer to fixed points at opposite positions along $X^{5}$, it is now the bosons that get a mass. We will see soon precisely how this affects the massless spectrum of the model.

## One-loop amplitudes

We can now write the partition functions of the theory. They are defined as the usual traces with the additional projections associated with the non-freely-acting $\mathbb{Z}_{2}$ orbifold and with the ScherkSchwarz orbifold. The torus amplitude thus contains the action of the $\mathbb{Z}_{2}$ orbifold, the action of the Scherk-Schwarz orbifold and the combination of the two. This creates three twisted sectors and thus a lot of terms. For the sake of compactness, the torus partition function is not displayed in the main text and can be found in Appendix B.1. The internal six-dimensional zero-mode lattice with arbitrary metric tensor is

$$
\begin{align*}
& \Lambda_{\vec{M}, \vec{N}}^{(6,6)}(\tau)=q^{\frac{\alpha^{\prime}}{4} P_{\mathcal{I}}^{L} G^{\mathcal{I} \mathcal{J}} P_{\mathcal{J}}^{L}} \bar{q}^{\frac{\alpha^{\prime}}{4}} P_{\mathcal{I}}^{R} G^{\mathcal{I} \mathcal{J}} P_{\mathcal{J}}^{R}  \tag{3.1.9}\\
& P_{\mathcal{I}}^{L}=m_{\mathcal{I}}+G_{\mathcal{I J}} n_{\mathcal{J}}, \quad P_{\mathcal{I}}^{R}=m_{\mathcal{I}}-G_{\mathcal{I J}} n_{\mathcal{J}}, \quad \mathcal{I}=4, \ldots, 9,
\end{align*}
$$

and can be split into a four-dimensional lattice along $T^{4}$ and a two-dimensional one along $T^{2}$,

$$
\begin{equation*}
\Lambda_{\vec{M}, \vec{N}}^{(6,6)}(\tau) \equiv \Lambda_{\overrightarrow{m^{\prime}}, \vec{n}^{\prime}}^{(2,2)}(\tau) \Lambda_{\vec{m}, \vec{n}}^{(4,4)}(\tau)=q^{\frac{\alpha^{\prime}}{4}} P_{I^{\prime}}^{L} G^{I^{\prime} J^{\prime}} P_{J^{\prime}}^{L} \bar{q}^{\frac{\alpha^{\prime}}{4}} P_{I^{\prime}}^{R} G^{I^{\prime} J^{\prime}} P_{J^{\prime}}^{R} \times q^{\frac{\alpha^{\prime}}{4}} P_{I}^{L} G^{I J} P_{J}^{L} \bar{q}^{\frac{\alpha^{\prime}}{4}} P_{I}^{R} G^{I J} P_{J}^{R} \tag{3.1.10}
\end{equation*}
$$

The unprimed latin indices $I, J$ take values in $\{6, \ldots, 9\}$ and the primed indices take values in $\{4,5\}$. For the Klein-bottle and the open-string amplitudes, we define

$$
\begin{equation*}
P_{\vec{m}}^{(4)} \equiv \Lambda_{\vec{m}, \overrightarrow{0}}^{(4,4)}, \quad W_{\vec{n}}^{(4)} \equiv \Lambda_{\overrightarrow{0}, \vec{n}}^{(4,4)}, \quad P_{\vec{m}^{\prime}}^{(2)} \equiv \Lambda_{\overrightarrow{m^{\prime}}, \overrightarrow{0}}^{(2,2)}, \quad W_{\vec{n}^{\prime}}^{(2)} \equiv \Lambda_{\overrightarrow{0}, \vec{n}^{\prime}}^{(2,2)} \tag{3.1.11}
\end{equation*}
$$

The Klein bottle is much simpler since only left-right symmetric states contribute. It reads

$$
\begin{align*}
\mathcal{K}=\frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} & \left\{\left(V_{4} O_{4}+O_{4} V_{4}\right)\left(\frac{P_{\vec{m}}^{(4)}}{\eta^{4}}+\frac{W_{\vec{n}}^{(4)}}{\eta^{4}}\right)+32\left(O_{4} C_{4}+V_{4} S_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2}\right.  \tag{3.1.12}\\
& \left.-\left(S_{4} S_{4}+C_{4} C_{4}\right)\left(\frac{P_{\vec{m}}^{(4)}}{\eta^{4}}+\frac{W_{\vec{n}}^{(4)}}{\eta^{4}}\right)-32\left(S_{4} O_{4}+C_{4} V_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2}\right\} \frac{P_{\vec{m}^{\prime}}^{(2)}}{\eta^{4}} .
\end{align*}
$$

For the open amplitudes, we need to define matrices $\gamma$ acting on the Chan-Paton indices both for the orientifold action (as in (1.2.15)) and the orbifold action (without exchange of the ChanPaton indices). For practical purpose, we also define matrices for the action without any generator insertion which are just identity matrices. We define such matrices both for the Neumann and Dirichlet sectors, indicated as a subscript, and for each fixed point $i i^{\prime}$ of the appropriate T-dual theory, indicated as a superscript. This choice leads to the use of "small matrices" whose sizes are given by the numbers $N_{i i^{\prime}}$ or $D_{i i^{\prime}}$. This contrasts with 159,160 where they always manipulate "big" $32 \times 32$ matrices but consider traces of submatrices. The precise dictionary between our notations and theirs can be found in Appendix B.2. The matrices for the actions of the generators $1, g, \Omega$ and $\Omega g$, displayed as subscripts, are 159

$$
\begin{array}{llll}
\gamma_{\mathrm{N}, 1}^{i i^{\prime}}=I_{N_{i i^{\prime}}}, & \gamma_{\mathrm{N}, g}^{i i^{\prime}}=J_{N_{i i^{\prime}}}, & \gamma_{\mathrm{N}, \Omega}^{i i^{\prime}}=I_{N_{i i^{\prime}}}, & \gamma_{\mathrm{N}, \Omega g}^{i i^{\prime}}=J_{N_{i i^{\prime}}} \\
\gamma_{\mathrm{D}, 1}^{i i^{\prime}}=I_{D_{i i^{\prime}}}, & \gamma_{\mathrm{D}, g}^{i i^{\prime}}=J_{D_{i i^{\prime}}}, & \gamma_{\mathrm{D}, \Omega}^{i i^{\prime}}=J_{D_{i i^{\prime}}}, & \gamma_{\mathrm{D}, \Omega g}^{i i^{\prime}}=I_{D_{i i^{\prime}}} \tag{3.1.13}
\end{array}
$$

where $I_{k}$ is the $k \times k$ identity matrix and for $k$ even,

$$
J_{k}=\left(\begin{array}{cc}
0 & I_{\frac{k}{2}}^{2}  \tag{3.1.14}\\
-I_{\frac{k}{2}} & 0
\end{array}\right) .
$$

Note the following subtlety: The matrices describing the action of the orientifold $\Omega$ and the action of the combination $\Omega g$ are exchanged between the Neumann and Dirichlet sectors. There is another subtlety when writing the amplitudes in the ND and DN sectors with action of the orbifold. Indeed, one has to multiply all Neumann matrices by signs following the transformation rule,

$$
\begin{equation*}
\gamma_{\mathrm{N}, g}^{i i^{\prime}} \quad \longrightarrow \quad e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}} \gamma_{\mathrm{N}, g}^{i i^{\prime}} \tag{3.1.15}
\end{equation*}
$$

where the index $j$ refers to the fixed point of $T^{4} / \mathbb{Z}_{2}$ where the stack of D5-branes sits. This is explained in [160] and the demonstration for the translation into our notations can be found in Appendix B.2. Thanks to all these definitions, the annulus and Möbius strip amplitudes read

$$
\begin{align*}
& \mathcal{A}=\frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{\substack{i, i^{\prime} \\
j, j^{\prime}}}\left\{\left[\left(V_{4} O_{4}+O_{4} V_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{j j^{\prime}-1}\right) \frac{P_{\vec{m}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}}{\eta^{4}}+\operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{j j^{\prime}-1}\right) \frac{W_{\vec{n}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}}{\eta^{4}}\right)\right.\right. \\
& -\left(V_{4} O_{4}-O_{4} V_{4}\right) \delta_{i j}\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{j j^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{i \mathrm{D}^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{j j^{\prime}-1}\right)\right)\left(\frac{2 \eta}{\vartheta_{2}}\right)^{2} \\
& +\left(O_{4} C_{4}+V_{4} S_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{j j^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{j j^{\prime}-1}\right)\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \\
& \left.-\left(O_{4} C_{4}-V_{4} S_{4}\right) e^{4 i \pi \vec{a}_{i} \cdot \overrightarrow{a_{j}}}\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{j j^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{j j^{\prime}-1}\right)\right)\left(\frac{\eta}{\vartheta_{3}}\right)^{2}\right] \frac{P_{\vec{m}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}}^{(2)}}{\eta^{4}}  \tag{3.1.16}\\
& -\left[\left(S_{4} S_{4}+C_{4} C_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{j j^{\prime}-1}\right) \frac{P_{\vec{m}+\vec{a}_{i}-\overrightarrow{a_{j}}}^{(4}}{\eta^{4}}+\operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{j j^{\prime}-1}\right) \frac{W_{\vec{n}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}}{\eta^{4}}\right)\right. \\
& -\left(C_{4} C_{4}-S_{4} S_{4}\right) \delta_{i j}\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{j j^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{j j^{\prime}-1}\right)\right)\left(\frac{2 \eta}{\vartheta_{2}}\right)^{2} \\
& +\left(S_{4} O_{4}+C_{4} V_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{j j^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{j j^{\prime}-1}\right)\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \\
& \left.\left.-\left(S_{4} O_{4}-C_{4} V_{4}\right) e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{j j^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{j j^{\prime}-1}\right)\right)\left(\frac{\eta}{\vartheta_{3}}\right)^{2}\right] \frac{P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}}^{(2)}}{\eta^{4}}\right\}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{M}=-\frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} & \sum_{i, i^{\prime}}\left\{\left[\left(\hat{V}_{4} \hat{O}_{4}+\hat{O}_{4} \hat{V}_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{N}, \Omega}^{i i^{\prime}-1}\right) \frac{P_{\vec{m}}^{(4)}}{\hat{\eta}^{4}}+\operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega g}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{D}, \Omega g}^{i i^{\prime}-1}\right) \frac{W_{\vec{n}}^{(4)}}{\hat{\eta}^{4}}\right)\right.\right. \\
& \left.-\left(\hat{V}_{4} \hat{O}_{4}-\hat{O}_{4} \hat{V}_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega g}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{N}, \Omega g}^{i i^{\prime},-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{D}, \Omega}^{i i^{\prime}-1}\right)\right)\left(\frac{2 \hat{\eta}}{\hat{\vartheta}_{2}}\right)^{2}\right] \frac{P_{\vec{m}^{\prime}}^{(2)}}{\hat{\eta}^{4}}  \tag{3.1.17}\\
& -\left[\left(\hat{C}_{4} \hat{C}_{4}+\hat{S}_{4} \hat{S}_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{N}, \Omega}^{i i^{\prime}-1}\right) \frac{P_{\vec{m}}^{(4)}}{\hat{\eta}^{4}}+\operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega g}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{D}, \Omega g}^{i i^{\prime}-1}\right) \frac{W_{\vec{n}}^{(4)}}{\hat{\eta}^{4}}\right)\right. \\
& \left.\left.-\left(\hat{C}_{4} \hat{C}_{4}-\hat{S}_{4} \hat{S}_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega g}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{N}, \Omega g}^{i i^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{D}, \Omega}^{i i^{\prime}-1}\right)\right)\left(\frac{2 \hat{\eta}}{\hat{\vartheta}_{2}}\right)^{2}\right] \frac{P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}}^{(2)}}{\hat{\eta}^{4}}\right\},
\end{align*}
$$

## Massless spectrum

From these one-loop amplitudes, we can uncover the structure of the massless spectrum of the model. In the open sector, the origin of the $T^{2}$ lattice (3.1.8) tells us what kind of strings are massless depending on their spacetime fermion number. For bosons i.e. when $F=0$, massless states arise if, in the D3-brane pictures, the ends of the strings are attached to branes located at the fixed points $i i^{\prime}$ and $j j^{\prime}$ satisfying

$$
\begin{equation*}
\text { Massless bosons: } \quad \vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}=\overrightarrow{0} \Longleftrightarrow i^{\prime}=j^{\prime} \tag{3.1.18}
\end{equation*}
$$

For fermions i.e. when $F=1$, the condition becomes

$$
\text { Massless fermions: } \quad \vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}=\mp \vec{a}_{\mathrm{S}}^{\prime} \Longleftrightarrow\left\{\begin{array}{l}
i^{\prime}=2 i^{\prime \prime}-1, j^{\prime}=2 i^{\prime \prime}  \tag{3.1.19}\\
\text { or } \\
i^{\prime}=2 i^{\prime \prime}, j^{\prime}=2 i^{\prime \prime}-1
\end{array}, \quad i^{\prime \prime}=1,2 .\right.
$$

In the NN and DD sectors, massless states also correspond to the origin of the $T^{4}$ lattice. The condition reads

$$
\begin{equation*}
\text { Massless NN or DD states: } \vec{a}_{i}-\vec{a}_{j}=\overrightarrow{0} \quad \Longleftrightarrow \quad i=j, \tag{3.1.20}
\end{equation*}
$$

while in the ND or DN sector, the $T^{4}$ is not involved and no special condition must hold:

$$
\begin{equation*}
\text { Massless ND states: } i, j \text { arbitrary . } \tag{3.1.21}
\end{equation*}
$$

From this we conclude that massless NN and DD states correspond to strings stretched between branes that are at the same $T^{4} / \mathbb{Z}_{2}$ fixed point. Moreover, if the string ends are attached to the same stack of branes, this gives a massless boson while if the string crosses the T-dual Scherk-Schwarz direction $\tilde{X}^{5}$ to end on the facing stack, this produces a massless fermion. For ND states, the conclusions apply but without the constraint for the strings to be stretched between branes that are at the same $T^{4} / \mathbb{Z}_{2}$ fixed point. We can make use of our somewhat abusive pictorial representation shown in Fig. 3.1c to draw such massless states in Fig. 3.2.

To interpret the representations in which the massless spectrum lives, we evaluate the traces appearing in the one-loop amplitudes with the following definitions

$$
\begin{align*}
& N_{i i^{\prime}} \equiv n_{i i^{\prime}}+\bar{n}_{i i^{\prime}}=\operatorname{tr} \gamma_{\mathrm{N}, 1}^{i i^{\prime}}=\operatorname{tr} \gamma_{\mathrm{N}, 1}^{i i^{\prime}-1}=\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega}^{i i^{\prime}} T \gamma_{\mathrm{N}, \Omega}^{i i^{\prime}-1}\right)=\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega g}^{i i^{\prime} T} \gamma_{\mathrm{N}, \Omega g}^{i i^{\prime}-1}\right),  \tag{3.1.22}\\
& D_{i i^{\prime}} \equiv d_{i i^{\prime}}+\bar{d}_{i i^{\prime}}=\operatorname{tr} \gamma_{\mathrm{D}, 1}^{i i^{\prime}}=\operatorname{tr} \gamma_{\mathrm{D}, 1}^{i i^{\prime}-1}=\operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega g}^{i i^{\prime} T} \gamma_{\mathrm{D}, \Omega g}^{i i^{\prime}-1}\right)=\operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega}^{i i^{\prime} T} \gamma_{\mathrm{D}, \Omega}^{i i^{\prime},-1}\right),
\end{align*}
$$

and

$$
\begin{align*}
& 0 \equiv i\left(n_{i i^{\prime}}-\bar{n}_{i i^{\prime}}\right)=\operatorname{tr} \gamma_{\mathrm{N}, g}^{i i^{\prime}}=-\operatorname{tr} \gamma_{\mathrm{N}, g}^{i i^{\prime}-1} \\
& 0 \equiv i\left(d_{i i^{\prime}}-\bar{d}_{i i^{\prime}}\right)=\operatorname{tr} \gamma_{\mathrm{D}, g}^{i i^{\prime}}=-\operatorname{tr} \gamma_{\mathrm{D}, g}^{i i^{\prime}-1} \tag{3.1.23}
\end{align*}
$$

The traces whose value is zero are expressed as a difference $i\left(n_{i i^{\prime}}-\bar{n}_{i i^{\prime}}\right)$ or $i\left(d_{i i^{\prime}}-\bar{d}_{i i^{\prime}}\right)$ using the fact the matrix $J_{k}$ has an equal number of eigenvalues $i$ and $-i$. In $\mathcal{A}+\mathcal{M}$, we read the following field-theory spectrum:

$$
\begin{align*}
\text { Bosons: } & \sum_{i, i^{\prime}}\left\{\left.\left[n_{i i^{\prime}} \bar{n}_{i i^{\prime}}+d_{i i^{\prime}} \bar{d}_{i i^{\prime}}\right] \frac{V_{4} O_{4}}{\eta^{8}}\right|_{0}\right. \\
& +\left.\left[\frac{n_{i i^{\prime}}\left(n_{i i^{\prime}}-1\right)}{2}+\frac{\bar{n}_{i i^{\prime}}\left(\bar{n}_{i i^{\prime}}-1\right)}{2}+\frac{d_{i i^{\prime}}\left(d_{i i^{\prime}}-1\right)}{2}+\frac{\bar{d}_{i i^{\prime}}\left(\bar{d}_{i i^{\prime}}-1\right)}{2}\right] \frac{O_{4} V_{4}}{\eta^{8}}\right|_{0} \\
& \left.+\left.\sum_{j}\left[\frac{1-e^{4 i \pi a_{i} \cdot \vec{a}_{j}}}{2}\left(n_{i i^{\prime}} d_{j i^{\prime}}+\bar{n}_{i i^{\prime}} \bar{d}_{j i^{\prime}}\right)+\frac{1+e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}}{2}\left(n_{i i^{\prime}} \bar{d}_{j i^{\prime}}+\bar{n}_{i i^{\prime}} d_{j i^{\prime}}\right)\right] \frac{O_{4} C_{4}}{\eta^{8}}\right|_{0}\right\}, \\
\text { Fermions: } & \sum_{i, i^{\prime \prime}}\left\{\left.\left[n_{i, 2 i^{\prime \prime}-1} \bar{n}_{i, 2 i^{\prime \prime}}+\bar{n}_{i, 2 i^{\prime \prime}-1} n_{i, 2 i^{\prime \prime}}+d_{i, 2 i^{\prime \prime}-1} \bar{d}_{i, 2 i^{\prime \prime}}+\bar{d}_{i, 2 i^{\prime \prime}-1} d_{i, 2 i^{\prime \prime}}\right] \frac{C_{4} C_{4}}{\eta^{8}}\right|_{0}\right.  \tag{3.1.24}\\
& +\left.\left[n_{i, 2 i^{\prime \prime}-1} n_{i, 2 i^{\prime \prime}}+\bar{n}_{i, 2 i^{\prime \prime}-1} \bar{n}_{i, 2 i^{\prime \prime}}+d_{i, 2 i^{\prime \prime}-1} d_{i, 2 i^{\prime \prime}}+\bar{d}_{i, 2 i^{\prime \prime}-1} \bar{d}_{i, 2 i^{\prime \prime}}\right] \frac{S_{4} S_{4}}{\eta^{8}}\right|_{0} \\
& +\sum_{j}\left[\frac{1-e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}}{2}\left(n_{i, 2 i^{\prime \prime}-1} d_{j, 2 i^{\prime \prime}}+\bar{n}_{i, 2 i^{\prime \prime}-1} \bar{d}_{j, 2 i^{\prime \prime}}+n_{i, 2 i^{\prime \prime}} d_{j, 2 i^{\prime \prime}-1}+\bar{n}_{i, 2 i^{\prime \prime}} \bar{d}_{j, 2 i^{\prime \prime}-1}\right)\right. \\
& \left.\left.+\frac{1+e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}}{2}\left(n_{i, 2 i^{\prime \prime}-1} \bar{d}_{j, 2 i^{\prime \prime}}+\bar{n}_{i, 2 i^{\prime \prime}-1} d_{j, 2 i^{\prime \prime}}+n_{i, 2 i^{\prime \prime}} \bar{d}_{j, 2 i^{\prime \prime}-1}+\bar{n}_{i, 2 i^{\prime \prime}} d_{j, 2 i^{\prime \prime}-1}\right)\right]\left.\frac{S_{4} O_{4}}{\eta^{8}}\right|_{0}\right\} .
\end{align*}
$$

In products of $\mathrm{SO}(4)$ characters, the first factor indicates the Lorentz structure of the state while the second acts like a multiplicity. For bosons, we thus read in the first line the bosonic parts of an $\mathcal{N}=2$ vector multiplet in the adjoint representation of the open-string gauge group (3.1.4). The second line corresponds to scalars of an hypermultiplet living in the antisymmetric $\oplus \overline{\text { antisymmetric }}$ representation of each unitary factor. The last line corresponds to scalars of an hypermultiplet living in the fundamental $\otimes$ fundamental or fundamental $\otimes \overline{\text { fundamental }}$ of $\mathrm{U}\left(n_{i i^{\prime}}\right) \times \mathrm{U}\left(d_{j i^{\prime}}\right)$ depending on the sign $e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}$. The fermions are all parts of hypermultiplets in the fundamental $\otimes$ fundamental or fundamental $\otimes \overline{\text { fundamental }}$ of products of unitary factors "facing each other" along the ScherkSchwarz direction $\tilde{X}^{5}$. As we saw, these factors are at the same $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$ fixed points for NN and DD states and at arbitrary fixed points for ND and DN states. In total, we can count the number of massless bosonic and fermionic degrees of freedom in the open sector:

$$
\begin{align*}
& n_{\mathrm{B}}^{\mathrm{open}}=4\left[2 \sum_{i i^{\prime}}\left(n_{i i^{\prime}}^{2}+d_{i i^{\prime}}^{2}\right)+\sum_{i, i^{\prime}, j} n_{i i^{\prime}} d_{j i^{\prime}}-32\right] \\
& n_{\mathrm{F}}^{\mathrm{open}}=4\left[4 \sum_{i, i^{\prime \prime}}\left(n_{i, 2 i^{\prime \prime}-1} n_{i, 2 i^{\prime \prime}}+d_{i, 2 i^{\prime \prime}-1} d_{i, 2 i^{\prime \prime}}\right)+\sum_{i, i^{\prime \prime}, j}\left(n_{i, 2 i^{\prime \prime}-1} d_{j, 2 i^{\prime \prime}}+n_{i, 2 i^{\prime \prime}} d_{j, 2 i^{\prime \prime}-1}\right)\right] \tag{3.1.25}
\end{align*}
$$

We end this section by mentioning the closed-string massless spectrum. The Scherk-Schwarz mechanism gives a mass to all fermions since, contrary to the open sector with the Wilson lines, nothing can compensate the shift. The massless spectrum is thus the bosonic part of the BSGP spectrum. From a six-dimensional point of view, there are the $(6-2) \times(6-2)$ on-shell degrees of freedom associated with $G+C$ along the extended dimensions and the $4 \times 4$ degrees of freedom associated with $G+C$ along the four internal directions. In addition, there are 4 scalars in each of the 16 twisted hypermultiplets. This yields

$$
\begin{equation*}
n_{\mathrm{B}}^{\text {closed }}=4 \times(4+4+16), \quad n_{\mathrm{F}}^{\text {closed }}=0 \tag{3.1.26}
\end{equation*}
$$

Chapter 3. Open-string moduli stabilization

(a) Bosonic NN and DD states (solid strings) are massless when they correspond in the D3-brane picture to strings with both ends attached to the same stack of branes. By contrast, fermionic NN and DD states (dashed strings) are massless when they correspond to strings stretched between corners of the six-dimensional box that are adjacent along the T-dual Scherk-Schwarz direction.

(b) ND states correspond to strings stretched between a stack of D3-branes T-dual to D9-branes and a stack of D3-branes T-dual to D5-branes. Bosonic ND states (solid strings) are massless when the stacks are located on corners with common coordinates in $\tilde{T}^{2} / I_{45}$. Fermionic ND states (dashed strings) are massless when the corners have common coordinate $\tilde{X}^{4}$ and distinct coordinate $\tilde{X}^{5}$.

Figure 3.2: Open-string massless modes.

The total number of bosonic and fermionic degrees of freedom in the model, taking into account both the open- and closed-string sector, is

$$
\begin{align*}
n_{\mathrm{F}}-n_{\mathrm{B}}=4\left[8-2 \sum_{i, i^{\prime \prime}}\left(n_{i, 2 i^{\prime \prime}-1}-n_{i, 2 i^{\prime \prime}}\right)^{2}\right. & -2 \sum_{i, i^{\prime \prime}}\left(d_{i, 2 i^{\prime \prime}-1}-d_{i, 2 i^{\prime \prime}}\right)^{2} \\
& \left.-\sum_{i, i^{\prime \prime}, j}\left(n_{i, 2 i^{\prime \prime}-1}-n_{i, 2 i^{\prime \prime}}\right)\left(d_{j, 2 i^{\prime \prime}-1}-d_{j, 2 i^{\prime \prime}}\right)\right] . \tag{3.1.27}
\end{align*}
$$

As it will be useful in the next subsection, let us summarize all degrees of freedom and their representations under the gauge groups $\mathrm{U}\left(n_{i, 2 i^{\prime \prime}-1}\right)$ and $\mathrm{U}\left(n_{i, 2 i^{\prime \prime}}\right)$ for $i \in\{1, \ldots, 16\}$ and $i^{\prime} \in\{1,2\}$ (the counting for $\mathrm{U}\left(d_{i, 2 i^{\prime \prime}-1}\right)$ and $\mathrm{U}\left(d_{i, 2 i^{\prime \prime}}\right)$ is the same up to the exchange $\left.n \leftrightarrow d\right)$. The summary is given in Table. 3.1.

### 3.1.3 Stability conditions

In this section, we compute the masses of the moduli in the NN and DD sector and describe a generalized Green-Schwarz mechanism occurring in our setup. The signs of the masses can be computed in a quick way with the sole knowledge of the massless spectrum and the various representations under which it transforms. A less subtle way to proceed is to Taylor expand the one-loop potential with respect to the moduli and extract the mass term. We will show the two

Massless representations of $\mathrm{U}\left(n_{i, 2 i^{\prime \prime}-1}\right)$

## Bosonic degrees of freedom:

- 4 adjoint
- 4 (antisymmetric $\oplus \overline{\text { antisymmetric }}$ )
- $2 \sum_{j} d_{j, 2 i^{\prime \prime}-1}($ fundamental $\oplus \overline{\text { fundamental }})$


## Fermionic degrees of freedom:

- $8 n_{i, 2 i^{\prime \prime}}($ fundamental $\oplus \overline{\text { fundamental }})$
- $2 \sum_{j} d_{j, 2 i^{\prime \prime}}($ fundamental $\oplus \overline{\text { fundamental }})$

Massless representations of $\mathrm{U}\left(n_{i, 2 i^{\prime \prime}}\right)$

## Bosonic degrees of freedom:

- 4 adjoint
- 4 (antisymmetric $\oplus$ antisymmetric)
- $2 \sum_{j} d_{j, 2 i^{\prime \prime}}($ fundamental $\oplus \overline{\text { fundamental }})$


## Fermionic degrees of freedom:

- $8 n_{i, 2 i^{\prime \prime}-1}$ (fundamental $\oplus$ fundamental $)$
- $2 \sum_{j} d_{j, 2 i^{\prime \prime}-1}($ fundamental $\oplus \overline{\text { fundamental }})$

Table 3.1: Representations of $\mathrm{U}\left(n_{i, 2 i^{\prime \prime}-1}\right)$ and $\mathrm{U}\left(n_{i, 2 i^{\prime \prime}}\right)$ into which the massless degrees of freedom are organized.
derivations and conclude that they fully agree between each other. In our setup, a generalized Green-Schwarz mechanism takes place, that can generate a tree-level mass for some of the NN and DD moduli as well as for some quaternionic scalars, thus improving the global stability of the model. After the description of this mechanism, we give the result for the masses of the scalars in the ND sector of the theory. The detailed computation of these masses thanks to two-point correlation functions is performed in the last section 3.2 of this chapter. The subsection ends with a brief discussion on the moduli in the closed-string sector.

## Quick answer with Dynkin indices

As we will see in Chapter 4, one can derive an expression for the one-loop potential in a heterotic framework with arbitrary Wilson lines and supersymmetry breaking à la Scherk-Schwarz under the assumption of a low supersymmetry-breaking scale $M$ and absence of lower scales [44, 56, 57]. Let us assume a gauge group $\mathcal{G}$ decomposed into factors like $\mathcal{G}=\prod_{\kappa} \mathcal{G}_{\kappa}$. Applied to a fourdimensional setup with breaking along direction $X^{5}$ and denoting generically the Wilson lines $y_{r_{\kappa}}^{\mathcal{I}}$ where $r_{\kappa} \in\left\{1, \ldots, \operatorname{rank} \mathcal{G}_{\kappa}\right\}$ indicates the Cartan $\mathrm{U}(1)$ under consideration for the gauge factor $\mathcal{G}_{\kappa}$ and $\mathcal{I}$ denotes the internal directions (up to 26 in heterotic string), the expression reads

$$
\begin{equation*}
\mathcal{V}_{1-\text { loop }}=\xi_{d}\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) M^{4}+\xi_{d-2} \sum_{\kappa} \sum_{u}\left(T_{\mathcal{R}_{\mathrm{Bu}}^{(\kappa)}}-T_{\mathcal{R}_{\mathrm{Fu}}^{(\kappa)}}\right)\left(\sum_{\substack{\mathcal{I}_{=4}=4 \\ \neq 5}}^{26} \frac{\left(y_{\tau_{\kappa}}^{\mathcal{I}}\right)^{2}}{3 G^{55}}+\left(y_{r_{\kappa}}^{5}\right)^{2}\right) M^{4}+\cdots . \tag{3.1.28}
\end{equation*}
$$

In this formula, $\xi_{d}$ and $\xi_{d-2}$ with $d=4$ in this case are positive coefficients which capture the contributions of the Kaluza-Klein modes propagating along the Scherk-Schwarz direction. The $n_{\mathrm{B}}$ and $n_{\mathrm{F}}$ massless degrees of freedom at zero Wilson lines transform into irreducible representations $\mathcal{R}_{\mathrm{B} u}^{(\kappa)}$ and $\mathcal{R}_{\mathrm{F} u}^{(\kappa)}$ labelled by an index $u$, of the gauge factor $\mathcal{G}_{\kappa}$. Then, $T_{\mathcal{R}_{\mathrm{B} u}^{(\kappa)}}$ and $T_{\mathcal{R}_{\mathrm{F} u}^{(\kappa)}}$ are the Dynkin indices of these representations. The signs of the masses of the Wilson lines $y_{r_{\kappa}}^{\mathcal{I}}$ can consequently be extracted from the following formula:

$$
\begin{equation*}
\left.\frac{\partial^{2} \mathcal{V}}{\left(\partial y_{r_{\kappa}}^{\mathcal{I}}\right)^{2}}\right|_{y=0} \propto \sum_{u} T_{\mathcal{R}_{\mathrm{B} u}^{(\kappa)}}-\sum_{u} T_{\mathcal{R}_{\mathrm{F} u}^{(\kappa)}}, \quad r_{\kappa}=1, \ldots, \operatorname{rank} \mathcal{G}_{\kappa}, \quad \mathcal{I}=4, \ldots, 26 \tag{3.1.29}
\end{equation*}
$$

The sole knowledge of the representations and the corresponding Dynkin indices allows to establish the tachyonic nature or not of the Wilson lines. Let us apply this to our model with spectrum (3.1.24).

The Wilson lines along $T^{2}$ are true Wilson lines so that the formula can be applied as it is, using the Dynkin indices of unitary groups. They can be found in Table. 3.2. Thanks to the list of representations in Table. 3.1, we conclude that the masses ${ }^{2}$ are proportional to

$$
\begin{array}{ll}
4\left(n_{i, 2 i^{\prime \prime}-1}-n_{i, 2 i^{\prime \prime}}-1\right)+\sum_{j=1}^{16}\left(d_{j, 2 i^{\prime \prime}-1}-d_{j, 2 i^{\prime \prime}}\right) & \text { for } \\
\mathrm{U}\left(n_{i, 2 i^{\prime \prime}-1}\right)  \tag{3.1.30}\\
4\left(n_{i, 2 i^{\prime \prime}}-n_{i, 2 i^{\prime \prime}-1}-1\right)+\sum_{j=1}^{16}\left(d_{j, 2 i^{\prime \prime}}-d_{j, 2 i^{\prime \prime}-1}\right) & \text { for } \\
\mathrm{U}\left(n_{i, 2 i^{\prime \prime}}\right) \\
4\left(d_{i, 2 i^{\prime \prime}-1}-d_{i, 2 i^{\prime \prime}}-1\right)+\sum_{j=1}^{16}\left(n_{j, 2 i^{\prime \prime}-1}-n_{j, 2 i^{\prime \prime}}\right) & \text { for } \\
\mathrm{U}\left(d_{i, 2 i^{\prime \prime}-1}\right) \\
4\left(d_{i, 2 i^{\prime \prime}}-d_{i, 2 i^{\prime \prime}-1}-1\right)+\sum_{j=1}^{16}\left(n_{j, 2 i^{\prime \prime}}-n_{j, 2 i^{\prime \prime}-1}\right) & \text { for } \\
\mathrm{U}\left(d_{i, 2 i^{\prime \prime}}\right)
\end{array}
$$

The above expressions are valid for unitary factors of rank at least two but can be extended to the $\mathrm{U}(1)$ case thanks to the universality of the $\mathrm{U}(1)$ charges.

| Gauge factor $\mathcal{G}_{\kappa}$ | Representation $\mathcal{R}_{u}^{(\kappa)}$ | $\operatorname{dim} \mathcal{R}_{u}^{(\kappa)}$ | $T_{\mathcal{R}_{u}}^{(\kappa)}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{SU}(q), q \geq 2$ | fundamental | $q$ | 1 |
|  | fundamental | $q$ | 1 |
|  | adjoint | $q^{2}-1$ | $2 q$ |
|  | antisymmetric | $\frac{q(q-1)}{2}$ | $q-2$ |
|  | antisymmetric | $\frac{q(q-1)}{2}$ | $q-2$ |
| $\mathrm{SO}(p), p \geq 2$ | fundamental | $p$ | 1 |
|  | adjoint | $\frac{p(p-1)}{2}$ | $p-2$ |

Table 3.2: Dimensions and Dynkin indices of representations of special orthogonal and unitary groups. The Dynkin indices of the fundamental representations are normalized to 1 by convention.

One cannot apply directly the method of Dynkin indices for unitary gauge groups to establish the masses of the D3-branes positions along $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$ in the correct T-dual framework. But a careful look at the loop amplitudes $\mathcal{A}$ and $\mathcal{M}$ reveals that such moduli only appear in the NN and DD sectors where the $\mathbb{Z}_{2}$ orbifold $g$ does not act. This means that up to an overall $\frac{1}{2}$ factor, the contributions of these moduli to the one-loop potential are those of the parent $\mathcal{N}=4 \rightarrow \mathcal{N}=0$ theory studied in [58] showing orthogonal gauge groups. In the parent theory, stacks of $N_{i, 2 i^{\prime \prime}-1}$ and $N_{i, 2 i^{\prime \prime}}$ D3-branes T-dual to original D9-branes produce a gauge group $\mathrm{SO}\left(N_{i, 2 i^{\prime \prime}-1}\right) \times \mathrm{SO}\left(N_{i, 2 i^{\prime \prime}}\right)$. There are 8 bosons in the adjoint representation of $\mathrm{SO}\left(N_{i, 2 i^{\prime \prime}-1}\right)$ and $8 N_{i, 2 i^{\prime \prime}}$ in the fundamental coming from bifundamentals of the two gauge factors. The representations of $\mathrm{SO}\left(N_{i, 2 i^{\prime \prime}}\right)$ are the same up to the exchange $N_{i, 2 i^{\prime \prime}-1} \leftrightarrow N_{i, 2 i^{\prime \prime}}$. With the Dynkin indices for orthogonal groups displayed

[^8]in Table. 3.2, we conclude as in [58] that the masses are proportional to
\[

$$
\begin{array}{lll}
N_{i, 2 i^{\prime \prime}-1}-N_{i, 2 i^{\prime \prime}}-2 & \text { for } & \operatorname{SO}\left(N_{i, 2 i^{\prime \prime}-1}\right), \\
N_{i, 2 i^{\prime \prime}}-N_{i, 2 i^{\prime \prime}-1}-2 & \text { for } & \operatorname{SO}\left(N_{i, 2 i^{\prime \prime}}\right) . \tag{3.1.31}
\end{array}
$$
\]

In the $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ model, this translates into the following masses for the moduli along $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$ (both for D3-branes T-dual to the original D9-branes or T-dual to the original D5-branes)

$$
\begin{array}{llll}
n_{i, 2 i^{\prime \prime}-1}-n_{i, 2 i^{\prime \prime}}-1 & \text { for } & \mathrm{U}\left(n_{i, 2 i^{\prime \prime}-1}\right), & n_{i, 2 i^{\prime \prime}-1} \geq 2, \\
n_{i, 2 i^{\prime \prime}}-n_{i, 2 i^{\prime \prime}-1}-1 & \text { for } & \mathrm{U}\left(n_{i, 2 i^{\prime \prime}}\right), & n_{i, 2 i^{\prime \prime}} \geq 2  \tag{3.1.32}\\
d_{i, 2 i^{\prime \prime}-1}-d_{i, 2 i^{\prime \prime}}-1 & \text { for } & \mathrm{U}\left(d_{i, 2 i^{\prime \prime}-1}\right), & d_{i, 2 i^{\prime \prime}-1} \geq 2, \\
d_{i, 2 i^{\prime \prime}}-d_{i, 2 i^{\prime \prime}-1}-1 & \text { for } & \mathrm{U}\left(d_{i, 2 i^{\prime \prime}}\right), & d_{i, 2 i^{\prime \prime}} \geq 2
\end{array}
$$

These formulas only hold for unitary factors of rank at least two since for $\mathrm{U}(1)$ 's, the D3-branes are rigid along $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$.

## Taylor expansion of the potential

Let us recover these results by a direct computation of the one-loop potential and a Taylor expansion up to quadratic order with respect to the moduli to obtain their masses. The first step is to express the potential in terms of arbitrary continuous D3-branes positions $2 \pi a_{\alpha}^{\mathcal{I}}$ (for original D9-branes) and $2 \pi b_{\alpha}^{\mathcal{I}}$ (for original D5-branes), $\alpha \in\{1, \ldots, 32\}$ and $\mathcal{I} \in\{4, \ldots, 9\}$. These positions are defined as fluctuations $\epsilon_{\alpha}^{\mathcal{I}}$ and $\xi_{\alpha}^{\mathcal{I}}$ around the fixed points:

$$
\begin{equation*}
a_{\alpha}^{\mathcal{I}}=\left\langle a_{\alpha}^{\mathcal{I}}\right\rangle+\epsilon_{\alpha}^{\mathcal{I}}, \quad\left\langle a_{\alpha}^{\mathcal{I}}\right\rangle \in\left\{0, \frac{1}{2}\right\}, \quad b_{\alpha}^{\mathcal{I}}=\left\langle b_{\alpha}^{\mathcal{I}}\right\rangle+\xi_{\alpha}^{\mathcal{I}}, \quad\left\langle b_{\alpha}^{\mathcal{I}}\right\rangle \in\left\{0, \frac{1}{2}\right\} \tag{3.1.33}
\end{equation*}
$$

The regime in which we perform the computation is characterized by a large Scherk-Schwarz direction and the absence of mass scales below the supersymmetry-breaking scale. More precisely, this translates into

$$
\begin{equation*}
G^{55} \ll G_{44},\left|G_{I J}\right| \ll G_{55}, \quad\left|G_{45}\right|,\left|G_{5 J}\right| \ll \sqrt{G_{55}}, \quad I, J=6, \ldots, 9, \quad G_{55} \gg 1 \tag{3.1.34}
\end{equation*}
$$

The computation of the potential is carried in Appendix. B. 3 for a lighter main text and the result takes the following form:

$$
\begin{equation*}
\mathcal{V}_{1 \text {-loop }}=\frac{\Gamma\left(\frac{5}{2}\right)}{\pi^{\frac{13}{2}}} M^{4} \sum_{l_{5}} \frac{\mathcal{N}_{2 l_{5}+1}(\epsilon, \xi, G)}{\left|2 l_{5}+1\right|^{5}}+\mathcal{O}\left(\left(M_{\mathrm{s}} M\right)^{2} e^{-2 \pi c \frac{M_{\mathrm{s}}}{M}}\right) \tag{3.1.35}
\end{equation*}
$$

where $c$ is an order one positive constant and

$$
\begin{equation*}
\mathcal{N}_{2 l_{5}+1}(\epsilon, \xi, G)=n_{\mathrm{F}}^{\text {closed }}-n_{\mathrm{B}}^{\text {closed }}+\mathcal{N}_{2 l_{5}+1}^{\text {open }}(\epsilon, \xi, G), \tag{3.1.36}
\end{equation*}
$$

with $\mathcal{N}_{2 l_{5}+1}^{\text {open }}(\epsilon, \xi, G)$ capturing the dependence of the potential on $\epsilon_{\alpha}^{\mathcal{I}}$ and $\xi_{\alpha}^{\mathcal{I}}$ and which is displayed in (B.3.14).

Before expanding to quadratic order, the potential must be expressed in terms of the dynamical degrees of freedom only. Denoting such degrees of freedom with an index $r$, we already explained
that they take the form

$$
\begin{array}{ll}
\epsilon_{r}^{I}, & I=6, \ldots, 9, \quad r=1, \ldots, \sum_{i, i^{\prime}}\left\lfloor\frac{N_{i i^{\prime}}}{4}\right\rfloor=\sum_{i, i^{\prime}}\left\lfloor\frac{n_{i i^{\prime}}}{2}\right\rfloor \leq 8-\frac{\tilde{\mathcal{R}}}{2}, \\
\xi_{r}^{I}, \quad & I=6, \ldots, 9, \quad r=1, \ldots, \sum_{i, i^{\prime}}\left\lfloor\frac{D_{i i^{\prime}}}{4}\right\rfloor=\sum_{i, i^{\prime}}\left\lfloor\frac{d_{i i^{\prime}}}{2}\right\rfloor \leq 8-\frac{\mathcal{R}}{2},  \tag{3.1.37}\\
\epsilon_{r^{\prime}}^{I^{\prime}}, \xi_{r^{\prime}}^{I^{\prime}}, & I^{\prime}=4,5, \quad r^{\prime}=1, \ldots, 16,
\end{array}
$$

which reflects the fact that 16 fluctuations along $T^{2}$ are dynamical while only a maximum of 8 are dynamical along $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$ depending on the numbers $\mathcal{R}$ and $\tilde{\mathcal{R}}$ of frozen D3-branes pairs. We further label by $i(r) i^{\prime}(r)$ the corner in the appropriate T-dual picture around which the fluctuations occur and by $i(r) \hat{\imath}(r)$ the corner facing $i(r) i^{\prime}(r)$ along the Scherk-Schwarz direction. We use similar definitions for the index $r^{\prime}$. The expansion up to quadratic term yields

$$
\begin{align*}
\mathcal{N}_{2 l_{5}+1}(\epsilon, \xi, G)= & n_{\mathrm{F}}-n_{\mathrm{B}}+32 \pi^{2}\left(2 l_{5}+1\right)^{2}\{ \\
& \sum_{r}\left(n_{i(r) i^{\prime}(r)}-n_{i(r) \hat{i}^{\prime}(r)}-1\right) \epsilon_{r}^{I} \Delta^{I J} \epsilon_{r}^{J}+\sum_{r}\left(d_{j(r) j^{\prime}(r)}-d_{j(r) j^{\prime}(r)}-1\right) \xi_{r}^{I} \Delta_{I J} \xi_{r}^{J} \\
+ & \sum_{r^{\prime}}\left(n_{i\left(r^{\prime}\right) i^{\prime}\left(r^{\prime}\right)}-n_{i\left(r^{\prime}\right) \hat{i}^{\prime}\left(r^{\prime}\right)}-1+\frac{1}{4} \sum_{i}\left(d_{i i^{\prime}\left(r^{\prime}\right)}-d_{i \imath^{\prime}\left(r^{\prime}\right)}\right)\right) \epsilon_{r^{\prime}}^{I^{\prime}} \Delta^{I^{\prime} J^{\prime}} \epsilon_{r^{\prime}}^{J^{\prime}}  \tag{3.1.38}\\
+ & \sum_{r^{\prime}}\left(d_{j\left(r^{\prime}\right) j^{\prime}\left(r^{\prime}\right)}-d_{j\left(r^{\prime}\right) \hat{j}^{\prime}\left(r^{\prime}\right)}-1+\frac{1}{4} \sum_{j}\left(n_{j j^{\prime}\left(r^{\prime}\right)}-n_{j \hat{j}^{\prime}\left(r^{\prime}\right)}\right)\right) \xi_{r^{\prime}}^{I^{\prime}} \Delta^{I^{\prime} J^{\prime}} \xi_{r^{\prime}}^{J^{\prime}} \\
+ & \left.\mathcal{O}\left(\epsilon^{4}, \xi^{4}\right)\right\} .
\end{align*}
$$

The delta tensors involved in this expression are

$$
\begin{equation*}
\Delta^{I^{\prime} J^{\prime}}=\frac{1}{3}\left(\frac{G^{I^{\prime} J^{\prime}}}{G^{55}}+2 \frac{G^{5 I^{\prime}}}{G^{55}} \frac{G^{5 J^{\prime}}}{G^{55}}\right), \quad \Delta^{I J}=\frac{2}{3} \frac{G^{I J}}{G^{55}}, \quad \Delta_{I J}=\frac{2}{3} \frac{G_{I J}}{G^{55}} \tag{3.1.39}
\end{equation*}
$$

and have positive eigenvalues. The signs of the masses are thus given by the signs of the various prefactors which reproduce exactly what we found with the Dynkin indices. The result (3.1.38) also demonstrates that the configurations with D3-branes at fixed points in the T-dual pictures correspond to extremal points for the one-loop potential since there is no linear term.

## Generalized Green-Schwarz mechanism

Moduli found to be unstable after the study performed so far may not necessarily be tachyonic after a generalized Green-Schwarz mechanism is taken into account in the model [160]. In the original supersymmetric BSGP $T^{4} / \mathbb{Z}_{2}$ model in six dimensions, the anomalies cancel in a non-trivial way. At the level of the effective action, there are tree-level couplings between the R-R fields (the two-form $C$ and the 16 four-form $\left.C_{4}^{i}, i \in\{1, \ldots, 16\}\right)$ and the Cartan $\mathrm{U}(1)$ 's of the gauge group which is simply that of the four-dimensional model (3.1.4) but without the primed index:

$$
\begin{equation*}
\prod_{i} \mathrm{U}\left(n_{i}\right) \times \mathrm{U}\left(d_{i}\right) \tag{3.1.40}
\end{equation*}
$$

with the tadpole condition $\sum_{i} n_{i}=\sum_{i} d_{i}=16$. Denoting $F_{a}=\mathrm{d} A_{a}, a=1, \ldots, 16$ the field strengths of the Cartan $\mathrm{U}(1)$ 's of $\prod_{i} \mathrm{U}\left(d_{i}\right)$ and $F_{a}=\mathrm{d} A_{a}, a=17, \ldots, 32$ those of $\prod_{i} \mathrm{U}\left(n_{i}\right)$, the tree-level couplings are

$$
\begin{equation*}
\sum_{i, a} c_{i a} \int C_{0}^{i} \wedge F_{a}^{3}+\sum_{i, a} c_{i a} \int C_{4}^{i} \wedge F_{a}=\sum_{i} \int\left(C_{0}^{i}+\sum_{a} c_{i a} A_{a}\right) \wedge \star\left(C_{0}^{i}+\sum_{b} c_{i b} A_{a}\right) \tag{3.1.41}
\end{equation*}
$$

The coefficients $c_{i a}$ have the following expressions:

$$
\begin{array}{ll}
c_{i a}=4 \delta_{a \in i}, & \text { for } a=1, \ldots, 16 \\
c_{i a}=-e^{4 i \pi a_{i} \cdot \vec{a}_{j(a)}}, & \text { for } a=17, \ldots, 32 \tag{3.1.42}
\end{array}
$$

where $\delta_{a \in i}=1$ when the $a$-th $\mathrm{U}(1)$ belongs to the Cartan subalgebra of $\mathrm{U}\left(d_{i}\right)$, and $\delta_{a \in i}=0$ otherwise. Moreover, $j(a)$ indicates the fixed point of $\tilde{T}^{4} / \mathbb{Z}_{2}$ which supports the Cartan $\mathrm{U}(1)$ labelled by $a \in\{17, \ldots, 32\}$ of $\prod_{i} \mathrm{U}\left(n_{i}\right)$. From (3.1.41), we extract the tree-level mass term generated for the abelian vectors,

$$
\begin{equation*}
\frac{1}{2} \sum_{a, b} A_{a} \mathcal{M}_{a b}^{2} A_{b} \quad \text { where the mass matrix is } \quad \mathcal{M}_{a b}^{2}=\sum_{i} c_{i a} c_{i b} \tag{3.1.43}
\end{equation*}
$$

The non-zero eigenvalues of the mass matrix tell us which combinations of abelian $U(1)$ 's eat a field $C_{0}^{i}$ and get a tree-level mass so that they are ensured to be stable at one loop. Supersymmetry implies that as many quaternionic scalars as eaten $C_{0}^{i}$ 's also get a mass. It is shown [160] that the number of non-zero eigenvalues for the mass matrix is at least 2 and at most 16. This is because if there are fewer than 16 unitary factors (at least two are present in the $\mathrm{U}(16) \times \mathrm{U}(16)$ case), they are all broken to SU groups while if there are more than 16 unitary factors, a maximum of 16 are broken.

Let us write $\mathcal{P}_{a b}$ the orthogonal transformation which diagonalizes the mass matrix such that $A_{a} \equiv \mathcal{P}_{a b} \hat{A}_{b}$. When the theory is compactified on an additional $T^{2}$, the Wilson lines along this $T^{2}$ are $\hat{A}_{a}^{I^{\prime}}, I^{\prime} \in\{4,5\}$. In addition to the mass term generated by the one-loop potential, transformed in the diagonal basis, the Wilson lines $\hat{A}_{a}^{I^{\prime}}$ get the tree-level mass contribution $\hat{\mathcal{M}}_{a}^{2}$ which is defined to be the $a$-th eigenvalue of the mass matrix. In total, the mass terms are

$$
\begin{equation*}
\hat{A}_{a}^{I^{I^{\prime}}}\left[\hat{\mathcal{M}}_{a}^{2} \delta_{a b} \delta_{I^{\prime} J^{\prime}}+\mathcal{P}_{c a} \frac{\partial \mathcal{V}_{\text {-loop }}}{\partial \hat{A}_{c}^{I^{\prime}} \partial \hat{A}_{d}^{I^{\prime}}} \mathcal{P}_{d b}\right] \hat{A}_{b}^{I^{\prime}} . \tag{3.1.44}
\end{equation*}
$$

With our notations 3.1.37), $\hat{A}_{a}^{I^{\prime}}$ is simply $\xi_{a}^{I^{\prime}}$ when $a \in\{1, \ldots, 16\}$ and $\epsilon_{a-16}^{I^{\prime}}$ when $a \in\{17, \ldots, 32\}$. The tree-level mass always dominates the one-loop contribution in the regime of low supersymmetrybreaking scale. Hence, the Wilson lines $\hat{A}_{a}^{I^{\prime}}$ for which the eigenvalue $\hat{\mathcal{M}}_{a}^{2}$ is non-zero can safely be set to zero during the one-loop stability analysis. If we label the remaining non-zero Wilson lines with an index $u$ or $v$, their stability at one loop depends on the eigenvalues of the submatrix

$$
\begin{equation*}
\mathcal{P}_{c u} \frac{\partial \mathcal{V}_{1 \text { loop }}}{\partial \hat{A}_{c}^{I^{\prime}} \partial \hat{A}_{d}^{I}} \mathcal{P}_{d v} \tag{3.1.45}
\end{equation*}
$$

Non-negative eigenvalues are required to ensure the absence of tachyonic instabilities.

Let us look at the simplest realization of the generalized Green-Scwharz mechanism in (naively) $[\mathrm{U}(16)]_{\mathrm{DD}} \times[\mathrm{U}(16)]_{\mathrm{NN}}$ configurations $\square^{3}$ and see how it affects the Wilson lines along $T^{2}$. We will discuss all other moduli in the next subsection since here, we simply want to illustrate the GreenScwharz mechanism. In each T-dual pictures, the 32 D3-branes are gathered in a single stack. We assume the stack of D 3 -branes T -dual to D 5 -branes to sit at fixed point $i_{0}$ along $T^{4} / \mathbb{Z}_{2}$ and we assume the stack of D3-branes T-dual to D9-branes to sit at fixed point $j_{0}$ along $\tilde{T}^{4} / \mathbb{Z}_{2}$. In four dimensions, three inequivalent configurations exist depending on the relative positions of the two stacks inside the $\tilde{T}^{2} / I_{45}$. Mixing the two T-dual pictures, the three configurations are depicted in Fig. 3.3 where orange branes correspond to D3-branes T-dual to D5-branes and the green ones correspond to D3-branes T-dual to D9-branes.

(a) The two stacks of 32 D3-branes Tdual to the D5- or D9-branes have common positions in $\tilde{T}^{2} / I_{45}$.

(b) The two stacks have the same coordinates along $\tilde{X}^{4}$ and distinct coordinates along $\tilde{X}^{5}$.

(c) The two stacks have distinct coordinates along $\tilde{X}^{4}$.

Figure 3.3: The simplest D3-branes configurations in component $(\mathcal{R}, \tilde{\mathcal{R}})=(0,0)$ of the Wilson lines moduli space.

For clarity, let us define $r^{\prime} \equiv a$ when $a \in\{1, \ldots, 16\}$ and $\tilde{r}^{\prime} \equiv a-16$ when $a \in\{17, \ldots, 32\}$ (this means that $r^{\prime}$ refers to the original D5-branes and $\tilde{r}^{\prime}$ to the original D9-branes). With these definitions and in such configurations, the $c_{i a}$ coefficients yield the following $32 \times 32$ mass matrix $\mathcal{M}^{2}$ expressed in terms of $16 \times 16$ blocks,

$$
\mathcal{M}^{2}=\left(\begin{array}{c|c}
\mathcal{M}_{r^{\prime} s^{\prime}}^{2} & \mathcal{M}_{r^{\prime} s^{\prime}}^{2}  \tag{3.1.46}\\
\hline \mathcal{M}_{\tilde{r}^{\prime} s^{\prime}}^{2} & \mathcal{M}_{\tilde{r}^{\prime} \tilde{s}^{\prime}}^{2}
\end{array}\right),
$$

where the blocks are given by

$$
\begin{array}{ll}
\mathcal{M}_{r^{\prime} s^{\prime}}^{2}=16, & \mathcal{M}_{r^{\prime} \tilde{s}^{\prime}}^{2}=-4 e^{4 i \pi \vec{a}_{i_{0}} \cdot \vec{a}_{j 0}}, \\
\mathcal{M}_{\tilde{r}^{\prime} s^{\prime}}^{2}=-4 e^{4 i \pi \vec{a}_{j 0} \cdot \vec{a}_{i_{0}}}, & \mathcal{M}_{\tilde{r}^{\prime} \tilde{s}^{\prime}}^{2}=16 \tag{3.1.47}
\end{array}
$$

[^9]Such a matrix always has 30 zero eigenvalues and 2 strictly positive ones. This indicates that two $\mathrm{U}(1)$ 's disappear and the naive $\mathrm{U}(16) \times \mathrm{U}(16)$ gauge group is actually broken to $\mathrm{SU}(16) \times \mathrm{SU}(16)$.

From (3.1.30) or 3.1.38, we conclude that in the three configurations, the Wilson lines along $T^{2}$ are massive since the exhibited coefficients are equal to 19,11 or 16 respectively for the configurations displayed in Figs. 3.3a, 3.3c and 3.3c. Thus, of course, the Green-Schwarz mechanism does not change the stability conclusions for those moduli. But still, it removes two combinations that are deduced from the eigenvectors of the mass matrix associated with the non-zero eigenvalues by allowing us to set them to zero:

$$
\begin{equation*}
-\sum_{r^{\prime}} \xi_{r^{\prime}}^{I^{\prime}}+\sum_{\tilde{r}^{\prime}} \epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}=0 \quad \text { and } \quad \sum_{r^{\prime}} \xi_{r^{\prime}}^{I^{\prime}}+\sum_{\tilde{r}^{\prime}} \epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}=0 . \tag{3.1.48}
\end{equation*}
$$

After removal of these two combinations, the resulting $30 \times 30$ one-loop mass matrix still has only strictly positive eigenvalues of course.

## Moduli in the Neumann-Dirichlet sector

As explained before, the computation of the one-loop masses of these moduli is performed in Sect. 3.2. They correspond to strings stretched between stacks of D5-branes and D9-branes in the original picture and they transform in bifundamental representations of gauge groups $\mathrm{U}\left(n_{i i^{\prime}}\right) \times$ $\mathrm{U}\left(d_{j i^{\prime}}\right)$. Note that the two $T^{2}$ indices must be identical to produce massless states at tree level. In our pictorial representations with D3-branes, this means that massless ND scalars arise only if some orange and green stacks share the same position in $\tilde{T}^{2} / I_{45}$, whatever their positions along $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$.

Here, we only display the sign-dependent part of the final result to be able to fully conclude on the stability of some models in the next subsection. The result is only known up to subdominant corrections of order $\alpha^{\prime} / G_{55}^{2}$. We have

$$
\begin{equation*}
M_{\mathrm{ND}}^{2} \propto\left(n_{i i^{\prime}}-n_{i \hat{\imath}^{\prime}}-1+d_{j i^{\prime}}-n_{j \hat{\imath}^{\prime}}-1\right)+\mathcal{O}\left(\frac{\alpha^{\prime}}{G_{55}^{2}}\right) \tag{3.1.49}
\end{equation*}
$$

## Closed-string moduli

The last moduli that need to be discussed, apart from the ND scalars whose stability study is postponed to the last section of this chapter, are those of the closed-string sector. Thanks to the Green-Schwarz mechanism, at least 2 and up to 16 quaternionic scalars get a mass at tree level. In configurations where some of them do not acquire a tree-level mass, we have not computed their one-loop masses. The closed-sector contribution to the one-loop potential is given in (3.1.35) and depends only on $M=\sqrt{G^{55}}$ up to exponentially suppressed contributions. All other components $G_{\mathcal{I J}}$ are flat directions at one loop. When $n_{\mathrm{F}} \neq n_{\mathrm{B}}, M$ undergoes a runaway while in configurations such that $n_{\mathrm{F}}=n_{\mathrm{B}}, M$ is also a flat direction (up to the suppressed contributions).

For the R-R two-form components $C_{\mathcal{I} \mathcal{J}}$, such a straightforward method cannot be followed since the partition function in presence of vacuum expectation values for these fields is unknown. However, they can be argued to be flat directions as well (up to the exponentially small terms), using heterotictype I duality arguments. Such a duality in four dimensions is a weak/weak correspondence 161 164 and $C$ is mapped to the antisymmetric tensor $B$ on the heterotic side. Without the orbifold action, as explained in Sect. 4.2.1 in Chapter 4, the deformations of the Narain lattice on the
heterotic side are parametrized by $(G+B)_{\mathcal{I J}}$ as well as Wilson lines of a rank 16 gauge group along the compactified directions. At specific values of $(G+B)_{\mathcal{I J}}$, symmetry enhancements occur and additional states become massless which contribute to the effective potential when running in the loop. These states have non-trivial winding numbers and produce a dependence of the potential on $(G+B)_{\mathcal{I J}}$ (see for instance 4.2.6). On the type I side, these winding states have no non-perturbative counterparts. They are mapped to D1-branes belonging to the non-pertubative spectrum and thus the components $C_{\mathcal{I J}}$ should be flat directions of the one-loop potential up to exponentially suppressed terms.

Considering now the effect of the $\mathbb{Z}_{2}$ orbifold on the heterotic side, it turns out that the states in the twisted sector cannot induce symmetry enhancements. Non-trivial winding states in this sector are thus necessarily massive and give exponentially suppressed contributions in the potential so that the previous conclusion about the independence of the potential on $C_{\mathcal{I J}}$ on the type I side (where the twisted winding states are mapped to "twisted D1-branes") still holds. Moreover, the presence of the Scherk-Schwarz breaking of supersymmetry is expected not to spoil the heterotic-type I equivalence using the adiabatic argument 165 .

### 3.1.4 Stability synthesis

We are now able to conclude on the stability or not of different models.

## $\mathrm{SU}(16) \times \mathrm{SU}(16)$ configurations

Let us begin by completing the discussion of the three typical configurations displayed in Fig. 3.3. We saw that two combinations of Wilson lines along $T^{2}$ are massive at tree-level and that all the others are massive at one loop. Along $T^{4}$, the results (3.1.32) or (3.1.38) show that everything is massive since the coefficients are equal to 15 . There are 14 remaining quaternionic scalars whose stability is unknown and the model of Fig. 3.3a contains massless scalars in the ND sector since the two stacks are at the same $\tilde{T}^{2} / \mathbb{Z}_{2}$ position. The application of the result 3.1.49) gives a proportionality coefficient 30 for the mass squared of these scalars so that they are massive at one loop. If we define $\delta$ such that

- $\delta=+1$ if $i_{0}^{\prime}=j_{0}^{\prime}$ (like in Fig. 3.3a,
- $\delta=-1$ if $i_{0}^{\prime}$ and $j_{0}^{\prime}$ are facing each other along $\tilde{X}^{5}$ (like in Fig. 3.3b),
- $\delta=0$ if $i_{0}^{\prime}$ and $j_{0}^{\prime}$ do not have the same position along $\tilde{X}^{4}$ (like in Fig. 3.3c),
then we conclude from (3.1.27) that the model satisfies $n_{\mathrm{F}}-n_{\mathrm{B}}=-4064-1024 \delta$ which is strictly negative whatever $\delta$. The breaking scale $M$ thus runs away and as argued in the last subsection, all other untwisted closed-string moduli are flat directions up to suppressed contributions.

A model in the branch $(\mathcal{R}, \tilde{\mathcal{R}})=(16,16)$
The models in this branch are characterized by the presence of 16 stacks of two D3-branes associated to D5-branes and 16 stacks of two D3-branes associated to D9-branes spread along the 16 fixed points of $T^{4} / \mathbb{Z}_{2}$ and $\tilde{T}^{4} / \mathbb{Z}_{2}$. In such configurations, everything is rigid along $T^{4}$ and the gauge group before Green-Schwarz mechanism is $\left[\mathrm{U}(1)^{16}\right]_{\mathrm{DD}} \times\left[\mathrm{U}(1)^{16}\right]_{\mathrm{NN}}$. The blocks of the mass matrix which takes
the same form 3.1.46) are now

$$
\begin{array}{ll}
\mathcal{M}_{r^{\prime} s^{\prime}}^{2}=16 \delta_{r^{\prime} s^{\prime}}, & \mathcal{M}_{r^{\prime} \tilde{s}^{\prime}}^{2}=-4 e^{4 i \pi \vec{a}_{i\left(r^{\prime}\right)} \cdot \vec{a}_{i\left(s^{\prime}\right)}}, \\
\mathcal{M}_{\tilde{r}^{\prime} s^{\prime}}^{2}=-4 e^{\left.4 i \pi \vec{a}_{i\left(\tilde{r}^{\prime}\right)}\right) \cdot \vec{a}_{i\left(s^{\prime}\right)}}, & \mathcal{M}_{\tilde{r}^{\prime} \tilde{s}^{\prime}}^{2}=16 \delta_{\tilde{r}^{\prime} \tilde{s}^{\prime} \bar{s}^{\prime}} . \tag{3.1.50}
\end{array}
$$

The matrix has 16 positive eigenvalues and 16 vanishing ones as expected ( 16 is the maximum possible positive eigenvalues when the number of unitary factors exceeds 16). Thus, 16 combinations of Wilson lines along $T^{2}$ can be set to zero according to the eigenvectors associated with the positive eigenvalues. They can be used for example to eliminate all the $\epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}$ degrees of freedom:

$$
\begin{equation*}
4 \epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}=-\sum_{s^{\prime}} e^{4 i \pi \vec{a}_{i\left(\vec{r}^{\prime}\right)} \cdot \vec{a}_{i\left(s^{\prime}\right)}} \xi_{s^{\prime}} \tag{3.1.51}
\end{equation*}
$$

In this case, the whole 16 quaternionic scalars also get a tree-level mass and the gauge group is broken to $\mathrm{U}(1)^{16}$.

Let us study an interesting case where the naive tachyonic instabilities induced by some Wilson lines along $T^{2}$ actually disappear thanks to the Green-Schwarz mechanism. The corresponding brane configuration is depicted in Fig. 3.4.


Figure 3.4: 15 pairs of each kind are located at the same $\tilde{T}^{2} / I_{45}$ fixed point and the remaining pairs, shifted along $\tilde{X}^{4}$, are facing each other along $\tilde{X}^{5}$.

We can read from (3.1.30) or (3.1.38) that the mass coefficients associated with the $2 \times 15$ pairs of branes are equal to $\frac{15}{4}$ while those associated with the two remaining stacks are equal to $-\frac{1}{4}$. However, the elimination of the $\epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}$ thanks to 3.1 .51 yields the following $16 \times 16$ submatrix of the one-loop mass matrix in the correct basis:

$$
\frac{1}{2}\left(\begin{array}{ccc}
29 & &  \tag{3.1.52}\\
& \ddots & (0) \\
& (0) & 29 \\
& & \\
& & 13
\end{array}\right)-\frac{1}{2}\left(\begin{array}{llll}
0 & & (1) & \\
& \ddots & & \\
& & \ddots & \\
(1) & & 0
\end{array}\right)
$$

This matrix has only positive eigenvalues so we conclude that the naive instability is washed out by the Green-Schwarz mechanism. In such configurations though, the ND scalars are found to be massless up to the subdominant contributions in (3.1.49). Also, the breaking scale runs away since we have in this case $n_{\mathrm{F}}-n_{\mathrm{B}}=-1120$.

## Models with $n_{\mathrm{F}}-\boldsymbol{n}_{\mathrm{B}}=0$

As one can expect from the typical expression of the one-loop potential 3.1.28, uplifting the potential while maintaining stability of the moduli is not easy to achieve. This is because the uplifting requires to increase the number of massless fermions and lower the number of massless bosons while improving stability requires the opposite. In an $\mathcal{N}=4 \rightarrow \mathcal{N}=0$ framework [58], stable models with zero or positive potential were indeed very rare.

In order to find stable models with a non-negative potential in our setup, we performed a numerical exploration of all possibilities in all consistent non-perturbative branches. The exploration goes as follows:

- For each non-perturbatively consistent component of the moduli space, we loop over all possible distributions of D3-branes in $T^{4} / \mathbb{Z}_{2}$ and $\tilde{T}^{4} / \mathbb{Z}_{2}$.
- For each such distributions, the tree-level mass matrix $\mathcal{M}^{2}$ of the Cartan $\mathrm{U}(1)$ 's is computed and diagonalized.
- We then loop over all possible distribution of the D3-branes along the $\tilde{T}^{2} / I_{45}$ and we check that the positions in $T^{4} / \mathbb{Z}_{2}$ and $\tilde{T}^{4} / \mathbb{Z}_{2}$ given in 3.1.32) or (3.1.38) are non-tachyonic.
- Before going further and apply the Green-Scwharz mechanism to the positions along $\tilde{T}^{2} / I_{45}$, we reject all distributions for which $n_{\mathrm{F}}-n_{\mathrm{B}}<0$ thanks to (3.1.27).
- For each distribution that reaches this step, we compute the naive mass matrix for the Wilson lines along $\tilde{T}^{2} / I_{45}$ with 3.1.30 or 3.1.38, we go to the basis which diagonalizes $\mathcal{M}^{2}$, we remove the combinations that get a tree-level mass and we diagonalize again the resulting (smaller) mass matrix. Configurations for which this matrix possesses at least one strictly negative eigenvalue are rejected.

Only eight models are found to pass all these filters among the hundreds of billions of possibilities and three of them have an exponentially suppressed one-loop potential ( $n_{\mathrm{F}}-n_{\mathrm{B}}=0$ ). Let us describe theses three models in detail and check the status of the moduli not treated by the numerical exploration. The brane configurations of these three models are drawn in Fig. 3.5.

- The model displayed in Fig. 3.5a contains 16 unitary factors from a six-dimensional point of view (and 17 in four dimensions). Thus, $16 \mathrm{U}(1)$ 's disappear from the naive gauge group $\left[\mathrm{U}(1)^{7} \times \mathrm{U}(2) \times\right.$ $\mathrm{U}(7)]_{\mathrm{DD}} \times\left[\mathrm{U}(1)^{6} \times \mathrm{U}(5)^{2}\right]_{\mathrm{NN}}$ to yield

$$
\begin{equation*}
\text { Model }(\mathrm{a}): \quad \mathrm{U}(1) \times \mathrm{SU}(2) \times \mathrm{SU}(7) \times \mathrm{SU}(5)^{2} \tag{3.1.53}
\end{equation*}
$$

Also, the 16 quaternionic scalars get a tree-level mass. Of course, because the model has survived to all filters, all dynamical D3-branes positions are non-tachyonic and turn out to be strictly massive. No ND scalars exist in this model and, up to suppressed terms, all closed-string moduli are flat
directions of the potential, even the breaking scale $M$ thanks to the Bose/Fermi degeneracy at the massless level. The massless bosons are the bosonic parts of $\mathcal{N}=2$ vector multiplets in the adjoint representations of the groups in (3.1.53) together with the scalars of hypermultiplets in antisymmetric $\oplus \overline{\text { antisymmetric }}$ of the non-abelian factors. This gives $n_{\mathrm{B}}^{\text {open }}=800$ and the closed sector contributes with $n_{\mathrm{B}}^{\text {closed }}=96$ for a total of $n_{\mathrm{B}}=896$. The massless fermions are the fermionic part of hypermultiplets in the ND sector in bifundamental representations of all pairs of gauge factors (one N and one D) facing each other along $\tilde{X}^{5}$ in Fig. 3.5a. This gives $n_{\mathrm{F}}=4 \times 14 \times 16=896$, which exactly compensates the bosonic degrees of freedom.

- The model displayed in Fig. 3.5b also contains 16 unitary factors from a six-dimensional point of view (and 17 in four dimensions). Thus, $16 \mathrm{U}(1)$ 's disappear from the naive gauge group which is slightly different than in model (a), $\left[\mathrm{U}(1)^{7} \times \mathrm{U}(3) \times \mathrm{U}(6)\right]_{\mathrm{DD}} \times\left[\mathrm{U}(1)^{6} \times \mathrm{U}(5)^{2}\right]_{\mathrm{NN}}$ to yield

$$
\begin{equation*}
\text { Model }(\mathrm{b}): \quad \mathrm{U}(1) \times \mathrm{SU}(3) \times \mathrm{SU}(6) \times \mathrm{SU}(5)^{2} . \tag{3.1.54}
\end{equation*}
$$

The 16 quaternionic scalars get a tree-level mass and all dynamical D3-branes positions are strictly massive. No ND scalars exist in this model and all closed-string moduli are flat directions of the potential. In this case, the counting of massless degrees of freedom yields $n_{\mathrm{B}}=n_{\mathrm{F}}=832$.

(a) Configuration tachyon-free at one loop with gauge group $\mathrm{U}(1) \times \mathrm{SU}(2) \times$ $\mathrm{SU}(7) \times \mathrm{SU}(5)^{2}$.

(b) Configuration tachyon-free at one loop with gauge group $\mathrm{U}(1) \times \mathrm{SU}(3) \times$ $\mathrm{SU}(6) \times \mathrm{SU}(5)^{2}$.

(c) Configuration tachyon-free at one loop with gauge group $\mathrm{U}(1)^{2} \times \mathrm{SU}(4)^{4} \times$ $\mathrm{SU}(5)$ up to stability of two quaternionic scalars.

Figure 3.5: Two brane configurations (a) and (b) in component $(\mathcal{R}, \tilde{\mathcal{R}})=(8,8)$ of the moduli space, and one configuration (c) in component $(\mathcal{R}, \tilde{\mathcal{R}})=(0,8)$. They all have a Bose/Fermi degeneracy at the massless level and thus an exponentially suppressed potential.

- The model displayed in Fig. 3.5 contains only 14 unitary factors from a six-dimensional point of view (and 16 in four dimensions). Thus, $14 \mathrm{U}(1)$ 's disappear from the naive gauge group $\left[\mathrm{U}(4)^{4}\right]_{\mathrm{DD}} \times$
$\left[\mathrm{U}(1)^{1} 1 \times \mathrm{U}(5)\right]_{\mathrm{NN}}$ to yield

$$
\begin{equation*}
\text { Model }(\mathrm{c}): \quad \mathrm{U}(1)^{2} \times \mathrm{SU}(4)^{4} \times \mathrm{SU}(5) . \tag{3.1.55}
\end{equation*}
$$

Only 14 quaternionic scalars get a tree-level mass and the stability status of the remaining two is unknown. All dynamical D3-branes positions are massless except one that is strictly massive. The model contains ND scalars whose "mass" is given by (3.1.49). Applied with $N_{i i^{\prime}}=1, N_{i \imath^{\prime}}=0$ (in Fig. 3.5c, it corresponds to the stack of two green branes mixed with the orange ones) and $D_{j i^{\prime}}=8$, $D_{j \hat{\imath}^{\prime}}=0$ (it correspond to one of the four stacks of eight orange branes in the figure), we have

$$
\begin{equation*}
\left(n_{i i^{\prime}}-n_{i \hat{i}^{\prime}}-1+d_{j i^{\prime}}-n_{j \hat{\imath}^{\prime}}-1\right)=3>0 . \tag{3.1.56}
\end{equation*}
$$

We thus conclude that the ND scalars are massive. All closed-string moduli are flat directions of the potential and the counting of massless degrees of freedom gives $n_{\mathrm{B}}=n_{\mathrm{F}}=832$.

### 3.2 Mass of Neumann-Dirichlet scalars

This section is dedicated to the computation of the mass of scalars in the ND sector of the BSGP model. The followed strategy is to evaluate the one-loop two-point correlation function of such states to extract their mass from it. The difficulty of this evaluation is due to the presence of boundarychanging fields [166] in the vertex operators of the ND states that handle the change of boundary conditions from Neumann to Dirichlet on the wolrdsheet. It is the evaluation of correlators of boundary-changing fields involved in the two-point correlation function that constitutes a hard task. The correspondence between these boundary-changing fields and so-called twist fields for closedstrings, that are the operators that create states in twisted sectors of non-freely acting orbifolds in the Hilbert space, is a key ingredient to evaluate the correlators of such fields at one loop. Indeed, the boundary-changing and the twist operators share the same OPE's [166, 167] so that their correlation functions are linked. To go from the closed string to the open string at one-loop, it is useful to define the Euler characteristic zero open-string surfaces from doubly-covering tori modded by involutions $115,162,168,169$.

In this section, we will derive the full expression of the one-loop two-point correlation function of the scalars in the ND sector and find the field-theory limit of this quite involved result. Note that the Appendix C. 1 reviews the twist-field technology at one loop, necessary to evaluate correlators involving the boundary-changing fields by using the correspondence between those two kind of operators. References to this appendix will be done but it has been chosen not to incorporate it in the main text for a less technical manuscript. From the field-theory limit, we will be able to justify the expression (3.1.49) that we used to conclude on the stability of these moduli in the previous section.

### 3.2.1 Two-point correlation functions of ND moduli

We want to evaluate the one-loop two-point correlations functions of scalars in the ND sector. Such kinds of correlation functions involving Neumann-Dirichlet states have already been computed in the literature in supersymmetric theories, either at tree level [170-175 or at one loop 176 181]. In this subsection, we give a precise definition of what we want to compute and then we express the relevant vertex operators for ND states to derive the two-point correlation function in terms of various correlators whose expressions are given afterwards, in a new subsection, for clarity. The
synthesis of all these results is displayed in a third subsection and we give a full exact result for the one-loop two-point correlation function of ND scalars.

## The setup

We are in the context of the BSGP model with broken supersymmetry compactified down to four dimensions, described in Sect 3.1. Massless scalars in the ND sector of the theory correspond to strings stretched between D9-branes and D5-branes in the original picture. For such strings to be massless and with spin zero, the stacks of D3-branes T-dual to the D9-branes or D5-branes in the proper T-dual theories should be located at fixed points with same positions inside $\tilde{T}^{2} / I_{45}$. Let us call $i_{0} i_{0}^{\prime}$ the fixed point where the $2 n_{i_{0} i_{0}^{\prime}} \mathrm{D} 3$-branes T-dual to the D9-branes are and $j_{0} i_{0}^{\prime}$ the fixed point where the $2 d_{i_{0} i_{0}^{i}} \mathrm{D} 3$-branes T-dual to the D 5 -branes sit. The same primed index ensure the ND states to be massless scalars.

The ND string is characterized by a Chan-Paton index $\alpha_{0}$ which refers to one of the $2 n_{i_{0} i_{0}^{\prime}}$ D3branes T-dual to D9-branes and another index $\beta_{0}$ referring to one of the $2 d_{i_{0} i_{0}^{i}} \mathrm{D} 3$-branes T-dual to the D5-branes. The two-point function at one loop have two external legs and can have the topology of an annulus of that of a Möbius strip. In the former case, the diagram has two boundaries: One on which the incoming ND state and outgoing DN state are inserted and the other which carries an arbitrary Chan-Paton index $\gamma$ referring either to the N or D sector. These two cases are depicted in the two first diagrams on the left in Fig. 3.6. The string which is drawn is the state running inside the loop. On the right of the figure, the diagrams are mapped to double-cover tori with Teichmüller parameters $\tau^{\mathrm{dc}} \equiv \frac{i \tau_{2}}{2}$ on which the involution $\mathcal{I}(z): z \rightarrow 1-\bar{z}$ gives back the annulus topology. The two external legs representing the ND state are mapped to vertex operators inserted at $z_{1}$ and $z_{2}$. In the case of the Möbius strip topology (third figure on the left in Fig. 3.6), there is only one boundary and no free index $\gamma$. The double-cover torus has Teichmüller parameter $\tau^{\mathrm{dc}} \equiv \frac{1}{2}+\frac{i \tau_{2}}{2}$. Denoting $V^{\alpha_{0} \beta_{0}}\left(z_{1}, k\right)$ the vertex operator inserted at $z_{1}$ and $V^{\beta_{0} \alpha_{0}}\left(z_{2},-k\right)$ the one inserted at $z_{2}$, what we want to compute is the following quantity

$$
\begin{equation*}
\sum_{\Sigma \in\{\mathcal{A}, \mathcal{M}\}} \sum_{\alpha_{0}=1}^{N_{i_{0} i_{0}^{\prime}}} \sum_{\beta_{0}=1}^{D_{j_{0} i_{0}^{\prime}}}\left\langle V^{\alpha_{0} \beta_{0}}\left(z_{1}, k\right) V^{\beta_{0} \alpha_{0}}\left(z_{2},-k\right)\right\rangle^{\Sigma} . \tag{3.2.1}
\end{equation*}
$$

Let us define additional useful notations. States that transform under the bifundamental representation of $\mathrm{U}\left(n_{i_{0} i_{0}^{\prime}}\right) \times \mathrm{U}\left(d_{j_{0} i_{0}^{i}}\right)$ are labelled by a matrix $\lambda$ which takes the following form 159

$$
\lambda \equiv\left(\begin{array}{cc}
\Lambda_{1} & \Lambda_{2}  \tag{3.2.2}\\
-\Lambda_{2} & \Lambda_{1}
\end{array}\right)
$$

where $\Lambda_{1}$ and $\Lambda_{2}$ are arbitrary real $n_{i_{0} i_{0}^{\prime}} \times d_{j_{0} i_{0}^{\prime}}$ matrices. Eventually, like in C.1.1), we define a complex basis both for the bosonic worldsheet coordinates $X^{\mu}, \mu \in\{0, \ldots, 3\}, X^{I^{\prime}}, I^{\prime} \in\{4,5\}, X^{I}$, $I \in\{6,7,8,9\}$ and for the fermionic fields $\psi^{\mu}, \psi^{I^{\prime}}, \psi^{I}$,

$$
\begin{array}{rlrl}
Z^{u} & \equiv \frac{X^{2 u}+i X^{2 u+1}}{\sqrt{2}}, & \bar{Z}^{u} & \equiv \frac{X^{2 u}-i X^{2 u+1}}{\sqrt{2}}, \\
\Psi^{u} & \equiv \frac{\psi^{2 u}+i \psi^{2 u+1}}{\sqrt{2}} \equiv e^{i H_{u}}, & \bar{\Psi}^{u} \equiv \frac{\psi^{2 u}-i \psi^{2 u+1}}{\sqrt{2}} \equiv e^{-i H_{u}}, \quad u \in\{0, \ldots, 4\}, \tag{3.2.3}
\end{array}
$$



Figure 3.6: Open-string diagrams with two external legs in the ND and DN sectors (left panel). On the double-cover tori (right panel), the external legs are mapped to boundary-changing vertex operators at positions $z_{1}, z_{2}$.
where the scalars $H_{u}$ are introduced to bosonize the fermionic fields. In the same spirit, it is also useful to define the external complexified momentum $K^{u}$ for $u \in\{0,1\}$ from the external momentum $k^{\mu}$ of the ND state like

$$
\begin{equation*}
K^{u}=\frac{k^{2 u}+i k^{2 u+1}}{\sqrt{2}} . \tag{3.2.4}
\end{equation*}
$$

For simplicity in the following, we restrict our analysis to the case where the internal metric, both along the $T^{2}$ and $T^{4}$ is diagonal with radii $R_{4}, R_{5}$ in the $T^{2}$ and $R_{6}, R_{7}, R_{8}, R_{9}$ in the $T^{4}$.

## Vertex operators and amplitudes

Along the boundary of the Möbius strip and along that of the annulus where the vertex operators are inserted, there is a change of boundary condition for the state running in the loop from Neumann to Dirichlet or the contrary at the insertion points. This implies the presence of boundary-changing field [166] in the vertex operators to account for this change. In ghost-picture -1 (indicated with a subscript), the vertex operators $V_{-1}^{\alpha_{0} \beta_{0}}\left(z_{1}, k\right)$ at $z_{1}$ and $V_{-1}^{\beta_{0} \alpha_{0}}\left(z_{2},-k\right)$ at $z_{2}$ are

$$
\begin{align*}
V_{-1}^{\alpha_{0} \beta_{0}}\left(z_{1}, k\right) & =\lambda_{\alpha_{0} \beta_{0}} e^{-\phi} e^{i k \cdot X} e^{\frac{i}{2}\left(H_{3}-H_{4}\right)} \sigma^{3} \sigma^{4}\left(z_{1}\right), \\
V_{-1}^{\beta_{0} \alpha_{0}}\left(z_{2},-k\right) & =\lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} e^{-\phi} e^{-i k \cdot X} e^{-\frac{i}{2}\left(H_{3}-H_{4}\right)} \sigma^{3} \sigma^{4}\left(z_{2}\right) . \tag{3.2.5}
\end{align*}
$$

They involve the element $\alpha_{0} \beta_{0}$ of the matrix $\lambda$ and the element $\beta_{0} \alpha_{0}$ of its transpose. The field $\phi(z)$ is the scalar ghost coming from the bosonization of the superconformal ghosts. The momentum involved in $e^{i k \cdot X}$ refers to the external momentum $k^{\mu}$ only and the operators $e^{ \pm i\left(H_{3}-H_{4}\right)}$ are spin fields to describe states that are spinors from the $T^{4} / \mathbb{Z}_{2}$ point of view. Indeed, remember that in Table. 3.1, the ND states are associated with characters $O_{4} C_{4}$ with a spinorial internal structure of negative chirality. Finally, the fields $\sigma^{3}$ and $\sigma^{4}$ are the boundary-changing fields and handle the change of boundary conditions along the complex directions 3 and 4.

To proceed with the evaluation of the correlation function (3.2.1), it is useful to transform the vertex operators to ghost-picture zero with the formulas

$$
\begin{align*}
V_{0}^{\alpha_{0} \beta_{0}}(z, k, \epsilon) & =\lim _{w \rightarrow z} e^{\phi} T_{\mathrm{F}}(w) V_{-1}^{\alpha_{0} \beta_{0}}(z, k, \epsilon), \\
V_{0}^{\beta_{0} \alpha_{0}}(z,-k,-\epsilon) & =\lim _{w \rightarrow z} e^{\phi} T_{\mathrm{F}}(w) V_{-1}^{\beta_{0} \alpha_{0}}(z,-k,-\epsilon), \tag{3.2.6}
\end{align*}
$$

where $T_{\mathrm{F}}$ is the supercurrent given by

$$
\begin{equation*}
T_{\mathrm{F}}(z)=\frac{1}{\sqrt{\alpha^{\prime}}} \partial X^{\mu} \psi_{\mu}(z)=\frac{1}{\sqrt{\alpha^{\prime}}}\left(\partial \bar{Z}^{u} \Psi^{u}(z)+\partial Z^{u} \bar{\Psi}^{u}(z)\right) . \tag{3.2.7}
\end{equation*}
$$

The picture changing requires the use of OPE's between the various involved operators. Most importantly, the OPE's between the fields $\partial Z^{u}(z), \partial \bar{Z}^{u}(z)$ and the boundary-changing fields $\sigma^{u}$, $u \in\{3,4\}$ are identical to those of ground-state twist fields in C.1.2 with $N=2$ and $\frac{\kappa}{N}=\frac{1}{2}$ :

$$
\begin{align*}
& \partial Z^{u}(z) \sigma^{u}(w) \underset{z \rightarrow w}{\sim}(z-w)^{-\frac{1}{2}} \tau^{u}(w)+\text { finite } \\
& \partial \bar{Z}^{u}(z) \sigma^{u}(w) \underset{z \rightarrow w}{\sim}(z-w)^{-\frac{1}{2}} \tau^{\prime u}(w)+\text { finite } \tag{3.2.8}
\end{align*}
$$

This introduces the excited boundary-changing fields $\tau^{u}$ and $\tau^{\prime u}$, the counterparts of the excited twist fields.

The vertex operators in ghost-picture zero then naturally split into an "external part" $V_{0, \text { ext }}^{\alpha_{0} \beta_{0}}\left(z_{i}, \pm k\right)$ corresponding to the action of the part of the supercurrent with $u=0,1,2$ and an "internal part" $V_{0, \text { int }}^{\alpha_{0} \beta_{0}}\left(z_{i}, \pm k\right)$ for the action of the $u=3,4$ terms. In the external parts of the vertex operators, the momentum along complex direction $u=2$ i.e. along the $T^{2}$ is set to zero since we are interested in massless states at tree level. The total amplitude (3.2.1) splits into an external contribution and
an internal one. For a given $\alpha_{0}$ and $\beta_{0}$, the external amplitude is

$$
\begin{align*}
A_{\mathrm{ext} \mathrm{\Sigma}}^{\alpha_{0} \beta_{0}} & \equiv\left\langle V_{0, \mathrm{ext}}^{\alpha_{0} \beta_{0}}\left(z_{1}, k\right) V_{0, \mathrm{ext}}^{\beta_{0} \alpha_{0}}\left(z_{2},-k\right)\right\rangle^{\Sigma} \\
& =\alpha^{\prime} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}}\left\langle e^{i k \cdot X}\left(z_{1}\right) e^{-i k \cdot X}\left(z_{2}\right)\right\rangle\left\langle e^{\frac{i}{2} H_{3}}\left(z_{1}\right) e^{-\frac{i}{2} H_{3}}\left(z_{2}\right)\right\rangle\left\langle e^{-\frac{i}{2} H_{4}}\left(z_{1}\right) e^{\frac{i}{2} H_{4}}\left(z_{2}\right)\right\rangle \times  \tag{3.2.9}\\
& \left\langle\sigma^{3}\left(z_{1}\right) \sigma^{3}\left(z_{2}\right)\right\rangle\left\langle\sigma^{4}\left(z_{1}\right) \sigma^{4}\left(z_{2}\right)\right\rangle \sum_{u=0}^{1} K^{u} \bar{K}^{u}\left[\left\langle e^{i H_{u}}\left(z_{1}\right) e^{-i H_{u}}\left(z_{2}\right)\right\rangle+\left\langle e^{-i H_{u}}\left(z_{1}\right) e^{i H_{u}}\left(z_{2}\right)\right\rangle\right] .
\end{align*}
$$

This amplitude contains the one-loop corrections to the Kähler potential for the ND scalars. It is the internal part that contains the one-loop correction to the mass of these moduli that we want to extract and it reads

$$
\begin{align*}
A_{\text {int } \Sigma}^{\alpha_{0} \beta_{0}} \equiv & \left\langle V_{0, \text { int }}^{\alpha_{0} \beta_{0}}\left(z_{1}, k\right) V_{0, \text { int }}^{\beta_{0} \alpha_{0}}\left(z_{2},-k\right)\right\rangle^{\Sigma} \\
= & \frac{1}{\alpha^{\prime}} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}}\left\langle e^{i k \cdot X}\left(z_{1}\right) e^{-i k \cdot X}\left(z_{2}\right)\right\rangle \\
& \times\left[\left\langle e^{-\frac{i}{2} H_{3}}\left(z_{1}\right) e^{\frac{i}{2} H_{3}}\left(z_{2}\right)\right\rangle\left\langle e^{-\frac{i}{2} H_{4}}\left(z_{1}\right) e^{\frac{i}{2} H_{4}}\left(z_{2}\right)\right\rangle\left\langle\tau^{3}\left(z_{1}\right) \tau^{\prime 3}\left(z_{2}\right)\right\rangle\left\langle\sigma^{4}\left(z_{1}\right) \sigma^{4}\left(z_{2}\right)\right\rangle\right.  \tag{3.2.10}\\
& \left.+\left\langle e^{\frac{i}{2} H_{3}}\left(z_{1}\right) e^{-\frac{i}{2} H_{3}}\left(z_{2}\right)\right\rangle\left\langle e^{\frac{i}{2} H_{4}}\left(z_{1}\right) e^{-\frac{i}{2} H_{4}}\left(z_{2}\right)\right\rangle\left\langle\sigma^{3}\left(z_{1}\right) \sigma^{3}\left(z_{2}\right)\right\rangle\left\langle\tau^{\prime 4}\left(z_{1}\right) \tau^{4}\left(z_{2}\right)\right\rangle\right] .
\end{align*}
$$

Several things are understood in these formulas: For the annulus topology $(\Sigma=\mathcal{A})$, there is a sum over the other boundary $\gamma$ and the sums over the spin structures of the fermions $\Psi^{u}$ are also left implicit. The next step in the computation consists in evaluating the various correlators on the surfaces $\Sigma=\mathcal{A}$ or $\mathcal{M}$ involved in the amplitudes and more particularly the correlators of (excited) boundary-changing fields.

### 3.2.2 One-loop correlators

Here we express all the correlators involved in the amplitudes. They are given on the double-cover tori of the open-string surfaces before finding their open expressions. To be clear with the notations, we will denote the correlators on the covering tori with a superscript "dc" and without anything for the correlators on the open-string worldsheets. To determine the correlators involving boundarychanging fields and their excited versions, we use the twist-field technology at one-loop [167, 182] reviewed in Appendix C.1.

## Ground-state boundary-changing fields correlators

We start with the most complicated correlators involving the boundary-changing fields. We first evaluate the correlators on the double-cover tori $\mathcal{T}$ with Teichmüller parameter $\tau^{\mathrm{dc}}$ before going to the annulus or Möbius strip topology thanks to the method of images. For correlators of groundstate boundary-changing fields $\left\langle\sigma^{u}\left(z_{1}\right) \sigma^{u}\left(z_{2}\right)\right\rangle^{\mathrm{dc}}, u \in\{3,4\}$, we use the correspondence between these boundary-changing fields and ground-state twist fields of a $\mathbb{Z}_{2}$ orbifold. As explained in the appendix, the correlator is expressed in terms of a classical action and a quantum correlator. The latter given by C.1.23 applied with $N=2, L=2, M=1$ and $\frac{\kappa_{1}}{N}=\frac{\kappa_{2}}{N}=\frac{1}{2}$. We thus have

$$
\begin{equation*}
\left\langle\sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc}}=f_{\mathrm{dc}}\left(\tau^{\mathrm{dc}} ; \frac{1}{2}, \frac{1}{2}\right)(\operatorname{det} W)^{-1} \vartheta_{1}\left(z_{1}-z_{2}\right)^{-\frac{1}{4}} \overline{\vartheta_{1}\left(z_{1}-z_{2}\right)^{-\frac{1}{4}}} \tag{3.2.11}
\end{equation*}
$$

where the $2 \times 2$ cut-period matrix $W_{a}{ }^{A}$ (see Eq. C.1.21) is expressed in terms of a single cut differential $\omega$ (see Eq. C.1.15),

$$
\begin{equation*}
\omega(z)=\vartheta_{1}\left(z-z_{1}\right)^{-\frac{1}{2}} \vartheta_{1}\left(z-z_{2}\right)^{-\frac{1}{2}} \vartheta_{1}\left(z-\frac{z_{1}+z_{2}}{2}\right) \tag{3.2.12}
\end{equation*}
$$

integrated over the two cycles of the torus $\gamma_{1}: z \rightarrow z+1$ and $\gamma_{2}: z \rightarrow z+\tau^{\mathrm{dc}}$,

$$
W=\left(\begin{array}{ll}
W_{1} & \bar{W}_{1}  \tag{3.2.13}\\
W_{2} & \bar{W}_{2}
\end{array}\right), \quad \text { where } \quad W_{a}=\oint_{\gamma_{a}} \mathrm{~d} z \omega, \quad a \in\{1,2\} .
$$

In this case, the classical action C.1.27 for directions $u=3$ and 4 i.e. along the internal $T^{4}$ is

$$
\begin{equation*}
S_{\mathrm{cl}}^{\mathcal{T}, T^{4}}=\sum_{u=3}^{4} \frac{1}{4 \pi \alpha^{\prime} \operatorname{Im}\left(\bar{W}_{1} W_{2}\right)}\left(\left|\bar{W}_{2} v_{1}^{u}-\bar{W}_{1} v_{2}^{u}\right|^{2}+\left|W_{2} v_{1}^{u}-W_{1} v_{2}^{u}\right|^{2}\right), \tag{3.2.14}
\end{equation*}
$$

where the displacement vectors $v_{a}^{u}, a \in\{1,2\}$ reflects how many times the instantonic solution winds around the internal $T^{4}$ when $z$ is transported along the paths $\gamma_{1}$ and $\gamma_{2}$. We define the winding numbers $n_{I}, I \in\{6, \ldots, 9\}$ associated with $\gamma_{1}$ and the wrapping numbers $l_{I}$ associated with $\gamma_{2}$ such that:

$$
\begin{equation*}
v_{1}^{u}=\frac{2 \pi R_{2 u} n_{2 u}+2 i \pi R_{2 u+1} n_{2 u+1}}{\sqrt{2}}, \quad v_{2}^{u}=\frac{2 \pi R_{2 u} l_{2 u}+2 i \pi R_{2 u+1} l_{2 u+1}}{\sqrt{2}} . \tag{3.2.15}
\end{equation*}
$$

Note that this formalism is fully compatible with the complex direction $u=2$ describing the $T^{2}$ which is not twisted. Along this direction, the cut differential is trivial i.e. $\omega(z)=1$ yielding the trivial cut-period matrix

$$
\left(\begin{array}{cc}
1 & 1  \tag{3.2.16}\\
\tau^{\mathrm{dc}} & \bar{\tau}^{\mathrm{dc}}
\end{array}\right) .
$$

Defining the displacements exactly like in (3.2.15), the obtained action is the usual result for a two-torus:

$$
\begin{equation*}
S_{\mathrm{cl}}^{\mathcal{T}, T^{2}}=\frac{\pi}{\alpha^{\prime} \operatorname{Im} \tau^{\mathrm{dc}}}\left(R_{4}^{2}\left|n_{4} \tau^{\mathrm{dc}}-l_{4}\right|^{2}+R_{5}^{2}\left|n_{5} \tau^{\mathrm{dc}}-l_{5}\right|^{2}\right) \tag{3.2.17}
\end{equation*}
$$

A takeaway is that the sum over instantons which appears in C.1.5) translates into a sum over all the internal winding and wrapping numbers in our case.

For open-string topologies that are of interest in this work, the quantum correlator of groundstate boundary-changing fields is found in [176] using the method of images. The result turns out to be, for $u=3$ or 4 ,

$$
\begin{equation*}
\left\langle\sigma^{u}\left(z_{1}\right) \sigma^{u}\left(z_{2}\right)\right\rangle_{\mathrm{qu}}=f\left(\tau^{\mathrm{dc}} ; \frac{1}{2}, \frac{1}{2}\right)(\operatorname{det} W)^{-\frac{1}{2}} \vartheta_{1}\left(z_{1}-z_{2}\right)^{-\frac{1}{4}} \tag{3.2.18}
\end{equation*}
$$

As for the classical action, instantonic worldsheets can have NN, DD, ND or DN boundary conditions for the annulus topology and N or D for the Möbius strip. For NN or N conditions, the winding numbers must vanish while for DD and D conditions, we define T-dual winding numbers that should also vanish. For ND and DN boundary conditions, both winding and wrapping numbers (and their T-dual counterparts) must be zero. In addition, a division by two must be performed compared to the torus action due to the involution that creates the open-string surfaces which halves the wolrdsheet surface. The total classical action on an open-string surface $\Sigma \in\{\mathcal{A}, \mathcal{M}\}$, which is the sum of the $T^{2}$ and $T^{4}$ contributions then reads

$$
S_{\mathrm{cl}}^{\Sigma}=\frac{\pi\left[\left(R_{4} l_{4}\right)^{2}+\left(R_{5} l_{5}\right)^{2}\right]}{\alpha^{\prime} \tau_{2}}+\frac{\left|W_{1}\right|^{2}}{4 \pi \alpha^{\prime} \operatorname{Im}\left(\bar{W}_{1} W_{2}\right)} \times \begin{cases}\sum_{u=3}^{4}\left|v_{2}^{u}\right|^{2} & \text { for NN and } \mathrm{N}  \tag{3.2.19}\\ \sum_{u=3}^{4}\left|\tilde{v}_{2}^{u}\right|^{2} & \text { for DD and D } \\ 0 & \text { for ND and DN }\end{cases}
$$

where $v_{2}^{u}$ is defined like in (3.2.15) while the T-dual version denoted with a tilde is defined as

$$
\begin{equation*}
\tilde{v}_{2}^{u}=\frac{2 \pi \frac{\alpha^{\prime}}{R_{2 u}} \tilde{l}_{2 u}+2 i \pi \frac{\alpha^{\prime}}{R_{2 u+1}} \tilde{l}_{2 u+1}}{\sqrt{2}}, \quad u \in\{3,4\} . \tag{3.2.20}
\end{equation*}
$$

## Excited boundary-changing fields correlators

To determine the correlator $\left\langle\tau^{u}\left(z_{1}\right) \tau^{\prime u}\left(z_{2}\right)\right\rangle^{\mathrm{dc}}$ whose open-string version is present in 3.2.10, we apply a technique used in [176, 178 180 which exploits the OPE 3.2.8 between the coordinates derivatives and the boundary-changing fields. This allows to write

$$
\begin{equation*}
\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc}}=\lim _{\substack{z \rightarrow z_{1} \\ w \rightarrow z_{2}}}\left[\left(z-z_{1}\right)^{\frac{1}{2}}\left(w-z_{2}\right)^{\frac{1}{2}}\left\langle\partial Z^{u}(z) \partial \bar{Z}^{u}(w) \sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc}}\right], \tag{3.2.21}
\end{equation*}
$$

which decomposes into two parts $\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc},(1)}$ and $\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc},(2)}$ following the decomposition (C.1.4) of the coordinates into the classical background and quantum fluctuations:

$$
\begin{align*}
& \left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc},(1)}=\left\langle\sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc}} \lim _{\substack{z \rightarrow z_{1} \\
w \rightarrow z_{2}}}\left[\left(z-z_{1}\right)^{\frac{1}{2}}\left(w-z_{2}\right)^{\frac{1}{2}} \partial Z_{\mathrm{cl}}^{u}(z) \partial \bar{Z}_{\mathrm{cl}}^{u}(w)\right], \\
& \left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc},(2)}=\lim _{\substack{z \rightarrow z_{1} \\
w \rightarrow z_{2}}}\left[\left(z-z_{1}\right)^{\frac{1}{2}}\left(w-z_{2}\right)^{\frac{1}{2}}\left\langle\partial Z_{\mathrm{qu}}^{u}(z) \partial \bar{Z}_{\mathrm{qu}}^{u}(w) \sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc}}\right] . \tag{3.2.22}
\end{align*}
$$

Part (1) is found using (C.1.25) in our special case which yields

$$
\begin{equation*}
\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc},(1)}=i s\left(W^{-1}\right)_{1}{ }^{a} v_{a}^{u}\left(\bar{W}^{-1}\right)_{2}{ }^{b} \bar{v}_{b}^{u} \frac{\vartheta_{1}\left(\frac{z_{1}-z_{2}}{2}\right)^{2}}{\vartheta_{1}^{\prime}(0) \vartheta_{1}\left(z_{1}-z_{2}\right)}\left\langle\sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc}}, \tag{3.2.23}
\end{equation*}
$$

where we have introduced a sign ambiguity $s$ such that

$$
\begin{equation*}
s i \equiv\left(\frac{z_{2}-z_{1}}{z_{1}-z_{2}}\right)^{\frac{1}{2}} \tag{3.2.24}
\end{equation*}
$$

To evaluate part (2), we use the Green's function C.1.11 applied to our case. The expressions (C.1.19) and C.1.22) take the following form

$$
\begin{align*}
g(z, w) & =g_{s}(z, w)+C \omega(z) \omega(w) \\
& =g_{s}(z, w)-\omega(z)\left(W^{-1}\right)_{1}{ }^{a} \oint_{\gamma_{a}} \mathrm{~d} \zeta g_{s}(\zeta, w), \tag{3.2.25}
\end{align*}
$$

where we need an explicit expression for $g_{\mathrm{s}}(z, w)$ defined in C.1.18. Such an expression is found in 167 which, in our case, reduces to

$$
\begin{align*}
g_{s}(z, w)=\gamma(z) \gamma(w)\left(\frac{\vartheta_{1}^{\prime}(0)}{\vartheta_{1}(z-w)}\right)^{2} \frac{1}{2}\left[F_{1}(z, w) \vartheta_{1}\left(w-z_{1}\right) \vartheta_{1}\left(z-z_{2}\right)\right.
\end{aligned} \quad \begin{aligned}
& \left.\quad+F_{1}(w, z) \vartheta_{1}\left(w-z_{2}\right) \vartheta_{1}\left(z-z_{1}\right)\right] \tag{3.2.26}
\end{align*}
$$

It is expressed in terms of a unique function $\gamma$ (see Eq. C.1.16)

$$
\begin{equation*}
\gamma(z)=\vartheta_{1}\left(z-z_{1}\right)^{-\frac{1}{2}} \vartheta_{1}\left(z-z_{2}\right)^{-\frac{1}{2}}, \tag{3.2.27}
\end{equation*}
$$

and the function $F_{1}$ is

$$
\begin{equation*}
F_{1}(z, w)=\frac{\vartheta_{1}\left(z-w+U_{1}\right)}{\vartheta_{1}\left(U_{1}\right)} \frac{\vartheta_{1}\left(z-w+\frac{z_{2}-z_{1}}{2}-U_{1}\right)}{\vartheta_{1}\left(\frac{z_{2}-z_{1}}{2}-U_{1}\right)}, \quad A \in\{1,2\}, \tag{3.2.28}
\end{equation*}
$$

where $U_{1}$ is such that $\left.\partial_{z} F_{1}(z, w)\right|_{z=w}=0$.
The part (2) eventually reads

$$
\begin{equation*}
\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc},(2)}=-i s \alpha^{\prime}\left\langle\sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{\mathrm{dc}}\left[C \frac{\vartheta_{1}\left(\frac{z_{1}-z_{2}}{2}\right)^{2}}{\vartheta_{1}^{\prime}(0) \vartheta_{1}\left(z_{1}-z_{2}\right)}+\frac{\vartheta_{1}^{\prime}(0) F_{1}\left(z_{1}, z_{2}\right)}{2 \vartheta_{1}\left(z_{1}-z_{2}\right)}\right] \tag{3.2.29}
\end{equation*}
$$

and we can switch to another formulation without $C$ and fully in terms of $g_{\mathrm{s}}(z, w)$ (see Eq. (3.2.25)) thanks to the correspondence

$$
\begin{equation*}
C \frac{\vartheta_{1}\left(\frac{z_{1}-z_{2}}{2}\right)^{2}}{\vartheta_{1}^{\prime}(0) \vartheta_{1}\left(z_{1}-z_{2}\right)}=-\frac{1}{2} \vartheta_{1}^{\prime}(0) \vartheta_{1}\left(\frac{z_{1}-z_{2}}{2}\right)\left(W^{-1}\right)_{1}{ }^{a} \oint_{\gamma_{a}} \mathrm{~d} z \frac{F_{1}\left(z, z_{2}\right)}{\vartheta_{1}\left(z-z_{1}\right)^{\frac{1}{2}} \vartheta_{1}\left(z-z_{2}\right)^{\frac{3}{2}}} . \tag{3.2.30}
\end{equation*}
$$

Note that the correlator $\left\langle\tau^{\prime u}\left(z_{1}\right) \tau^{u}\left(z_{2}\right)\right\rangle^{\text {dc }}$ is identical up to the exchange $z_{1} \leftrightarrow z_{2}$.

When going to the open-string topologies, the correlators involving excited boundary-changing fields keep the same forms since such fields are only excited on their holomorphic sides (see Eq. (C.1.2) or (3.2.8)). To be consistent with the open-string action that displays a division by two compared to the closed-string action, parts (1) of the correlators $\left\langle\tau^{u}\left(z_{1}\right) \tau^{\prime u}\left(z_{2}\right)\right\rangle^{\text {dc }}$ and $\left\langle\tau^{\prime u}\left(z_{1}\right) \tau^{u}\left(z_{2}\right)\right\rangle^{\text {dc }}$ should be modified with the replacements $\left|v_{2}^{u}\right|^{2} \rightarrow\left|v_{2}^{u}\right|^{2} / 2$ and $\left|\tilde{v}_{2}^{u}\right|^{2} \rightarrow\left|\tilde{v}_{2}^{u}\right|^{2} / 2$. Putting the two parts together, we have, on open-string surfaces,

$$
\begin{align*}
\left\langle\tau^{u}\left(z_{1}\right) \tau^{\prime u}\left(z_{2}\right)\right\rangle_{\mathrm{qu}} & =\left\langle\tau^{\prime u}\left(z_{1}\right) \tau^{u}\left(z_{2}\right)\right\rangle_{\mathrm{qu}}=-\operatorname{si}\left\langle\sigma^{u}\left(z_{1}\right) \sigma^{u}\left(z_{2}\right)\right\rangle_{\mathrm{qu}} \times \\
& {\left[\left(\alpha^{\prime} C+\frac{\bar{W}_{1}^{2}\left|v_{2}^{u}\right|^{2}}{8\left[\operatorname{Im}\left(\bar{W}_{1} W_{2}\right)\right]^{2}}\right) \frac{\vartheta_{1}\left(\frac{z_{1}-z_{2}}{2}\right)^{2}}{\vartheta_{1}^{\prime}(0) \vartheta_{1}\left(z_{1}-z_{2}\right)}+\alpha^{\prime} \frac{\vartheta_{1}^{\prime}(0) F_{1}\left(z_{1}, z_{2}\right)}{2 \vartheta_{1}\left(z_{1}-z_{2}\right)}\right], } \tag{3.2.31}
\end{align*}
$$

when the worldsheet has NN or N boundary conditions on the annulus or Möbius strip. For DD or D boundary conditions, the correlators take identical forms up to the change $v_{2}^{u} \rightarrow \tilde{v}_{2}^{u}$. Finally, for boundary conditions ND or DN on the annulus, the classical displacements vanish and only the pure quantum contributions proportional to $\alpha^{\prime}$ survive.

## Bosonic and fermionic correlators

The other correlators in (3.2.9) and (3.2.10) involving the bosonic fields and the bosonized fermions are given in this paragraph. On the torus, the propagator of spacetime coordinates $X^{\mu}$ is

$$
\begin{equation*}
\left\langle X^{\mu}\left(z_{1}\right) X_{\nu}\left(z_{2}\right)\right\rangle^{\mathrm{dc}}=\delta_{\nu}^{\mu}\left[-\frac{\alpha^{\prime}}{2} \ln \left|\frac{\vartheta_{1}\left(z_{1}-z_{2}\right)}{\vartheta_{1}^{\prime}(0)}\right|^{2}+\frac{\alpha^{\prime} \pi\left[\operatorname{Im}\left(z_{1}-z_{2}\right)\right]^{2}}{\operatorname{Im} \tau^{\mathrm{dc}}}\right], \tag{3.2.32}
\end{equation*}
$$

and the propagator of the bosonized fermions $\Psi^{u}, u \in\{0, \ldots, 4\}$, for each spin structure $\nu \in$ $\{1,2,3,4\}$ and arbitrary $H_{u}$-charge $q$ is

$$
\begin{equation*}
\left\langle e^{i q H_{u}}\left(z_{1}\right) e^{-i q H_{u}}\left(z_{2}\right)\right\rangle_{\nu}^{\mathrm{dc}}=K_{\nu,|q|} \vartheta_{\nu}\left(q\left(z_{1}-z_{2}\right)\right) \vartheta_{1}\left(z_{1}-z_{2}\right)^{-q^{2}}, \tag{3.2.33}
\end{equation*}
$$

with $K_{\nu,|q|}$ a normalization factor which depends on $\tau^{\mathrm{dc}}$.
The bosonic correlator on the annulus and Möbius strip is obtained by symmetrizing the doublecover torus correlator with respect to the involution $\mathcal{I}(z): z \rightarrow 1-\bar{z}$,

$$
\begin{align*}
&\left\langle X^{\mu}\left(z_{1}\right) X_{\nu}\left(z_{2}\right)\right\rangle= \frac{1}{2}\left[\left\langle X^{\mu}\left(z_{1}\right) X_{\nu}\left(z_{2}\right)\right\rangle^{\mathrm{dc}}\right. \\
&+\left\langle X^{\mu}\left(z_{1}\right) X_{\nu}\left(\mathcal{I}\left(z_{2}\right)\right)\right\rangle^{\mathrm{dc}} \\
&\left.+\left\langle X^{\mu}\left(\mathcal{I}\left(z_{1}\right)\right) X_{\nu}\left(z_{2}\right)\right\rangle^{\mathrm{dc}}+\left\langle X^{\mu}\left(\mathcal{I}\left(z_{1}\right)\right) X_{\nu}\left(\mathcal{I}\left(z_{2}\right)\right)\right\rangle^{\mathrm{dc}}\right]  \tag{3.2.34}\\
&=\delta_{\nu}^{\mu}\left[-\alpha^{\prime} \ln \left|\frac{\vartheta_{1}\left(z_{1}-z_{2}\right)}{\vartheta_{1}^{\prime}(0)}\right|^{2}+\frac{4 \pi \alpha^{\prime}\left[\operatorname{Im}\left(z_{1}-z_{2}\right)\right]^{2}}{\tau_{2}}\right]
\end{align*}
$$

From this formula, we deduce the following correlator of interest to us:

$$
\begin{equation*}
\left\langle e^{i k \cdot X}\left(z_{1}\right) e^{-i k \cdot X}\left(z_{2}\right)\right\rangle=\left(\left|\frac{\vartheta_{1}\left(z_{1}-z_{2}\right)}{\vartheta_{1}^{\prime}(0)}\right| e^{-\frac{2 \pi\left[\operatorname{Im}\left(z_{1}-z_{2}\right)\right]^{2}}{\tau_{2}}}\right)^{-2 \alpha^{\prime} k^{2}} . \tag{3.2.35}
\end{equation*}
$$

As for the correlators of the bosonized fermions on the open-string worldsheets, it is shown [176] that they are identical to those on the double-cover tori:

$$
\begin{equation*}
\left\langle e^{i q H_{u}}\left(z_{1}\right) e^{-i q H_{u}}\left(z_{2}\right)\right\rangle_{\nu}=\left\langle e^{i q H_{u}}\left(z_{1}\right) e^{-i q H_{u}}\left(z_{2}\right)\right\rangle_{\nu}^{\mathrm{dc}}=K_{\nu,|q|} \vartheta_{\nu}\left(q\left(z_{1}-z_{2}\right)\right) \vartheta_{1}\left(z_{1}-z_{2}\right)^{-q^{2}} . \tag{3.2.36}
\end{equation*}
$$

### 3.2.3 Final result

In this subsection, we use the results (3.2.18), (3.2.19), (3.2.31), (3.2.35) and (3.2.36) to express the amplitudes (3.2.9) and (3.2.10). They are derived up to an instanton-dependent normalization that we will have to determine using the coalescence limit and the collapse of the amplitudes to the partition function in this regime. The external amplitude is

$$
\begin{align*}
& A_{\text {ext } \Sigma}^{\alpha_{0} \beta_{0}}=\alpha^{\prime} k^{2} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}}\left[\left|\frac{\vartheta_{1}\left(z_{12}\right)}{\vartheta_{1}^{\prime}(0)}\right| e^{-\frac{2 \pi}{\tau_{2}}\left[\operatorname{Im}\left(z_{12}\right)\right]^{2}}\right]^{-2 \alpha^{\prime} k^{2}} \frac{1}{\operatorname{det} W \vartheta_{1}\left(z_{12}\right)^{2}} \\
& \times \sum_{\nu_{\text {ext }} \neq 1} K_{\nu_{\text {ext }}, 1} \vartheta_{\nu_{\text {ext }}}\left(z_{12}\right) \sum_{\nu_{\text {int }}}(-1)^{\delta_{\nu_{\text {int }}, 1}} \vartheta_{\nu_{\text {int }}}\left(\frac{z_{12}}{2}\right)^{2} \tag{3.2.37}
\end{align*}
$$

where the index $I^{\prime}$ takes values in $\{4,5\}$ and $\overrightarrow{l^{\prime}} \equiv\left(l_{4}, l_{5}\right)$. The vectors $\vec{l}$ and $\overrightarrow{\tilde{l}}$ are the four-vectors with components $l_{I}$ and $\tilde{l}_{I}, I \in\{6, \ldots, 9\}$. The expression displays a sum over the "external" spin structure $\nu_{\text {ext }}$ of the complex fermions $\Psi^{0}, \Psi^{1}$ and $\Psi^{2}$ and over the "internal" spin structure $\nu_{\text {int }}$ of $\Psi^{3}$ and $\Psi^{4}$. The normalization factor $K_{\nu_{\text {ext } t}, 1}$ is given by 95

$$
\begin{equation*}
K_{\nu_{\mathrm{ext}}, 1}=\frac{\vartheta_{1}^{\prime}(0)}{\vartheta_{\nu_{\mathrm{ext}}}(0)}, \quad \nu_{\mathrm{ext}} \in\{2,3,4\} . \tag{3.2.38}
\end{equation*}
$$

We also defined $z_{12} \equiv z_{1}-z_{2}$. Eventually, the coefficients $\mathcal{C}_{\nu_{\text {int }}}^{\Sigma i \vec{l} \vec{l}}$ and $\tilde{\mathcal{C}}_{\nu_{\text {int }}}^{\Sigma \vec{l} \vec{l}}$ are instanton-dependent normalization functions arising from the various normalizations in the correlators. For the annulus, we also expect them to contain a sum over the free boundary condition $\gamma$. Similarly, the internal amplitude is

$$
\begin{align*}
& A_{\text {int } \Sigma}^{\alpha_{0} \beta_{0}}=-\frac{s i}{\alpha^{\prime}} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}}\left[\left|\frac{\vartheta_{1}\left(z_{12}\right)}{\vartheta_{1}^{\prime}(0)}\right| e^{-\frac{2 \pi}{\tau_{2}}\left[\operatorname{Im}\left(z_{12}\right)\right]^{2}}\right]^{-2 \alpha^{\prime} k^{2}} \frac{\vartheta_{1}\left(\frac{z_{12}}{2}\right)^{2}}{\operatorname{det} W \vartheta_{1}\left(z_{12}\right)^{2} \vartheta_{1}^{\prime}(0)} \\
& \times 4 \sum_{\nu_{\text {int }}} \vartheta_{\nu_{\text {int }}}\left(\frac{z_{12}}{2}\right)^{2} \sum_{\vec{l}} e^{-\frac{\pi}{\alpha^{\prime} \tau_{2}} \sum_{I^{\prime}}\left(R_{I^{\prime}} l_{I^{\prime}}\right)^{2}} \\
& \times\left\{\sum_{\vec{l}} e^{-\frac{\left|W_{1}\right|^{2}\left(\left|v_{2}^{3}\right|^{2}+\left|v_{1}^{4}\right|^{2}\right)}{4 \pi \alpha^{\prime} \operatorname{Im}\left(\overline{W_{1}} W_{2}\right)}} \mathcal{C}_{\nu_{\text {int }}}^{\Sigma \vec{l} \vec{l}}\left[\frac{\bar{W}_{1}^{2}\left(\left|v_{2}^{3}\right|^{2}+\left|v_{2}^{4}\right|^{2}\right)}{8\left[\operatorname{Im}\left(\bar{W}_{1} W_{2}\right)\right]^{2}}+2 \alpha^{\prime}(C+\hat{C})\right]\right.  \tag{3.2.39}\\
& \left.+\sum_{\vec{l}} e^{-\frac{\left.\left|W_{1}\right|^{( }\left|\tilde{\tilde{z}}_{2}^{3}\right|^{2}\left|\tilde{\tilde{v}}^{4}\right|^{2}\right)}{4 \pi \alpha^{\prime} \operatorname{Im}\left(\bar{W}_{1} W_{2}\right)}} \tilde{\mathcal{C}}_{\nu_{\text {int }}}^{\Sigma \vec{l} \vec{l}}\left[\frac{\bar{W}_{1}^{2}\left(\left|\tilde{v}_{2}^{3}\right|^{2}+\left|\tilde{v}_{2}^{4}\right|^{2}\right)}{8\left[\operatorname{Im}\left(\bar{W}_{1} W_{2}\right)\right]^{2}}+2 \alpha^{\prime}(C+\hat{C})\right]\right\},
\end{align*}
$$

where for compactness we have defined

$$
\begin{equation*}
\hat{C} \equiv \frac{\vartheta_{1}^{\prime}(0)^{2}}{2 \vartheta_{1}\left(\frac{z_{12}}{2}\right)^{2}} F_{1}\left(z_{1}, z_{2}\right) \tag{3.2.40}
\end{equation*}
$$

The evaluation of the normalization functions is a crucial step to determine the full expressions of the amplitudes. To do this, we use the fact that in the coalescence limit $z_{1} \rightarrow z_{2}$, the groundstate boundary-changing fields compensate each other so that the external part of the amplitude reduces to pieces of the partition function, up to multiplicative factors. It is important to determine precisely which pieces we should find to correctly identify the normalization factors. To help us in this task, we redraw the double-cover diagrams of Fig. 3.6 in the coalescence limit. Note that assuming $z_{1}$ fixed, we can either imagine $z_{2}$ descending down to $z_{1}$ or alternatively going up along the boundary, reappearing at the bottom and reach $z_{2}$ from below. For each diagram, this yields two contributions to the limit that we have drawn in Fig. 3.7.

In the coalescence limit, the cut differential (3.2.12) becomes also trivial in directions $u=3$ and 4 $(\omega(z) \rightarrow 1)$ and the cut-period matrix takes the same form as for direction $u=2$ (see Eq. (3.2.16)). The external amplitude in the limit is then to be identified with (up to pre-factors not written here)

$$
\begin{array}{ll}
\sum_{\gamma=1}^{32+32} \operatorname{Str}_{\alpha_{0} \gamma+\beta_{0} \gamma} \frac{1}{2} \frac{1+g}{2} q^{\frac{1}{2}\left(L_{0}-1\right)} & \text { for } \mathcal{A}  \tag{3.2.41}\\
\operatorname{Str}_{\alpha_{0} \alpha_{0}+\beta_{0} \beta_{0}}^{2} \frac{\Omega}{2} \frac{1+g}{2} q^{\frac{1}{2}\left(L_{0}-1\right)} & \text { for } \mathcal{M}
\end{array}
$$

The traces are restricted to the contributions drawn in Fig. 3.7 i.e. to states with Chan-Paton indices $\alpha_{0} \gamma$ or $\gamma \beta_{0}$ in the annulus, with a sum over the free boundary $\gamma$, and to the state with indices $\alpha_{0} \beta_{0}$ in the Möbius strip. We can extract these contributions from the full annulus and Möbius strip one-loop amplitudes of our model written in (3.1.16) and 3.1.17) by picking the correct terms in the various traces involving the matrices which act on the Chan-Paton indices. In the annulus, we extract the following contributions in the NN and ND sectors, which correspond to the two annulus diagrams on the left of Fig. 3.7 (the contributions of the DD and DN sector easily found by exchanging $N \leftrightarrow D$ and $\alpha_{0} \leftrightarrow \beta_{0}$ ),
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Figure 3.7: Open-string diagrams of Fig. 3.6 in the limit $z_{1} \rightarrow z_{2}$.
$\mathrm{NN}: \quad \sum_{i, i^{\prime} ; j, j^{\prime}} \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{j j^{\prime}-1}\right) \quad \longrightarrow \quad\left(\gamma_{\mathrm{N}, 1}^{i_{0} i_{0}^{\prime}}\right)_{\alpha_{0} \alpha_{0}} \sum_{j, j^{\prime}} \sum_{\gamma=1}^{N_{j j^{\prime}}}\left(\gamma_{\mathrm{N}, 1}^{j j^{\prime}-1}\right)_{\gamma \gamma}=\sum_{j, j^{\prime}} N_{j j^{\prime}}$,
$\sum_{i, i^{\prime} ; j, j^{\prime}} \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{j j^{\prime}-1}\right) \quad \longrightarrow \quad\left(\gamma_{\mathrm{N}, g}^{i_{0} i_{0}^{\prime}}\right)_{\alpha_{0} \alpha_{0}} \sum_{j, j^{\prime}} \sum_{\gamma=g}^{N_{j j^{\prime}}}\left(\gamma_{\mathrm{N}, g}^{j j^{\prime}-1}\right)_{\gamma \gamma}=0$,
$\mathrm{ND}: \quad \sum_{i, i^{\prime} ; j, j^{\prime}} \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{j j^{\prime}-1}\right) \quad \longrightarrow \quad\left(\gamma_{\mathrm{N}, 1}^{i_{0} i_{0}^{\prime}}\right)_{\alpha_{0} \alpha_{0}} \sum_{j, j^{\prime}} \sum_{\gamma=1}^{D_{j j^{\prime}}}\left(\gamma_{\mathrm{D}, 1}^{j j^{\prime}-1}\right)_{\gamma \gamma}=\sum_{j, j^{\prime}} D_{j j^{\prime}}$,

$$
\sum_{i, i^{\prime} ; j, j^{\prime}} \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{j j^{\prime}-1}\right) \quad \longrightarrow \quad\left(\gamma_{\mathrm{N}, g}^{i_{0} i_{0}^{\prime}}\right)_{\alpha_{0} \alpha_{0}} \sum_{j, j^{\prime}} \sum_{\gamma=1}^{D_{j j^{\prime}}}\left(\gamma_{\mathrm{D}, g}^{j j^{\prime}-1}\right)_{\gamma \gamma}=0
$$

In the Möbius strip partition function, we extract the following terms, both in the N and D sectors which correspond respectively to the bottom-left and bottom-right Möbius diagrams in Fig. 3.7,

$$
\begin{align*}
& \mathrm{N}: \quad \operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{N}, \Omega}^{j j^{\prime}-1}\right) \quad \longrightarrow \quad\left(\gamma_{\mathrm{N}, \Omega}^{i 0_{0}^{\prime} \mathrm{T}}\right)_{\alpha_{0} \alpha_{0}}\left(\gamma_{\mathrm{N}, \Omega}^{j j^{\prime}-1}\right)_{\alpha_{0} \alpha_{0}}=1, \\
& \operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega g}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{N}, \Omega g}^{j j^{\prime}-1}\right) \quad \longrightarrow \quad\left(\gamma_{\mathrm{N}, \Omega g}^{i_{0} i_{0}^{\prime} \mathrm{T}}\right)_{\alpha_{0} \alpha_{0}}\left(\gamma_{\mathrm{N}, \Omega g}^{j j^{\prime}-1}\right)_{\alpha_{0} \alpha_{0}}=0, \\
& \mathrm{D}: \quad \operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{D}, \Omega}^{j j^{\prime}-1}\right) \longrightarrow\left(\gamma_{\mathrm{D}, \Omega}^{i_{0} i_{0}^{\prime} \mathrm{T}}\right)_{\alpha_{0} \alpha_{0}}\left(\gamma_{\mathrm{D}, \Omega}^{j j^{\prime}-1}\right)_{\alpha_{0} \alpha_{0}}=0,  \tag{3.2.43}\\
& \operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega g}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{D}, \Omega g}^{j j^{\prime}-1}\right) \quad \longrightarrow \quad\left(\gamma_{\mathrm{D}, \Omega g}^{i_{0} i^{\prime} \mathrm{T}}\right)_{\alpha_{0} \alpha_{0}}\left(\gamma_{\mathrm{D}, \Omega g}^{j j^{\prime}-1}\right)_{\alpha_{0} \alpha_{0}}=1 .
\end{align*}
$$

Notice that in the Möbius, the non-zero contributions come from the action of $\Omega$ in the N sector and from the action of $\Omega g$ in the D sector. For a lighter main text, the results of the identifications and some details are only presented in Appendix C.2.

The expression (3.2.39) together with formulas (C.2.4) and C.2.6), up to the sum over $\alpha_{0}$ and $\beta_{0}$ that just produces a trace $\operatorname{tr}\left(\lambda \lambda^{\mathrm{T}}\right)$, is the final result for the computation of the correlation functions defined in (3.2.1). To obtain the true two-point function, one needs to perform a last step, namely to integrate over the moduli of the open-string surfaces i.e. on the imaginary parts of the double-cover tori and on the vertex operators insertion points modulo the conformal Killing group [91]. Instead of integrating over all positions $z_{1}$ and $z_{2}$ and then dividing by the volume of the group, we fix $z_{2} \equiv \frac{1}{2}$ and integrate only on the position $z_{1}$. For the annulus, $z_{1}$ must be on the same boundary as $z_{2}$ so we write $z_{1} \equiv \frac{1}{2}+i y_{1}$ and integrate over the imaginary part $y_{1}$, from 0 to $\operatorname{Im} \tau^{\mathrm{dc}}$. For the Möbius strip topology, because there is only one boundary, we have either $z_{1}=\frac{1}{2}+i y_{1}$ or $z_{1}=i y_{1}$ and we integrate $y_{1}$ from 0 to $\operatorname{Im} \tau^{\mathrm{dc}}$ for both cases. Denoting the integrated internal amplitudes with calligraphic letters, we have

$$
\begin{align*}
\mathcal{A}_{\text {int } \mathcal{A}}^{\alpha_{0} \beta_{0}} & =\left.\int_{0}^{+\infty} \mathrm{d} \operatorname{Im} \tau^{\mathrm{dc}} \int_{0}^{\operatorname{Im} \tau^{\mathrm{dc}}} \mathrm{~d} y_{1} A_{\mathrm{int} \mathcal{A}}^{\alpha_{0} \beta_{0}}\right|_{z_{1}=\frac{1}{2}+i y_{1}, z_{2}=\frac{1}{2}}  \tag{3.2.44}\\
\mathcal{A}_{\mathrm{int} \mathcal{M}}^{\alpha_{0} \beta_{0}} & =\int_{0}^{+\infty} \mathrm{d} \operatorname{Im} \tau^{\mathrm{dc}} \int_{0}^{\operatorname{Im} \tau^{\mathrm{dc}}} \mathrm{~d} y_{1}\left(\left.A_{\mathrm{int} \mathcal{M}}^{\alpha_{0} \beta_{0}}\right|_{z_{1}=\frac{1}{2}+i y_{1}, z_{2}=\frac{1}{2}}+\left.A_{\mathrm{int} \mathcal{M}}^{\alpha_{0} \beta_{0}}\right|_{z_{1}=i y_{1}, z_{2}=\frac{1}{2}}\right) .
\end{align*}
$$

### 3.2.4 Field-theory limit and low breaking scale

The full result without approximation for the one-loop two-point function of the ND scalars is quite involved and hard to exploit. In the same spirit as for the other moduli, we want to take a limit where we can throw out all states other than the Kaluza-Klein modes along the Scherk-Schwarz direction by making them supermassive. To throw out the string modes, we consider the field-theory limit $\alpha^{\prime} \rightarrow 0$. In order to implement it, we rescale the Teichmüller parameters of the covering tori of the annulus and Möbius strip like

$$
\begin{equation*}
\operatorname{Im} \tau^{\mathrm{dc}}=\frac{\tau_{2}}{2} \equiv \frac{t}{2 \pi \alpha^{\prime}} \gg 1, \quad \text { where } \quad t \in(0,+\infty) \tag{3.2.45}
\end{equation*}
$$

In the $\alpha^{\prime} \rightarrow 0$, the non-trivial string oscillators become supermassive and from practical point of view, all Jacobi theta functions can be restricted to their dominant terms up to exponentially suppressed contributions.

For all mass scales other than the supersymmetry-breaking scale to be very large, we assume the radii $R_{4}$ and $R_{I}, I \in\{6, \ldots, 9\}$ as well as their T-dual counterparts $\alpha^{\prime} / R_{I}$ to be small. Defining
dimensionless radii $r_{4}$ and $r_{I}$ like

$$
\begin{equation*}
R_{4}=r_{4} \sqrt{\alpha^{\prime}}, \quad R_{I}=r_{I} \sqrt{\alpha^{\prime}}, \quad \frac{\alpha^{\prime}}{R_{I}}=\frac{\sqrt{\alpha^{\prime}}}{r_{I}} \tag{3.2.46}
\end{equation*}
$$

we see that both the torus $T^{4}$ and T -dual torus $\tilde{T}^{4}$ become small in the $\alpha^{\prime} \rightarrow 0$ limit. In such a regime, it is convenient to perform a Poisson summation over the indices $l_{4}, \vec{l}$ and $\vec{l}$ before throwing out exponentially suppressed terms. The dominant contributions come from terms with trivial resummed indices $m_{4}=0$ and $\vec{m}=\vec{n}=\overrightarrow{0}$. Moreover in the annulus, only specific fixed points $i i^{\prime}$ in the sum yield non-exponentially small contributions. One must have $i=i_{0}$ or $i=j_{0}$ and $i^{\prime}$ can be either $i_{0}^{\prime}$ or the opposite fixed point along $\tilde{X}^{5}$ denoted $\hat{\imath}_{0}$. Defining $u \equiv\left|y_{1}-y_{2}\right| / \operatorname{Im} \tau^{\mathrm{dc}} \in(0,1)$, we obtain

$$
\begin{align*}
A_{\mathrm{int} \mathcal{A}}^{\alpha_{0} \beta_{0}}= & -16 \mathcal{C} s \sqrt{\pi} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \frac{\alpha^{\prime 3} R_{5}}{t^{\frac{7}{2}}} \sum_{l_{5}} e^{-\frac{\pi^{2}}{t} R_{5}^{2}\left(2 l_{5}+1\right)^{2}}\left(N_{i_{0} i_{0}^{\prime}}-N_{i_{0} \hat{i}_{0}^{\prime}}+D_{j_{0} i_{0}^{\prime}}-D_{j_{0} \hat{t}_{0}^{\prime}}\right) \\
& \times\left\{2 \pi^{3}+2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right](C+\hat{C})\right\}+\cdots,  \tag{3.2.47}\\
A_{\mathrm{int} \mathcal{M}}^{\alpha_{0} \beta_{0}}= & 16 \mathcal{C} s \sqrt{\pi} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \frac{\alpha^{\prime 3} R_{5}}{t^{\frac{7}{2}}} \sum_{l_{5}} e^{-\frac{\pi^{2}}{t} R_{5}^{2}\left(2 l_{5}+1\right)^{2}}(1+1) \\
& \times\left\{2 \pi^{3}+2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right](C+\hat{C})\right\}+\cdots,
\end{align*}
$$

where the dots represent exponentially small contributions. In the limit, the integrals $(\sqrt[3.2 .44]{ })$ over $\operatorname{Im} \tau^{\mathrm{dc}}$ and $y_{1}$ translate into integrals over the parameters $t$ and $u$,

$$
\begin{equation*}
\int_{0}^{+\infty} \mathrm{d} \operatorname{Im} \tau^{\mathrm{dc}} \int_{0}^{\operatorname{Im} \tau^{\mathrm{dc}}} \mathrm{~d} y_{1}=\frac{1}{\left(2 \pi \alpha^{\prime}\right)^{2}} \int_{0}^{+\infty} t \mathrm{~d} t \int_{0}^{1} \mathrm{~d} u_{1} \tag{3.2.48}
\end{equation*}
$$

The evaluation of $C$ and $\hat{C}$, whose origin lies in the correlators of excited boundary-changing fields, in the limit of small $\alpha^{\prime}$ is not an easy task. One must find an explicit expression for the function $F_{1}$ defined in 3.2 .28 in the field-theory limit and compute the integrals over the torus cycles involved in $C$ (see Eq. 3.2.30). The result turns out to yield (the details are presented in Appendix C.3

$$
\begin{equation*}
2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right](C+\hat{C})=-4 \pi^{3}+\cdots \tag{3.2.49}
\end{equation*}
$$

Note that the evaluations of these limits and everything that has been said so fare is valid for generic values of the insertion points locations, excluding the special values at 0 and $\operatorname{Im} \tau^{\mathrm{dc}}$ for the imaginary parts. In these particular cases, some contributions in the ellipses are actually no more exponentially suppressed. In the strict limit $\alpha^{\prime}=0$, the contributions have a zero measure in the integrals over $t$ and $u$ but at small and finite $\alpha^{\prime}$, they contribute with subdominant terms in powers of $\alpha^{\prime} / R_{5}^{2}$. The integration thus gives

$$
\begin{align*}
\mathcal{A}_{\mathrm{int} \mathcal{A}}^{\alpha_{0} \beta_{0}}+\mathcal{A}_{\mathrm{int} \mathcal{M}}^{\alpha_{0} \beta_{0}}= & \frac{4}{\pi} \mathcal{C} s \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \sum_{l_{5}} \frac{1}{\left|2 l_{5}+1\right|^{3}}  \tag{3.2.50}\\
& \times \frac{\alpha^{\prime}}{R_{5}^{2}}\left(N_{i_{0} i_{0}^{\prime}}-N_{i_{0} \hat{v}_{0}^{\prime}}-2+D_{j_{0} i_{0}^{\prime}}-D_{j_{0} \hat{\imath}_{0}^{\prime}}-2\right)+\mathcal{O}\left(\frac{\alpha^{\prime 2}}{R_{5}^{4}}\right) .
\end{align*}
$$

To extract the mass $M_{\mathrm{ND}}^{2}$ acquired at one loop by the ND states, we divide by $\alpha^{\prime}$ and sum over the indices $\alpha_{0}$ and $\beta_{0}$. This yields

$$
\begin{align*}
M_{\mathrm{ND}}^{2} & =\frac{1}{\alpha^{\prime}} \sum_{\alpha_{0}=1}^{N_{i_{0} i_{0}^{\prime}}} \sum_{\beta_{0}=1}^{D_{j_{0} i_{0}^{\prime}}}\left(\mathcal{A}_{\mathrm{int} \mathcal{A}^{\prime}}^{\alpha_{0} \beta_{0}}+\mathcal{A}_{\mathrm{int}, \mathcal{M}}^{\alpha_{0} \beta_{0}}\right)  \tag{3.2.51}\\
& =\frac{32}{\pi} \mathcal{C} s \sum_{l_{5}} \frac{1}{\left|2 l_{5}+1\right|^{3}} \operatorname{tr}\left(\lambda \lambda^{\mathrm{T}}\right) M^{2}\left(n_{i_{0} i_{0}^{\prime}}-n_{i_{0} \hat{\imath}_{0}^{\prime}}-1+d_{j_{0} i_{0}^{\prime}}-d_{j_{0} \hat{r}_{0}^{\prime}}-1\right)+\mathcal{O}\left(\alpha^{\prime} M^{4}\right) .
\end{align*}
$$

Because $\operatorname{tr}\left(\lambda \lambda^{\mathrm{T}}\right)>0$ and because from a field-theory point of view we expect bosons running in the loop to contribute positively and fermions to contribute negatively, we deduce that $\mathcal{C} s>0$. The sign of the mass squared is thus given by the terms insides the brackets.

### 3.3 Conclusions

In this second part of the thesis, we explored the one-loop stability of moduli in type I string theory showing an $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ spontaneous breaking of supersymmetry. Different techniques have been used to treat the variety of moduli present in the model. The NN and DD moduli masses at one loop could be determined equivalently with two methods: An algebraic computation with Dynkin indices and the sole knowledge of the massless spectrum and the representations in which it transforms, and a more direct evaluation by Taylor expanding the effective Coleman-Weinberg potential up to quadratic order. We saw however that the stability conclusions drawn at this stages are not complete since a generalized Green-Schwarz mechanism that gives a tree-level mass to some moduli is to be taken into account and improves the stability. The mechanism also generates a mass to some, and sometimes every, quaternionic scalars of the twisted closed-string sector.

The computation of the Coleman-Weinberg potential demonstrates that up to exponentially suppressed contributions, it does not depend on the NS-NS metric except the breaking scale. In generic models, the scale runs away except in special cases where a Bose/Fermi degeneracy is present at the massless level. In this case, the one-loop potential is exponentially small. To conclude on the independence of the potential on the R-R two-form, we invoked weak/weak duality arguments between type I string theory and heterotic strings.

Eventually, to determine the masses of the moduli lying in the ND sector of the theory, we have computed their two-point correlation functions at one loop. Most importantly, this computation involves boundary-changing fields present in the vertex operators of the ND states that handle the change from Neumann to Dirichlet conditions on the worldsheet. Thanks to a correspondence between such operators and closed-string twist fields that create states in twisted sectors of $\mathbb{Z}_{N}$ orbifolds, we could make use of the technology developed for them in the literature in our case.

With all the stability conditions in our hands, we numerically searched for fully stable brane configurations showing an exponentially suppressed potential. Among the $\mathcal{O}\left(10^{12}\right)$ possibilities, only three satisfy all the criteria.

## 4 Cosmological considerations

The last part of the tryptich concerns the study of the cosmology induced by the one-loop potential created by the Scherk-Schwarz mechanism in a heterotic string context. In a first work, we take seriously the dynamical consequences of the one-loop potential and study its backreaction on the cosmological equations of motion of no-scale models [78 81]. These classical models show a spontaneously broken supersymmetry in flat space with a scale that is a flat direction of the classical potential. Of course, such no-scale structures are expected not to hold once quantum corrections are taken into account except in specific models in type II theories 82 85], open-string theories 86, 87] or in heterotic string models showing a Bose/Fermi degeneracy at the massless level $45,47,56,57$ to yield so-called "super no-scale models".

In a toy model where the dynamics of a restricted number of moduli is considered, we show the existence of an attractor towards FLRW expanding universes whose asymptotic cosmological behaviour is identical to that of an exact no-scale model. We refer to this asymptotic regime as a "quantum no-scale regime", where flatness of the Minkowski spacetime is not destabilized by the quantum corrections. We will show that the derived cosmologies depend on subsets of initial conditions as well as on the characteristic of the one-loop potential and more precisely on its sign, given by the number of massless bosonic and fermionic degrees of freedom.

In the continuity of this work, we turn on Wilson lines and study their dynamics to determine how the previous conclusions are affected. To do this, we first briefly review the computation of the one-loop potential around backgrounds where no mass scale is present below the supersymmetrybreaking scale and then focus on configurations where we can consistently freeze to zero the vast majority of the Wilson lines and restrict to those along two directions comprising the ScherkSchwarz one. We will demonstrate that quantum no-scale regimes still exist and that global attractor mechanisms are present under some conditions on the one-loop potential. All the results derived analytically will be confirmed with numerical simulations.

Eventually, in a third work, we develop a new mechanism for the creation of a cold dark-matter relic density, a necessary ingredient to tell a realistic cosmological story. This is done at finite temperature and the mechanism exploits the condensation of a modulus along a cosmological attractor that gives a sudden mass to some dark-matter candidate particle [88, 89].

### 4.1 Cosmological stability of the no-scale structure: A toy model

We begin with the cosmological study of a toy model where only the dynamics of a restricted number of fields is considered. In a first subsection, we describe the setup of our study and derive the equations of motion of the relevant fields. Then, we comment on the solutions of these equations by exhibiting several behaviours depending on the values of various integration constants. In some
of these cases, we will find and define the "quantum no-scale regimes" where the cosmological evolution converges towards that of a no-scale model.

### 4.1.1 Setup

We consider the heterotic string in arbitrary dimension $d \geq 3$ compactified on $n$ circles of radii $R_{i}$, $i \in\{d, \ldots, d+n-1\}$ and on a ( $10-d-n$ )-dimensional torus. The background is thus

$$
\begin{equation*}
\prod_{i=1}^{d+n-1} S^{1}\left(R_{i}\right) \times T^{10-d-n} \tag{4.1.1}
\end{equation*}
$$

All the $n$ circles are used to perform the Scherk-Schwarz mechanism. This a bit different of what we encountered so far in this thesis but it is just a simple generalization of the use of only one circle. In this case, the supersymmetry-breaking scale denoted $M_{(\sigma)}$ involves all the radii and read ${ }^{11}$,

$$
\begin{equation*}
M_{(\sigma)} \equiv \frac{M_{\mathrm{s}}}{\left(\prod_{i=1}^{d+n-1} R_{i}\right)^{\frac{1}{n}}} \tag{4.1.2}
\end{equation*}
$$

We use the subscript " $(\sigma)$ " to refer to the breaking scale in sigma-model frame. Because we will study cosmological equations of motion, we will almost always work in Einstein frame and thus for the sake of simplicity, we prefer to use the notation $M$ without any subscript to describe the breaking scale in this case. As explained in Chapter 1, if we assume the Scherk-Schwarz radii $R_{i}$ to be large to have a small breaking scale and the volume of the torus $T^{10-d-n}$ to be intermediate in order to ensure the absence of intermediate mass scales below $M_{(\sigma)}$, the one-loop potential in sigma-model frame $\mathcal{V}_{1 \text {-loop }}^{(\sigma)}$ takes the generic form 1.3.11

$$
\begin{equation*}
\mathcal{V}_{1-\mathrm{loop}}^{(\sigma)}=\xi_{d, n}\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) M_{(\sigma)}^{d}+\mathcal{O}\left(\left(M_{\mathrm{s}} M_{(\sigma)}\right)^{\frac{d}{2}} e^{-2 \pi c \frac{M_{\mathrm{s}}}{M_{(\sigma)}}}\right) \tag{4.1.3}
\end{equation*}
$$

The positive constant $\xi_{d, n}$ is denoted with an additional subscript $n$ because in addition to depend on the dimension $d$, it depends on the $n-1$ complex structure moduli $R_{i} / R_{d}, i \in\{i=d+1, \ldots, d+$ $n-1\}$. Decomposing the dilaton field $\phi_{\text {dil }}$ into a background value $\left\langle\phi_{\text {dil }}\right\rangle$ and a fluctuation $\phi$, the low-energy effective action $S$ at one loop, restricted to the graviton, the dilaton fluctuation $\phi$ and the circles radii reads

$$
\begin{equation*}
S=\frac{1}{\kappa^{2}} \int \mathrm{~d}^{d} x \sqrt{-g}\left[\frac{\mathcal{R}}{2}-\frac{2}{d-2}(\partial \phi)^{2}-\frac{1}{2} \sum_{i=d}^{d+n-1}\left(\frac{\partial R_{i}}{R_{i}}\right)^{2}-\kappa^{2} \mathcal{V}_{\text {1-loop }}\right] \tag{4.1.4}
\end{equation*}
$$

where $\mathcal{R}$ is the Ricci curvature, $\kappa^{2}=e^{2\left\langle\phi_{\text {dil }}\right\rangle} / M_{\mathrm{s}}^{d-2}$ is the Einstein constant and the one-loop potential is written in Einstein frame with a dilaton-dependent dressing:

$$
\begin{equation*}
\mathcal{V}_{1 \text {-loop }} \equiv e^{\frac{2 d}{d-2} \phi} \mathcal{V}_{1-\text { loop }}^{(\sigma)} \simeq \xi_{d, n}\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) M^{d} \quad \text { where } \quad M \equiv e^{\frac{2}{d-2} \phi} M_{(\sigma)} \tag{4.1.5}
\end{equation*}
$$

[^10]It is useful to perform some field redefinitions for the action to be expressed in terms of fields that have canonical kinetic terms. To this end, we define $\Phi, \Phi_{\perp}$ and $\varphi_{k}, k \in\{1, \ldots, n-1\}$ like

$$
\begin{align*}
\alpha \Phi & \equiv \frac{2}{d-2} \phi-\frac{1}{n} \sum_{i=d}^{d+n-1} \ln R_{i}, & \Phi_{\perp} \equiv \frac{1}{\sqrt{d-2+n}}\left(2 \phi+\sum_{i=d}^{d+n-1} \ln R_{i}\right)  \tag{4.1.6}\\
\varphi_{k} & \equiv \frac{1}{\sqrt{k(k+1)}}\left(k \ln R_{d+k}-\sum_{i=d}^{d+n-1} \ln R_{i}\right), & \text { for } k \in\{1, \ldots, n-1\},
\end{align*}
$$

where $\alpha$ is a constant defined like $\alpha \equiv \sqrt{\frac{1}{d-2}+\frac{1}{n}}$. These definitions ensure that the breaking scale $M$ depends only on the field $\Phi$, called the "no-scale modulus":

$$
\begin{equation*}
M=e^{\Phi} M_{\mathrm{s}} \tag{4.1.7}
\end{equation*}
$$

and the effective action takes the form

$$
\begin{equation*}
S=\frac{1}{\kappa^{2}} \int \mathrm{~d}^{d} x \sqrt{-g}\left[\frac{\mathcal{R}}{2}-\frac{1}{2}(\partial \Phi)^{2}-\frac{1}{2}\left(\partial \Phi_{\perp}\right)^{2}-\frac{1}{2} \sum_{k=1}^{n-1}\left(\partial \varphi_{k}\right)^{2}-\kappa^{2} \mathcal{V}_{1 \text {-loop }}\right] \tag{4.1.8}
\end{equation*}
$$

where the one-loop potential in terms of the redefined fields is

$$
\begin{equation*}
\mathcal{V}_{1-\text { loop }}=\xi_{d, n}\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) e^{d \alpha \Phi} M_{\mathrm{s}}^{d} \tag{4.1.9}
\end{equation*}
$$

To further simplify the problem, we assume the complex structure moduli $\varphi_{k}$ to be constants so that the only dynamical degree of freedom coming from the circles is the volume $\prod_{i=d}^{d+n-1} R_{i}$ involved in $\Phi$ and $\Phi_{\perp}$. Because we are interested in homogeneous and isotropic cosmological evolutions in flat space, we assume a FLRW metric with lapse function $N$ and scale factor $a$

$$
\begin{equation*}
\mathrm{d} s^{2}=-N\left(x^{0}\right)^{2}\left(\mathrm{~d} x^{0}\right)^{2}+a\left(x^{0}\right)\left[\left(\mathrm{d} x^{1}\right)^{2}+\cdots+\left(\mathrm{d} x^{d-1}\right)^{2}\right] \tag{4.1.10}
\end{equation*}
$$

and we suppose the fields $\Phi$ and $\Phi_{\perp}$ to depend on the timelike coordinate $x^{0}$ only. In the gauge $N \equiv 1, x^{0}=t$, the cosmic time. In this case, the two Einstein equations are the ones displayed in (1.4.2) in the case $k=0$ and where the density and pressure for the scalar fields $\Phi$ and $\Phi_{\perp}$ are simply their kinetic energies $\mathcal{K}$. The cosmological constant $\Lambda$ is not there and is instead replaced by the one-loop potential. In addition, varying the action with respect to $\Phi$ and $\Phi_{\perp}$ yields two more equations. Overall we have

$$
\begin{align*}
\frac{1}{2}(d-1)(d-2) H^{2} & =\mathcal{K}+\kappa^{2} \mathcal{V}_{1 \text {-loop }},  \tag{4.1.11}\\
(d-2) \dot{H}+\frac{1}{2}(d-1)(d-2) H^{2} & =-\mathcal{K}+\kappa^{2} \mathcal{V}_{1 \text {-loop }},  \tag{4.1.12}\\
\ddot{\Phi}+(d-1) H \dot{\Phi} & =-d \alpha \kappa^{2} \mathcal{V}_{1 \text {-loop }},  \tag{4.1.13}\\
\ddot{\Phi}_{\perp}+(d-1) H \dot{\Phi}_{\perp} & =0 \tag{4.1.14}
\end{align*}
$$

Let us manipulate these equations a bit. Firstly, we can suitably combine the three first equations (4.1.11), 4.1.12) and (4.1.13) to eliminate both $\mathcal{K}$ and $\mathcal{V}_{1 \text {-loop }}$ in the right-hand side. The result is a free-field equation identical to the one satisfied by $\Phi_{\perp}$,

$$
\begin{equation*}
\left(\alpha \dot{\Phi}+\frac{\alpha^{2}}{2} d(d-2) H\right)^{\cdot}+(d-1) H\left(\alpha \dot{\Phi}+\frac{\alpha^{2}}{2} d(d-2) H\right)=0 . \tag{4.1.15}
\end{equation*}
$$

Integrating this equation and 4.1.14 yields

$$
\begin{equation*}
\dot{\Phi}_{\perp}=\sqrt{2} \frac{c_{\perp}}{a^{d-1}}, \quad \alpha \dot{\Phi}+\frac{\alpha^{2}}{2} d(d-2) H=\frac{c_{\Phi}}{a^{d-1}} \tag{4.1.16}
\end{equation*}
$$

where $c_{\perp}$ and $c_{\Phi}$ are arbitrary integration constants which acquire a minus sign upon time reversal. The one-loop potential can be eliminated from the two first equations 4.1.11) and 4.1.12 to give

$$
\begin{equation*}
\frac{1}{2}(d-2) \dot{H}=-\mathcal{K} \tag{4.1.17}
\end{equation*}
$$

The insertion of the solutions (4.1.16) in this equation then gives a differential equation on the scale factor $a$ only. If $c_{\Phi} \neq 0$, we can define a dimensionless time variable $\tau$ like

$$
\begin{equation*}
\tau \equiv \frac{2 A}{d c_{\Phi}} \dot{a} a^{d-2} \quad \text { with } \quad A=\frac{\omega}{4} d^{2}(d-2) \alpha^{2} \quad \text { and } \quad \omega=1-\frac{4(d-1)}{d^{2}(d-2) \alpha^{2}} \in(0,1) . \tag{4.1.18}
\end{equation*}
$$

With this definition, the obtained differential equation takes the simple form

$$
\begin{equation*}
\tau \mathrm{d} \tau=-A \mathcal{P}(\tau) \frac{\mathrm{d} a}{a} \quad \text { where } \quad \mathcal{P}(\tau)=\tau^{2}-2 \tau+\omega\left[1+2 \alpha^{2}\left(\frac{c_{\perp}}{c_{\Phi}}\right)^{2}\right] \tag{4.1.19}
\end{equation*}
$$

Eventually, the solutions 4.1.16 injected in the Friedmann equation 4.1.11) gives the breaking scale $M$ as a function of $a$ and $\tau$ :

$$
\begin{equation*}
\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) \xi_{n} \kappa^{2} M^{d}=-\frac{c_{\Phi}^{2}}{2 \alpha^{2} \omega} \frac{\mathcal{P}(\tau)}{a^{2(d-1)}} . \tag{4.1.20}
\end{equation*}
$$

The characteristics of the polynomial $\mathcal{P}(\tau)$ is of crucial importance in the form of the solutions for the scale factor and the breaking scale. It can have zero, one or two real roots depending on the value of $c_{\perp} / c_{\Phi}$. Defining the critical value

$$
\begin{equation*}
\gamma_{\mathrm{c}}=\sqrt{\frac{1-\omega}{2 \alpha^{2} \omega}} \tag{4.1.21}
\end{equation*}
$$

we have

$$
\begin{align*}
& \text { Supercritical case: } \quad\left|\frac{c_{\perp}}{c_{\Phi}}\right|>\gamma_{\mathrm{c}}, \quad \text { no real roots, } \quad \mathcal{P}(\tau)>0, \\
& \text { Subcritical case: } \quad\left|\frac{c_{\perp}}{c_{\Phi}}\right|<\gamma_{\mathrm{c}}, \quad \text { two real roots, }  \tag{4.1.22}\\
& \text { Critical case: } \quad\left|\frac{c_{\perp}}{c_{\Phi}}\right|=\gamma_{\mathrm{c}}, \quad \text { one real root, } \quad \mathcal{P}(\tau) \geq 0 .
\end{align*}
$$

The three next subsections treat the cosmologies arising from these three cases and we will not describe the case when $c_{\Phi}=0$ for brevity.

Note that to control the validity of string perturbation theory, it is useful to determine the evolution of the dilaton $\phi$ which by definition is

$$
\begin{equation*}
e^{2 d \alpha^{2} \phi}=\left(\frac{M}{M_{\mathrm{s}}}\right)^{d \alpha} e^{\frac{d}{n} \sqrt{d-2+n} \Phi_{\perp}} \tag{4.1.23}
\end{equation*}
$$

and is deduced from the evolution of $M$ and also $\Phi_{\perp}$ whose behaviour is dictated by the equation

$$
\begin{equation*}
\frac{\mathrm{d} \Phi_{\perp}}{\mathrm{d} \tau} \mathcal{P}(\tau)=-\frac{2 \sqrt{2}}{d} \frac{c_{\perp}}{c_{\Phi}} \tag{4.1.24}
\end{equation*}
$$

It is also useful to relate the parameter $\tau$ with the cosmic time $t$ through the differential equation

$$
\begin{equation*}
\frac{\mathrm{d} \tau}{\mathrm{~d} t}=-\frac{d}{2} \frac{c_{\Phi}}{a^{d-1}} \mathcal{P}(\tau) . \tag{4.1.25}
\end{equation*}
$$

### 4.1.2 Supercritical case

As we already said, in this case $\mathcal{P}(\tau)$ has no real roots and it is always positive. We deduce from (4.1.20) that the supercritical case can only arise for models with $n_{\mathrm{F}}-n_{\mathrm{B}}<0$. We also conclude that the classical limit $\kappa^{2} \rightarrow 0$ is not allowed. This means that in this case, the cosmological evolution of the universe is intrinsically quantum and the one-loop potential can never be neglected. The integration of 4.1.19) gives the following behaviour for the scale factor,

$$
\begin{equation*}
a=a_{0} \frac{e^{-\frac{1}{A_{s}} \arctan \left(\frac{\tau-1}{s}\right)}}{\mathcal{P}(\tau)^{\frac{1}{2 A}}}, \quad \text { where } \quad s \equiv \sqrt{1-\omega} \sqrt{\left(\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}\right)^{2}-1}, \tag{4.1.26}
\end{equation*}
$$

and where $a_{0}$ is some positive integration constant. Inserting this expression in 4.1.20 yields

$$
\begin{equation*}
M^{d}=-\frac{c_{\Phi}^{2}}{2 \alpha^{2} \omega \kappa^{2}} \frac{a_{0}^{2 A}}{\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d, n}} \frac{e^{-\frac{2}{s} \arctan \left(\frac{\tau-1}{s}\right)}}{a^{2(A+d-1)}} . \tag{4.1.27}
\end{equation*}
$$

The shape of the scale factor as a function of $\tau$ is drawn in Fig. 4.1a. As explained in the legend of the whole figure, the black arrow shows the direction of evolution for $c_{\Phi}>0$ and the red arrow indicates a remarkable tangent. In the supercritical case, all the solutions describe an expanding universe that reaches a maximum size before contracting.

In the limits of high $\tau$ in absolute value: $\tau \rightarrow \epsilon \infty$ with $\epsilon= \pm 1$, the scale factor expressed in terms of the cosmic time $t$ thanks to 4.1 .25 is

$$
\begin{equation*}
a(t) \sim\left[\frac{d(A+d-1)}{2 A} a_{0}^{A} e^{-\frac{\epsilon \pi}{2 s}} \epsilon c_{\Phi}\left(t-t_{\epsilon}\right)\right]^{\frac{1}{A+d-1}} \tag{4.1.28}
\end{equation*}
$$

where $t_{\epsilon}$ is an integration constant. If $\epsilon c_{\Phi}>0$, it describes a Big Bang at $t \gtrsim t_{\epsilon}$ and a $\operatorname{Big}$ Crunch at $t \lesssim t_{\epsilon}$ if $\epsilon c_{\Phi}<0$. Comparing the magnitude of the energy sources, we have

$$
\begin{equation*}
H^{2} \sim \# \dot{\Phi}^{2} \sim \# \kappa^{2} \mathcal{V}_{1 \text {-loop }} \sim \# \frac{a_{0}^{2 A} c_{\Phi}^{2}}{a^{2(A+d-1)}} \gg \frac{1}{2} \dot{\Phi}_{\perp}^{2}=\frac{c_{\perp}^{2}}{a^{2(d-1)}} \tag{4.1.29}
\end{equation*}
$$

from which we see that the kinetic energy of the no-scale modulus $\Phi$ is of the same order as the one-loop potential and it dominates the kinetic energy of the orthogonal combination. When $a$ reaches its maximum value, the potential exactly compensates the kinetic energy.

The validity of perturbation theory is given by the evolution of the dilaton $\phi$. In the limits $\tau \rightarrow \pm \infty$, Eq. 4.1.24) shows that $\Phi_{\perp}$ converges to a constant which, when inserted in (4.1.23), gives the behaviour

$$
\begin{equation*}
e^{2 d \alpha^{2} \phi} \sim \#|\tau|^{\frac{2}{\omega}} \rightarrow+\infty \tag{4.1.30}
\end{equation*}
$$

which shows that the dilaton diverges. In addition, the scale factor is supposed to be large enough for the kinetic energies to be small compared to the string scale. If not, higher derivative terms should be incorporated to the effective action. For these two reasons, we thus conclude that our one-loop analysis is only valid far enough in time from the Big Bang and Big Crunch.

The supercritical case described here realizes a universe entirely driven by quantum effects and which is sentenced to live for only a finite cosmic time. We interpret this situation as an "unstable flat FLRW universe" since quantum effects destroy the classical conclusions on the cosmology. Note that because perturbation theory cannot be trusted until the Big Crunch, a correct analysis there may resolve the singularity.

Chapter 4. Cosmological considerations

(a) This is the evolution of $a$ in the supercritical case. It reaches a maximum value before contracting and is only allowed for models with $n_{\mathrm{F}}-n_{\mathrm{B}}<0$.

(c) In the critical case, the two roots of the polynomial $\mathcal{P}(\tau)$ are 1 and the two possible branches correspond to $n_{\mathrm{F}}-n_{\mathrm{B}}<0$. It is not obvious here but the tangent at 1 from the left is horizontal. The plot on the right of this one displays a zoom near $\tau=1$.

(b) The subcritical case allows for three different branches depending on the sign of the one-loop potential. The two blue branches are possible when $n_{\mathrm{F}}-n_{\mathrm{B}}<0$ while the orange branch is allowed when $n_{\mathrm{F}}-n_{\mathrm{B}}>0$.

(d) In the critical case, zoom near $\tau=1$. The tangent is horizontal.

Figure 4.1: Behaviours of the different branches of the scale factor $a$ as a function of $\tau$ in the three cases, supercritical, subcritical and critical for $d=4$ and $n=1$. Remarkable tangents are drawn with red arrows and the black arrows show the direction of evolution along the various branches for $c_{\Phi}>0$.

### 4.1.3 Subcritical case

The subcritical case turns out to be very rich. Now the polynomial $\mathcal{P}(\tau)$ has two real roots

$$
\begin{equation*}
\tau_{ \pm}=1 \pm r, \quad \text { where } \quad r \equiv \sqrt{1-\omega} \sqrt{1-\left(\frac{c_{\perp}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)^{2}} \tag{4.1.31}
\end{equation*}
$$

All signs for the potential are allowed and the massless content of the models determines the allowed branches for the variations of $\tau$ :

$$
\begin{array}{lll}
n_{\mathrm{F}}-n_{\mathrm{B}}<0 & \Longrightarrow & \tau<\tau_{-} \text {or } \tau>\tau_{+}, \\
n_{\mathrm{F}}-n_{\mathrm{B}}=0 & \Longrightarrow & \tau \equiv \tau_{-} \text {or } \tau \equiv \tau_{+},  \tag{4.1.32}\\
n_{\mathrm{F}}-n_{\mathrm{B}}>0 & \Longrightarrow & \tau_{-}<\tau<\tau_{+}
\end{array}
$$

The classical trajectories for which $\kappa^{2} \rightarrow 0$ correspond to $\tau(t)=\tau_{ \pm}$and are identical to the quantum evolutions of super no-scale models characterized by $n_{\mathrm{F}}=n_{\mathrm{B}}$. Let us describe these particular evolutions before studying the generic case with arbitrary $n_{\mathrm{F}}-n_{\mathrm{B}}$.

## Super no-scale case

When $\tau=\tau_{ \pm}$, it is trivial to obtain for the two possibilities

$$
\begin{equation*}
a=\left[\frac{d(d-1)}{2 A}(1 \pm r) c_{\Phi}\left(t-t_{ \pm}\right)\right]^{\frac{1}{d-1}} \tag{4.1.33}
\end{equation*}
$$

where $t_{ \pm}$are integration constants. With $c_{\Phi}>0$, it describes a never-ending era of expansion starting with a Big Bang at $t_{ \pm}$. By time reversal, one obtains contracting solutions down to a Big Crunch at $t_{ \pm}$. The breaking scale satisfies

$$
\begin{equation*}
M^{d}=\frac{e^{d \alpha \Phi_{ \pm}}}{a^{2(d-1)+K_{ \pm}}} M_{\mathrm{s}}^{d}, \quad \text { where } \quad K_{ \pm} \equiv \pm \frac{2 A r}{1 \pm r} \tag{4.1.34}
\end{equation*}
$$

and $\Phi_{ \pm}$are two integration constants. The kinetic energies of $\Phi$ and $\Phi_{\perp}$ are of the same order and dominate the cosmology

$$
\begin{equation*}
H^{2} \sim \# \dot{\Phi}_{\perp}^{2} \sim \# \dot{\Phi} \sim \# \frac{c_{\Phi}^{2}}{a^{2(d-1)}} \tag{4.1.35}
\end{equation*}
$$

From the study of the dilaton, the conditions for perturbative consistency in the large scale factor limit along the solution $\tau=\tau_{+}$translate into constraints on the initial condition $\frac{c_{\perp}}{c_{\Phi}}$ and read

$$
\begin{equation*}
-\gamma_{\mathrm{c}}<\frac{c_{\perp}}{c_{\Phi}}<\gamma_{+} \quad \text { when } n<\frac{d^{2}(d-2)}{4(d-1)}, \quad-\gamma_{\mathrm{c}}<\frac{c_{\perp}}{c_{\Phi}}<\gamma_{\mathrm{c}} \quad \text { when } n>\frac{d^{2}(d-2)}{4(d-1)} \tag{4.1.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{ \pm} \equiv \frac{(1-\omega) \sqrt{\frac{2(d-2)}{n}} \pm \alpha \sqrt{2(1-\omega)(d-2)}}{2 \alpha\left(\omega \frac{d-2}{n}+1\right)} \tag{4.1.37}
\end{equation*}
$$

In a similar way, the solution $\tau=\tau_{-}$is perturbative in the small scale factor limit if and only if

$$
\begin{equation*}
\gamma_{-}<\frac{c_{\perp}}{c_{\Phi}}<\gamma_{\mathrm{c}} \quad \text { when } n<\frac{d^{2}(d-2)}{4(d-1)}, \quad \gamma_{-}<\frac{c_{\perp}}{c_{\Phi}}<\gamma_{+} \quad \text { when } n>\frac{d^{2}(d-2)}{4(d-1)} . \tag{4.1.38}
\end{equation*}
$$

## Generic case

The scale factor takes the form

$$
\begin{equation*}
a=\frac{a_{0}}{\left|\tau-\tau_{-}\right|^{\frac{1}{K_{-}}}\left|\tau-\tau_{+}\right|^{\frac{1}{K_{+}}}}, \tag{4.1.39}
\end{equation*}
$$

and the breaking scale reads

$$
\begin{equation*}
M^{d}=\frac{M_{+}^{d}}{a^{2(d-1)+K_{+}}}\left|\tau-\tau_{-}\right|^{\frac{2}{\tau_{+}}} \quad \text { where } \quad M_{+}^{d}=\frac{c_{\Phi}^{2}}{2 \alpha^{2} \omega \kappa^{2}} \frac{a_{0}^{K_{+}}}{\left|n_{\mathrm{F}}-n_{\mathrm{B}}\right| v_{d, n}} . \tag{4.1.40}
\end{equation*}
$$

The evolution of $a$ as a function of $\tau$ is shown in Fig. 4.1b. The ranges $\tau<\tau_{-}$and $\tau>\tau_{+}$, where the polynomial $\mathcal{P}(\tau)$ is positive, define two allowed branches (blue trajectories) satisfying $n_{\mathrm{F}}-n_{\mathrm{B}}<0$. The range $\tau_{-}<\tau<\tau_{+}$defines a single allowed trajectory (in orange) corresponding to $n_{\mathrm{F}}-n_{\mathrm{B}}>0$. Like before, the arrows indicate the direction of evolution for a positive constant $c_{\Phi}$.

Crucially, it is possible in all branches to approach the super no-scale solutions $\tau=\tau_{ \pm}$. In this regime, the scale factor evolution is identical to that found in the super no-scale case (4.1.33) and the breaking scale also behaves like 4.1.34). We conclude that the cosmological evolution of the universe as a whole and the behaviours of the scalar fields approach the super no-scale evolution where $n_{\mathrm{F}}=n_{\mathrm{B}}$ i.e. for an exponentially suppressed one-loop potential. We thus define these limits $\tau \rightarrow \tau_{ \pm}$as "quantum no-scale regimes" since the classical no-scale structure is not spoiled by the quantum potential. The magnitudes of the kinetic energies are the same as in (4.1.35) and here they dominate the one-loop potential:

$$
\begin{equation*}
H^{2} \sim \# \dot{\Phi}_{\perp}^{2} \sim \# \dot{\Phi} \sim \# \frac{c_{\Phi}^{2}}{a^{2(d-1)}} \gg \kappa^{2}\left|\mathcal{V}_{1-\mathrm{loop}}\right| \sim \# \frac{a_{0}^{K_{ \pm}} c_{\Phi}^{2}}{a^{2(d-1)+K_{ \pm}}} \tag{4.1.41}
\end{equation*}
$$

Note that the left branch describes an evolution similar to the supercritical case with a scale factor that reaches a maximum before contracting and an energy content similar to 4.1.29), intrinsically quantum.

The conditions for perturbative consistency in the quantum no-scale regimes are the same as in the super no-scale case (4.1.36) and 4.1.38). In particular, the branch with $n_{\mathrm{F}}-n_{\mathrm{B}}>0$ (the orange branch on Fig. 4.1b), is all the way perturbative from $\tau_{-}$to $\tau_{+}$regardless of $d$ and $n$ if $\gamma_{-}<\frac{c_{\perp}}{c_{\Phi}}<\gamma_{+}$. The one-loop potential is dominated everywhere except near $\tau=1$ where it induces the transition from a quantum no-scale regime to the other. Finally, as before, the behaviours at $\tau \rightarrow \pm \infty$ can only be trusted up to a certain time.

The subcritical case is also interesting from the point of view of the dynamics of the breaking scale. If we assume $c_{\Phi}>0$, three distinct behaviours arise:

- If $\sqrt{\omega} \gamma_{\mathrm{c}}<\left|c_{\perp} / c_{\Phi}\right|<\gamma_{\mathrm{c}}$, the evolution of the breaking scale as a function of $\tau$ is displayed in Fig. 4.2a in the three branches (the two blue ones allowed when $n_{\mathrm{F}}-n_{\mathrm{B}}<0$ and the orange one when $n_{\mathrm{F}}-n_{\mathrm{B}}>0$ ). The black arrows show the directions of evolution. Along the branch on the right where $\tau>\tau_{+}$, we saw that the universe is attracted to the everexpanding quantum no-scale regime but the figure shows that $M$ decreases i.e. it forever climbs its negative potential [183]. In the other branches, the situation is more natural at late times since $M$ is either attracted to large values when the potential is negative after a phase of decreasing (along the blue branch on the left) or drops along its positive potential along the orange branch.
- If $\left|c_{\perp} / c_{\Phi}\right|<\sqrt{\omega} \gamma_{\mathrm{c}}$, the evolution of $M$ is displayed in Fig. 4.2b. Along the branch $\tau>\tau_{+}$the same unnatural behaviour occurs and $M$ climbs its negative potential while for $\tau<\tau_{-}, M$ drops along its negative potential and reaches large values. Along the orange branch $\tau_{-}<\tau<\tau_{+}$, the breaking scale starts climbing its positive potential and then drops. The turning point is
at $\tau=\omega$ and there we have $\dot{\Phi}=0$ and $\mathcal{V}_{1 \text {-loop }}>0$ which allows an acceleration phase for the scale factor 184 205 but which turns out not to yield a big enough $e$-folding number.
- If $\left|c_{\perp} / c_{\Phi}\right|=\sqrt{\omega} \gamma_{c}$, then the situation is the same as in the previous case with $\omega=\tau_{-}$. The conclusions are easily found from the evolution of $M$ shown in Fig. 4.2.

(a) Evolution of $M$ when $\sqrt{\omega} \gamma_{\mathrm{c}}<\left|\frac{c_{\perp}}{c_{\Phi}}\right|<\gamma_{\mathrm{c}}$.

(b) Evolution of $M$ when $\left|\frac{c_{\perp}}{c_{\Phi}}\right|<\sqrt{\omega} \gamma_{\mathrm{c}}$.

(c) Evolution of $M$ when $\left|\frac{c_{\perp}}{c_{\Phi}}\right|=\sqrt{\omega} \gamma_{\mathrm{c}}$.

Figure 4.2: Evolution of $M$ in the three allowed branches in the subcritical case with $c_{\phi}>0$ for three different ranges of the initial condition $\left|\frac{c_{\perp}}{c_{\Phi}}\right|$. The directions of evolution are indicated by the black arrows and the red arrows show remarkable tangents.

### 4.1.4 Critical case

The evolution of the scale factor in the critical case is displayed in Fig. 4.1c and the conclusions on the behaviours of the cosmological evolutions are similar to those of the subcritical case. We thus do not say more on this case. Note that the zoom near $\tau=1$ in Fig. 4.1d shows an horizontal tangent for the branch $\tau<1$. However, in terms of the cosmic time $t$, the tangent is vertical as in a classical Big Bang/Big Crunch.

### 4.1.5 Summary

Let us summarize the different cosmologies taking place in our setup i.e. in heterotic no-scale models compactified down to arbitrary $d \geq 3$ dimensions on tori where the one-loop potential induced by a Scherk-Schwarz mechanism backreacts on the classical background. We have reduced the analysis to a restricted number of fields: The scale factor $a(t)$ of an homogeneous and isotropic FLRW universe, the no-scale modulus $\Phi(t)$ driving the breaking scale and the free field $\Phi_{\perp}(t)$. We can parametrize the space of solutions by the couple $\left(\frac{c_{\perp}}{c_{\Phi}}, \tau_{i}\right)$ where $c_{\perp}$ and $c_{\Phi}$ are integration constants and $\tau_{i}$ is the initial value of the parameter $\tau$, a dimensionless time variable defined in 4.1.18). Note that the interpretation as a time variable is correct for all trajectories except those with constant $\tau=\tau_{ \pm}$along which the cosmic time $t$ keeps flowing. The partition of the $\mathbb{R}^{2}$-plane $\left(\frac{c_{\perp}}{c_{\Phi}}, \tau_{i}\right)$ depicted in Fig. 4.3 shows five distinct regions in which the cosmologies have specific behaviours.


Figure 4.3: Partition of the $\mathbb{R}^{2}$-plane $\left(c_{\perp} / c_{\Phi}, \tau_{i}\right)$ of cosmological solutions. The supercritical regions satisfy $\left|c_{\perp} / c_{\Phi}\right|>$ $\gamma_{\mathrm{c}}$ and $n_{\mathrm{F}}-n_{\mathrm{B}}<0$. The subcritical region, $\left|c_{\perp} / c_{\Phi}\right|<\gamma_{\mathrm{c}}$, contains an ellipse $\tau_{-}<\tau_{i}<\tau_{+}$, the interior (exterior) of it corresponding to models satisfying $n_{\mathrm{F}}-n_{\mathrm{B}}>0(<0)$. The trajectories $\tau(t)$ for increasing cosmic time $t$ are represented by dashed lines, for $c_{\Phi}>0$. The hatches indicate where perturbative consistency is expected to break down.

Regions (I) and (I') correspond to the supercritical case where $\left|c_{\perp} / c_{\Phi}\right|$ is bigger than a critical value $\gamma_{\mathrm{c}}$. In these regions, the dashed-blue trajectories whose directions of evolution for $c_{\Phi}>0$ are indicated with a black arrow describe intrinsically quantum universes. The dynamics is always dominated both by the kinetic energy of the no-scale modulus and by the one-loop potential that can never be neglected. In this situation, the universe starts with a Big Bang, grows, reaches a maximal size and ends with a Big Crunch. However, the singular behaviours at too early or too late times cannot be trusted since perturbative consistency breaks down. This is illustrated with
hatches on the figure.
Inside the subcritical area in which $\left|c_{\perp} / c_{\Phi}\right|<\gamma_{\mathrm{c}}$, the interior of the green ellipse corresponds to a parameter $\tau$ confined between the particular values $\tau_{-}$(bottom of the ellipse) and $\tau_{+}$(top of the ellipse) and thus to the orange trajectories of Figs. 4.1b and 4.2. There, the potential is positive ( $n_{\mathrm{F}}-n_{\mathrm{B}}>0$ ) and for $c_{\Phi}>0$, the dashed-orange trajectory goes from a Big Crunch at $\tau_{-}$to an ever-expanding era at $\tau_{+}$. Asymptotically near these values, the dynamics is identical to that of a super no-scale model where the one-loop potential vanishes up to exponentially suppressed contributions. The classical no-scale structure is preserved in the sense that quantum corrections do not disturb the asymptotic cosmological evolution and we thus define these cosmologies as "quantum no-scale regimes". In these regimes, the dynamics is driven by the kinetic energies of $\Phi$ and $\Phi_{\perp}$, which dominate the one-loop potential. Moreover, depending on their locations in region (III), such orange trajectories in Fig. 4.3 can easily be consistent with perturbation theory. The endless expansion and flatness of the universe near $\tau_{+}$is not destabilized by quantum corrections.

In region (II) outside the ellipse and thus with a negative potential, the dashed-blue trajectory comes from a Big Crunch at $\tau \rightarrow+\infty$ (where pertubation theory cannot be trusted) and ends in an ever-expanding quantum no-scale regime near $\tau_{+}$where perturbative consistency can be achieved. In region (IV), the potential is also negative and the cosmology is that of Big Bang in a quantum no-scale regime near $\tau_{-}$and a Big Crunch at $\tau \rightarrow-\infty$, where the universe is intrinsically quantum like in regions (I) and ( $\mathrm{I}^{\prime}$ ) and whose behaviour cannot be trusted at too late times.

### 4.2 Cosmological stability of the no-scale structure: Influence of deformations

The goal of this subsection is to study the influence of the dynamics of marginal deformations on the emergence of quantum no-scale regimes. We will see new effects occurring due to the presence of non-trivial deformations and the existence of enhanced symmetry points. The first subsection will briefly review how more involved Scherk-Schwarz mechanisms can be implemented to yield richer breaking patterns in the presence of deformations and the generic form of the one-loop potential in the regime of low supersymmetry-breaking scale in such context, already encountered in (3.1.28), will be presented. Next, we will consider a setup with a specific background and a restricted number of small deformations to see if quantum no-scale regimes are still allowed in the presence of the deformations. We will end the section with a discussion on the existence of global attractors by relaxing the smallness assumption of the deformations.

### 4.2.1 Arbitrary deformations and one-loop potential

This subsection will not be exhaustive at all about the deformed partition function of the heterotic string and the derivation of the one-loop potential in the low breaking scale limit. Lots of details can be found in the self-contained appendix of [44]. The most general modular invariant one-loop amplitude in $d$ dimensions, for arbitrary internal metric and antisymmetric tensors $G$ and $B$ and deformations $\vec{Y}$ (more details on them soon) takes the form 18 22, 44, 56, 57, 206

$$
\mathcal{T}=\int_{\mathcal{F}} \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{\frac{d}{2}+1}} \frac{1}{\eta^{12} \bar{\eta}^{24}} \frac{1}{|\Xi|} \sum_{\vec{a}, \vec{b} \in \Xi} \mathcal{C}\left[\begin{array}{l}
\vec{a}  \tag{4.2.1}\\
\vec{b}
\end{array}\right] \mathcal{Z}[\vec{a}, \vec{b}, G, B, \vec{Y}]
$$

where $\Xi$ is the set of spin structures $\vec{a} \equiv\left(\vec{a}^{\mathrm{L}}, \vec{a}^{\mathrm{R}}\right)$ and $\vec{b} \equiv\left(\vec{b}^{\mathrm{L}}, \vec{b}^{\mathrm{R}}\right)$ of the 10 left-moving complex fermions and the 16 right-moving ones along the two cycles of the torus. The factor $\mathcal{C}\left[\begin{array}{l}\vec{a} \\ \vec{b}\end{array}\right]$ is a phase such that the partition function at $\vec{Y}=\overrightarrow{0}$ is modular invariant and $\mathcal{Z}$ is

$$
\begin{align*}
\mathcal{Z}[\vec{a}, \vec{b}, G, B, \vec{Y}]=\frac{\sqrt{\operatorname{det} G}}{\tau_{2}^{\frac{10-d}{2}}} & \sum_{\substack{\tilde{m}_{d}, \ldots, \tilde{m}_{9} \\
n_{d}, \ldots, n_{9}}} e^{-\frac{\pi}{\tau_{2}}\left(\tilde{m}_{I}+n_{I} \bar{\tau}\right)(G+B)_{I J}\left(\tilde{m}_{I}+n_{I} \tau\right)} \\
& \left.\times e^{i \pi n_{I} \vec{r}_{I} \cdot\left(\vec{b}-\tilde{m}_{J} \vec{Y}_{J}\right)} \prod_{\mathcal{A}=1}^{4} \theta\left[\begin{array}{l}
a_{\mathcal{A}}^{L}-2 n_{I} Y_{I A}^{L} \\
b_{\mathcal{A}}^{L}-2 \tilde{m}_{I} Y_{I \mathcal{A}}
\end{array}\right](\tau) \prod_{\mathcal{J}=10}^{25} \bar{\theta}^{\substack{a \\
a_{\mathcal{J}}^{R}-2 n_{I} Y_{I}^{R} \\
b_{\mathcal{J}}-2 \tilde{m}_{I} Y_{I J}^{R}}}\right](\bar{\tau}) . \tag{4.2.2}
\end{align*}
$$

The sum in the first line is the contribution of the bosonic zero modes on the internal torus $T^{10-d}$ with tensors $G_{I J}$ and $B_{I J}, I \in\{d, \ldots, 9\}$ in Lagrangian form. In the second line, the holomorphic Jacobi theta functions describe the left-moving fermions with spin structures $a_{1}^{\mathrm{L}}=\cdots=a_{4}^{\mathrm{L}}$ and $b_{1}^{\mathrm{L}}=\cdots=b_{4}^{\mathrm{L}}$ for a maximally supersymmetric background. The antiholomorphic Jacobi functions describe the right-moving fermions with arbitrary spin structures $a_{\mathcal{J}}^{\mathrm{R}}$ and $b_{\mathcal{J}}^{\mathrm{R}}, \mathcal{J} \in\{10, \ldots, 25\}$ before deformation. The $Y_{I \mathcal{A}}^{\mathrm{L}} \in \mathbb{Z}, I \in\{d, \ldots, 9\}, \mathcal{A} \in\{1, \ldots, 4\}$ are deformations of the left superconformal theory. They take integer values for the holomorphic supercurrent to be conserved. The $Y_{I \mathcal{J}}^{\mathrm{R}}, I \in\{d, \ldots, 9\}, \mathcal{J} \in\{10, \ldots, 25\}$ are arbitrary deformations of the right conformal theory, interpreted as Wilson lines of a rank 16 gauge group along the internal right torus. We define $\vec{Y}_{I} \equiv\left(\vec{Y}_{I}^{\mathrm{L}}, \vec{Y}_{I}^{\mathrm{R}}\right) \equiv\left(Y_{I \Upsilon}, \Upsilon \in\{d, \ldots, 25\}\right)$ that can be interpreted as Wilson lines along $T^{10-d}$ of a rank 16 gauge group. Eventually, the phase in the second line ensures that the modular transformations of $\mathcal{Z}$ are independent of the deformations so that if the partition function is modular invariant at zero deformations, it remains consistent when they are turned on. Note that the scalar product involved in the phase dresses the left part with a plus sign and the right part with a minus sign.

These expressions are the most general formulas of which the supersymmetric $\operatorname{Spin}(32) / \mathbb{Z}_{2}$ and $\mathrm{E}_{8} \times \mathrm{E}_{8}$ heterotic string theories as well as Scherk-Schwarz realizations are just particular cases. Let us see precisely how to recover: (1) The undeformed heterotic string compactified on $T^{10-d}$ (2) The simplest Scherk-Schwarz realization along the single direction $X^{d}$ (3) A more involved pattern involving large discrete deformations as a background which yield an $n_{\mathrm{F}}-n_{\mathrm{B}}$ of arbitrary sign depending on the location in moduli space and eventually (4) How a discrete background for the antisymmetric tensor can change the nature of the states that become massless at enhancement points.

- The compactified $\operatorname{Spin}(32) / \mathbb{Z}_{2}$ heterotic string corresponds to

$$
\begin{align*}
& \Xi=\left\{(4,16) \text {-tuples }(a, \ldots, a ; \gamma, \ldots, \gamma), \text { where } a, \gamma \in \mathbb{Z}_{2}\right\}, \\
& \mathcal{C}\left[\begin{array}{l}
a, \gamma \\
b, \gamma \\
\hline,
\end{array}=(-1)^{a+b+a b}\right.  \tag{4.2.3}\\
& \vec{Y}_{I}^{\mathrm{L}}=\overrightarrow{0}, \vec{Y}_{I}^{\mathrm{R}}=\overrightarrow{0}, \quad I \in\{d, \ldots, 9\} .
\end{align*}
$$

The $Y$ 's are all set to zero and the phase $\mathcal{C}$ is the standard one. Going to the Hamiltonian form by Poisson summation over the $\tilde{m}_{I}, I \in\{d, \ldots, 9\}$, the light spectrum is found to be a supergravity multiplet in $d$ dimensions coupled to a vector multiplet in the adjoint representation of $\mathcal{G}_{10-d} \times \operatorname{Spin}(32) / \mathbb{Z}_{2}$ where $\mathcal{G}_{10-d}$ is a rank $10-d$ group arising from compactification (this gauge factor can have symmetry enhancements for special values of $G$ as evoked in Chapter (1). To obtain the group $\mathrm{E}_{8} \times \mathrm{E}_{8}$ instead of $\operatorname{Spin}(32) / \mathbb{Z}_{2}$, one needs to consider

$$
\begin{equation*}
\Xi=\left\{(4,8+8) \text {-tuples }\left(a, \ldots, a ; \gamma, \ldots, \gamma, \gamma^{\prime}, \ldots, \gamma^{\prime}\right), \text { where } a, \gamma, \gamma^{\prime} \in \mathbb{Z}_{2}\right\} \tag{4.2.4}
\end{equation*}
$$

- From these undeformed theories, the simplest Scherk-Schwarz mechanism implemented along direction $X^{d}$ amounts to take $Y_{I \mathcal{A}}^{\mathrm{L}}=\delta_{I d} \delta_{\mathcal{A} 1}, I \in\{d, \ldots, 9\}, \mathcal{A} \in\{1, \ldots, 4\}$. The phase in the second line of 4.2.2) combined with the shift of argument of the holomorphic theta functions gives an overall modular invariant phase $(-1)^{\tilde{m}_{d} a+n_{d} b+\tilde{m}_{d} n_{d}}$. Because it depends on $a$, which determines the NS or R boundary conditions of the fermions, it introduces a $\frac{1}{2}$ shift to the Hamiltonian momentum number $m_{d}$ only to the fermions which yields a theory with only bosonic light states. The gauge group $\mathcal{G}_{10-d}$ is broken to $\mathrm{U}(1) \times \mathcal{G}_{9-d}$ in this case.
- Something very interesting occurs if in addition one considers large discrete deformations $Y_{I J}^{\mathrm{R}}=$ $\delta_{I d} \eta_{\mathcal{J}}^{\mathrm{R}}, I \in\{d, \ldots, 9\}, \mathcal{J} \in\{10, \ldots, 25\}$ with $\vec{\eta}^{\mathrm{R}} \cdot \vec{a}^{\mathrm{R}} \equiv \eta \in \mathbb{Z}$. Now the bosonic or fermionic nature of the light states depends on $\eta$. If $\eta$ is even, the fermions acquire the mass shift as usual whereas for $\eta$ odd, it is the bosons that get the mass shift and the fermions that remain light. Starting from the $\mathrm{E}_{8} \times \mathrm{E}_{8}$ theory, a suitable choice for $\vec{\eta}^{\mathrm{R}}$ breaks the group to $\mathrm{SO}(16) \times \mathrm{SO}(16)$ with massless bosons in the adjoint representation and massless fermions in the spinorial one. If we call $d_{\text {en }}$ the number of roots of the enhanced $\mathrm{U}(1)$ 's in $\mathcal{G}_{9-d}$, we obtain

$$
\begin{equation*}
n_{\mathrm{B}}=8 \times\left(8+120+120+d_{\mathrm{en}}\right) \quad \text { and } \quad n_{\mathrm{F}}=8 \times(128+128) . \tag{4.2.5}
\end{equation*}
$$

Simply by considering $\mathrm{SU}(2)$ enhancements, depending on how many are present in the group $\mathcal{G}_{9-d}$, we see that $n_{\mathrm{F}}-n_{\mathrm{B}}$ can be negative, vanishing or positive.

- Finally, when a Scherk-Schwarz mechanism is implemented along $X^{d}$, the generalized momentum $P_{d}$ along that direction becomes

$$
\begin{equation*}
P_{d} \equiv m_{d}+\frac{1}{2}\left[F+2(G+B)_{d j} n_{j}\right] \tag{4.2.6}
\end{equation*}
$$

At enhancement points in moduli space where vector multiplets with windings $n_{j}= \pm 1$, $j \in\{d+1, \ldots, 9\}$ become massless in a supersymmetric theory, we see that for an even background integer value for $2(G+B)_{d j} n_{j}$, the bosonic part is indeed massless while the fermionic one get a mass. In this case, the gauge symmetry is still enhanced like in the supersymmetric case. However, an odd background integer value for $2(G+B)_{d j} n_{j}$ produces a mass shift for the bosonic part of the multiplet and keeps the fermionic part massless. In this case the gauge symmetry is not enhanced.
Defining small deformations $y_{I \Upsilon}, I \in\{d, \ldots, 9\}, \Upsilon \in\{d, \ldots, 25\}$ around a Scherk-Schwarz background (using only direction $X^{d}$ ) with an enhanced massless spectrum where $n_{\mathrm{F}}$ and $n_{\mathrm{B}}$ light fermions and bosons are present and where the supersymmetry-breaking scale in sigma-model frame $M_{(\sigma)}=\sqrt{G^{d d}} M_{\mathrm{s}}$ is the lowest scale, the one-loop potential $\mathcal{V}_{1-\text { loop }}^{(\sigma)}$ in the regime of low breaking scale and up to quadratic order in the $y_{I \Upsilon}$ 's is $44,56,57$

$$
\begin{align*}
\mathcal{V}_{1-\mathrm{loop}}^{(\sigma)} & =\xi_{d}\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) M_{(\sigma)}^{d}+\frac{\xi_{d-2}}{2 \pi} \sum_{\Upsilon=d+1}^{25} c_{\Upsilon}\left[(d-1) y_{d \Upsilon}^{2}+\frac{1}{G^{d d}} \sum_{i=d+1}^{9} y_{i \Upsilon}^{2}\right] M_{(\sigma)}^{d}+\cdots  \tag{4.2.7}\\
& +\mathcal{O}\left(\left(c M_{\mathrm{s}} M_{(\sigma)}\right)^{\frac{d}{2}} e^{-2 \pi c M_{\mathrm{s}} / M_{(\sigma)}}\right)
\end{align*}
$$

The constant $c$ is of order one and $\xi_{d}$, already encountered several times and never given explicitly, is

$$
\begin{equation*}
\xi_{d}=\frac{\Gamma\left(\frac{d+1}{2}\right) \zeta(d+1)}{2^{d-1} \pi^{\frac{3 d+1}{2}}}\left(1-2^{-(d+1)}\right) . \tag{4.2.8}
\end{equation*}
$$

The coefficient $c_{\Upsilon}$ determines whether the Wilson lines $y_{i \Upsilon}$ are massive, massless or tachyonic at one loor ${ }^{2}$ and is related to the Dynkin indices in which the massless background spectrum transforms, as mentioned around Eq. (3.1.28).

### 4.2.2 Dynamics with a restricted number of small deformations Setup and objectives

In the sequel, we study the cosmology of models with the specific following deformations along directions $d$ and $d+1$ :

$$
(G+B)_{I j}=\left(\begin{array}{cc}
R_{d}^{2} / \alpha^{\prime} & \frac{\epsilon}{2}+\sqrt{2} y_{d, d+1}  \tag{4.2.9}\\
-\frac{\epsilon}{2}+\sqrt{2} y_{d+1, d} & 1+\sqrt{2} y_{d+1, d+1}
\end{array}\right), \quad I, j \in\{d, d+1\}
$$

The internal metric and antisymmetric tensors along the remaining $8-d$ internal directions are arbitrary and we freeze for simplicity all other deformations

$$
\begin{equation*}
y_{I, d+2}=\cdots=y_{I, 25}=0, I \in\{d, \ldots, 9\} \quad \text { and } \quad y_{I d}=y_{I, d+1}=0, I \in\{d+2, \ldots, 9\} . \tag{4.2.10}
\end{equation*}
$$

As mentioned in the previous subsection, the parity of $\epsilon$ determines if the additional massless states arising at $R_{d+1, d+1}=\sqrt{\alpha^{\prime}}$ are bosons with an enhancement from $\mathrm{U}(1)$ to $\mathrm{SU}(2)$ or fermions without enhancement. In Eq. 4.2.7) applied to this case, the coefficient $c_{\Upsilon}$ is then accordingly either +16 for $\epsilon$ even and -16 for $\epsilon$ odd.

In this subsection, we only want to show that quantum no-scale regimes exist in the presence of the deformations $y_{d, d+1}, y_{d+1, d}$ and $y_{d+1, d+1}$ so that it is enough to assume them to be small, $\left|y_{d, d+1}\right|,\left|y_{d+1, d}\right| \ll 1$ and $\left|y_{d+1, d+1}\right| \ll \sqrt{G^{d d}} \ll 1$. Denoting $n_{\mathrm{F}}$ and $n_{\mathrm{B}}$ the number of background massless fermionic and bosonic degrees of freedom without counting those arising at $R_{d+1, d+1}=\sqrt{\alpha^{\prime}}$, we have from (4.2.7),

$$
\begin{equation*}
\mathcal{V}_{1-\text { loop }}^{(\sigma)}=\xi_{d}\left(n_{\mathrm{F}}-n_{\mathrm{B}}+(-1)^{\epsilon} 8 \times 2\right) M_{(\sigma)}^{d}+(-1)^{\epsilon} \frac{8}{\pi} \xi_{d-2}\left((d-1) y_{d, d+1}^{2}+\frac{y_{d+1, d+1}^{2}}{G^{d d}}\right) M_{(\sigma)}^{d}+\cdots \tag{4.2.11}
\end{equation*}
$$

Up to quadratic order in the $y$ 's, the one-loop effective action we consider takes the form

$$
\begin{align*}
S=\frac{1}{\kappa^{2}} \int \mathrm{~d}^{d} x \sqrt{-g}\left[\frac{\mathcal{R}}{2}-\frac{1}{2}(\partial \Phi)^{2}-\right. & \frac{1}{2}\left(\partial \Phi_{\perp}\right)^{2}-\frac{1}{4}\left(\partial y_{d+1, d+1}\right)^{2} \\
& \left.-\frac{G^{d d}}{4}\left(\partial y_{d, d+1}\right)^{2}-\frac{G^{d d}}{4}\left(\partial y_{d+1, d}\right)^{2}+\cdots-\kappa^{2} \mathcal{V}_{1 \text { loop }}\right] \tag{4.2.12}
\end{align*}
$$

where $\mathcal{V}_{1 \text {-loop }} \equiv e^{d \alpha \Phi} \mathcal{V}_{1 \text {-loop }}^{(\sigma)}$. Like before, we assume a FLRW metric 4.1.10 and we assume the fields to depend only on $x^{0}$. The equations of motion for the lapse $N$ and scale factor $a$ have the same forms as before (Eqs. (4.1.11) and 4.1.12) , with the new expression for $\mathcal{V}_{1 \text {-loop }}$ and a kinetic energy $K$ given by

$$
\begin{equation*}
\mathcal{K}=\frac{1}{2} \dot{\Phi}^{2}+\frac{1}{2} \dot{\Phi}_{\perp}^{2}+\frac{G^{d d}}{4} \dot{y}_{d, d+1}^{2}+\frac{G^{d d}}{4} \dot{y}_{d+1, d}^{2}+\frac{1}{4} \dot{y}_{d+1, d+1}^{2} . \tag{4.2.13}
\end{equation*}
$$

We are looking for quantum no-scale regimes and thus for solutions where the scale factor diverges at $t \rightarrow+\infty$ or goes to zero at $t \rightarrow t_{-}$and where the effective potential is dominated by $H^{2}$. Defining

[^11]constants $\kappa_{ \pm}$such that $\pm \kappa_{ \pm}>0$ that are to be determined by consistency, we look for solutions
\[

$$
\begin{equation*}
a(t) \underset{t \rightarrow+\infty}{\longrightarrow}+\infty \quad \text { or } \quad a(t) \underset{t \rightarrow t_{-}}{\longrightarrow} 0 \quad \text { where } \quad \kappa^{2} M_{\mathrm{s}}^{d} e^{d \alpha \Phi}=\mathcal{O}\left(\frac{H^{2}}{a^{\kappa_{ \pm}}}\right) \tag{4.2.14}
\end{equation*}
$$

\]

## Resolution of the equations of motion

The above assumptions to find a quantum no-scale regime imply a behaviour for the scale factor like $a \sim t^{\frac{1}{d-1}}$ or $a \sim\left|t-t_{-}\right|^{\frac{1}{d-1}}$. The sign $(-1)^{\epsilon}$ inside the potential before the quadratic terms in $y$ 's turns out to be irrelevant in the equations of motion for $y_{d+1, d}$ and $y_{d, d+1}$ so that

$$
\begin{equation*}
\dot{y}_{d+1, d} \sim \dot{y}_{d, d+1} \sim \frac{1}{a^{d-1} G^{d d}} . \tag{4.2.15}
\end{equation*}
$$

Injecting these expressions in the kinetic energy gives a constraint on the behaviour of $G^{d d}$ for the Friedmann equation (4.1.11) to be consistent with $H^{2} \sim t^{-2}$ or $H^{2} \sim\left(t-t_{-}\right)^{-2}$. We thus assume $G^{d d} \sim t^{J_{+}}$or $G^{d d} \sim\left(t-t_{-}\right)^{J_{-}}$with constants $J_{ \pm}$to be determined and that must satisfy $\pm J_{ \pm}>0$. With this assumption, we conclude from 4.2.15) that the fields $y_{d, d+1}$ and $y_{d+1, d}$ converge to small arbitrary constants. Notice that even when the "mass term" is negative when $\epsilon$ is odd, the deformations do not automatically reach large expectation values that would destabilize the initial background. The equation of motion for $y_{d+1, d+1}$ yields, with $c_{y}$ an integration constant,

$$
\begin{equation*}
\dot{y}_{d+1, d+1} \sim \frac{2 c_{y}}{a^{d-1}} \Longrightarrow\left|y_{d+1, d+1}\right| \sim|\ln (t)| \quad \text { or } \quad\left|\ln \left(t-t_{-}\right)\right| \ll \sqrt{G^{d d}} \tag{4.2.16}
\end{equation*}
$$

The logarithm behaviour is not inconsistent with the smallness of $y_{d+1, d+1}$ since the behaviour of $G^{d d}$ with $\pm J_{ \pm}>0$ ensures that $\left|y_{d+1, d+1}\right| / \sqrt{G^{d d}}$ decreases. The dominant behaviours of $\Phi$ and $\Phi_{\perp}$ are the same as the exact ones in 4.1.16 with two integration constants $c_{\perp}$ and $c_{\Phi}$. Eventually, going back to Friedmann equation, it is consistent only if $c_{\perp}, c_{\Phi}$ and $c_{y}$ satisfy a subcriticality condition similar to the one in the underformed analysis

$$
\begin{equation*}
\left(\frac{c_{\perp}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)^{2}+\left(\frac{c_{y}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)^{2} \leq 1 \tag{4.2.17}
\end{equation*}
$$

where the critical value $\gamma_{\mathrm{c}}$ is the same as before (see Eq. (4.1.21)) with $n=1$. The subcritical region is thus now the disk of radius one in the plane $\left(\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}, \frac{c_{y}}{\gamma_{c} c_{\Phi}}\right)$ instead of being just the segment $\left|\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}\right| \leq 1$.

Consistency of the analysis requires to determine $\kappa_{ \pm}$and $J_{ \pm}$and check if they indeed satisfy $\pm \kappa_{ \pm}>0$ and $\pm J_{ \pm}>0$. It turns out that $\kappa_{ \pm}$does not introduce any constraint in the subcritical region depicted in Fig. 4.4 while $J_{ \pm}$restrict $\left(\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}, \frac{c_{y}}{\gamma_{c} c_{\Phi}}\right)$ to lie in the schematic blue shaded regions. The left crescent yields a quantum no-scale regime $a \rightarrow+\infty$ which is always perturbative while the right one gives rise to a quantum no-scale regime $a \rightarrow 0$ perturbative everywhere except at the tips of the crescent.

We thus conclude that quantum no-scale regimes exist even when the dynamics of internal moduli fields is considered. It is important to note that Fig. 4.4 is only schematic and that for $3 \leq d \leq 9$, the width of the left crescent along the horizontal axis is actually very small. It approximately ranges from $10^{-3}$ to $10^{-2}$. We should not conclude that some fine tuning is required for everexpanding quantum no-scale regimes to exist since global attractor may be present. This analysis is the purpose of the next subsection.


Figure 4.4: The points $\left(\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}, \frac{c_{y}}{\gamma_{c} c_{\Phi}}\right)$ of the disk of radius 1 that lie in the shaded regions yield quantum no-scale regimes. The universe is forever expanding in the left crescent and goes to a Big Crunch in the right crescent. The hatches schematically indicate where perturbative consistency breaks down.

### 4.2.3 Global attractor mechanism

We use numerical tools to investigate if global attractors towards quantum no-scale regimes with $a \rightarrow+\infty$ exist in order to avoid the fine tuning of the integration constants. We are particularly interested in the evolutions of the simulated quantities in $d=4$ dimensions

$$
\begin{equation*}
c_{\perp}^{\operatorname{sim}}=\frac{a^{d-1}}{\sqrt{2}} \dot{\Phi}_{\perp}, \quad c_{\Phi}^{\operatorname{sim}}=a^{d-1}\left(\alpha \dot{\Phi}+\frac{\alpha^{2}}{2} d(d-2) H\right), \quad c_{y}^{\operatorname{sim}}=\frac{a^{d-1}}{2} \dot{y}_{55} \tag{4.2.18}
\end{equation*}
$$

Note that before simulating the whole system, we checked that starting from the tiny left crescent indeed yields a quantum no-scale regime where the above simulated quantities freeze. We also observed the expected non-trivial behaviours: The climbing of $M$ of its negative potential and the stabilization of the $y$ 's even when they have negative "mass terms" in the potential.

To simulate the whole system and allow for the $y$ 's to reach arbitrary large values, the exact potential without approximation to quadratic order in the $y$ 's needs to be implemented [44. For simplicity, the simulations have been performed with $y_{55}=0 \Rightarrow c_{y}=0$. Note that the parity of $\epsilon$ is no more relevant in this context since the exploration of a large range of values by the moduli fields interpolates between different values for $n_{\mathrm{F}}-n_{\mathrm{B}}+(-1)^{\epsilon} 8 \times 2$. An important feature of the exact potential in our specific setup is that depending on $n_{\mathrm{F}}-n_{\mathrm{B}}$, its sign can be always positive for all values of $y_{d, d+1}$, always negative or without a definite sign. The results of the simulations are the following:

- When $\mathcal{V}_{1 \text {-loop }}<0$ for some values of $y_{45}$, the universe collapses after a certain time unless the trajectory happens to sit in the tiny left crescent. In this case, the dynamics of the Wilson lines thus drastically impacts the possibility of emergence of quantum no-scale regimes compared to the toy model.
- When $\mathcal{V}_{1 \text {-loop }} \geq 0$ for all values of $y_{45}$, the quantity $\frac{c^{\text {sim }}}{\gamma_{c} c_{\$}^{\text {sim }}}$ is always attracted inside the tiny crescent where it freezes and the system enters a quantum no-scale regime. This global attractor makes a flat expanding universe much more likely when the one-loop potential is positive rather than negative where fine tuning is required for the universe not to collapse.
It is interesting to see how the system evolves before reaching a quantum no-scale regime when $\mathcal{V}_{1 \text {-loop }} \geq 0$. Remember that in such a regime, the scale factor satisfies $a^{d-1} \sim t$ so that $\left(a^{d-1}\right)^{\cdot}$ is constant. Fig. 4.5a shows the evolution of $\left(a^{d-1}\right)^{\cdot}$ for a set of small initial velocities for $y_{45}$ and $y_{54}$. We observe that a structure of plateaux arises, that can be understood as follows:
- For small velocities, the dynamics temporarily matches the one of the toy model where we have shown that the system always enters a quantum no-scale regime since $\mathcal{V}_{1 \text {-loop }} \geq 0$. That is why $\left(a^{d-1}\right)^{\cdot}$ follows a first plateau.
- It is unlikely that the system initially sits in the tiny crescent and thus the value of $J_{+}^{\text {sim }}$ (which is dynamical at this stage) is almost certainly negative. The kinetic energies of $y_{45}$ and $y_{54}$ inevitably end up dominating in Friedmann equation and destabilize the initial approximate quantum no-scale regime. Thanks to the positivity of the one-loop potential, the quantity $\left(a^{d-1}\right)^{\cdot}$ starts increasing.
- The kinetic energies of $y_{45}$ and $y_{54}$ cannot dominate forever since no such asymptotic solutions exist. The energy must be released at some point and the system reaches a new approximate quantum no-scale regime.
- At each plateaux, the dynamical value of $J_{+}^{\text {sim }}$ gets closer to the tiny crescent and after enough plateaux, it stabilizes to a positive value (see Fig. 4.5b).
- This convergence to the tiny crescent can be checked by plotting $\frac{c_{\mathrm{L}}^{\text {sim }}}{\gamma_{c} c_{\Phi}^{\text {sim }}}$ in Figs. 4.5 c and 4.5 d .
- Once this is the case, the universe stays in this final quantum no-scale regime forever.


### 4.3 Thermal cosmology: A model for dark-matter relic generation

Inspired by the effect of a discrete antisymmetric tensor on the bosonic or fermionic nature of the additional massless states at specific points in moduli space, we describe how it can affect the cosmology considered at finite temperature $T_{(\sigma)}$ in sigma-model frame. We exhibit a mechanism where a cosmological attractor triggers a phase transition and implies the condensation of initially massless scalars. Assuming such states to be dark-matter candidates, we study how this sudden mass increase affects the standard freeze-out scenario of dark matter presented in Chapter. 1.

This study is again performed in a heterotic string framework in $d$ dimensions with spontaneously broken supersymmetry $\grave{a}$ la Scherk-Schwarz in the low breaking scale regime and this time with the additional implementation of finite temperature. In a first subsection, we express the oneloop thermal potential $\mathcal{V}_{1 \text {-loop }}^{\text {th, }(\sigma)}$ in our setup. We then briefly define and review the existence of an attractor to a so-called "radiation-like era" in this configuration 38-42. After that, we show how the evolution of the universe along such an attractor can trigger a destabilization of some initially massless states before entering a second radiation-like era. In a fourth and last subsection, we describe how this mechanism impacts the standard freeze-out scenario to yield a relic density of dark matter at late times.

Chapter 4. Cosmological considerations

(a) Convergence of $\left(a^{d-1}\right)^{\cdot}$ towards a constant, signalling the entrance of the universe in a quantum no-scale regime. The plateaux correspond to approximate intermediate quantum no-scale regimes before reaching the exact final one.

(c) Convergence of $\frac{c_{\perp}^{\text {sim }}}{\gamma_{c} c_{\Phi}^{\text {sim }}}$ towards the tiny range $[-1,-0.9941]$. The next plot on the right zooms over this range to better see the convergence.

(b) Evolution of $J_{+}^{\text {sim }}$. It oscillates between positive and negative values before stabilizing at a positive value when the final exact quantum no-scale regime is reached.

(d) Zoom over the entrance of $\frac{c_{1}^{\text {sim }}}{\gamma_{c} c_{\Phi}^{\text {sim }}}$ into the tiny range $[-1,-0.9941]$ represented by the orange shaded area.

Figure 4.5: Evolution of the simulated quantities $\left(a^{d-1}\right)^{\cdot}, J_{+}^{\text {sim }}$ and $\frac{c_{\perp}^{\text {sim }}}{\gamma_{c} c_{\Phi}^{\text {sim }}}$ as a function of time with $d=4$.

### 4.3.1 Thermal potential at one loop

We consider the $\mathrm{E}_{8} \times \mathrm{E}_{8}$ heterotic string compactified on

$$
\begin{equation*}
S_{\mathrm{E}}^{1}\left(R_{0}\right) \times \mathbb{R}^{d-1} \times S^{1}\left(R_{d}\right) \times T^{8-d} \times S^{1}\left(R_{9}\right) \tag{4.3.1}
\end{equation*}
$$

The first circle of radius $R_{0}$ is the compactified Euclidean time that implements the finite temperature [22]. The temperature is then proportional to the inverse of the radius $R_{0}$ and the associated Matsubara excitations have a momentum $m_{0}$ which is unshifted for boson and shifted for fermions:

$$
\begin{equation*}
T_{(\sigma)} \equiv \frac{1}{2 \pi R_{0}} \quad \text { and } \quad m_{0} \longrightarrow \frac{m_{0}+\frac{F}{2}}{R_{0}}, m_{0} \in \mathbb{Z} \tag{4.3.2}
\end{equation*}
$$

Note the following difference of notation compared to the other studies presented in this thesis: We will perform the Scherk-Schwarz mechanism responsible for the spontaneous breaking of supersymmetry along the direction $X^{9}$ with radius $R_{9}$. The radius $R_{d}$ of the other factorized circle will play
the role of the (de)-stabilized modulus throughout the cosmological evolution of the universe. To have more flexibility for the possible values of $n_{\mathrm{F}}-n_{\mathrm{B}}$, we break $\mathrm{E}_{8} \times \mathrm{E}_{8}$ to $\mathrm{SO}(16) \times \mathrm{SO}(16)$ as explained in Subsect.4.2.1. Note that here, we define $d_{\text {en }}$ to be the number of roots of the enhanced $\mathrm{U}(1)$ 's excluding direction $X^{d}$. We then define $n_{\mathrm{F}}$ and $n_{\mathrm{B}}$ to be the massless degrees of freedom which do not contain the possible additional states coming from direction $X^{d}$,

$$
\begin{equation*}
n_{\mathrm{B}}=8 \times\left(8+120+120+d_{\mathrm{en}}\right) \quad \text { and } \quad n_{\mathrm{F}}=8 \times(128+128) . \tag{4.3.3}
\end{equation*}
$$

As described in the same subsection, we also turn on a discrete background value for $2 B_{d 9} \equiv \epsilon$ so that its parity determines if the additional massless states at the self-dual radius $R_{d}=\sqrt{\alpha^{\prime}}$ are bosons (producing a gauge symmetry enhancement) or fermions. This will be very important to trigger or not a phase transition as the universe evolves. More precisely, the whole Kaluza-Klein tower along $X^{9}$ with momentum $m_{9} \in \mathbb{Z}$ and with momentum and winding numbers along $X^{d}$ satisfying $m_{d}= \pm n_{d}= \pm 1$ has squared mass

$$
\begin{equation*}
\left(\frac{R_{d}}{\alpha^{\prime}}-\frac{1}{R_{d}}\right)^{2}+\left(\frac{m_{9}+\frac{F+2 B_{d 9} n_{d}}{2}}{R_{9}}\right)^{2}=\left(\frac{R_{d}}{\alpha^{\prime}}-\frac{1}{R_{d}}\right)^{2}+\left(\frac{m_{9}+\frac{F \pm \epsilon}{2}}{R_{9}}\right)^{2} \tag{4.3.4}
\end{equation*}
$$

Denoting $\tilde{n}_{\mathrm{B}}$ and $\tilde{n}_{\mathrm{F}}$ the additional numbers of bosonic and fermionic degrees of freedom at the self-dual radius, we have

$$
\begin{equation*}
\tilde{n}_{\mathrm{B}}=8 \times 2(1-\epsilon) \quad \text { and } \quad \quad \tilde{n}_{\mathrm{F}}=8 \times 2 \epsilon \tag{4.3.5}
\end{equation*}
$$

To proceed, we define the following quantities,

$$
\begin{equation*}
\zeta \equiv \ln \left(\frac{R_{d}}{\alpha^{\prime}}\right), \quad z \equiv \ln \left(\frac{R_{0}}{R_{9}}\right)=\ln \left(\frac{M_{(\sigma)}}{T_{(\sigma)}}\right) \tag{4.3.6}
\end{equation*}
$$

We do not write the full result for $\mathcal{V}_{1-\mathrm{loop}}^{\text {th, }(\sigma)}$ that can be found in 39 but we display its Taylor expansion up to quadratic order around $\zeta=0$ :

$$
\begin{align*}
\mathcal{V}_{1-\mathrm{loop}}^{\mathrm{th},(\sigma)}=T_{(\sigma)}^{4} & {\left[-\left(N_{\mathrm{F}}+N_{\mathrm{B}}\right) f_{\mathrm{T}}^{(d)}(z)+\left(N_{\mathrm{F}}-N_{\mathrm{B}}\right) f_{\mathrm{V}}^{(d)}(z)\right] } \\
& +\frac{T_{(\sigma)}^{d-2} \zeta^{2}}{\pi}\left(\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}\right)\left[f_{\mathrm{T}}^{(d-2)}(z)+(-1)^{\epsilon} f_{\mathrm{V}}^{(d-2)}(z)\right]+\mathcal{O}\left(\zeta^{4}\right), \tag{4.3.7}
\end{align*}
$$

where $N_{\mathrm{F}}=n_{\mathrm{F}}+\tilde{n}_{\mathrm{F}}$ and $N_{\mathrm{B}}=n_{\mathrm{B}}+\tilde{n}_{\mathrm{B}}$ are the total number of fermionic and bosonic degrees of freedom at $\zeta=0$ and the function $f_{\mathrm{T}}$ and $f_{\mathrm{V}}$ are

$$
\begin{equation*}
f_{\mathrm{T}}^{(d)}(z)=\frac{\Gamma\left(\frac{d+1}{2}\right)}{\pi^{\frac{d+1}{2}}} \sum_{\tilde{k}_{0}, \tilde{k}_{9} \in \mathbb{Z}} \frac{e^{d z}}{\left[e^{2 z}\left(2 \tilde{k}_{0}+1\right)^{2}+\left(2 \tilde{k}_{9}\right)^{2}\right]^{\frac{d+1}{2}}}, \quad f_{\mathrm{V}}^{(d)}(z)=e^{(d-1) z} f_{\mathrm{T}}^{(d)}(-z) \tag{4.3.8}
\end{equation*}
$$

Note that at $\zeta=0$, we see that the thermal one-loop potential displays a competition between the thermal effects in $f_{\mathrm{T}}^{(d)}(z)$ and the usual quantum effects in $f_{\mathrm{V}}^{(d)}(z)$. When the temperature is dominated by the supersymmetry-breaking scale $(z \rightarrow+\infty)$, the expression of $\mathcal{V}_{1 \text {-loop }}^{\text {th, }(\sigma)}$ matches the one of $\mathcal{V}_{1-\text { loop }}^{(\sigma)}$ (Eq. 1.3.11. On the contrary, when the temperature dominates $(z \rightarrow-\infty)$, $\mathcal{V}_{1-\text {-loop }}^{\text {th }}$ reduces to the first thermal term. Notice also that the thermal contribution is always negative with a pre-factor $-\left(N_{\mathrm{F}}+N_{\mathrm{B}}\right)$ while the quantum effects are dressed with the usual ( $N_{\mathrm{F}}-N_{\mathrm{B}}$ ) factor that can be of arbitrary sign and can potentially compensate the thermal part when $N_{\mathrm{F}}>N_{\mathrm{B}}$.

### 4.3.2 Attraction to a radiation-like era

When $\epsilon$ is even, the shape of the thermal potential as a function of $\zeta$ is drawn in Fig. 4.6. It is drawn in the case $T_{(\sigma)}>M_{(\sigma)}$ but the qualitative shape is the same if $T_{(\sigma)}<M_{(\sigma)}$ up to the replacement $R_{0} \rightarrow R_{9}$ in the figure. We see that there is a local minimum at $\zeta=0$ and we can naively expect a stabilization. The well centred at the origin is surrounded by two plateaux where the contributions to the thermal potential of the $\tilde{n}_{\mathrm{B}}$ and $\tilde{n}_{\mathrm{F}}$ states become exponentially suppressed so that it does not depend on $\zeta$ any more. If the the radius $R_{d}$ is too big ( $R_{d} \gtrsim R_{0}$ ) or to small ( $R_{d} \lesssim 1 / R_{0}$ ), the Kaluza-Klein modes or winding modes contribute significantly and produce an exponential behaviour that can be decreasing or increasing depending on the sign $n_{\mathrm{F}}-n_{\mathrm{B}}$ and the value of $z$.


Figure 4.6: Qualitative shape of the thermal potential as a function of $\zeta=\ln \left(R_{d}\right)$ in the case $\epsilon$ even and $T_{(\sigma)}>M_{(\sigma)}$. If $T_{(\sigma)}<M_{(\sigma)}$, the shape is the same up to the change $R_{0} \rightarrow R_{9}$.

In this case, it has been shown in [41] that the naive expectation for a stabilization of $\zeta$ is indeed correct and the dynamics shows a peculiar cosmological behaviour. With the usual definitions (4.1.6) applied with $n=1$ for the no-scale modulus $\Phi$ and the orthogonal combination $\Phi_{\perp}$ in function of $R_{9}$ and the dilaton $\phi$, the action in Einstein frame reads

$$
\begin{equation*}
S=\int \mathrm{d}^{d} x \sqrt{-g}\left[\frac{\mathcal{R}}{2}-\frac{1}{2}(\partial \Phi)^{2}-\frac{1}{2}\left(\partial \Phi_{\perp}\right)^{2}-\frac{1}{2}(\partial \zeta)^{2}-\mathcal{V}_{1 \text {-loop }}^{\text {th }}\right] \tag{4.3.9}
\end{equation*}
$$

where $\mathcal{V}_{1 \text {-loop }}^{\text {th }} \equiv e^{\frac{2 d}{d-2} \phi} \mathcal{V}_{1 \text {-loop }}^{\text {th, }(\sigma)}$. The temperature and supersymmetry-breaking scale in Einstein frame without subscript $(\sigma)$ are defined from the expression in sigma-model frame with the multiplicative factor $e^{\frac{2}{d-2} \phi}$. It is also convenient to define $\beta=1 / T$. With a FLRW ansatz,

$$
\begin{equation*}
\mathrm{d} s^{2}=-\beta\left(x^{0}\right)^{2}\left(\mathrm{~d} x^{0}\right)^{2}+a\left(x^{0}\right)^{2} \sum_{i=1}^{d-1}\left(\mathrm{~d} x^{i}\right)^{2}, \quad \Phi\left(x^{0}\right), \quad \Phi_{\perp}\left(x^{0}\right), \quad \zeta\left(x^{0}\right) \tag{4.3.10}
\end{equation*}
$$

and the definition of a cosmic time $t \equiv \beta x^{0}$, the equations of motion for $\beta$, the scale factor $a$ and the fields $\Phi, \Phi_{\perp}$ and $\zeta$ can be worked out. Provided that the massless spectrum satisfies

$$
\begin{equation*}
0<\frac{N_{\mathrm{F}}-N_{\mathrm{B}}}{N_{\mathrm{F}}+N_{\mathrm{B}}}<\frac{1}{2^{d}-1}, \tag{4.3.11}
\end{equation*}
$$

they admit as a solution a behaviour where $\zeta=0, \Phi_{\perp}=\phi_{\perp 0}=\mathrm{cst}$ and $z$ keeps a constant value $\tilde{z}_{\mathrm{c}}$ that can range from $-\infty$ to $+\infty$ depending on the precise values of $N_{\mathrm{F}}$ and $N_{\mathrm{B}}$. In such a
solution, $\zeta$ does not move and the the breaking scale $M$ is proportional to the temperature $T$ with proportionality constant equal to $e^{z_{c}}$. Both $M$ and $T$ decrease like the inverse of the scale factor which itself grows like $t^{\frac{d}{2}}$. The cosmology then looks like that of a universe filled only by radiation with $H^{2} \propto T^{d}$. Of course, the energy density $\rho$ and pressure $P$ derived from the thermal potential do not satisfy the state equation of pure radiation $\rho=(d-1) P$ but when the kinetic energy of the no-scale modulus $\Phi$ is taken into account, the total energy density $\rho_{\text {tot }}$ and pressure $P_{\text {tot }}$ indeed verify $\rho_{\text {tot }}=(d-1) P_{\text {tot }}$. This is the reason why this cosmological behaviour is called "radiation-like".

This solution has been shown to be robust to small fluctuations in $d \geq 4$ [39] so that the generic evolution of a trajectory not too far from the critical behaviour converges towards the critical evolution. In the transient regime, the value of $z$ can oscillate or not while $\zeta$ undergoes damped oscillations around zero. Such oscillating scalars usually give rise to the so-called "cosmological moduli problem" since their energies do not dilute fast enough as the universe expands and do not stabilize. Some authors invoked decays of the scalars to solve the problem but this gives rise to new difficulties such as an excessive entropy production [207, 208]. Note that our setup avoids the cosmological moduli problem and $\zeta$ indeed stabilizes thanks to the drop of its mass as the universe evolves.

If $\zeta$ starts too far from zero along one of the plateaux in Fig. 4.6, the setup is the same as before but without the additional $\tilde{n}_{\mathrm{F}}$ and $\tilde{n}_{\mathrm{B}}$ massless states contributing. A local attractor again exists [39], very similar to the previous one but this time with $\zeta=\zeta_{0}=$ cst and a new critical value $z_{\mathrm{c}}$ provided that now

$$
\begin{equation*}
0<\frac{n_{\mathrm{F}}-n_{\mathrm{B}}}{n_{\mathrm{F}}+n_{\mathrm{B}}}<\frac{1}{2^{d}-1} . \tag{4.3.12}
\end{equation*}
$$

Notice also that when $\zeta$ starts on the exponential part of the potential in Fig. 4.6, even if this part is exponentially decreasing, the plateau width is dynamical and always ends up catching $\zeta$, preventing it from eternally falling out.

### 4.3.3 Conditions for a dynamical phase transition

Let us now look at the qualitative shape of the potential as a function of $\zeta$ in the case where $\epsilon$ is odd. When the temperature dominates the supersymmetry-breaking scale, the shape is the same as in Fig. 4.6. However, when the ratio $M / T$ becomes greater than one, the well centered at the origin becomes a bump as can be seen from Fig. 4.7.

We want to use this change of behaviour as the temperature drops to trigger a phase transition responsible for the generation of a large mass to some states that will be interpreted as dark-matter candidates. In this subsection, we describe qualitatively what we naively expect to happen and then check these conclusions thanks to numerical simulations.

## Expected behaviour

- At large temperature, we assume $\zeta$ to sit not too far from the origin inside the well formed by its potential and we assume condition 4.3.11 to be valid. We then expect the cosmological evolution to converge towards the critical solution with $z=\tilde{z}_{\mathrm{c}}$.
- If $e^{\tilde{z}_{c}}=M / T<1$, the temperature never drops below the breaking scale and the potential keeps its well shape as in Fig. 4.6 forever and nothing special happens.


Figure 4.7: Qualitative shape of the thermal potential as a function of $\zeta=\ln \left(R_{d}\right)$ in the case $\epsilon$ odd and $T_{(\sigma)}<M_{(\sigma)}$. When $T_{(\sigma)}>M_{(\sigma)}$, the shape is the same as the one drawn in Fig. 4.6.

- However, if $e^{\tilde{z}_{c}}>1$, at the inevitable moment when the breaking scale starts to dominate the temperature, the potential develops a bump and $\zeta$ is destabilized.
- We then expect $\zeta$ to slide along the bump until it freezes along the plateau. From there, if condition (4.3.12) is satisfied, the universe follows another radiation-like critical solution with $z=z_{\mathrm{c}}>1$.

For this expected scenario to take place in our setup, the three following conditions must hold:
(i) $0<\frac{n_{\mathrm{F}}-n_{\mathrm{B}}}{n_{\mathrm{F}}+n_{\mathrm{B}}}, \frac{N_{\mathrm{F}}-N_{\mathrm{B}}}{N_{\mathrm{F}}+N_{\mathrm{B}}}<\frac{1}{2^{d}-1} \quad$ ( $z_{\mathrm{c}}$ and $\tilde{z}_{\mathrm{c}}$ exist),
(ii) $\epsilon \in 2 \mathbb{Z}+1$
(necessary for a possible destabilization of $\zeta$ ),
(iii) $\tilde{z}_{\mathrm{c}}>0$ ( $\zeta$ indeed becomes tachyonic).

We thus choose $\epsilon$ odd and condition (i) can be written like

$$
\begin{equation*}
0<\frac{8-d_{\mathrm{en}}}{504+d_{\mathrm{en}}}, \frac{10-d_{\mathrm{en}}}{506+d_{\mathrm{en}}}<\frac{1}{2^{d}-1} . \tag{4.3.14}
\end{equation*}
$$

Condition (iii) can be checked by determining $\tilde{z}_{\mathrm{c}}$ explicitly 41,

$$
\begin{equation*}
\tilde{z}_{\mathrm{c}} \text { is the unique root of the equation } \frac{N_{\mathrm{F}}-N_{\mathrm{B}}}{N_{\mathrm{F}}+N_{\mathrm{B}}}-\frac{f_{\mathrm{T}}^{(d)}+\partial_{z} f_{\mathrm{T}}^{(d)}}{f_{\mathrm{V}}^{(d)}+\partial_{z} f_{\mathrm{V}}^{(d)}}=0 \text {. } \tag{4.3.15}
\end{equation*}
$$

We find that:

- For $d=3$ and $d=4$, condition (i) holds with $d_{\mathrm{en}}=0,2,4,6$ and also $d_{\mathrm{en}}=8$ if we allow the critical value $z_{\mathrm{c}}$ to be $+\infty$. The critical value $\tilde{z}_{\mathrm{c}}$ is positive in all cases so condition (iii) is also verified and the phase transition occurs.
- For $d=5$, condition $(i)$ holds with $d_{\text {en }}=0,2,4,6$ (and 8 ) but $\tilde{z}_{\text {c }}$ turns out to be positive only for $d_{\mathrm{en}}=4,6($ and 8$)$.
- For $d=6$, condition $(i)$ implies $d_{\mathrm{en}}=2,4,6$ (and 8 ) but $\tilde{z}_{\mathrm{c}}$ is always negative.
- For $d=7$ and 8 , condition (i) can no more be satisfied.


## Numerical simulations

To confirm all these expectations, we have numerically simulated the system of differential equations to see if the phase transition indeed occurs during a transient regime. We choose initial conditions with an expanding universe $(\dot{a}(0)>0)$ and a temperature higher than the supersymmetry-breaking scale $(z(0)<0)$. We also choose $\zeta(0)$ to be inside the well of the potential and with a low enough initial velocity. Note that a medium size for the initial radius $R_{0}$ (few units of $\sqrt{\alpha^{\prime}}$ ) is enough to throw out the exponentially suppressed contributions and gives a well width large enough not to require an important initial fine tuning.

The simulated evolutions of the fields $\zeta(t), z(t), \Phi_{\perp}(t)$ and $a(t) T(t)$ in dimension $d=4$ are depicted in Fig. 4.8a. We observe that $\zeta(t)$ (blue curve) undergoes damped oscillations around the origin at the beginning. In the meantime, $z(t)$ (orange curve) increases from its initial negative value to try to approach the positive value $\tilde{z}_{\mathrm{c}}$. Once $z(t)$ becomes positive, the potential well becomes a bump as we saw and as expected, $\zeta(t)$ slides along this bump before freezing somewhere. The field $z(t)$ converges to the new critical value $z_{\mathrm{c}}$ and $\Phi_{\perp}(t)$ also freezes. The final regime is indeed radiation-like as the product $a(t) T(t)$ becomes constant. It could be surprising at first sight that the absolute value of the constant reached by $\zeta(t)$ is lower than the initial one since one could naively think that it remains stuck on top of the bump. Actually, the bump width is dynamical and decreases with time as shown in Fig. 4.8b. We see that the end value of $\zeta(t)$ is indeed far away from the bump. In the simulation, the mass acquired by the $\tilde{n}_{\mathrm{F}}$ states is roughly $2 \%$ of the string scale, which is much larger than $T_{(\sigma)}$ and $M_{(\sigma)}$ that keeps decreasing.

(a) Evolution of $\zeta(t), z(t), \Phi_{\perp}(t)$ and $a(t) T(t)$ in a model that realizes the dynamical phase transition.

(b) Evolution of the dynamical well/bump width (purple shaded area). The oscillations at the beginning are within the well and the $\zeta$ eventually freezes away from the bump.

Figure 4.8: Numerical simulations of the phase transition for $d=4$.

### 4.3.4 Dark-matter freeze-out and relic density

In this subsection, we want to show how the phase transition exhibited so far, which suddenly gives a large mass compared to the temperature to some particles, can produce a non-trivial relic density of cold (non-relativistic) dark matter $\left.{ }^{3}\right\}$. More particularly, we will see how it affects the standard thermal freeze-out scenario presented in Chapter 1. In order to describe qualitatively what happens, we assume the mass jump from 0 to $m_{\mathrm{DM}}$ of the dark-matter particles mass $m(T)$ occurring at the

[^12]critical temperature $T_{\mathrm{c}}$ to be very quick compared to all other processes so that we can write
\[

m(T)= $$
\begin{cases}0 & \text { for } T>T_{\mathrm{c}}  \tag{4.3.16}\\ m_{\mathrm{DM}} & \text { for } T<T_{\mathrm{c}}\end{cases}
$$
\]

Different behaviours arise for the evolution of the dark-matter yield depending on the value of the critical temperature $T_{\mathrm{c}}$ and more precisely depending on the value of the equilibrium density for particles of mass $m_{\mathrm{DM}}$ compared to the curve $n_{\mathrm{DM}}\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle=(d-1) H$ at $T_{\mathrm{c}}$, which indicates if the expansion rate of the universe dominates in Boltzmann equation (1.4.3) or not. We distinguish three qualitatively different evolutions, drawn in Fig. 4.9.

$$
\begin{aligned}
& Y_{\mathrm{DM}}=n_{\mathrm{DM}} a^{d-1}
\end{aligned}
$$

Figure 4.9: Evolution of the dark-matter yield before and after the phase transition in three cases differing by the moment (or temperature) when the transition occurs.

- Case 1: At $x_{\mathrm{c}} \equiv m_{\mathrm{DM}} / T_{\mathrm{c}}$, indicated by the vertical blue dotted line, the Boltzmann equilibrium for particles of mass $m_{\mathrm{DM}}$ (black dashed curve) is above the red dashed curve representing $n_{\mathrm{DM}}\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle=(d-1) H$. The dark matter being initially massless, the yield (blue curve) at the beginning is constant. After the phase transition, the yield has enough time to reach the equilibrium before the expansion rate dominates and this gives a relic density identical to the standard freeze-out mechanism.
- Case 2: At $x_{\mathrm{c}} \equiv m_{\mathrm{DM}} / T_{\mathrm{c}}$, indicated by the vertical orange dotted line, the Boltzmann equilibrium for particles of mass $m_{\mathrm{DM}}$ (black dashed curve) is below the red dashed curve. The yield (orange curve) starts to decrease but is frozen out before being able to reach the equilibrium. This produces a higher relic density compared to the standard case.
- Case 3: At $x_{\mathrm{c}} \equiv m_{\mathrm{DM}} / T_{\mathrm{c}}$, indicated by the vertical green dotted line, the Boltzmann equilibrium for particles of mass $m_{\mathrm{DM}}$ (black dashed curve) is well below the red dashed curve and the initial constant yield (green line) is also already below it. This means that the chemical decoupling has already occurred when the dark-matter particles acquire their masses. The yield thus remains constant after the transition and in this case we have a hot (relativistic)
dark-matter relic density. Note that such a hot scenario is what is thought to have happened for the actual neutrino relic density.


### 4.4 Conclusions

In the last part of this thesis, we investigated the cosmology derived in heterotic models with spontaneous breaking of supersymmetry. We wanted to analyze the quantum backreaction of the one-loop potential generated by the supersymmetry breaking on the no-scale structure of classical models. In a simplified model where only the dynamics of few moduli is taken into account, we showed, under some conditions, the existence of quantum no-scale regimes characterized by a dominated potential and a cosmology identical to that of a classical no-scale model. In such universes, the flat and expanding Minkowski dynamics is not spoiled by quantum effects. This contrasts with some cosmologies put forward in the setup where the universe evolution is intrinsically quantum and driven by the one-loop potential. In these cases, the universe is inexorably sentenced to undergo a Big Crunch.

After this work, it was natural to study the effect of the addition of other deformations on the previous conclusions. In a framework with a specific background and three additional deformations of the internal metric and antisymmetric tensor, assumed to be small, we showed the existence of local attractors towards quantum no-scale regimes. It turned out that the allowed parameter space for a quantum no-scale regime describing an ever-expanding universe is very tiny. However, a numerical study of the dynamics with deformations of arbitrary magnitude exhibited the existence of global attractors towards such evolutions. These global attractors exist when the one-loop potential is positive for all values of the deformations. This makes stability of flat Minkowski spacetime much more natural in this case compared to when the potential can be negative and where some fine tuning is required to avoid a collapse of the universe.

In a third project, we studied the cosmology of heterotic models at finite temperature, motivated by the purpose of generating a dark-matter relic density, a crucial ingredient of the standard model of cosmology. Thanks to the condensation of a modulus during the universe evolution, some states (dark-matter candidates) initially massless acquire a big mass. While massless, the dark-matter particles can be abundantly created and the moment when they acquire their mass drastically impacts the usual freeze-out scenario for dark-matter relic production and can for instance yield a much higher relic density.

## 5 Outlook: The challenges of string theory

This thesis delved into three different aspects of string theory with firstly, the very elaboration of supersymmetry breaking mechanisms at the perturbative string level in the framework of orientifold models. Secondly, we studied "moduli stability" in models with spontaneously broken supersymmetry. Talking about stability from the sole investigation of the one-loop potential and its dependences on the moduli is a bit naive since it is the cosmological dynamics that truly stabilizes the scalars or not. It was the object of the third aspect treated in this work to study cosmological implications of the potential generated at one loop by supersymmetry breaking.

Of course, this thesis is just a modest exploration of these various aspects through the study of specific mechanisms which do not pretend to solve the big questions of modern theoretical physics. String theory has not yet been able to prove that it is indeed a good theory to describe the fundamental degrees of freedom of our world and their interactions, despite a lot of theoretically appealing facets. For now, even if great theoretical successes have been achieved, the theory remains too flexible and cannot satisfyingly explain the black-hole information loss paradox or the de Sitter nature of our universe. Moreover, it faces the big difficulty of collecting data, both from particle physics and from cosmological observations, to constrain the models and parameters. This difficulty can have two distinct origins: Because the energy scale at which new physics appears is much higher than what we can experimentally achieve and does not leave big enough effects in precision experiments ; Or because of the environmental nature of some parameters that may have specific values for no specific reasons inside a multiverse.

In the seek of constraints for string theory, the swampland program initiated quite recently tries to establish criteria that field theories must satisfy to consistently be effective low-energy limits of quantum theories of gravity. Among the whole ensemble of field theories, those that can indeed be consistent low-energy limits are part of the "landscape" while the others form the "swampland". In this bottom-up approach, the delineation of the landscape and the features of the theories inside it could provide constraints for the "up" part i.e. at the string-theory level. The landscape is now full of conjectures about effective field theories that have been shown to be related to each other as a complex web of features that are expected in consistent theories.

More work in the future, both from the theoretical physics community, the experimentalists and the engineers, will hopefully bring answers to the deepest questions of fundamental physics and unravel the description of quantum gravity.

## A Conventions and notations for the characters

Our definitions of the Jacobi modular forms and Dedekind function are

$$
\vartheta\left[\begin{array}{l}
\alpha  \tag{A.0.1}\\
\beta
\end{array}\right](z \mid \tau)=\sum_{m} q^{\frac{1}{2}(m+\alpha)^{2}} e^{2 i \pi(z+\beta)(m+\alpha)}, \quad \eta(\tau)=q^{\frac{1}{24}} \prod_{n=1}^{+\infty}\left(1-q^{n}\right) .
$$

It is standard to denote

$$
\vartheta\left[\begin{array}{l}
0  \tag{A.0.2}\\
0
\end{array}\right](z \mid \tau)=\vartheta_{3}(z \mid \tau), \quad \vartheta\left[\begin{array}{c}
0 \\
\frac{1}{2}
\end{array}\right](z \mid \tau)=\vartheta_{4}(z \mid \tau), \quad \vartheta\left[\begin{array}{c}
\frac{1}{2} \\
0
\end{array}\right](z \mid \tau)=\vartheta_{2}(z \mid \tau), \quad \vartheta\left[\begin{array}{c}
\frac{1}{2} \\
\frac{1}{2}
\end{array}\right](z \mid \tau)=\vartheta_{1}(z \mid \tau)
$$

and to keep implicit both arguments when $z=0$. In these notations, the $\mathrm{SO}(2 n)$ affine characters can be written as

$$
\begin{equation*}
O_{2 n}=\frac{\vartheta_{3}^{n}+\vartheta_{4}^{n}}{2 \eta^{n}}, \quad V_{2 n}=\frac{\vartheta_{3}^{n}-\vartheta_{4}^{n}}{2 \eta^{n}}, \quad S_{2 n}=\frac{\vartheta_{2}^{n}+i^{-n} \vartheta_{1}^{n}}{2 \eta^{n}}, \quad C_{2 n}=\frac{\vartheta_{2}^{n}-i^{-n} \vartheta_{1}^{n}}{2 \eta^{n}} . \tag{A.0.3}
\end{equation*}
$$

They satisfy the following modular properties:

$$
\begin{align*}
& \left(\begin{array}{c}
O_{2 n} \\
V_{2 n} \\
S_{2 n} \\
C_{2 n}
\end{array}\right)(\tau+1)=e^{-i n \pi / 12} \operatorname{diag}\left(1,-1, e^{i n \pi / 4}, e^{i n \pi / 4}\right)\left(\begin{array}{c}
O_{2 n} \\
V_{2 n} \\
S_{2 n} \\
C_{2 n}
\end{array}\right)(\tau) \\
& \left(\begin{array}{c}
O_{2 n} \\
V_{2 n} \\
S_{2 n} \\
C_{2 n}
\end{array}\right)\left(-\frac{1}{\tau}\right)=\frac{1}{2}\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & i^{-n} & -i^{-n} \\
1 & -1 & -i^{-n} & i^{-n}
\end{array}\right)\left(\begin{array}{c}
O_{2 n} \\
V_{2 n} \\
S_{2 n} \\
C_{2 n}
\end{array}\right)(\tau), \tag{A.0.4}
\end{align*}
$$

which are relevant for the amplitudes $\mathcal{T}, \mathcal{K}$ and $\mathcal{A}$. For the Möbius strip, it is convenient to switch from the characters $\chi$ to the real "hatted" characters $\hat{\chi}$ defined by 115,116

$$
\begin{equation*}
\hat{\chi}\left(\frac{1}{2}+i \tau_{2}\right)=e^{-i \pi\left(h-\frac{c}{24}\right)} \chi\left(\frac{1}{2}+i \tau_{2}\right) \tag{A.0.5}
\end{equation*}
$$

where $h$ is the weight of the associated primary state and $c$ is the central charge. The so-called P-transformation then takes the form

$$
\left(\begin{array}{c}
\hat{O}_{2 n}  \tag{A.0.6}\\
\hat{V}_{2 n} \\
\hat{S}_{2 n} \\
\hat{C}_{2 n}
\end{array}\right)\left(\frac{1}{2}+\frac{i}{2 \tau_{2}}\right)=\left(\begin{array}{cccc}
c & s & 0 & 0 \\
s & -c & 0 & 0 \\
0 & 0 & \zeta c & i \zeta s \\
0 & 0 & i \zeta s & \zeta c
\end{array}\right)\left(\begin{array}{c}
\hat{O}_{2 n} \\
\hat{V}_{2 n} \\
\hat{S}_{2 n} \\
C_{2 n}
\end{array}\right)\left(\frac{1}{2}+i \frac{\tau_{2}}{2}\right), \quad \hat{\eta}\left(\frac{1}{2}+\frac{i}{2 \tau_{2}}\right)=\sqrt{\tau_{2}} \hat{\eta}\left(\frac{1}{2}+i \frac{\tau_{2}}{2}\right)
$$

Chapter A. Conventions and notations for the characters
where $c=\cos (n \pi / 4), s=\sin (n \pi / 4)$ and $\zeta=e^{-i n \pi / 4}$. Throughout this work, the implicit arguments of the characters are $\tau, 2 i \tau_{2}, i \tau_{2} / 2$ and $\left(1+i \tau_{2}\right) / 2$ for the torus, Klein bottle, annulus and Möbius strip amplitudes respectively.

## B BSGP model with Scherk-Schwarz mechanism

## Appendix B.1: Torus partition function

Given the notations defined in the main text and the conventions for characters defined in Appendix A, the torus amplitude of the BSGP model with Scherk-Schwarz mechanism along direction $X^{5}$ takes the following form,

$$
\begin{align*}
& \mathcal{T}=\frac{1}{4} \int \frac{\mathrm{~d}^{2} \tau}{\tau_{2}^{3}}\left\{\left[\left(\left|V_{4} O_{4}+O_{4} V_{4}\right|^{2}+\left|S_{4} S_{4}+C_{4} C_{4}\right|^{2}\right) \frac{\Lambda_{\bar{m}, n}^{(4,4)}}{\left|\eta^{4}\right|^{2}}\right.\right. \\
& +\left(\left|V_{4} O_{4}-O_{4} V_{4}\right|^{2}+\left|S_{4} S_{4}-C_{4} C_{4}\right|^{2}\right)\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4} \\
& +16\left(\left|O_{4} C_{4}+V_{4} S_{4}\right|^{2}+\left|S_{4} O_{4}+C_{4} V_{4}\right|^{2}\right)\left|\frac{\eta}{\vartheta_{4}}\right|^{4} \\
& \left.+16\left(\left|O_{4} C_{4}-V_{4} S_{4}\right|^{2}+\left|S_{4} O_{4}-C_{4} V_{4}\right|^{2}\right)\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right] \frac{\Lambda_{\tilde{m}^{\prime},\left(n_{4}, 2 n_{5}\right)}^{(2,2)}}{\left|\eta^{4}\right|^{2}} \\
& -\left[\left(\left(V_{4} O_{4}+O_{4} V_{4}\right)\left(\bar{S}_{4} \bar{S}_{4}+\bar{C}_{4} \bar{C}_{4}\right)+\left(S_{4} S_{4}+C_{4} C_{4}\right)\left(\bar{V}_{4} \bar{O}_{4}+\bar{O}_{4} \bar{V}_{4}\right)\right) \frac{\Lambda_{\bar{m}, \vec{n}}^{(4,4)}}{\left|\eta^{4}\right|^{2}}\right. \\
& +\left(\left(V_{4} O_{4}-O_{4} V_{4}\right)\left(\bar{S}_{4} \bar{S}_{4}-\bar{C}_{4} \bar{C}_{4}\right)+\left(S_{4} S_{4}-C_{4} C_{4}\right)\left(\bar{V}_{4} \bar{O}_{4}-\bar{O}_{4} \bar{V}_{4}\right)\right)\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4} \\
& +16\left(\left(O_{4} C_{4}+V_{4} S_{4}\right)\left(\bar{S}_{4} \bar{O}_{4}+\bar{C}_{4} \bar{V}_{4}\right)+\left(S_{4} O_{4}+C_{4} V_{4}\right)\left(\bar{O}_{4} \bar{C}_{4}+\bar{V}_{4} \bar{S}_{4}\right)\right)\left|\frac{\eta}{\vartheta_{4}}\right|^{4}  \tag{B.1.1}\\
& \left.+16\left(\left(O_{4} C_{4}-V_{4} S_{4}\right)\left(\bar{S}_{4} \bar{O}_{4}-\bar{C}_{4} \bar{V}_{4}\right)+\left(S_{4} O_{4}-C_{4} V_{4}\right)\left(\bar{O}_{4} \bar{C}_{4}-\bar{V}_{4} \bar{S}_{4}\right)\right)\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right] \frac{\Lambda_{\bar{m}^{\prime}+\vec{a}_{S}^{\prime},\left(n_{4}, 2 n_{5}\right)}^{(2,2)}}{\left|\eta^{4}\right|^{2}} \\
& +\left[\left(\left|O_{4} O_{4}+V_{4} V_{4}\right|^{2}+\left|C_{4} S_{4}+S_{4} C_{4}\right|^{2}\right) \frac{\Lambda_{\vec{m}, \vec{n}}^{(4,4)}}{\left|\eta^{4}\right|^{2}}+\left(\left|O_{4} O_{4}-V_{4} V_{4}\right|^{2}+\left|S_{4} C_{4}-C_{4} S_{4}\right|^{2}\right)\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4}\right. \\
& +16\left(\left|O_{4} S_{4}+V_{4} C_{4}\right|^{2}+\left|S_{4} V_{4}+C_{4} O_{4}\right|^{2}\right)\left|\frac{\eta}{\vartheta_{4}}\right|^{4} \\
& \left.+16\left(\left|O_{4} S_{4}-V_{4} C_{4}\right|^{2}+\left|S_{4} V_{4}-C_{4} O_{4}\right|^{2}\right)\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right] \frac{\Lambda_{\vec{m}^{\prime},\left(n_{4}, 2 n_{5}+1\right)}^{(2,2)}}{\left|\eta^{4}\right|^{2}} \\
& -\left[\left(\left(O_{4} O_{4}+V_{4} V_{4}\right)\left(\bar{C}_{4} \bar{S}_{4}+\bar{S}_{4} \bar{C}_{4}\right)+\left(C_{4} S_{4}+S_{4} C_{4}\right)\left(\bar{O}_{4} \bar{O}_{4}+\bar{V}_{4} \bar{V}_{4}\right)\right) \frac{\Lambda_{\bar{m}, n}^{(4,4)}}{\left|\eta^{4}\right|^{2}}\right.
\end{align*}
$$

$$
\begin{aligned}
& +\left(\left(O_{4} O_{4}-V_{4} V_{4}\right)\left(\bar{S}_{4} \bar{C}_{4}-\bar{C}_{4} \bar{S}_{4}\right)+\left(S_{4} C_{4}-C_{4} S_{4}\right)\left(\bar{O}_{4} \bar{O}_{4}-\bar{V}_{4} \bar{V}_{4}\right)\right)\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4} \\
& +16\left(\left(O_{4} S_{4}+V_{4} C_{4}\right)\left(\bar{S}_{4} \bar{V}_{4}+\bar{C}_{4} \bar{O}_{4}\right)+\left(S_{4} V_{4}+C_{4} O_{4}\right)\left(\bar{O}_{4} \bar{S}_{4}+\bar{V}_{4} \bar{C}_{4}\right)\right)\left|\frac{\eta}{\vartheta_{4}}\right|^{4} \\
& \left.\left.+16\left(\left(O_{4} S_{4}-V_{4} C_{4}\right)\left(\bar{S}_{4} \bar{V}_{4}-\bar{C}_{4} \bar{O}_{4}\right)+\left(S_{4} V_{4}-C_{4} O_{4}\right)\left(\bar{O}_{4} \bar{S}_{4}-\bar{V}_{4} \bar{C}_{4}\right)\right)\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right] \frac{\Lambda_{\bar{m}^{\prime}+a_{S}^{\prime},\left(n_{4}, 2 n_{5}+1\right)}^{(2,2)}}{\left|\eta^{4}\right|^{2}}\right\} .
\end{aligned}
$$

The sums over the momentum and winding numbers are implicit, as usual in this thesis.

## Appendix B.2: Conventions of matrix actions on Chan-Paton indices

In [160], the actions of the group elements $G \in\{1, g, \Omega, \Omega g\}$ on the Dirichlet or Neumann ChanPaton indices $\alpha \in\{1, \ldots, 32\}$ are always represented by $32 \times 32$ matrices. If needed, they define traces with an index $I$ (that would be denoted $i$ in our notations) labelling a fixed point of $T^{4} / \mathbb{Z}_{2}$ to indicate when they restrict to the matrix entries associated with the fixed point $I$ (see their Eq. (2.22)). In our conventions, we work directly with smaller matrices, one for each fixed point $i i^{\prime}$ of $\tilde{T}^{2} \times T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{2} \times \tilde{T}^{4} / \mathbb{Z}_{2}$, which are submatrices of those used in 160 . In this appendix, we give a detailed correspondence between their notations and ours for the traces appearing in the open-string one-loop amplitudes.

Let us focus on the matrices acting on the Neumann Chan-Paton factors. In order to avoid any ambiguity, we first define the sets of indices $\mathcal{H}_{i i^{\prime}}$ associated with the fixed points $i i^{\prime}$ that are used to generate the submatrices from the big ones. To this end, we label the fixed points in lexicographical order, $(11,12,13,14,21, \ldots)$, and introduce a function $p\left(i, i^{\prime}\right)$ that gives the predecessor in this list,

$$
p\left(i, i^{\prime}\right)=\left\{\begin{array}{ll}
i, i^{\prime}-1 & \text { if } i^{\prime} \in\{2,3,4\}  \tag{B.2.1}\\
i-1,4 & \text { if } i^{\prime}=1
\end{array} .\right.
$$

The sets are then

$$
\mathcal{H}_{11}=\left\{\begin{array}{ll}
\varnothing & \text { if } N_{11}=0  \tag{B.2.2}\\
\left\{1, \ldots, \frac{N_{11}}{2}\right\} \cup\left\{17, \ldots, 16+\frac{N_{11}}{2}\right\} \quad \text { if } N_{11} \neq 0 .
\end{array} .\right.
$$

and for $i i^{\prime} \neq 11$,

$$
\mathcal{H}_{i i^{\prime}}=\left\{\begin{array}{l}
\varnothing \quad \text { if } N_{i i^{\prime}}=0  \tag{B.2.3}\\
\left\{\frac{\left.N_{p(i, i,}{ }^{\prime}\right)}{2}+1, \ldots, \frac{N_{p\left(i, i^{\prime}\right)}}{2}+\frac{N_{i i^{\prime}}}{2}\right\} \cup\left\{\frac{N_{p\left(i, i^{\prime}\right)}}{2}+17, \ldots, 16+\frac{N_{p\left(i, i^{\prime}\right)}}{2}+\frac{N_{i i^{\prime}}}{2}\right\} \quad \text { if } N_{i i^{\prime}} \neq 0 .
\end{array}\right.
$$

Our $N_{i i^{\prime}} \times N_{i i^{\prime}}$ matrices $\gamma_{\mathrm{N}, G}^{i i^{\prime}}$ are formed from $32 \times 32$ matrices $\gamma_{\mathrm{N}, G}$ as follows,

$$
\begin{equation*}
\gamma_{\mathrm{N}, G}^{i i^{\prime}}=\left.\gamma_{\mathrm{N}, G}\right|_{\mathcal{H}_{i i^{\prime}}} \tag{B.2.4}
\end{equation*}
$$

where the notation in the right-hand side means that we form submatrices by keeping the rows and columns $\alpha \in \mathcal{H}_{i i^{\prime}}$. The traces of $32 \times 32$ matrices can then be expressed as

$$
\begin{align*}
\operatorname{tr}\left(\gamma_{\mathrm{N}, G}\right) & =\sum_{\alpha=1}^{32}\left(\gamma_{\mathrm{N}, G}\right)_{\alpha \alpha}=\sum_{i, i^{\prime}} \sum_{\alpha \in \mathcal{H}_{i i^{\prime}}}\left(\gamma_{\mathrm{N}, G}\right)_{\alpha \alpha}=\sum_{i, i^{\prime}} \operatorname{tr}\left(\left.\gamma_{\mathrm{N}, G}\right|_{\mathcal{H}_{i i^{\prime}}}\right)  \tag{B.2.5}\\
& =\sum_{i, i^{\prime}} \operatorname{tr}\left(\gamma_{\mathrm{N}, G}^{i i^{\prime}}\right),
\end{align*}
$$

and similarly for the matrices associated with the Dirichlet sector.
Moreover, in order to justify the replacement (3.1.15), let us define in our notations the $32 \times 32$ matrix $\mathcal{W}_{j}$ that is denoted $W_{I}$ and appears in Eq. (2.22) of [160],

$$
\mathcal{W}_{j}=\prod_{I=6}^{9} \mathcal{W}_{I}^{2 a_{j}^{I}}, \quad \text { where } \quad \mathcal{W}_{I}=I_{2} \otimes\left(\begin{array}{ccc}
e^{2 i \pi a_{1}^{I}} I_{\frac{N_{1}}{2}} & & 0  \tag{B.2.6}\\
& & \ddots \\
0 & & e^{2 i \pi a_{16}^{I}} I_{\frac{N_{16}}{2}}
\end{array}\right), \quad N_{i} \equiv \sum_{i^{\prime}} N_{i i^{\prime}}
$$

For $G=g$ we have to compute

$$
\begin{align*}
\operatorname{tr}\left(\mathcal{W}_{j} \gamma_{\mathrm{N}, g}\right) & =\sum_{\alpha=1}^{32}\left(\mathcal{W}_{j} \gamma_{\mathrm{N}, g}\right)_{\alpha \alpha}=\sum_{\alpha=1}^{32} \sum_{\beta=1}^{32}\left(\mathcal{W}_{j}\right)_{\alpha \beta}\left(\gamma_{\mathrm{N}, g}\right)_{\beta \alpha}=\sum_{\alpha=1}^{32}\left(\mathcal{W}_{j}\right)_{\alpha \alpha}\left(\gamma_{\mathrm{N}, g}\right)_{\alpha \alpha} \\
& =\sum_{i, i^{\prime}} \sum_{\alpha \in \mathcal{H}_{i i^{\prime}}}\left(\mathcal{W}_{j}\right)_{\alpha \alpha}\left(\gamma_{\mathrm{N}, g}\right)_{\alpha \alpha}=\sum_{i, i^{\prime}} e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}} \sum_{\alpha \in \mathcal{H}_{i i^{\prime}}}\left(\gamma_{\mathrm{N}, g}\right)_{\alpha \alpha}  \tag{B.2.7}\\
& =\sum_{i, i^{\prime}} e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}} \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{i i^{\prime}}\right) .
\end{align*}
$$

In this derivation, we have used the fact that the matrix $\mathcal{W}_{j}$ is diagonal and that its components $\alpha \alpha$ for $\alpha \in \mathcal{H}_{i i^{\prime}}$ are $e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}$.

## Appendix B.3: One-loop potential

In this section, we express the one-loop potential of the model for arbitrary deformations in a regime where the Scherk-Schwarz radius is large and where there is no mass scale lower than the supersymmetry-breaking scale. The final result is meant to be developed up to quadratic order in order to determine the masses of the Wilson lines.

In terms of arbitrary D3-branes positions (not necessarily independent) $2 \pi a_{\alpha}^{\mathcal{I}}$ (for original D9branes) and $2 \pi b_{\alpha}^{\mathcal{L}}$ (for original D5-branes), $\alpha \in\{1, \ldots, 32\}$, the annulus and Möbius strip one-loop amplitudes are numerically

$$
\begin{align*}
& \mathcal{A}=\frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{\alpha, \beta} \sum_{\vec{m}^{\prime}}\left\{\frac{\left(V_{4} O_{4}+O_{4} V_{4}\right)}{\eta^{8}}\left(P_{\vec{m}+\vec{a}_{\alpha}-\vec{a}_{\beta}}^{(4)} P_{\vec{m}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{a}_{\beta}^{\prime}}^{(2)}+W_{\vec{n}+\vec{b}_{\alpha}-\vec{b}_{\beta}}^{(4)} P_{\vec{m}^{\prime}+\vec{b}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}^{(2)}\right)\right. \\
&+2\left(O_{4} C_{4}+V_{4} S_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \frac{P_{\vec{m}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}^{(2)}}{\eta^{4}}  \tag{B.3.1}\\
&-\left[\frac{\left(S_{4} S_{4}+C_{4} C_{4}\right)}{\eta^{8}}\left(P_{\vec{m}+\vec{a}_{\alpha}-\vec{a}_{\beta}}^{(4)} P_{\vec{m}^{\prime}+\vec{a}_{S}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{a}_{\beta}^{\prime}}^{(2)}+W_{\vec{n}+\vec{b}_{\alpha}-\vec{b}_{\beta}}^{(4)} P_{\vec{m}^{\prime}+\vec{a}_{S}^{\prime}+\vec{b}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}^{(2)}\right)\right. \\
&\left.\left.+2\left(S_{4} O_{4}+C_{4} V_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \frac{P_{\vec{m}^{\prime}+\vec{a}_{S}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}^{\eta^{4}}}{\eta^{4}}\right]\right\} .
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{M}=-\frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{\alpha} \sum_{\vec{m}^{\prime}} & \left\{\frac{\left(\hat{V}_{4} \hat{O}_{4}+\hat{O}_{4} \hat{V}_{4}\right)}{\hat{\eta}^{8}}\left(P_{\vec{m}+2 \vec{a}_{\alpha}}^{(4)} P_{\vec{m}^{\prime}+2 \vec{a}_{\alpha}^{\prime}}^{(2)}+W_{\vec{n}+2 \vec{b}_{\alpha}}^{(4)} P_{\overrightarrow{m^{\prime}}+2 \vec{b}_{\alpha}^{\prime}}^{(2)}\right)\right.  \tag{B.3.2}\\
& \left.-\frac{\left(\hat{C}_{4} \hat{C}_{4}+\hat{S}_{4} \hat{S}_{4}\right)}{\hat{\eta}^{8}}\left(P_{\vec{m}+2 \vec{a}_{\alpha}}^{(4)} P_{\vec{m}^{\prime}+\vec{a}_{S}^{\prime}+2 \vec{a}_{\alpha}^{\prime}}^{(2)}+W_{\vec{n}+2 \vec{b}_{\alpha}}^{(4)} P_{\vec{m}^{\prime}+\vec{a}_{S}^{\prime}+2 \vec{b}_{\alpha}^{\prime}}^{(2)}\right)\right\} .
\end{align*}
$$

The characters are expanded like

$$
\begin{align*}
& \frac{V_{4} O_{4}+O_{4} V_{4}}{\eta^{8}}=\frac{C_{4} C_{4}+S_{4} S_{4}}{\eta^{8}}=8 \sum_{k \geq 0} c_{k} e^{-\pi k \tau_{2}}, \\
& \frac{\hat{V}_{4} \hat{O}_{4}+\hat{O}_{4} \hat{V}_{4}}{\hat{\eta}^{8}}=\frac{\hat{C}_{4} \hat{C}_{4}+\hat{S}_{4} \hat{S}_{4}}{\hat{\eta}^{8}}=8 \sum_{k \geq 0}(-1)^{k} c_{k} e^{-\pi k \tau_{2}},  \tag{B.3.3}\\
& 2\left(O_{4} C_{4}+V_{4} S_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \frac{1}{\eta^{4}}=2\left(S_{4} O_{4}+C_{4} V_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \frac{1}{\eta^{4}}=4 \sum_{k \geq 0} d_{k} e^{-\frac{\pi}{2} k \tau_{2}},
\end{align*}
$$

where $c_{0}=d_{0}=1$, to yield

$$
\left.\left.\begin{array}{rl}
\mathcal{A}=2 \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{k \geq 0} \sum_{\alpha, \beta} \sum_{\vec{m}^{\prime}}\left\{c_{k} e^{-\pi k \tau_{2}}[ \right. & \sum_{\vec{m}} P_{\vec{m}+\vec{a}_{\alpha}-\vec{a}_{\beta}}^{(4)}\left(P_{\overrightarrow{m^{\prime}}+\vec{a}_{\alpha}^{\prime}-\vec{a}_{\beta}^{\prime}}^{(2)}-P_{\overrightarrow{m^{\prime}}+\vec{a}_{\mathrm{S}}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{a}_{\beta}^{\prime}}^{(2)}\right) \\
& +\sum_{\vec{n}} W_{\vec{n}+\vec{b}_{\alpha}-\vec{b}_{\beta}}^{(4)}\left(P_{\overrightarrow{m^{\prime}}+\vec{b}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}^{(2)}-P_{\vec{m}}+2\right)+\vec{a}_{\mathrm{S}}^{\prime}+\vec{b}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime} \tag{B.3.4}
\end{array}\right)\right] .
$$

and

$$
\begin{align*}
\mathcal{M}=-2 \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{k \geq 0} \sum_{\alpha} \sum_{\vec{m}^{\prime}}\left\{(-1)^{k} c_{k}\right. & {\left[\sum_{\vec{m}} P_{\vec{m}+2 \vec{a}_{\alpha}}^{(4)}\left(P_{\vec{m}^{\prime}+2 \vec{a}_{\alpha}^{\prime}}^{(2)}-P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+2 \vec{a}_{\alpha}^{\prime}}^{(2)}\right)\right.}  \tag{B.3.5}\\
& \left.\left.+\sum_{\vec{n}} W_{\vec{n}+2 \vec{b}_{\alpha}}^{(4)}\left(P_{\vec{m}^{\prime}+2 \vec{b}_{\alpha}^{\prime}}^{(2)}-P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+2 \vec{b}_{\alpha}^{\prime}}^{(2)}\right)\right]\right\} .
\end{align*}
$$

In the regime (3.1.34) we are interested in, a Poisson summation over the index $m_{5}$ which becomes $l_{5}$ is useful. The amplitudes become

$$
\begin{align*}
\mathcal{A} & =\left(G^{55}\right)^{2} \frac{\Gamma\left(\frac{5}{2}\right)}{\pi^{\frac{5}{2}}} 4 \sum_{k \geq 0} \sum_{\alpha, \beta} \sum_{m_{4}} \sum_{l_{5}} \frac{1}{\left|2 l_{5}+1\right|^{5}} \\
& \left\{\sum_{\vec{m}} c_{k} \cos \left[2 \pi\left|2 l_{5}+1\right|\left(a_{\alpha}^{5}-a_{\beta}^{5}+\frac{G^{54}}{G^{55}}\left(m_{4}+a_{\alpha}^{4}-a_{\beta}^{4}\right)\right)\right] \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\mathcal{M}_{\mathcal{A}_{1}}}{\sqrt{G^{55}}}\right)\right.  \tag{B.3.6}\\
& +\sum_{\vec{n}} c_{k} \cos \left[2 \pi\left|2 l_{5}+1\right|\left(b_{\alpha}^{5}-b_{\beta}^{5}+\frac{G^{54}}{G^{55}}\left(m_{4}+b_{\alpha}^{4}-b_{\beta}^{4}\right)\right)\right] \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\mathcal{M}_{\mathcal{A}_{2}}}{\sqrt{G^{55}}}\right) \\
& \left.+\frac{d_{k}}{2} \cos \left[2 \pi\left|2 l_{5}+1\right|\left(a_{\alpha}^{5}-b_{\beta}^{5}+\frac{G^{54}}{G^{55}}\left(m_{4}+a_{\alpha}^{4}-b_{\beta}^{4}\right)\right)\right] \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\mathcal{M}_{\mathcal{A}_{3}}}{\sqrt{G^{55}}}\right)\right\},
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{M}= & -\left(G^{55}\right)^{2} \frac{\Gamma\left(\frac{5}{2}\right)}{\pi^{\frac{5}{2}}} 4 \sum_{k \geq 0}(-1)^{k} c_{k} \sum_{\alpha} \sum_{m_{4}} \sum_{l_{5}} \frac{1}{\left|2 l_{5}+1\right|^{5}} \\
& \left\{\sum_{\vec{m}} \cos \left[2 \pi\left|2 l_{5}+1\right|\left(2 a_{\alpha}^{5}+\frac{G^{54}}{G^{55}}\left(m_{4}+2 a_{\alpha}^{4}\right)\right)\right] \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\mathcal{M}_{\mathcal{M}_{1}}}{\sqrt{G^{55}}}\right)\right.  \tag{B.3.7}\\
& \left.+\sum_{\vec{n}} \cos \left[2 \pi\left|2 l_{5}+1\right|\left(2 b_{\alpha}^{5}+\frac{G^{54}}{G^{55}}\left(m_{4}+2 b_{\alpha}^{4}\right)\right)\right] \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\mathcal{M}_{\mathcal{M}_{2}}}{\sqrt{G^{55}}}\right)\right\},
\end{align*}
$$

where the function $\mathcal{H}_{\nu}$ is expressed in terms of the modified Bessel function $K_{\nu}$ :

$$
\begin{equation*}
\mathcal{H}_{\nu}(z)=\frac{1}{\Gamma(\nu)} \int_{0}^{+\infty} \frac{d x}{x^{1+\nu}} e^{-\frac{1}{x}-z^{2} x}=\frac{2}{\Gamma(\nu)} z^{\nu} K_{\nu}(2 z) \tag{B.3.8}
\end{equation*}
$$

whose arguments are given by characteristic mass scales $\mathcal{M}_{\mathcal{A}_{1}}, \mathcal{M}_{\mathcal{A}_{2}}, \mathcal{M}_{\mathcal{A}_{3}}$ and $\mathcal{M}_{\mathcal{M}_{1}}, \mathcal{M}_{\mathcal{M}_{2}}$ which depend on the sector (NN, DD or ND and DN).

In the annulus, we have

$$
\begin{align*}
\mathcal{M}_{\mathcal{A}_{1}}^{2} & =\left(m_{I}+a_{\alpha}^{I}-a_{\beta}^{I}\right) G^{I J}\left(m_{J}+a_{\alpha}^{J}-a_{\beta}^{J}\right)+\left(m_{4}+a_{\alpha}^{4}-a_{\beta}^{4}\right)^{2} \hat{G}^{44}+k, \\
\mathcal{M}_{\mathcal{A}_{2}}^{2} & =\left(n_{I}+b_{\alpha}^{I}-b_{\beta}^{I}\right) G_{I J}\left(n_{J}+b_{\alpha}^{J}-b_{\beta}^{J}\right)+\left(m_{4}+b_{\alpha}^{4}-b_{\beta}^{4}\right)^{2} \hat{G}^{44}+k  \tag{B.3.9}\\
\mathcal{M}_{\mathcal{A}_{3}}^{2} & =\left(m_{4}+a_{\alpha}^{4}-b_{\beta}^{4}\right)^{2} \hat{G}^{44}+\frac{k}{2}
\end{align*}
$$

where $\hat{G}^{44}=G^{44}-\frac{G^{45}}{G^{55}} G^{55} \frac{G^{54}}{G^{55}}$. With the decomposition of the Wilson lines into fluctuations around fixed points displayed in (3.1.33), the characteristic masses (B.3.9) are either of order one, yielding exponentially suppressed corrections, or proportional to the fluctuations and thus contributing significantly to the result. The non-suppressed contributions arise for $k=0, \vec{m}=\overrightarrow{0}, m_{4}=0$ and specific values of $\alpha$ and $\beta$ depending on the characteristic mass under considerations. We denote the sets of couples $(\alpha, \beta)$ for which $\mathcal{M}_{\mathcal{A}_{1}}, \mathcal{M}_{\mathcal{A}_{2}}$ and $\mathcal{M}_{\mathcal{A}_{3}}$ yield non-suppressed contributions respectively by $L_{\mathrm{NN}}, L_{\mathrm{DD}}$ and $L_{\mathrm{ND}}$.
The set $L_{\mathrm{NN}}$ is such that the D3-branes $\alpha, \beta$ T-dual to D9-branes

- belong to the same stack of $N_{i i^{\prime}}$ branes, $i=1, \ldots, 16, i^{\prime}=1, \ldots, 4$,
- or belong respectively to stacks of $N_{i, 2 i^{\prime \prime}-1}$ and $N_{i, 2 i^{\prime \prime}}$ branes, $i=1, \ldots, 16, i^{\prime \prime}=1,2$,
- or belong respectively to stacks of $N_{i, 2 i^{\prime \prime}}$ and $N_{i, 2 i^{\prime \prime}-1}$ branes, $i=1, \ldots, 16, i^{\prime \prime}=1,2$.

The set $L_{\mathrm{DD}}$ is such that the D 3 -branes $\alpha, \beta \mathrm{T}$-dual to D 5 -branes

- belong to the same stack of $D_{i i^{\prime}}$ branes, $i=1, \ldots, 16, i^{\prime}=1, \ldots, 4$,
- or belong respectively to stacks of $D_{i, 2 i^{\prime \prime}-1}$ and $D_{i, 2 i^{\prime \prime}}$ branes, $i=1, \ldots, 16, i^{\prime \prime}=1,2$,
- or belong respectively to stacks of $D_{i, 2 i^{\prime \prime}}$ and $D_{i, 2 i^{\prime \prime}-1}$ branes, $i=1, \ldots, 16, i^{\prime \prime}=1,2$.

The set $L_{\mathrm{ND}}$ such that the D 3 -branes $\alpha, \beta \mathrm{T}$-dual to a D9-brane and a D 5 -brane

- belong respectively to stacks of $N_{i i^{\prime}}$ and $D_{j i^{\prime}}$ branes, $i, j=1, \ldots, 16, i^{\prime}=1, \ldots, 4$,
- or belong respectively to stacks of $N_{i, 2 i^{\prime \prime}-1}$ and $D_{j, 2 i^{\prime \prime}}$ branes, $i, j=1, \ldots, 16, i^{\prime \prime}=1,2$,
- or belong respectively to stacks of $N_{j, 2 i^{\prime \prime}}$ and $D_{i, 2 i^{\prime \prime}-1}$ branes, $i, j=1, \ldots, 16, i^{\prime \prime}=1,2$.

Similarly, the characteristic masses involved in the Möbius are

$$
\begin{align*}
\mathcal{M}_{\mathcal{M}_{1}}^{2} & =\left(m_{I}+2 a_{\alpha}^{I}\right) G^{I J}\left(m_{J}+2 a_{\alpha}^{J}\right)+\left(m_{4}+2 a_{\alpha}^{4}\right)^{2} \hat{G}^{44}+k,  \tag{B.3.10}\\
\mathcal{M}_{\mathcal{M}_{2}}^{2} & =\left(n_{I}+2 b_{\alpha}^{I}\right) G_{I J}\left(n_{J}+2 b_{\alpha}^{J}\right)+\left(m_{4}+2 b_{\alpha}^{4}\right)^{2} \hat{G}^{44}+k,
\end{align*}
$$

and yield non-suppressed terms when $k=0, m_{I}=-2\left\langle a_{\alpha}^{I}\right\rangle, m_{4}=-2\left\langle a_{\alpha}^{4}\right\rangle$, or $n_{I}=-2\left\langle b_{\alpha}^{I}\right\rangle$, $m_{4}=-2\left\langle b_{\alpha}^{4}\right\rangle$.

Chapter B. BSGP model with Scherk-Schwarz mechanism

The closed-sector contribution to the one-loop effective $\mathcal{V}_{1 \text {-loop }}$ defined as

$$
\begin{equation*}
\mathcal{V}_{1 \text {-loop }} \equiv-\frac{M_{\mathrm{s}}^{4}}{2(2 \pi)^{4}}(\mathcal{T}+\mathcal{K}+\mathcal{A}+\mathcal{M}) \tag{B.3.11}
\end{equation*}
$$

is just $n_{\mathrm{F}}^{\text {closed }}-n_{\mathrm{B}}^{\text {closed }}$ up to exponentially suppressed terms. The end result can thus be written like

$$
\begin{equation*}
\mathcal{V}_{1 \text {-loop }}=\frac{\Gamma\left(\frac{5}{2}\right)}{\pi^{\frac{13}{2}}} M^{4} \sum_{l_{5}} \frac{\mathcal{N}_{2 l_{5}+1}(\epsilon, \xi, G)}{\left|2 l_{5}+1\right|^{5}}+\mathcal{O}\left(\left(M_{\mathrm{s}} M\right)^{2} e^{-2 \pi c \frac{M_{\mathrm{s}}}{M}}\right) \tag{B.3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{N}_{2 l_{5}+1}(\epsilon, \xi, G)=n_{\mathrm{F}}^{\text {closed }}-n_{\mathrm{B}}^{\text {closed }}+\mathcal{N}_{2 l_{5}+1}^{\text {open }}(\epsilon, \xi, G), \tag{B.3.13}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathcal{N}_{2 l_{5}+1}^{\text {open }}(\epsilon, \xi, G)= 2\left\{\begin{array}{l}
-\sum_{(\alpha, \beta) \in L_{\mathrm{NN}}}(-)^{F} \cos \left[2 \pi\left|2 l_{5}+1\right| \frac{G^{5 I^{\prime}}}{G^{55}}\left(\epsilon_{\alpha}^{I^{\prime}}-\epsilon_{\beta}^{I^{\prime}}\right)\right] \\
\\
\\
\times \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\left[\left(\epsilon_{\alpha}^{I}-\epsilon_{\beta}^{I}\right) G^{I J}\left(\epsilon_{\alpha}^{J}-\epsilon_{\beta}^{J}\right)+\left(\epsilon_{\alpha}^{4}-\epsilon_{\beta}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\sqrt{G^{55}}}\right) \\
- \\
(\alpha, \beta) \in L_{\mathrm{DD}} \\
(-)^{F} \cos \left[2 \pi\left|2 l_{5}+1\right| \frac{G^{5 I^{\prime}}}{G^{55}}\left(\xi_{\alpha}^{I^{\prime}}-\xi_{\beta}^{I^{\prime}}\right)\right] \\
\\
\end{array} \quad \times \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\left[\left(\xi_{\alpha}^{I}-\xi_{\beta}^{I}\right) G_{I J}\left(\xi_{\alpha}^{J}-\xi_{\beta}^{J}\right)+\left(\xi_{\alpha}^{4}-\xi_{\beta}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\left.\sqrt{G^{55}}\right) \quad(\text { B.3. }}\right.\right. \\
&-\frac{1}{(\alpha, \beta) \in L_{\mathrm{ND}}}(-)^{F} \cos \left[2 \pi\left|2 l_{5}+1\right| \frac{G^{5 I^{\prime}}}{G^{55}}\left(\epsilon_{\alpha}^{I^{\prime}}-\xi_{\beta}^{I^{\prime}}\right)\right] \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\left[\left(\epsilon_{\alpha}^{4}-\xi_{\beta}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\sqrt{G^{55}}}\right) \\
&+ \sum_{\alpha} \cos \left[4 \pi\left|2 l_{5}+1\right| \frac{G^{5 I^{\prime}}}{G^{55}} \epsilon_{\alpha}^{I^{\prime}}\right] \mathcal{H}_{\frac{5}{2}}\left(2 \pi\left|2 l_{5}+1\right| \frac{\left[\epsilon_{\alpha}^{I} G^{I J} \epsilon_{\alpha}^{J}+\left(\epsilon_{\alpha}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\sqrt{G^{55}}}\right) \\
&+\left.\sum_{\alpha} \cos \left[4 \pi\left|2 l_{5}+1\right| \frac{G^{5 I^{\prime}}}{G^{55}} \xi_{\alpha}^{I^{\prime}}\right] \mathcal{H}_{\frac{5}{2}}\left(2 \pi\left|2 l_{5}+1\right| \frac{\left[\xi_{\alpha}^{I} G_{I J} \xi_{\alpha}^{J}+\left(\xi_{\alpha}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\sqrt{G^{55}}}\right)\right\} . \tag{B.3.14}
\end{align*}
$$

## C | Two-point functions of Neumann-Dirichlet states at one loop

## Appendix C.1: Twist-field technology

In (167), the authors derive arbitrary genus- $g$ correlators of an arbitrary product of twist fields associated with a $\mathbb{Z}_{N}$ orbifold. Here, we first give some definitions and then explain the followed strategy in 167 to derive the correlators. We end by showing the result for our case of interest i.e. for a genus-1 Riemann surface.

## C.1.1 Definitions

The twist fields $\sigma_{\kappa}(z, \bar{z})$ create ground states in the $\kappa$-th twisted sector of the orbifold with $\kappa \in$ $\{1, \ldots, N-1\}$. It is useful to define a new complex basis for the bosonic fields $X^{\mu}(z, \bar{z}), \mu \in$ $\{0, \ldots, 9\}$ as follows:

$$
\begin{equation*}
Z^{u}(z, \bar{z}) \equiv \frac{X^{2 u}+i X^{2 u+1}}{\sqrt{2}} \quad \text { and } \quad \bar{Z}^{u}(z, \bar{z}) \equiv \frac{X^{2 u}-i X^{2 u+1}}{\sqrt{2}}, \quad u \in\{0, \ldots, 4\} \tag{C.1.1}
\end{equation*}
$$

To make contact with our setup, we will assume a six-dimensional model, compactified on $T^{4} / \mathbb{Z}_{N}$ along directions $X^{6}, X^{7}, X^{8}, X^{9}$. The twist fields $\sigma_{\kappa}(z, \bar{z})$ thus decompose into the complex directions $u \in\{3,4\}$. From now on, we only focus on one given direction $u$ and twist fields along this direction $\sigma_{\kappa}^{u}(z, \bar{z})$. The OPE's between the derivative fields $\partial Z^{u}(z)$ and $\partial \bar{Z}^{u}(z)$ (and $\bar{\partial} Z^{u}(\bar{z})$ and $\left.\bar{\partial} \bar{Z}^{u}(\bar{z})\right)$ are determined by the annihilations of the twisted ground states by the positive frequency modes of the coordinates:

$$
\begin{array}{ll}
\partial Z^{u}(z) \sigma_{\kappa}^{u}(w, \bar{w}) \underset{z \rightarrow w}{\sim}(z-w)^{-(1-\kappa / N)} \tau_{\kappa}^{u}(w, \bar{w}) & + \text { finite }, \\
\partial \bar{Z}^{u}(z) \sigma_{\kappa}^{u}(w, \bar{w}) \underset{z \rightarrow w}{\sim}(z-w)^{-\kappa / N} \tau_{\kappa}^{\prime u}(w, \bar{w}) & + \text { finite }, \\
\bar{\partial} Z^{u}(\bar{z}) \sigma_{\kappa}^{u}(w, \bar{w}) \underset{\bar{z} \rightarrow \bar{w}}{\sim}(\bar{z}-\bar{w})^{-\kappa / N} \tilde{\tau}_{\kappa}^{u}(w, \bar{w}) & + \text { finite },  \tag{C.1.2}\\
\bar{\partial} \bar{Z}^{u}(\bar{z}) \sigma_{\kappa}^{u}(w, \bar{w}) \underset{\bar{z} \rightarrow \bar{w}}{\sim}(\bar{z}-\bar{w})^{-(1-\kappa / N)} \tilde{\tau}_{\kappa}^{\prime u}(w, \bar{w})+\text { finite } .
\end{array}
$$

The fields $\tau_{\kappa}^{u}, \tau_{\kappa}^{\prime \prime}, \tilde{\tau}_{\kappa}^{u}$ and $\tilde{\tau}_{\kappa}^{\prime \prime}$ appearing in the right-hand sides create excited states in the $\kappa$-th twisted sector of the Hilbert space. These OPE's capture the local behaviour of the coordinate $Z^{u}$ which undergoes a $\mathbb{Z}_{N}$ rotation $Z^{u} \longrightarrow e^{2 i \pi \kappa / N} Z^{u}$ upon parallel transport. However, they are blind to the translation $Z^{u} \longrightarrow Z^{u}+v^{u}$ induced by the transport where $v^{u}$ is a displacement vector implementing the periodicity along internal direction $u$. This data is recovered by imposing global monodromy conditions which describe how the coordinates change when they are carried around a
set of twist fields $\sigma_{\kappa_{i}}^{u}(z, \bar{z}), i \in\{1, \ldots, n\}$ with vanishing total twist i.e. with $\sum_{i=1}^{n} \kappa_{i}=0 \bmod N$, following a loop $\gamma$ :

$$
\begin{equation*}
\oint_{\gamma} \mathrm{d} z \partial Z^{u}+\oint_{\gamma} \mathrm{d} \bar{z} \bar{\partial} Z=v_{\gamma}^{u} . \tag{C.1.3}
\end{equation*}
$$

If we split the coordinates into a classical background $Z_{\mathrm{cl}}$ and quantum fluctuations $Z_{\mathrm{qu}}$ like

$$
\begin{equation*}
Z^{u}(z, \bar{z}) \equiv Z_{\mathrm{cl}}^{u}(z, \bar{z})+Z_{\mathrm{qu}}^{u}(z, \bar{z}), \tag{C.1.4}
\end{equation*}
$$

then the displacement only arises from the classical part and the global monodromy condition for $Z_{\text {qu }}$ is trivial.

The correlator of $L \geq 2$ twist fields $\sigma_{\kappa_{A}}\left(z_{A}, \bar{z}_{A}\right), A \in\{1, \ldots, L\}$ with zero net twist i.e. with $\sum_{A=1}^{L} \kappa_{A}=0 \bmod N$ on a Riemann surface $R$ of genus $g \geq 0$ takes the form

$$
\begin{equation*}
\left\langle\prod_{A=1}^{L} \sigma_{\kappa_{A}}\left(z_{A}, \bar{z}_{A}\right)\right\rangle=\sum_{Z_{\mathrm{cl}}} e^{-S_{\mathrm{cl}}^{R}} \prod_{u=3}^{4}\left\langle\prod_{A=1}^{L} \sigma_{\kappa_{A}}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}, \tag{C.1.5}
\end{equation*}
$$

where for each instanton $Z_{\mathrm{cl}}$, the classical worldsheet action $S_{\mathrm{cl}}^{R}$ is

$$
\begin{equation*}
S_{\mathrm{cl}}^{R}=\frac{i}{2 \pi \alpha^{\prime}} \int_{R} \mathrm{~d} z \wedge \mathrm{~d} \bar{z} \sum_{u=3}^{4}\left(\partial Z_{\mathrm{cl}}^{u} \bar{\partial} \bar{Z}_{\mathrm{cl}}^{u}+\partial \bar{Z}_{\mathrm{cl}}^{u} \bar{\partial} Z_{\mathrm{cl}}^{u}\right) \tag{C.1.6}
\end{equation*}
$$

## C.1.2 Stress-tensor method

For a given $u$, the quantum part of the correlator $\left\langle\prod_{A=1}^{L} \sigma_{\kappa_{A}}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\text {qu }}$ is found using the stresstensor method. The idea is to exploit the form of the OPE's between the stress tensor $T^{u}(z)$ and primary fields. For twist fields $\sigma_{\kappa_{A}}\left(z_{A}, \bar{z}_{A}\right)$ with conformal weight $h_{A}=\frac{1}{2} \frac{\kappa_{A}}{N}\left(1-\frac{\kappa_{A}}{N}\right)$, the OPE is

$$
\begin{equation*}
T^{u}(z) \sigma_{\kappa_{A}}^{u}\left(z_{A}, \bar{z}_{A}\right) \underset{z \rightarrow z_{A}}{\sim} \frac{h_{A}}{\left(z-z_{A}\right)^{2}} \sigma_{\kappa_{A}}^{u}\left(z_{A}, \bar{z}_{A}\right)+\frac{1}{z-z_{A}} \partial_{z_{A}} \sigma_{\kappa_{A}}^{u}\left(z_{A}, \bar{z}_{A}\right)+\text { finite } . \tag{C.1.7}
\end{equation*}
$$

The goal is to find a set of differential equations satisfied by the quantum part of the correlator. If one considers the quantity

$$
\begin{equation*}
\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle \equiv \frac{\left\langle T^{u}(z) \prod_{A} \sigma_{\kappa_{A}}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}}{\left\langle\prod_{A} \sigma_{\kappa_{A}}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}} \tag{C.1.8}
\end{equation*}
$$

then, thanks to C.1.7), a set of differential equations is found by subtracting the double pole of $\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle$ when $z \rightarrow z_{B}$ for $B \in\{1, \ldots, L\}$ :

$$
\begin{equation*}
\partial_{z_{B}} \ln \left\langle\prod_{A} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}=\lim _{z \rightarrow z_{B}}\left[\left(z-z_{B}\right)\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle-\frac{h_{B}}{\left(z-z_{B}\right)}\right] . \tag{C.1.9}
\end{equation*}
$$

One thus needs to evaluate $\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle$. For this, a useful OPE is

$$
\begin{equation*}
-\frac{1}{\alpha^{\prime}} \partial Z_{\mathrm{qu}}^{u}(z) \partial \bar{Z}_{\mathrm{qu}}^{u}(w) \underset{z \rightarrow w}{\sim} \frac{1}{(z-w)^{2}}+T^{u}(w)+\mathcal{O}(z-w) . \tag{C.1.10}
\end{equation*}
$$

Defining the Green's function in presence of twist fields $g(z, w)$ like

$$
\begin{equation*}
g(z, w) \equiv \frac{\left\langle-\partial Z_{\mathrm{qu}}^{u}(z) \partial \bar{Z}_{\mathrm{qu}}^{u}(w) \prod_{A} \sigma_{\kappa_{A}}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}}{\alpha^{\prime}\left\langle\prod_{A} \sigma_{\kappa_{A}}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}} \tag{C.1.11}
\end{equation*}
$$

then the quantity $\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle$ is given by subtracting the double pole of the Green's function,

$$
\begin{equation*}
\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle=\lim _{w \rightarrow z}\left[g(z, w)-\frac{1}{(z-w)^{2}}\right] \tag{C.1.12}
\end{equation*}
$$

The starting point of the method is thus to evaluate the Green's function in presence of twist fields (C.1.11). This is done by writing the most general possible formula with the appropriate local and global behaviours. Once the expression is obtained, $\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle$ is deduced and from it, a set of differential equations is found. Eventually, the final result is obtained by solving these differential equations.

## C.1.3 Genus-1 result: Quantum correlator

Let us review the process for the correlator at one loop where the Riemann surface $R$ is simply a torus of Teichmüller parameter denoted ${ }^{\mathrm{D}} \tau^{\text {dc }}$. As mentioned above, the first step consists in writing the most general expression for the Green's function in presence of twist fields (C.1.11) as well as for the auxiliary Green's function $h(\bar{z}, w)$ defined as

$$
\begin{equation*}
h(\bar{z}, w) \equiv \frac{\left\langle-\bar{\partial} Z_{\mathrm{qu}}^{u}(\bar{z}) \partial \bar{Z}_{\mathrm{qu}}^{u}(w) \prod_{A} \sigma_{\kappa_{A}}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}}{\alpha^{\prime}\left\langle\prod_{A} \sigma_{\kappa_{A}}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}} \tag{C.1.13}
\end{equation*}
$$

The expressions $g(z, w)$ and $h(\bar{z}, w)$ must be doubly periodic on the torus. This means that they should be invariant under $z \rightarrow z+1$ and $z \rightarrow z+\tau^{\mathrm{dc}}$ (or $\bar{z} \rightarrow \bar{z}+1$ and $\bar{z} \rightarrow \bar{z}+\tau^{\mathrm{dc}}$ for $h$ ) and $w \rightarrow w+1$ and $w \rightarrow w+\tau^{\text {dc }}$. They should also have the correct behaviours dictated by (C.1.2) when $z$ (or $\bar{z}$ ) and $w$ tend to the $z_{A}$ 's (or $\bar{z}_{A}$ 's). From (C.1.10), we see that $g$ should have a double pole when $z \rightarrow w$ and the $\operatorname{OPE} \bar{\partial} Z_{\mathrm{qu}}^{u}(\bar{z}) \partial \bar{Z}_{\mathrm{qu}}^{u}(w) \underset{z \rightarrow w}{\sim}$ finite imposes finiteness of $h$ when $z \rightarrow w$. Moreover, $g$ and $h$ must be consistent with the trivial global monodromy condition for $Z_{\text {qu }}$.

To satisfy the local behaviours, the authors of (167] define a basis of $L$ holomorphic one-forms on the torus with appropriate local properties called cut differentials and express $g$ and $h$ in this basis. To proceed, we define

$$
\begin{equation*}
M \equiv \sum_{A=1}^{L} \frac{\kappa_{A}}{N}, \tag{C.1.14}
\end{equation*}
$$

which is an integer taking values in the set $\{0, \ldots, L-1\}$ (because the fields in the correlator have a zero net twist). Choosing arbitrarily two subsets $\left\{z_{\alpha_{1}}, \ldots, z_{\alpha_{L-M}}\right\}$ and $\left\{z_{\beta_{1}}, \ldots, z_{\beta_{M}}\right\}$ among the insertion points, the basis is given by the functions

$$
\begin{array}{rlr}
\omega_{N-\kappa}^{\alpha_{A}}(z)=\gamma_{N-\kappa}(z) \vartheta_{1}\left(z-z_{\alpha_{A}}-y_{N-\kappa}\right) \prod_{B \neq A}^{L-M} \vartheta_{1}\left(z-z_{\alpha_{B}}\right), & A \in\{1, \ldots, L-M\}  \tag{C.1.15}\\
\omega_{\kappa}^{\beta_{A}}(z)=\gamma_{\kappa}(z) \vartheta_{1}\left(z-z_{\beta_{A}}-y_{\kappa}\right) \prod_{B \neq A}^{M} \vartheta_{1}\left(z-z_{\beta_{B}}\right), & A \in\{1, \ldots, M\}
\end{array}
$$

where

$$
\begin{equation*}
\gamma_{N-\kappa}(z) \equiv \prod_{A=1}^{L} \vartheta_{1}\left(z-z_{A}\right)^{-\left(1-\kappa_{A} / N\right)}, \quad \gamma_{\kappa}(z) \equiv \prod_{A=1}^{L} \vartheta_{1}\left(z-z_{A}\right)^{-\kappa_{A} / N} \tag{C.1.16}
\end{equation*}
$$

[^13]and
\[

$$
\begin{equation*}
y_{N-\kappa} \equiv \sum_{A=1}^{L}\left(1-\frac{k_{A}}{N}\right) z_{A}-\sum_{B=1}^{L-M} z_{\alpha_{B}}, \quad y_{\kappa} \equiv \sum_{A=1}^{L} \frac{\kappa_{A}}{N} z_{A}-\sum_{B=1}^{M} z_{\beta_{B}} . \tag{C.1.17}
\end{equation*}
$$

\]

Note that the subscripts $N-\kappa$ and $\kappa$ are just names and do not refer to varying indices. Using this basis is not enough for $g$ to satisfy all local properties since the double pole when $z \rightarrow w$ must be handled separately. For this, we define the function $g_{\mathrm{s}}(z, w)$, doubly periodic on the torus in both variables and with the correct double-pole structure (167):

$$
\begin{equation*}
g_{s}(z, w) \equiv \gamma_{N-\kappa}(z) \gamma_{\kappa}(w)\left(\frac{\vartheta_{1}^{\prime}(0)}{\vartheta_{1}(z-w)}\right)^{2} P(z, w) \tag{C.1.18}
\end{equation*}
$$

where the function $P(z, w)$, which must satisfy correct conditions, turns out not to appear in the final result so that an explicit knowledge of it is unnecessary. This function plays a role in the correlator of excited twist fields though, and we will need to have an explicit expression for it. This expression will be shown later in the particular case of interest for this thesis with only two twist fields in the correlator. The Green's functions can then generically be written in the basis of cut differentials with components $C_{A B}$ and $B_{A B}$ (they depend on $\tau^{\mathrm{dc}}$ and on the insertion points) like

$$
\begin{align*}
& g(z, w)=g_{s}(z, w)+\sum_{A=1}^{L-M} \sum_{B=1}^{M} C_{A B} \omega_{N-\kappa}^{\alpha_{A}}(z) \omega_{\kappa}^{\beta_{B}}(w),  \tag{C.1.19}\\
& h(\bar{z}, w)=\sum_{A=1}^{M} \sum_{B=1}^{M} B_{A B} \bar{\omega}_{\kappa}^{\beta_{A}}(\bar{z}) \omega_{\kappa}^{\beta_{B}}(w),
\end{align*}
$$

Only the global behaviour remains to be handled by consistency with the trivial monodromy condition for $Z_{\mathrm{qu}}$. We can restrict to loops $\gamma_{a}$ which form a basis of the homology group of the Riemann surface under considerations with $L$ punctures. For a genus- $g$ surface, the cardinal of such a basis is $L+2 g-2[167$ which gives $L$ loops in the torus case. The conditions on $g$ and $h$ are thus

$$
\begin{equation*}
\oint_{\gamma_{a}} \mathrm{~d} z g(z, w)+\oint_{\gamma_{a}} \mathrm{~d} \bar{z} h(\bar{z}, w)=0, \quad a \in\{1, \ldots, L\} . \tag{C.1.20}
\end{equation*}
$$

It is convenient to define an $L \times L$ cut-period matrix $W_{a}{ }^{A}$ like

$$
\begin{align*}
W_{a}^{A} & \equiv \oint_{\gamma_{a}} \mathrm{~d} z \omega_{N-\kappa}^{\alpha_{A}}(z), \quad A \in\{1, \ldots, L-M\}, \\
W_{a}^{L-M+A} & \equiv \oint_{\gamma_{a}} \mathrm{~d} \bar{z} \bar{\omega}_{\kappa}^{\beta_{A}}(\bar{z}), \quad A \in\{1, \ldots, M\}, \tag{C.1.21}
\end{align*}
$$

from which the Green's functions, satisfying both local and global properties, can be written:

$$
\begin{align*}
& g(z, w)=g_{s}(z, w)-\sum_{A=1}^{L-M} \omega_{N-\kappa}^{\alpha_{A}}(z) \sum_{a=1}^{L}\left(W^{-1}\right)_{A}{ }^{a} \oint_{\gamma_{a}} \mathrm{~d} \zeta g_{s}(\zeta, w), \\
& h(\bar{z}, w)=-\sum_{A=1}^{M} \omega_{\kappa}^{\beta_{A}}(\bar{z}) \sum_{a=1}^{L}\left(W^{-1}\right)_{L-M+A}{ }^{a} \oint_{\gamma_{a}} \mathrm{~d} \zeta g_{s}(\zeta, w) . \tag{C.1.22}
\end{align*}
$$

Finding these explicit expressions for the Green's function is the first step of the stress-tensor method. From them, $\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle$ can be derived to be ready to express the differential equations.

It turns out that the equations involving the derivative of the correlator with respect to insertion points that are in the subset $\left\{z_{\alpha_{1}}, \ldots, z_{\alpha_{L-M}}\right\}$ are easier to determine. Moreover, the function $P(z, w)$ can be eliminated from those differential equations. After integration of this subset of differential equations, it can be shown that the result actually contains the full dependence on all the insertion points so that considering the remaining equations is unnecessary. The last step consists in performing the exact same computations using the Green's functions $\bar{g}(\bar{z}, \bar{w})$ and $\bar{h}(z, \bar{w})$ to find the antiholomorphic dependence of the correlator. For a given complex direction $u \in\{3,4\}$, the final result is 167

$$
\begin{align*}
\left\langle\prod_{A=1}^{L} \sigma_{\kappa_{A}}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}= & f\left(\tau^{\mathrm{dc}} ; \kappa_{1}, \ldots, \kappa_{L}\right) \frac{1}{\operatorname{det} W} \vartheta_{1}\left(y_{N-\kappa}\right)^{L-M-1} \overline{\vartheta_{1}\left(y_{\kappa}\right)^{M-1}} \\
& \times \prod_{\substack{A, B=1 \\
A<B}}^{L-M} \vartheta_{1}\left(z_{\alpha_{A}}-z_{\alpha_{B}}\right) \prod_{\substack{A, B=1 \\
A<B}}^{M} \overline{\vartheta_{1}\left(z_{\beta_{A}}-z_{\beta_{B}}\right)}  \tag{C.1.23}\\
& \times \prod_{\substack{A, B=1 \\
A<B}}^{L} \vartheta_{1}\left(z_{A}-z_{B}\right)^{-\left(1-\kappa_{A} / N\right)\left(1-\kappa_{B} / N\right)} \overline{\vartheta_{1}\left(z_{A}-z_{B}\right)}-\left(\kappa_{A} / N\right)\left(\kappa_{B} / N\right)
\end{align*},
$$

where $f\left(\tau^{\mathrm{dc}} ; \kappa_{1}, \ldots, \kappa_{L}\right)$ is an integration constant that can be determined in the coalescence of all insertion points in which the left-hand side reduces to the partition function $\langle 1\rangle$.

## C.1.4 Genus-1 result: Classical action

To determine the full correlator, the classical action C.1.6 present in C.1.5 must be computed. For this, we need to express the fields $\partial Z_{\mathrm{cl}}^{u}(z)$ and $\bar{\partial} Z_{\mathrm{cl}}^{u}(\bar{z})$ that satisfy the global monodromy condition

$$
\begin{equation*}
\oint_{\gamma_{a}} \mathrm{~d} z \partial Z_{\mathrm{cl}}^{u}+\oint_{\gamma_{a}} \mathrm{~d} \bar{z} \bar{\partial} Z_{\mathrm{cl}}=v_{a}^{u}, \quad a \in\{1, \ldots, L\} \tag{C.1.24}
\end{equation*}
$$

Moreover, the fields must be linear combination of the cut-differentials and the monodromy condition constrains the coefficients. Solving it yields

$$
\begin{equation*}
\partial Z_{\mathrm{cl}}^{u}(z)=\omega_{A^{\prime}}(z)\left(W^{-1}\right)_{A^{\prime}}{ }^{a} v_{a}^{u}, \quad \bar{\partial} Z_{\mathrm{cl}}^{u}(\bar{z})=\bar{\omega}_{A^{\prime \prime}}(\bar{z})\left(W^{-1}\right)_{A^{\prime \prime}}{ }^{a} v_{a}^{u}, \tag{C.1.25}
\end{equation*}
$$

where the index $A^{\prime}$ is summed from 1 to $L-M$ while $A^{\prime \prime}$ is summed from $L-M+1$ to $L$. Written like this, the cut differentials with an index $A^{\prime}$ lower than $L-M$ are defined to be the $\omega_{N-\kappa}^{\alpha_{A^{\prime}}}(z)$ while those with an index $A^{\prime \prime}$ higher than $L-M+1$ are defined to be the $\omega_{\kappa}^{\beta_{A^{\prime \prime}}-L+M}(z)$. With the following definition of the Hermitian inner product for differential forms

$$
\begin{equation*}
\left(\omega_{A}, \omega_{B}\right) \equiv i \int_{R} \mathrm{~d} z \wedge \mathrm{~d} \bar{z} \omega_{A}(z) \bar{\omega}_{B}(\bar{z}) \tag{C.1.26}
\end{equation*}
$$

the classical action reads

$$
\begin{equation*}
S_{\mathrm{cl}}^{R}=\sum_{u=3}^{4} \frac{v_{a}^{u} \bar{v}_{b}^{u}}{2 \pi \alpha^{\prime}}\left[\left(W^{-1}\right)_{A^{\prime}}{ }^{a}\left(W^{-1}\right)_{B^{\prime}}{ }^{b}\left(\omega_{A^{\prime}}, \omega_{B^{\prime}}\right)+\left(W^{-1}\right)_{A^{\prime \prime}}{ }^{a}\left(W^{-1}\right)_{B^{\prime \prime}}{ }^{b}\left(\omega_{A^{\prime \prime}}, \omega_{B^{\prime \prime}}\right)\right] . \tag{C.1.27}
\end{equation*}
$$

## Appendix C.2: Normalization coefficients in the amplitudes

In the coalescence limit, the external amplitude (3.2.37) becomes

$$
\begin{align*}
A_{\text {ext } \Sigma}^{\alpha \beta_{0}} \underset{z_{12} \rightarrow 0}{\sim} & \frac{3}{2 i \pi} \alpha^{\prime} k^{2} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \frac{1}{z_{12}^{2}} \frac{1}{\tau_{2} \eta^{3}} \sum_{\nu_{\text {int }}}(-1)^{\delta_{\nu_{\text {int }}, 1}} \vartheta_{\nu_{\text {int }}}^{2} \times \\
& \sum_{\vec{l}} e^{-\frac{\pi}{\alpha^{\prime} \tau_{2}} \sum_{I^{\prime}\left(R_{I^{\prime}} l_{I^{\prime}}\right)^{2}}}\left[\sum_{\vec{l}} e^{-\frac{\pi}{\alpha^{\prime} \tau_{2}} \sum_{I}\left(R_{I} l_{I}\right)^{2}} \mathcal{C}_{\nu_{\text {int }}}^{\Sigma \vec{l} \vec{l}}+\sum_{\vec{l}} e^{-\frac{\pi \alpha^{\prime}}{\tau_{2}} \sum_{I}\left(\tilde{l}_{I} / R_{I}\right)^{2}} \tilde{\mathcal{C}}_{\nu_{\text {int }}}^{\Sigma l \vec{l}}\right] . \tag{C.2.1}
\end{align*}
$$

Factorizing all unwanted prefactors and up to a constant $\mathcal{C}$, this is to be identified with

$$
\begin{equation*}
\frac{3}{2 i \pi} \alpha^{\prime} k^{2} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \frac{8 \mathcal{C}}{z_{12}^{2}} \times \frac{1}{\tau_{2}^{2}} \sum_{\gamma=1}^{32+32} \operatorname{Str}_{\alpha_{0} \gamma+\beta_{0} \gamma} \frac{1}{2} \frac{1+g}{2} q^{\frac{1}{2}\left(L_{0}-1\right)} \quad \text { for } \mathcal{A} \tag{C.2.2}
\end{equation*}
$$

$$
\text { and } \quad \frac{3}{2 i \pi} \alpha^{\prime} k^{2} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \frac{8 \mathcal{C}}{z_{12}^{2}} \times \frac{1}{\tau_{2}^{2}} \operatorname{Str}_{\alpha_{0} \alpha_{0}+\beta_{0} \beta_{0}} \frac{\Omega}{2} \frac{1+g}{2} q^{\frac{1}{2}\left(L_{0}-1\right)} \quad \text { for } \mathcal{M} .
$$

The details on how to identify the correct relevant parts of the partition functions are given in the main text. To be able to identify these contributions with the external amplitude, we must transform the $T^{2}$ and $T^{4}$ lattices in the partition functions to Hamiltonian form thanks to Poisson summation over the momentum numbers $\vec{m}^{\prime}$ (which become $\overrightarrow{l^{\prime}}$ ), over the momentum numbers $\vec{m}$ (which become $\vec{l}$ ) and over the winding numbers $\vec{n}$ (which become $\tilde{l}$ ),

$$
\begin{align*}
\sum_{\vec{m}} P_{\vec{m}+\vec{a}_{i}-\vec{a}_{j}}^{(4)} & =\frac{\mathrm{v}_{4}}{\alpha^{\prime 2} \tau_{2}^{2}} \sum_{\vec{l}} e^{-\frac{\pi}{\alpha^{\prime} \tau_{2}} \sum_{I}\left(R_{I} l_{I}\right)^{2}} e^{2 i \pi \vec{l} \cdot\left(\vec{a}_{i}-\vec{a}_{j}\right)} \\
\sum_{\vec{m}} W_{\vec{n}+\vec{a}_{i}-\vec{a}_{j}}^{(4)} & =\frac{\alpha^{\prime 2}}{\mathrm{~V}_{4} \tau_{2}^{2}} \sum_{\vec{l}} e^{-\frac{\pi \alpha^{\prime}}{\tau_{2}} \sum_{I}\left(\tilde{l}_{I} / R_{I}\right)^{2}} e^{2 i \pi \vec{l} \cdot\left(\vec{a}_{i}-\vec{a}_{j}\right)}  \tag{C.2.3}\\
\sum_{\vec{m}^{\prime}} P_{\vec{m}^{\prime}+F \vec{a}_{\mathrm{S}}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}}^{(2)} & =\frac{\mathrm{V}_{2}}{\alpha^{\prime} \tau_{2}} \sum_{\vec{l}} e^{-\frac{\pi}{\alpha^{\prime} \tau_{2}} \sum_{I}\left(R_{I^{\prime}} l_{I^{\prime}}\right)^{2}} e^{2 i \pi \vec{l} \cdot\left(\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}\right)} e^{2 i \pi F \vec{l} \cdot \overrightarrow{a_{\mathrm{S}}^{\prime}}}
\end{align*}
$$

where $\mathrm{v}_{4} \equiv R_{6} R_{7} R_{8} R_{9}$ and $\mathrm{v}_{2} \equiv R_{4} R_{5}$. For the annulus, the identification then yields
where

$$
\begin{array}{ll}
f_{\alpha_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \overrightarrow{ }} \equiv \frac{\mathrm{v}_{2} \mathrm{v}_{4}}{\alpha^{\prime 3}} \sum_{i, i^{\prime}} N_{i i^{\prime}} e^{2 i \pi \vec{l} \cdot\left(\vec{a}_{i_{0}}-\vec{a}_{i}\right)} e^{2 i \pi \vec{l}^{\prime} \cdot\left(\vec{a}_{i_{0}^{\prime}}-\vec{a}_{i^{\prime}}\right)}, & f_{\beta_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}} \equiv \frac{\mathrm{v}_{2} \alpha^{\prime 2}}{\alpha^{\prime} \mathrm{v}_{4}} \sum_{i, i^{\prime}} D_{i i^{\prime}} e^{2 i \pi \vec{l} \cdot\left(\vec{a}_{j_{0}}-\vec{a}_{i}\right)} e^{2 i \pi \overrightarrow{l^{\prime}} \cdot\left(\vec{a}_{i_{0}^{\prime}}-\vec{a}_{i^{\prime}}\right)}, \\
\left.f_{\alpha_{0} \mathrm{D}}^{\mathcal{A} \overrightarrow{l_{l}^{l}}} \equiv \delta_{\vec{l}, \overrightarrow{0}} \frac{\mathrm{v}_{2}}{\alpha^{\prime}} \sum_{i, i^{\prime}} D_{i i^{\prime}} e^{2 i \pi \vec{l} \vec{l} \vec{l} \cdot\left(\vec{a}_{0}^{\prime}\right.}-\vec{a}_{i^{\prime}}\right) & \delta_{\vec{l}, \overrightarrow{0}} \frac{\mathrm{v}_{2}}{\alpha^{\prime}} \sum_{i, i^{\prime}} N_{i i^{\prime}} e^{2 i \pi \overrightarrow{l^{\prime}} \cdot\left(\vec{a}_{i_{0}^{\prime}}-\vec{a}_{i^{\prime}}\right)} . \tag{C.2.5}
\end{array}
$$

$$
\begin{align*}
& \mathcal{C}_{1}^{A \vec{l} \vec{l}}=\frac{\mathcal{C}}{\tau_{2}^{2} \eta^{3}} f_{\alpha_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}}, \\
& \mathcal{C}_{2}^{\mathcal{A} \vec{l} \vec{l}}=\frac{\mathcal{C}}{\tau_{2}^{2} \eta^{3}} \frac{\vartheta_{3}^{2}}{\vartheta_{4}^{2}} f_{\alpha_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}}-\frac{\mathcal{C} \vartheta_{2}^{2}}{\tau_{2}^{4} \eta^{9}} f_{\alpha_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{l}} e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}}, \\
& \mathcal{C}_{3}^{\mathcal{A} \vec{l} \vec{l}}=\frac{\mathcal{C} \vartheta_{3}^{2}}{\tau_{2}^{4} \eta^{9}} f_{\alpha_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{l}}-\frac{\mathcal{C}}{\tau_{2}^{2} \eta^{3}} \frac{\vartheta_{2}^{2}}{\vartheta_{4}^{2}} f_{\alpha_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}} e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}}, \\
& \tilde{\mathcal{C}}_{3}^{A} \vec{A} \vec{l} \vec{l}=\frac{\mathcal{C} \vartheta_{3}^{2}}{\tau_{2}^{4} \eta^{9}} f_{\beta_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}}-\frac{\mathcal{C}}{\tau_{2}^{2} \eta^{3}} \frac{\vartheta_{2}^{2}}{\vartheta_{4}^{2}} f_{\beta_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{l}} e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}}, \\
& \mathcal{C}_{4}^{\mathcal{A} \vec{l} \vec{l}}=-\frac{\mathcal{C} \vartheta_{4}^{2}}{\tau_{2}^{4} \eta^{9}} f_{\alpha_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{l}},  \tag{C.2.4}\\
& \tilde{\mathcal{C}}_{1}^{\mathcal{A} \vec{l} \vec{l}}=\frac{\mathcal{C}}{\tau_{2}^{2} \eta^{3}} f_{\beta_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{l}}, \\
& \tilde{\mathcal{C}}_{2}^{\mathcal{A} \vec{l} \vec{l}}=\frac{\mathcal{C}}{\tau_{2}^{2} \eta^{3}} \frac{\vartheta_{3}^{2}}{\vartheta_{4}^{2}} f_{\beta_{0} \mathrm{~N}}^{A \vec{l} \vec{l}}-\frac{\mathcal{C} \vartheta_{2}^{2}}{\tau_{2}^{4} \eta^{9}} f_{\beta_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}} e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}}, \\
& \tilde{\mathcal{C}}_{4}^{\mathcal{A} \vec{l} \vec{l}}=-\frac{\mathcal{C} \vartheta_{4}^{2}}{\tau_{2}^{4} \eta^{9}} f_{\beta_{0} \mathrm{D}}^{A \vec{l} \vec{l}},
\end{align*}
$$

For the Möbius strip we find

$$
\begin{align*}
\mathcal{C}_{1}^{\mathcal{M} \vec{l} \vec{l}}=0, & \tilde{\mathcal{C}}_{1}^{\mathcal{M} \vec{l} \vec{l}}=0, \\
\mathcal{C}_{2}^{\mathcal{M} \vec{l} \vec{l}}=\frac{\mathcal{C} \vartheta_{2}^{2}}{\tau_{2}^{4} \eta^{9}} \frac{\mathrm{v}_{2} \mathrm{v}_{4}}{\alpha^{\prime 3}} e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}}, & \tilde{\mathcal{C}}_{2}^{\mathcal{M} \vec{l} \vec{l}}=\frac{\mathcal{C} \vartheta_{2}^{2}}{\tau_{2}^{4} \eta^{9}} \frac{\mathrm{v}_{2} \alpha^{\prime 2}}{\alpha^{\prime} \mathrm{v}_{4}} e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}}, \\
\mathcal{C}_{3}^{\mathcal{M} \vec{l} \vec{l}}=-\frac{\mathcal{C} \vartheta_{3}^{2}}{\tau_{2}^{4} \eta^{9}} \frac{\mathrm{v}_{2} \mathrm{v}_{4}}{\alpha^{\prime 3}}, & \tilde{\mathcal{C}}_{3}^{\mathcal{M} \vec{l} \vec{l}}=-\frac{\mathcal{C} \vartheta_{3}^{2}}{\tau_{2}^{4} \eta^{9}} \frac{\mathrm{v}_{2} \alpha^{\prime 2}}{\alpha^{\prime} \mathrm{v}_{4}},  \tag{C.2.6}\\
\mathcal{C}_{4}^{\mathcal{M} \vec{l} \vec{l}}=\frac{\mathcal{C} \vartheta_{4}^{2}}{\tau_{2}^{4} \eta^{9}} \frac{\mathrm{v}_{2} \mathrm{v}_{4}}{\alpha^{3}}, & \tilde{\mathcal{C}}_{4}^{\mathcal{M} \vec{l} \vec{l}}=\frac{\mathcal{C} \vartheta_{4}^{2}}{\tau_{2}^{4} \eta^{9}} \frac{\mathrm{v}_{2} \alpha^{\prime 2}}{\alpha^{\prime} \mathrm{v}_{4}} .
\end{align*}
$$

## Appendix C.3: Field-theory limit of the excited boundary-changing fields correlators

The correlators of excited boundary-changing fields involved in the two-point functions of ND scalars imply the presence of the terms $C$ and $\hat{C}$ in (3.2.39). These terms contain the function $F_{1}$ implicitly defined in (3.2.28) and integrals of this function over the torus cycles (see Eq. (3.2.30)). In this appendix, we derive the $\alpha^{\prime} \rightarrow 0$ limit of $C$ and $\hat{C}$.

## C.3.1 Explicit expressions for $\boldsymbol{F}_{\mathbf{1}}$

Lots of Jacobi functions $\vartheta_{1}$ are involved in the computations. In the $\alpha^{\prime} \rightarrow 0$ limit, we can write

$$
\begin{align*}
\vartheta_{1}(z) & \equiv-2 q_{\mathrm{dc}}^{\frac{1}{8}} \sin (\pi z) \prod_{n \geq 1}\left[\left(1-q_{\mathrm{dc}}^{n}\right)\left(1-q_{\mathrm{dc}}^{n} z^{-2 i \pi z}\right)\left(1-q_{\mathrm{dc}}^{n} z^{2 i \pi z}\right)\right], \quad q_{\mathrm{dc}} \equiv e^{2 i \pi \tau^{\mathrm{dc}}}  \tag{C.3.1}\\
& =-2 q_{\mathrm{dc}}^{\frac{1}{8}} \sin (\pi z)(1+\cdots), \quad \text { when } \quad|\operatorname{Im} z|<\operatorname{Im} \tau^{\mathrm{dc}}
\end{align*}
$$

which is only valid for $|\operatorname{Im} z|<\operatorname{Im} \tau^{\mathrm{dc}}$. If it is not the case, one has to shift the argument before applying the formula. In the following, we will consider $\tau^{\text {dc }}$ to be arbitrary and $z_{1}$ and $z_{2}$ are taken anywhere inside the fundamental cell of the torus i.e. the parallelogram with corner 0,1 and $\tau^{\mathrm{dc}}$.

We want to determine explicitly the function $F_{1}$ defined in (3.2.28). This amounts to find the parameter $U_{1}$ defined as a root of

$$
\begin{equation*}
\left.\Gamma(U) \equiv \partial_{z} F_{1}(z, w)\right|_{z=w}=\frac{\vartheta_{1}^{\prime}}{\vartheta_{1}}(U)+\frac{\vartheta_{1}^{\prime}}{\vartheta_{1}}\left(Y_{1}-U\right), \quad \text { where } \quad Y_{1}=-\frac{z_{12}}{2} . \tag{C.3.2}
\end{equation*}
$$

The function $\Gamma$ is doubly periodic on the torus and because it is meromorphic with two simple poles at $U=0$ and $U=Y_{1}$, it has two simple zeros inside the fundamental cell. We write these zeros $U_{1}$ and $Y_{1}-U_{1}$. Because we have

$$
\begin{equation*}
-\frac{3}{2} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im}\left(Y_{1}-U_{1}\right)<\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}} \tag{C.3.3}
\end{equation*}
$$

we cannot use directly (C.3.1) and we must proceed in two steps:

- If $0<\operatorname{Im} Y_{1}<\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}$, C.3.1) can be applied and the equation $\Gamma(U)=0$ becomes

$$
\begin{equation*}
\pi \frac{\sin \left(\pi Y_{1}\right)}{\sin \left(\pi U_{1}\right) \sin \left[\pi\left(Y_{1}-U_{1}\right)\right]}+2 i \pi q_{\mathrm{dc}} e^{-2 i \pi U_{1}}+\cdots=0 \tag{C.3.4}
\end{equation*}
$$

We wrote the first subdominant term in the left-hand side because looking at the dominant term only tells us that $U_{1}$ should be such that $\operatorname{Im} U_{1} \rightarrow+\infty$ and $\operatorname{Im}\left(Y_{1}-U_{1}\right)<0$. The subdominant contribution allows us to refine these conclusions. The equation implies the following asymptotic equivalence

$$
\begin{equation*}
-e^{-i \pi Y_{1}} \underset{\alpha^{\prime} \rightarrow 0}{\sim} e^{-i \pi U_{1}} e^{i \pi\left(Y_{1}-U_{1}\right)} q_{\mathrm{dc}} e^{-2 i \pi U_{1}} \tag{C.3.5}
\end{equation*}
$$

which leads us to redefine

$$
\begin{equation*}
U_{1} \equiv \frac{\tau^{\mathrm{dc}}+Y_{1}}{2}+\frac{1}{4}+\frac{m}{2}+\varepsilon \quad \text { for some } m \in \mathbb{Z}, \quad \text { with } \quad|\operatorname{Re} \varepsilon|<\frac{1}{2} \tag{С.3.6}
\end{equation*}
$$

and $\epsilon \rightarrow 0$ in the limit to satisfy the asymptotic equivalence.

- If $-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} Y_{1}<0$, the redefinition yields

$$
\begin{equation*}
-\frac{3}{4} \operatorname{Im} \tau^{\mathrm{dc}}-\operatorname{Im} \varepsilon<\operatorname{Im}\left(Y_{1}-U_{1}\right)<-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}-\operatorname{Im} \varepsilon \tag{C.3.7}
\end{equation*}
$$

that allows to use C.3.1) for sufficiently small $\alpha^{\prime}$ if we suppose $\epsilon$ to be bounded. This yields to an equation equivalent to C.3.5 from which we conclude that again $\epsilon \rightarrow 0$ and the boundedness assumption was correct.

The two roots of $\Gamma$ inside the fundamental cell of the torus are thus

$$
\begin{equation*}
U_{1}=\frac{\tau^{\mathrm{dc}}+Y_{1}}{2}+\frac{1}{4}+\cdots \quad \text { or } \quad \frac{\tau^{\mathrm{dc}}+Y_{1}}{2}+\frac{3}{4}+\cdots \tag{C.3.8}
\end{equation*}
$$

Now that we know $U_{1}$, we can express $F_{1}\left(z, z_{2}\right)$ and $F_{1}\left(z_{1}, z_{2}\right)$ involved in $C$ and $\hat{C}$. We have

$$
\begin{equation*}
F_{1}\left(z, z_{2}\right)=\frac{\vartheta_{1}\left(z+\frac{\tau^{\mathrm{dc}}}{2}-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}+\frac{1}{4}+\cdots\right) \vartheta_{1}\left(z-\frac{\tau^{\mathrm{dc}}}{2}-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}-\frac{1}{4}+\cdots\right)}{\vartheta_{1}\left(\frac{\tau^{\mathrm{dc}}}{2}-\frac{z_{12}}{4}+\frac{1}{4}+\cdots\right) \vartheta_{1}\left(-\frac{\tau^{\mathrm{c}}}{2}-\frac{z_{12}}{4}-\frac{1}{4}+\cdots\right)} \tag{С.3.9}
\end{equation*}
$$

Several cases must be handled depending on the value of $\frac{1}{2} y_{1}+\frac{3}{2} y_{2}$ and $\operatorname{Im} z$ to apply correctly (C.3.1). We obtain

- when $0<\frac{1}{2} y_{1}+\frac{3}{2} y_{2}<\operatorname{Im} \tau^{\mathrm{dc}}$, then

$$
F_{1}\left(z, z_{2}\right)= \begin{cases}1+\cdots & \text { if } 0<y<\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}+\frac{1}{4} y_{1}+\frac{3}{4} y_{2}  \tag{C.3.10}\\ e^{-4 i \pi\left(z-\frac{\tau^{\mathrm{dc}}}{2}-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}\right)}(1+\cdots) & \text { if } \frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}+\frac{1}{4} y_{1}+\frac{3}{4} y_{2}<y<\operatorname{Im} \tau^{\mathrm{dc}}\end{cases}
$$

and

- when $\operatorname{Im} \tau^{\mathrm{dc}}<\frac{1}{2} y_{1}+\frac{3}{2} y_{2}<2 \operatorname{Im} \tau^{\mathrm{dc}}, \quad$ then

$$
F_{1}\left(z, z_{2}\right)= \begin{cases}e^{4 i \pi\left(z-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}+\frac{\tau^{\mathrm{dc}}}{2}\right)}(1+\cdots) & \text { if } 0<y<\frac{1}{4} y_{1}+\frac{3}{4} y_{2}-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}  \tag{C.3.11}\\ 1+\cdots & \text { if } \frac{1}{4} y_{1}+\frac{3}{4} y_{2}-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}<y<\operatorname{Im} \tau^{\mathrm{dc}}\end{cases}
$$

From these formulas, we deduce

$$
F_{1}\left(z_{1}, z_{2}\right)= \begin{cases}e^{2 i \pi\left(\tau^{\mathrm{dc}}-\frac{3}{2} z_{12}\right)}(1+\cdots) & \text { if } \quad \frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} z_{12}<\operatorname{Im} \tau^{\mathrm{dc}}  \tag{C.3.12}\\ (1+\cdots) & \text { if }-\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} z_{12}<\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}} \\ e^{2 i \pi\left(\tau^{\mathrm{dc}}+\frac{3}{2} z_{12}\right)}(1+\cdots) & \text { if }-\operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} z_{12}<-\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}\end{cases}
$$

## C.3.2 Limit of $\hat{C}$

From (C.3.12), we directly conclude that the contributions in the amplitudes (3.2.47) proportional to $C$ are

$$
\begin{align*}
2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right] \hat{C}= & -4 \pi^{3}\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right] \times \\
& \left\{\begin{array}{lll}
e^{2 i \pi\left(\tau^{\mathrm{dc}}-z_{12}\right)}(1+\cdots) & \text { if } & \frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} z_{12}<\operatorname{Im} \tau^{\mathrm{dc}}, \\
e^{i \pi z_{12}}(1+\cdots) & \text { if } \quad 0<\operatorname{Im} z_{12}<\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}, \\
e^{-i \pi z_{12}}(1+\cdots) & \text { if }-\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} z_{12}<0, \\
e^{2 i \pi\left(\tau^{\mathrm{dc}}+z_{12}\right)}(1+\cdots) & \text { if } & -\operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} z_{12}<-\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}},
\end{array}\right. \\
= & \cdots, \tag{C.3.13}
\end{align*}
$$

which is exponentially suppressed for generic values of $\operatorname{Im} z_{12}$. Thus, only $C$ contributes to the result.

## C.3.3 Limit of $C$

Using the integral form of $C$ displayed in (3.2.30), the contributions in the amplitudes (3.2.47) proportional to $\hat{C}$ are

$$
\begin{align*}
& \quad 2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right] C=-2 i \pi^{4} \cos \left(\frac{\pi}{2} z_{12}\right)\left[\bar{W}_{2} \mathcal{F}_{1}-\mathcal{F}_{2}\right], \\
& \text { where } \quad \mathcal{F}_{a}=\oint_{\gamma_{a}} \mathrm{~d} z \frac{F_{1}\left(z, z_{2}\right)(1+\cdots)}{\sin \left[\pi\left(z-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(z-z_{2}\right)\right]^{\frac{3}{2}}}, \quad a \in\{1,2\}, \tag{C.3.14}
\end{align*}
$$

To evaluate $\mathcal{F}_{1}$, we parametrize the cycle $\gamma$ with $\operatorname{Im} z \equiv \frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}$. The integral becomes

$$
\begin{equation*}
\mathcal{F}_{1}=\int_{0}^{1} \mathrm{~d} x \frac{1+\cdots}{\sin \left[\pi\left(x+\frac{\tau^{\mathrm{dc}}}{2}-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(x+\frac{\tau^{\mathrm{dc}}}{2}-z_{2}\right)\right]^{\frac{3}{2}}} . \tag{C.3.15}
\end{equation*}
$$

Using a primitive, the integral with 1 in the denominator gives an identically zero result. To conclude, we need to look at the ellipsis that can possibly be large once multiplied by the cosine $\cos \left(\pi z_{12} / 2\right)$. Depending on the signs of $\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}-y_{1}, \frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}-y_{2}$ and $y_{1}-y_{2}$, we can find upper bounds for the integrand by approximating the sines with exponentials and show that the integral multiplied by the cosine always gives an exponentially suppressed result.

The evaluation of $\mathcal{F}_{2}$ requires to consider two cases: When $0<\frac{1}{2} y_{1}+\frac{3}{2} y_{2}<\operatorname{Im} \tau^{\mathrm{dc}}$ and when $\operatorname{Im} \tau^{\mathrm{dc}}<\frac{1}{2} y_{1}+\frac{3}{2} y_{2}<2 \operatorname{Im} \tau^{\mathrm{dc}}$. Let us describe in details the former case. The expression (C.3.10) for $F\left(z, z_{2}\right)$ allows us to split the integral into two pieces,

$$
\begin{align*}
\mathcal{F}_{2} & =\mathcal{F}_{2}^{(1)}+\mathcal{F}_{2}^{(2)}, \\
\text { where } \quad \mathcal{F}_{2}^{(1)} & =\int_{0}^{\frac{\tau^{\mathrm{dc}}}{2}+\frac{1}{4} z_{1}+\frac{3}{4} z_{2}} \mathrm{~d} z \frac{1+\cdots}{\sin \left[\pi\left(z-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(z-z_{2}\right)\right]^{\frac{3}{2}}},  \tag{C.3.16}\\
\mathcal{F}_{2}^{(2)} & =\int_{\frac{\tau \mathrm{dc}}{2}+\frac{1}{4} z_{1}+\frac{3}{4} z_{2}}^{\tau^{\mathrm{dc}}} \mathrm{~d} z \frac{e^{-4 i \pi\left(z-\frac{\tau^{\mathrm{dc}}}{2}-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}\right)}(1+\cdots)}{\sin \left[\pi\left(z-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(z-z_{2}\right)\right]^{\frac{3}{2}}}
\end{align*}
$$

Using a primitive for $\mathcal{F}_{2}^{(1)}$, two subcases arise, namely (a): $y_{1}-y_{2}>\frac{2}{3} \operatorname{Im} \tau^{\text {dc }}$ and (b) : $y_{1}-y_{2}>$
${ }_{3}^{2} \operatorname{Im} \tau^{\mathrm{dc}}$, but they give the same result in the $\alpha^{\prime} \rightarrow 0$ limit which is

$$
\begin{equation*}
\cos \left(\frac{\pi}{2} z_{12}\right) \int_{0}^{\frac{\tau^{\mathrm{dc}}}{2}+\frac{1}{4} z_{1}+\frac{3}{4} z_{2}} \mathrm{~d} z \frac{1}{\sin \left[\pi\left(z-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(z-z_{2}\right)\right]^{\frac{3}{2}}}=\frac{2 i}{\pi}+\cdots \tag{C.3.17}
\end{equation*}
$$

We can show that the contribution coming from the ellipsis is dominated by this finite result. This is not obvious since the dominant term in the ellipsis in $\mathcal{F}_{2}^{(1)}$ turns out to be 1 at the upper bound of the integral. However, if we split the integration region from 0 to some $z_{0}$ and from $z_{0}$ to the upper bound, with $z_{0}$ such that the sines in the denominator can be replaced by their dominant exponentials in the second domain, then the first piece can be trivially bounded by an exponentially suppressed majorant while the second piece is easily integrable and yields an exponentially suppressed result.

For $\mathcal{F}_{2}^{(2)}$, the sine $\sin \left[\pi\left(z-z_{2}\right)\right]$ can always be replaced by the dominant exponential. For the other sine $\sin \left[\pi\left(z-z_{1}\right)\right]$, it depends on if we consider the subcase $(a)$ or $(b)$. In subcase $(a)$, the integration domain does not contain $z_{1}$ so that the second sine can also be replaced by an exponential. The integration is then easy to perform and is exponentially suppressed. In subcase (b), the sine $\sin \left[\pi\left(z-z_{1}\right)\right]$ cannot be substituted. However, the piece with 1 in the numerator can be integrated using a primitive. It is exponentially suppressed and can be shown to dominate the integral of the ellipsis with the same method as for $\mathcal{F}_{2}^{(1)}$. We then conclude that $\mathcal{F}_{2}^{(2)}$ does not contribute to the result. In the second case $\operatorname{Im} \tau^{\mathrm{dc}}<\frac{1}{2} y_{1}+\frac{3}{2} y_{2}<2 \operatorname{Im} \tau^{\mathrm{dc}}$, the splitting of the integral is different but the logic is the same and so is the final result.

Gathering everything, we eventually obtain

$$
\begin{equation*}
2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right](C+\hat{C})=-4 \pi^{3}+\cdots, \tag{C.3.18}
\end{equation*}
$$

where the finite contribution only comes from $\mathcal{F}_{2}^{(1)}$ in $C$.
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#### Abstract

We show that in generic no-scale models in string theory, the flat, expanding cosmological evolutions found at the quantum level can be attracted to a "quantum no-scale regime", where the no-scale structure is restored asymptotically. In this regime, the quantum effective potential is dominated by the classical kinetic energies of the no-scale modulus and dilaton. We find that this natural preservation of the classical no-scale structure at the quantum level occurs when the initial conditions of the evolutions sit in a subcritical region of their space. On the contrary, supercritical initial conditions yield solutions that have no analogue at the classical level. The associated intrinsically quantum universes are sentenced to collapse and their histories last finite cosmic times. Our analysis is done at 1 -loop, in perturbative heterotic string compactified on tori, with spontaneous supersymmetry breaking implemented by a stringy version of the Scherk-Schwarz mechanism.
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## 1. Introduction

Postulating the classical Lagrangian of the Standard Model in rigid Minkowski spacetime proved to be a very efficient starting point for computing quantum corrections. However, beyond this Standard Model, theories sometimes admit a gravitational origin. In particular, considering $\mathcal{N}=1$ supergravity models in dimension $d=4$, where local supersymmetry is spontaneously

[^14]broken in flat space, and restricting the Lagrangians to the relevant operators gives renormalizable classical field theories in rigid Minkowski spacetime, where supersymmetry is softly broken [1]. In that case, consistency of the picture should imply the possibility to commute the order of the above operations, namely first computing quantum corrections and then decoupling gravity.

To explore this alternative point of view in arbitrary dimension $d$, the classical supergravity theories may be viewed in the framework of no-scale models [2] in string theory, for loop corrections to be unambiguously evaluated. By definition, the no-scale models are classical theories where local (extended) supersymmetry is (totally) spontaneously broken in flat space. In this context, the supersymmetry breaking scale is a scalar field which is a flat direction of a positive semi-definite classical potential. Therefore, if its vacuum expectation value is undetermined classically, a common wisdom is that this no-scale structure breaks down at the quantum level (see e.g. [3]).

One way to implement a spontaneous breaking of supersymmetry in string theory is via coordinate-dependent compactification [4,5], a stringy version of the Scherk-Schwarz mechanism [6]. An effective potential is generated at 1-loop and is generically of order $\mathcal{O}\left(M^{d}\right)$, where $M$ is the supersymmetry breaking scale measured in Einstein frame. Assuming a mechanism responsible for the stabilization of $M$ (above 10 TeV for $d=4$ ) to exist, one then expects the quantum vacuum to be anti-de Sitter- or de Sitter-like, with no way to obtain a theory in rigid Minkowski space, once gravity is decoupled. Exceptions may however exist. In type II [7] and open [8] string theory, the 1-loop effective potential $\mathcal{V}_{1 \text {-loop }}$ of some models vanishes at specific points in moduli space. In heterotic string, the closest analogous models [9] are characterized by equal numbers of massless bosons and fermions (observable and hidden sectors included), so that $\mathcal{V}_{1 \text {-loop }}$ is exponentially suppressed when $M_{(\sigma)}$, the supersymmetry breaking scale measured in $\sigma$-model frame, is below the string scale $M_{\mathrm{s}}$ [10-12]. These theories, sometimes referred as super no-scale models, can even be dual to the former, where $\mathcal{V}_{1 \text {-loop }}$ vanishes [13]. However, all these particular type II, orientifold or heterotic models are expected to admit non-vanishing or non-exponentially suppressed higher order loop corrections [14], in which case they may lead to conclusions similar to those stated in the generic case. Moreover, the particular points in moduli space where $\mathcal{V}_{1 \text {-loop }}$ vanishes or is exponentially small are in most cases saddle points. As a consequence, moduli fields are destabilized and, even if their condensations induce a small mass scale $M_{H}<M$ such as the electroweak scale, the order of magnitude of $\left\langle\mathcal{V}_{1 \text {-loop }}\right\rangle$ ends up being of order $\mathcal{O}\left(M^{d-2} M_{H}^{2}\right)$ [11], which is still far too large to be compatible with flat space.

In the present work, we will not assume the existence of a mechanism of stabilization of $M$ that would lead (artificially) to an extremely small cosmological constant. Instead, we take seriously the time-dependance of $M$ induced by the effective potential, in a cosmological setting. We show the existence of an attractor mechanism towards flat Friedmann-Lemaître-RobertsonWalker (FLRW) expanding universes, where the effective potential is dominated by the kinetic energies of $M$ and $\phi$, the dilaton field. Asymptotically, the cosmological evolution converges to that found in the classical limit, where the no-scale structure is exact. For this reason, we refer to this mechanism as an attraction to a "quantum no-scale regime". In these circumstances, flatness of the universe is not destabilized by quantum corrections, which justifies that rigid Minkowski spacetime can be postulated in quantum field theory. We stress that even if the effective potential, which scales like $M^{d}$, is negligible from a cosmological point of view, the net value of the supersymmetry breaking scale $M$ remains a fundamental ingredient of the theory in rigid spacetime, since it determines the order of magnitude of all soft breaking terms. Note however that the analysis of the constraints raised by astrophysical observations about the constancy of couplings
and masses, or the validity of the equivalence principle, stand beyond the scope of the present work [15].

The above statements are shown in heterotic string compactified on a torus, with the total spontaneous breaking of supersymmetry implemented by a stringy Scherk-Schwarz mechanism [4,5]. Actually, we analyze a simplified model presented in Sect. 2, where only a small number of degrees of freedom are taken into account. To be specific, we consider in a perturbative regime the 1-loop effective action restricted to the scale factor $a$, as well as $M$ and $\phi$. In terms of canonical fields, the scalars can be described by a "no-scale modulus" $\Phi$ with exponential potential, and a free scalar $\phi_{\perp}$. Notice that numerous works have already analyzed such systems, namely scalar fields with exponential potentials [16,17], sometimes as autonomous dynamical systems or by finding explicit solutions. Motivated by different goals, these studies often stress the onset of transient periods of accelerated cosmology. Such models have been realized by classical compactifications involving compact hyperbolic spaces, S-branes or non-trivial fluxes (field strengths) [18].

In the present paper, we find that the space of initial conditions of the equations of motion can be divided into two parts, and we present explicitly the resulting cosmologies in Sects. 3-6. ${ }^{2}$ In the first region, which is referred as supercritical and exists only if $\mathcal{V}_{1 \text {-loop }}$ is negative, no classical limit exists. Thus, the universe is intrinsically quantum and its existence is found to be limited to a finite lapse of cosmic time. On the contrary, when the initial conditions sit in the so-called subcritical second region, the perturbative solutions can be seen as deformations of classical counterparts. It is in this case that attractions to quantum no-scale regimes take place. If, as mentioned before, the latter can correspond to flat expanding evolutions, we also find that other quantum no-scale regimes exist, which describe a Big Bang (or Big Crunch by time reversal). Moreover, when $\mathcal{V}_{1 \text {-loop }}$ is positive, a short period of accelerated expansion can occur during the intermediate era that connects no-scale regimes of the two previous natures [18]. Whereas when $\mathcal{V}_{1 \text {-loop }}$ is negative, $M$ decreases as the universe expands and is thus forever climbing its potential [17]. Notice that this behaviour contradicts the naive expectation that $M$ should run away to infinity and lead to large, negative and a priori non-negligible potential energy. We also point out that the above perturbative properties are expected to be robust when higher order loop corrections are taken into account. ${ }^{3}$ Finally, we summarize our results and outlooks in Sect. 7.

## 2. The setup

In this section, we consider a simplified heterotic string no-scale model in dimension $d \geq 3$, in the sense that the dynamics of only a restricted number of light degrees of freedom is taken into account. Our goal is to derive the 1 -loop low energy effective action and associated field equations of motion to be solved in the following sections.

At the classical level, the background is compactified on $n \geq 1$ circles of radii $R_{i}$, times a torus,

[^15]\[

$$
\begin{equation*}
\prod_{i=d}^{d+n-1} S^{1}\left(R_{i}\right) \times T^{10-d-n} \tag{2.1}
\end{equation*}
$$

\]

The volume moduli of $T^{10-d-n}$ are supposed to be small enough for the lightest Kaluza-Klein (KK) mass scale $c M_{\mathrm{s}}$ associated with this torus to be very large, $c \lesssim 1$. On the contrary, the $n$ circles are supposed to be large, $R_{i} \gg 1$, and are used to implement a coordinate-dependent compactification responsible for the total spontaneous breaking of supersymmetry [4,5]. In $\sigma$-model frame, we define the resulting low supersymmetry breaking scale to be

$$
\begin{equation*}
M_{(\sigma)} \equiv \frac{M_{\mathrm{s}}}{\left(\prod_{i=d}^{d+n-1} R_{i}\right)^{\frac{1}{n}}} \ll c M_{\mathrm{s}} \tag{2.2}
\end{equation*}
$$

At the quantum level, assuming a perturbative regime, an effective potential is generated at 1-loop [10,11,21],

$$
\begin{align*}
\mathcal{V}_{1-\text { loop }}^{(\sigma)} & \equiv-\frac{M_{\mathrm{s}}^{d}}{(2 \pi)^{d}} \int_{\mathcal{F}} \frac{d^{2} \tau}{2 \tau_{2}^{2}} Z \\
& =\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d, n} M_{(\sigma)}^{d}+\mathcal{O}\left(\left(c M_{\mathrm{s}} M_{(\sigma)}\right)^{\frac{d}{2}} e^{-c M_{\mathrm{s}} / M_{(\sigma)}}\right) \tag{2.3}
\end{align*}
$$

where $Z$ is the genus- 1 partition function and $\mathcal{F}$ is the fundamental domain of $S L(2, \mathbb{Z})$, parameterized by $\tau \equiv \tau_{1}+i \tau_{2}$. In the second expression, $n_{\mathrm{F}}, n_{\mathrm{B}}$ count the numbers of massless fermionic and bosonic degrees of freedom, while $v_{d, n}>0$ depends (when $n \geq 2$ ) on the $n-1$ complex structure moduli, $R_{i} / R_{d}, i=d+1, \ldots, d+n-1$. The origins of the different contributions are the following:

- The $n_{\mathrm{B}}+n_{\mathrm{F}}$ towers of pure KK modes associated with the massless states and arising from the $n$ large directions yield the term proportional to $M_{(\sigma)}^{d}$.
- On the contrary, the pure KK towers based on the states at higher string oscillator level lead to the exponentially suppressed contribution.
- Finally, all states with non-trivial winding numbers along the $n$ large directions, as well as the unphysical i.e. non-level matched states yield even more suppressed corrections, $\mathcal{O}\left(e^{-M_{\mathrm{s}}^{2} / M_{(\sigma)}^{2}}\right)$.

Since we restrict in the present paper to the regime where $M_{(\sigma)} \ll c M_{\mathrm{s}}$, we will neglect from now on the exponentially suppressed terms. Splitting the dilaton field into a constant background and a fluctuation, $\phi_{\text {dil }} \equiv\left\langle\phi_{\text {dil }}\right\rangle+\phi$, the 1-loop low energy effective action restricted to the graviton, $\phi$ and the radii $R_{i}$ 's takes the following form in Einstein frame ${ }^{4}$ :

$$
\begin{equation*}
S=\frac{1}{\kappa^{2}} \int d^{d} x \sqrt{-g}\left[\frac{\mathcal{R}}{2}-\frac{2}{d-2}(\partial \phi)^{2}-\frac{1}{2} \sum_{i=d}^{d+n-1}\left(\frac{\partial R_{i}}{R_{i}}\right)^{2}-\kappa^{2} \mathcal{V}_{1 \text {-loop }}\right] \tag{2.4}
\end{equation*}
$$

[^16]In this expression, $\mathcal{R}$ is the Ricci curvature, $\kappa^{2}=e^{2\left\langle\phi_{\text {dil }}\right\rangle} / M_{\mathrm{s}}^{d-2}$ is the Einstein constant, and the potential is dressed with the dilaton fluctuation,

$$
\begin{equation*}
\mathcal{V}_{1-\text { loop }} \equiv e^{\frac{2 d}{d-2} \phi} \mathcal{V}_{1 \text {-loop }}^{(\sigma)} \simeq\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d, n} M^{d}, \tag{2.5}
\end{equation*}
$$

where $M$ is the supersymmetry breaking scale measured in Einstein frame,

$$
\begin{equation*}
M \equiv e^{\frac{2}{d-2} \phi} M_{(\sigma)} \tag{2.6}
\end{equation*}
$$

Note that the classical limit of the theory is recovered by taking $\kappa^{2} \rightarrow 0$.
In order to write the equations of motion, it may be convenient to perform field redefinitions. The kinetic term of the scalar field $M$ being non-canonical, we define the so-called "no-scale modulus" $\Phi$ as

$$
\begin{equation*}
M \equiv e^{\alpha \Phi} M_{\mathrm{S}} \quad \text { i.e. } \quad \alpha \Phi=\frac{2}{d-2} \phi-\frac{1}{n} \sum_{i=d}^{d+n-1} \ln R_{i}, \tag{2.7}
\end{equation*}
$$

where $\alpha$ is an appropriate normalization factor,

$$
\begin{equation*}
\alpha=\sqrt{\frac{1}{d-2}+\frac{1}{n}} . \tag{2.8}
\end{equation*}
$$

Moreover, the effective potential being by construction independent on the orthogonal combination

$$
\begin{equation*}
\phi_{\perp}=\frac{1}{\sqrt{d-2+n}}\left(2 \phi+\sum_{i=d}^{d+n-1} \ln R_{i}\right) \tag{2.9}
\end{equation*}
$$

the latter is a canonical free field. By also redefining the complex structure deformations as

$$
\begin{equation*}
\varphi_{k}=\frac{1}{\sqrt{k(k+1)}}\left(k \ln R_{d+k}-\sum_{i=d}^{d+k-1} \ln R_{i}\right), \quad k=1, \ldots, n-1, \tag{2.10}
\end{equation*}
$$

the action takes the final form

$$
\begin{equation*}
S=\frac{1}{\kappa^{2}} \int d^{d} x \sqrt{-g}\left[\frac{\mathcal{R}}{2}-\frac{1}{2}(\partial \Phi)^{2}-\frac{1}{2}\left(\partial \phi_{\perp}\right)^{2}-\frac{1}{2} \sum_{k=1}^{n-1}\left(\partial \varphi_{k}\right)^{2}-\kappa^{2} \mathcal{V}_{\text {1-loop }}\right] \tag{2.11}
\end{equation*}
$$

where the 1 -loop effective potential is

$$
\begin{equation*}
\mathcal{V}_{1-\text { loop }}=\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d, n}\left(\varphi_{1}, \ldots, \varphi_{n-1}\right) e^{d \alpha \Phi} M_{\mathrm{s}}^{d} \tag{2.12}
\end{equation*}
$$

To keep the toy model as simple as possible, we treat the complex structures as constants, $\varphi_{k} \equiv \mathrm{cst}$., $k=1, \ldots, n-1$, and ignore as well the remaining internal moduli (other than the volume $\prod_{i=d}^{d+n-1} R_{i}$ appearing in the definitions of $\Phi$ and $\phi_{\perp}$ ). Looking for homogeneous and isotropic cosmological evolutions in flat space, we consider the metric and scalar field anzats ${ }^{5}$

$$
\begin{equation*}
d s^{2}=-N\left(x^{0}\right)^{2}\left(d x^{0}\right)^{2}+a\left(x^{0}\right)^{2}\left(\left(d x^{1}\right)^{2}+\cdots+\left(d x^{d-1}\right)^{2}\right), \quad \Phi\left(x^{0}\right), \quad \phi_{\perp}\left(x^{0}\right) . \tag{2.13}
\end{equation*}
$$

[^17]The equations of motion for the lapse function $N$, scale factor $a$, no-scale modulus $\Phi$ and $\phi_{\perp}$ take the following forms, in the gauge $N \equiv 1$ which defines cosmic time $x^{0} \equiv t$,

$$
\begin{align*}
\frac{1}{2}(d-1)(d-2) H^{2} & =\mathcal{K}+\kappa^{2} \mathcal{V}_{1 \text {-loop }}, \quad \mathcal{K}=\frac{1}{2} \dot{\Phi}^{2}+\frac{1}{2} \dot{\phi}_{\perp}^{2},  \tag{2.14}\\
(d-2) \dot{H}+\frac{1}{2}(d-1)(d-2) H^{2} & =-\mathcal{K}+\kappa^{2} \mathcal{V}_{1 \text { loop }},  \tag{2.15}\\
\ddot{\Phi}+(d-1) H \dot{\Phi} & =-d \alpha \kappa^{2} \mathcal{V}_{1 \text {-loop }},  \tag{2.16}\\
\ddot{\phi}_{\perp}+(d-1) H \dot{\phi}_{\perp} & =0, \tag{2.17}
\end{align*}
$$

where $H \equiv \dot{a} / a$. In order to solve the above differential system, we consider a linear combination of the three first equations that eliminates both $\mathcal{K}$ and $\mathcal{V}_{1 \text {-loop }}$,

$$
\begin{equation*}
\left(\alpha \dot{\Phi}+\frac{\alpha^{2}}{2} d(d-2) H\right)+(d-1) H\left(\alpha \dot{\Phi}+\frac{\alpha^{2}}{2} d(d-2) H\right)=0 \tag{2.18}
\end{equation*}
$$

which is a free field equation identical to that of $\phi_{\perp}$. Integrating, we have

$$
\begin{equation*}
\dot{\phi}_{\perp}=\sqrt{2} \frac{c_{\perp}}{a^{d-1}}, \quad \alpha \dot{\Phi}+\frac{\alpha^{2}}{2} d(d-2) H=\frac{c_{\Phi}}{a^{d-1}}, \tag{2.19}
\end{equation*}
$$

where $c_{\perp}, c_{\Phi}$ are arbitrary constants. Note that under time-reversal, the constants $c_{\Phi}, c_{\perp}$ change to $-c_{\Phi},-c_{\perp}$. To proceed, it is useful to eliminate the effective potential between Eqs. (2.14) and (2.15),

$$
\begin{equation*}
\frac{1}{2}(d-2) \dot{H}=-\mathcal{K} . \tag{2.20}
\end{equation*}
$$

The above equation is however a consequence of the others, as can be shown by taking the time derivative of Eq. (2.14) and using the scalar equations (2.16), (2.17). Therefore, we can solve it and insert the solution in Friedmann equation (2.14) in order to find, when $n_{\mathrm{F}}-n_{\mathrm{B}} \neq 0$, the fully integrated expression of the no-scale modulus or $M$.

To reach this goal, we first use Eqs. (2.19) to express the scalar kinetic energy $\mathcal{K}$ as a function of the scale factor and $H$, so that Eq. (2.20) becomes a second order differential equation in $a$ only. Second, when $c_{\Phi} \neq 0$, we introduce a new (dimensionless) time variable $\tau$, in terms of which this equation becomes

$$
\begin{equation*}
\tau d \tau=-A \mathcal{P}(\tau) \frac{d a}{a}, \quad \mathcal{P}(\tau)=\tau^{2}-2 \tau+\omega\left[1+2 \alpha^{2}\left(\frac{c_{\perp}}{c_{\Phi}}\right)^{2}\right], \tag{2.21}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
\tau \equiv \frac{2 A}{d c_{\Phi}} \dot{a} a^{d-2}, \quad A=\frac{\omega}{4} d^{2}(d-2) \alpha^{2}, \quad \omega=1-\frac{4(d-1)}{d^{2}(d-2) \alpha^{2}} . \tag{2.22}
\end{equation*}
$$

Note that using the definition of $\alpha$ in Eq. (2.8), we have $0<\omega<1$, for arbitrary $d \geq 3$ and $n \geq 1$. Finally, using again Eqs. (2.19), Friedmann equation (2.14) takes an algebraic form, once expressed in terms of time $\tau$,

$$
\begin{equation*}
\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d, n} \kappa^{2} M^{d}=-\frac{c_{\Phi}^{2}}{2 \alpha^{2} \omega} \frac{\mathcal{P}(\tau)}{a^{2(d-1)}} . \tag{2.23}
\end{equation*}
$$

We will see that the forms of the solutions for the scale factor $a$ and the supersymmetry breaking scale $M$ depend drastically on the number of real roots allowed by the quadratic polynomial
$\mathcal{P}(\tau)$. Moreover, in order to find the restrictions for string perturbation theory to be valid, we will need to display the dilaton field evolution. Using the definitions of the scalars $\Phi$ and $\phi_{\perp}$, we have

$$
\begin{equation*}
e^{2 d \alpha^{2} \phi}=e^{d \alpha \Phi} e^{\frac{d}{n} \sqrt{d-2+n} \phi_{\perp}}, \tag{2.24}
\end{equation*}
$$

where $\phi_{\perp}$ is determined by its cosmic time derivative, or

$$
\begin{equation*}
\frac{d \phi_{\perp}}{d \tau} \mathcal{P}(\tau)=-\frac{2 \sqrt{2}}{d} \frac{c_{\perp}}{c_{\Phi}} \tag{2.25}
\end{equation*}
$$

To derive the above relation, we have used the definition of $\tau$ and Eq. (2.21) to relate the time variables $t$ and $\tau$,

$$
\begin{equation*}
\frac{d \tau}{d t}=-\frac{d}{2} \frac{c_{\Phi}}{a^{d-1}} \mathcal{P}(\tau) \tag{2.26}
\end{equation*}
$$

In the following sections, we describe the cosmological evolution obtained for arbitrary $c_{\perp} / c_{\Phi}$, which admits a critical value

$$
\begin{equation*}
\gamma_{c}=\sqrt{\frac{1-\omega}{2 \alpha^{2} \omega}} \tag{2.27}
\end{equation*}
$$

corresponding to a null discriminant for $\mathcal{P}(\tau)$.

## 3. Supercritical case

When $c_{\perp}$ and $c_{\Phi} \neq 0$ satisfy the supercritical condition

$$
\begin{equation*}
\left|\frac{c_{\perp}}{c_{\Phi}}\right|>\gamma_{c}, \tag{3.1}
\end{equation*}
$$

$\mathcal{P}(\tau)$ has no real root. Due to Friedmann equation (2.23), the no-scale model must satisfy $n_{\mathrm{F}}-$ $n_{\mathrm{B}}<0$. Moreover, the classical limit $\kappa^{2} \rightarrow 0$ is not allowed (!) This very fact means that in the case under consideration, the cosmological evolution of the universe is intrinsically driven by quantum effects. In particular, the time-trajectory cannot allow any regime where the 1-loop effective potential may be neglected.

To be specific, integrating Eq. (2.21), we find

$$
\begin{equation*}
a=a_{0} \frac{e^{-\frac{1}{A s} \arctan \left(\frac{\tau-1}{s}\right)}}{\mathcal{P}(\tau)^{\frac{1}{2 A}}}, \quad \text { where } \quad s=\sqrt{1-\omega} \sqrt{\left(\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}\right)^{2}-1} \tag{3.2}
\end{equation*}
$$

and $a_{0}$ is an integration constant, while combining this result with Eq. (2.23) yields

$$
\begin{equation*}
M^{d}=-\frac{c_{\Phi}^{2}}{2 \alpha^{2} \omega \kappa^{2}} \frac{a_{0}^{2 A}}{\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d, n}} \frac{e^{-\frac{2}{s} \arctan \left(\frac{\tau-1}{s}\right)}}{a^{2(A+d-1)}} . \tag{3.3}
\end{equation*}
$$

Fig. $1(i)$ shows the qualitative shape of the scale factor as a function of $\tau$. The arrow shows the direction of the evolution for increasing cosmic time $t$, when $c_{\Phi}>0$. The opposite direction is realized by time-reversal, i.e. by choosing $c_{\Phi}<0$. We see that all solutions describe an initially growing universe that reaches a maximal size before contracting.

In the limits $\tau \rightarrow \epsilon \infty, \epsilon= \pm 1$, the expression $a(\tau)$ together with the definition of $\tau$ yield

$$
\begin{equation*}
a(t) \sim\left[\frac{d(A+d-1)}{2 A} a_{0}^{A} e^{-\frac{\epsilon \pi}{2 s}} \epsilon c_{\Phi}\left(t-t_{\epsilon}\right)\right]^{\frac{1}{A+d-1}} \tag{3.4}
\end{equation*}
$$



Fig. 1. Qualitative behaviours of the allowed branches of the scale factor $a$ as a function of time $\tau$ : (i) In the supercritical, (ii) subcritical and (iii) critical cases. The directions of the evolutions for increasing cosmic time $t$ are indicated for $c_{\Phi}>0$. Solid curves correspond to no-scale models with $n_{\mathrm{F}}-n_{\mathrm{B}}<0$. The dashed curve corresponds to no-scale models with $n_{\mathrm{F}}-n_{\mathrm{B}}>0$. Dotted lines correspond to super no-scale models, $n_{\mathrm{F}}-n_{\mathrm{B}}=0$.
where $t_{\epsilon}$ is an integration constant. For $\epsilon c_{\Phi}>0$, this describes a Big Bang at $t \gtrsim t_{\epsilon}$, while $\epsilon c_{\Phi}<0$ corresponds to a Big Crunch at $t \lesssim t_{\epsilon}$. Since $A>0$, we have in these regimes

$$
\begin{equation*}
H^{2} \sim \# \dot{\Phi}^{2} \sim \# \kappa^{2} \mathcal{V}_{1-\mathrm{loop}} \sim \# \frac{a_{0}^{2 A} c_{\Phi}^{2}}{a^{2(A+d-1)}} \gg \frac{1}{2} \dot{\phi}_{\perp}^{2}=\frac{c_{\perp}^{2}}{a^{2(d-1)}}, \tag{3.5}
\end{equation*}
$$

which shows that the evolution of the universe at the Big Bang and Big Crunch is dominated by the no-scale modulus kinetic energy, partially compensated by the negative potential energy. As announced at the beginning of this section, the quantum effective potential plays also a fundamental role at the bounce, since

$$
\begin{equation*}
H=0 \quad \Longrightarrow \quad \frac{1}{2}(d-2) \frac{\ddot{a}}{a}=-\mathcal{K}=\kappa^{2} \mathcal{V}_{1 \text {-loop }}<0 \tag{3.6}
\end{equation*}
$$

To study the domain of validity of perturbation theory during the cosmological evolution, it is enough to focus on the dilaton in the above $\tau \rightarrow \epsilon \infty$ limits. Eq. (2.25) shows that asymptotically, $\phi_{\perp}$ converges to an integration constant, so that Eq. (2.24) leads to

$$
\begin{equation*}
e^{2 d \alpha^{2} \phi} \sim \#|\tau|^{\frac{2}{\omega}} \rightarrow+\infty . \tag{3.7}
\end{equation*}
$$

Thus, the consistency of the 1-loop analysis is guaranteed late enough after the Big Bang and early enough before the Big Crunch. Moreover, the scale factor is assumed to be large enough, for the kinetic energies in Eq. (3.5) to be small compared to the string scale. This is required not to have to take into account higher derivative terms in the effective action or, possibly, the dynamics of the whole string spectrum. For the above two reasons, the cosmological evolution can only be trusted far enough from its formal initial Big Bang $\left(t \gtrsim t_{\text {sign }} c_{\Phi}\right)$ and final Big Crunch $\left(t \lesssim t_{- \text {sign } c_{\Phi}}\right)$.

To summarize, the supercritical case realizes a quantum universe whose existence is only allowed for a finite lapse of cosmic time (unless string theory resolves the Big Crunch and allows a never-ending evolution). Since the quantum corrections to the off-shell classical action allow new cosmological evolutions which describe the birth of a world sentenced to death, we may interpret this finite history as that of an "unstable flat FLRW universe" arising by quantum effects. It is however not excluded that the expanding phase of the solution (3.2), (3.3), (2.25) may be related in some way to some cosmological era of the real world.

## 4. Subcritical case and quantum no-scale regimes

When the integration constants $c_{\perp}$ and $c_{\Phi} \neq 0$ satisfy the subcritical condition

$$
\begin{equation*}
\left|\frac{c_{\perp}}{c_{\Phi}}\right|<\gamma_{c}, \tag{4.1}
\end{equation*}
$$

$\mathcal{P}(\tau)$ admits two distinct real roots,

$$
\begin{equation*}
\tau_{ \pm}=1 \pm r, \quad \text { where } \quad r=\sqrt{1-\omega} \sqrt{1-\left(\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}\right)^{2}} . \tag{4.2}
\end{equation*}
$$

Important remarks follow from Friedmann equation (2.23). First, the bosonic or fermionic nature of the massless spectrum determines the allowed ranges of variation of $\tau$,

$$
\begin{array}{lll}
n_{\mathrm{F}}-n_{\mathrm{B}}<0 & \Longrightarrow & \tau<\tau_{-} \quad \text { or } \quad \tau>\tau_{+} \\
n_{\mathrm{F}}-n_{\mathrm{B}}=0 & \Longrightarrow & \tau \equiv \tau_{-} \quad \text { or } \tau \equiv \tau_{+} \\
n_{\mathrm{F}}-n_{\mathrm{B}}>0 & \Longrightarrow & \tau_{-}<\tau<\tau_{+} . \tag{4.3}
\end{array}
$$

Second, taking the classical limit $\kappa^{2} \rightarrow 0$ is allowed, and yields evolutions $\tau(t) \equiv \tau_{-}$or $\tau(t) \equiv \tau_{+}$. Therefore, the classical trajectories are identical to those obtained for quantum super no-scale models, i.e. when $n_{\mathrm{F}}-n_{\mathrm{B}}=0$. In the following, we start by describing the cosmological solutions in the super no-scale case, and then show that the quantum evolutions for generic no-scale models ( $n_{\mathrm{F}}-n_{\mathrm{B}} \neq 0$ ) admit quantum no-scale regimes, i.e. behave the same way.

### 4.1. Case $n_{\mathrm{F}}-n_{\mathrm{B}}=0$

When $\tau \equiv \tau_{ \pm},{ }^{6}$ Eqs. (2.21) and (2.23) being trivial, we use the definition of $\tau$ given in Eq. (2.22) to derive the scale factor as a function of cosmic time $t$,

$$
\begin{equation*}
a=\left[\frac{d(d-1)}{2 A}(1 \pm r) c_{\Phi}\left(t-t_{ \pm}\right)\right]^{\frac{1}{d-1}}, \tag{4.4}
\end{equation*}
$$

where $t_{ \pm}$is an integration constant. For $c_{\Phi}>0$, this describes a never-ending era $t>t_{ \pm}$of expansion, initiated by a Big Bang occurring at $t=t_{ \pm}$. Of course, the solution obtained by time-reversal satisfies $c_{\Phi}<0$ and describes an era $t<t_{ \pm}$of contraction that ends at the Big Crunch occurring at $t_{ \pm}$. Integrating the no-scale modulus equation in (2.19), we find

$$
\begin{equation*}
M^{d}=\frac{e^{d \alpha \Phi_{ \pm}}}{a^{2(d-1)+K_{ \pm}}} M_{\mathrm{s}}^{d} \tag{4.5}
\end{equation*}
$$

where $\Phi_{ \pm}$is an integration constant and

$$
\begin{equation*}
K_{ \pm}= \pm \frac{2 A r}{1 \pm r} \tag{4.6}
\end{equation*}
$$

In total, when the 1-loop effective potential vanishes (up to exponentially suppressed terms), the cosmological evolution is driven by the kinetic energies of the free scalar fields,

$$
\begin{equation*}
H^{2} \propto \dot{\phi}_{\perp}^{2} \propto \dot{\Phi}^{2} \propto \frac{c_{\Phi}^{2}}{a^{2(d-1)}} \tag{4.7}
\end{equation*}
$$

The dilaton evolution is found using Eq. (2.24),

$$
\begin{equation*}
e^{2 d \alpha^{2} \phi}=\frac{e^{d \alpha \Phi_{ \pm}} e^{\frac{d}{n} \sqrt{d-2+n} \phi_{\perp \pm}}}{a^{P_{ \pm}}} \tag{4.8}
\end{equation*}
$$

[^18]where $\phi_{\perp_{ \pm}}$is an integration constant and
\[

$$
\begin{equation*}
P_{ \pm}=\frac{K_{ \pm}}{\omega r}\left(r \pm\left(1-\omega-\frac{\omega}{n} \sqrt{2(d-2+n)} \frac{c_{\perp}}{c_{\Phi}}\right)\right) . \tag{4.9}
\end{equation*}
$$

\]

Unless $P_{ \pm}$vanishes, in which case the dilaton is constant, the string coupling $g_{\mathrm{s}}=e^{\phi}$ varies monotonically between perturbative and non-perturbative regimes. For instance, the solution $\tau \equiv$ $\tau_{+}$is perturbative in the large scale factor limit, $c_{\Phi}\left(t-t_{+}\right) \rightarrow+\infty$, when $P_{+}>0$. In order to translate this condition into a range for $c_{\perp} / c_{\Phi}$, we introduce

$$
\begin{equation*}
\gamma_{ \pm}=\frac{(1-\omega) \sqrt{\frac{2(d-2)}{n}} \pm \alpha \sqrt{2(1-\omega)(d-2)}}{2 \alpha\left(\omega \frac{d-2}{n}+1\right)} \tag{4.10}
\end{equation*}
$$

which satisfy $0< \pm \gamma_{ \pm}<\gamma_{c}$, and find $P_{+}>0$ if and only if

$$
\begin{equation*}
-\gamma_{c}<\frac{c_{\perp}}{c_{\Phi}}<\gamma_{+} \text {when } n<\frac{d^{2}(d-2)}{4(d-1)}, \quad-\gamma_{c}<\frac{c_{\perp}}{c_{\Phi}}<\gamma_{c} \text { when } n>\frac{d^{2}(d-2)}{4(d-1)} . \tag{4.11}
\end{equation*}
$$

In a similar way, the solution $\tau \equiv \tau_{-}$is perturbative in the small scale factor limit, $c_{\Phi}\left(t-t_{-}\right) \rightarrow$ $0_{+}$, when $P_{-}<0$ i.e.

$$
\begin{equation*}
\gamma_{-}<\frac{c_{\perp}}{c_{\Phi}}<\gamma_{c} \text { when } n<\frac{d^{2}(d-2)}{4(d-1)}, \quad \gamma_{-}<\frac{c_{\perp}}{c_{\Phi}}<\gamma_{+} \quad \text { when } n>\frac{d^{2}(d-2)}{4(d-1)} . \tag{4.12}
\end{equation*}
$$

As already mentioned in the supercritical case, beside the conditions for the $g_{\mathrm{s}}$-expansion to be valid, the above solutions suppose the scale factor to be large enough, for the higher derivative terms ( $\alpha^{\prime}$-corrections) to be small. Because of this constraint, the Big Bang ( $t \gtrsim t_{ \pm}$) and Big Crunch $\left(t \lesssim t_{ \pm}\right)$behaviours are only formal.

### 4.2. Case $n_{\mathrm{F}}-n_{\mathrm{B}} \neq 0$

Let us turn to the analysis of a generic no-scale model, thus characterized by $n_{\mathrm{F}}-n_{\mathrm{B}} \neq 0$. In this case, $\tau$ can actually be treated as a time variable and, integrating Eq. (2.21), we find

$$
\begin{equation*}
a=\frac{a_{0}}{\left|\tau-\tau_{-}\right|^{\frac{1}{K_{-}}}\left|\tau-\tau_{+}\right|^{\frac{1}{K_{+}}}}, \tag{4.13}
\end{equation*}
$$

where $a_{0}>0$ is an integration constant. Using this result with Friedmann equation (2.23) yields $M^{d}$, which can be written in two different suggestive ways,

$$
\begin{equation*}
M^{d}=\frac{M_{+}^{d}}{a^{2(d-1)+K_{+}}}\left|\frac{\tau-\tau_{-}}{\tau_{+}-\tau_{-}}\right|^{\frac{2}{\tau_{+}}}=\frac{M_{-}^{d}}{a^{2(d-1)+K_{-}}}\left|\frac{\tau_{+}-\tau}{\tau_{+}-\tau_{-}}\right|^{\frac{2}{\tau_{-}}}, \tag{4.14}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
M_{ \pm}^{d}=\frac{c_{\Phi}^{2}}{2 \alpha^{2} \omega \kappa^{2}} \frac{a_{0}^{K_{ \pm}}}{\left|n_{\mathrm{F}}-n_{\mathrm{B}}\right| v_{d, n}}\left|\tau_{+}-\tau_{-}\right|^{\frac{2}{\tau_{ \pm}}} \tag{4.15}
\end{equation*}
$$

Fig. 1 (ii) shows schematically the scale factor $a$ as a function of $\tau$. As expected from Eq. (4.3), two branches (in solid lines) exist when $n_{\mathrm{F}}-n_{\mathrm{B}}<0$. Thus, depending on the choice of initial
condition $\tau_{i} \equiv \tau\left(t_{i}\right)$, the scale factor evolves along one or the other. When $n_{\mathrm{F}}-n_{\mathrm{B}}>0$, a single branch (in dashed line) can be followed by the universe. For completeness, the constant $\tau \equiv \tau_{ \pm}$ trajectories found in the previous subsection for the super no-scale case $n_{\mathrm{F}}-n_{\mathrm{B}}=0$ are also displayed (in dotted lines). The arrows indicate the directions of the evolutions for increasing cosmic time $t$, when $c_{\Phi}>0$. The opposite directions are realized by time-reversal, with $c_{\Phi}<0$. We see that all branches start and/or end with a vanishing scale factor, when $\tau \rightarrow \pm \infty$ or $\tau \rightarrow$ $\tau_{-} .{ }^{7}$ In all cases, whether $d a / d \tau$ vanishes, is infinite or is finite when $a(\tau) \rightarrow 0$, we will see that $d a / d t$ diverges at a finite cosmic time, thus describing a formal Big Bang or Big Crunch.

Note that when $n_{\mathrm{F}}-n_{\mathrm{B}} \neq 0$, all branches allow $\tau$ to approach $\tau_{+}$and/or $\tau_{-}$. When this is the case, the behaviour $\tau(t) \rightarrow \tau_{ \pm}$yields, using the definition of $\tau$ given in Eq. (2.22),

$$
\begin{equation*}
a \sim\left[\frac{d(d-1)}{2 A}(1 \pm r) c_{\Phi}\left(t-t_{ \pm}\right)\right]^{\frac{1}{d-1}}, \quad M^{d} \sim \frac{M_{ \pm}^{d}}{a^{2(d-1)+K_{ \pm}}}, \tag{4.16}
\end{equation*}
$$

for some integration constant $t_{ \pm}$. This shows that the cosmological evolution of the universe as well as that of the scalars $\Phi$ and $\phi_{\perp}$ approach those found in the super no-scale case $n_{\mathrm{F}}-$ $n_{\mathrm{B}}=0$, i.e. for vanishing 1-loop effective potential (up to exponentially suppressed terms). For this reason, we define the limits $\tau \rightarrow \tau_{ \pm}$of the generic no-scale models as "quantum no-scale regimes". These are characterized by phases of the universe dominated by the scalar kinetic energies,

$$
\begin{equation*}
H^{2} \sim \# \dot{\phi}_{\perp}^{2} \sim \# \dot{\Phi}^{2} \sim \# \frac{c_{\Phi}^{2}}{a^{2(d-1)}} \gg \kappa^{2}\left|\mathcal{V}_{1-\mathrm{loop}}\right| \sim \# \frac{a_{0}^{K_{ \pm}} c_{\Phi}^{2}}{a^{2(d-1)+K_{ \pm}}} \tag{4.17}
\end{equation*}
$$

In fact, when $\tau \rightarrow \tau_{+}$, the divergence of the scale factor, $a(\tau) \rightarrow+\infty$, and the fact that $K_{+}>0$ imply that the quantum potential is effectively dominated. Moreover, Eq. (4.16) shows that this regime lasts for an indefinitely long cosmic time, $c_{\Phi} t \rightarrow+\infty$. In a similar way, when $\tau \rightarrow$ $\tau_{-}$, since $a(\tau) \rightarrow 0$ and $K_{-}<0$, the effective potential is again dominated, and this process is realized when cosmic time approaches $t_{-}, c_{\Phi}\left(t-t_{-}\right) \rightarrow 0_{+}$. To summarize, when $\tau \rightarrow \tau_{ \pm}$, assuming a perturbative regime, the quantum cosmological evolution of the no-scale model is attracted to that of a classical background ( $\kappa^{2}=0$ ), where the no-scale structure is exact. In particular, the temporal evolution of the no-scale modulus $\Phi$ approaches that of a free field, so that the no-scale structure tends to withstand perturbative corrections. Note however that the cosmological solutions found for no-scale models satisfying $n_{\mathrm{F}}-n_{\mathrm{B}}<0$ can also admit other regimes. As in the supercritical case, the latter correspond to limits $\tau \rightarrow \epsilon \infty, \epsilon= \pm 1$, describing a formal Big Bang or Big Crunch,

$$
\begin{equation*}
a(t) \sim\left[\frac{d(A+d-1)}{2 A} a_{0}^{A} \epsilon c_{\Phi}\left(t-t_{\epsilon}\right)\right]^{\frac{1}{A+d-1}} \tag{4.18}
\end{equation*}
$$

where $t_{\epsilon}$ is an integration constant. In these circonstances, the universe is dominated by the kinetic energy and negative potential of the no-scale modulus, as summarized in Eq. (3.5).
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Fig. 2. Qualitative behaviours of the allowed branches of $M^{d}$ as a function of $\tau$, in the subcritical case: (i) When $\sqrt{\omega} \gamma_{c}<\left|c_{\perp} / c_{\Phi}\right|<\gamma_{c}$, (ii) when $\left|c_{\perp} / c_{\Phi}\right|<\sqrt{\omega} \gamma_{c}$, (iii) or when $\left|c_{\perp} / c_{\Phi}\right|=\sqrt{\omega} \gamma_{c}$. The directions of the evolutions for increasing cosmic time $t$ are indicated for $c_{\Phi}>0$. Solid curves refer to no-scale models with $n_{\mathrm{F}}-n_{\mathrm{B}}<0$, while the dashed ones refer to no-scales models with $n_{\mathrm{F}}-n_{\mathrm{B}}>0$.

To determine the domain of validity of perturbation theory, we integrate Eq. (2.25), which introduces an arbitrary constant mode $\phi_{\perp 0}$, and use Eq. (2.24) to derive the time dependance of the dilaton,

$$
\begin{equation*}
e^{2 d \alpha^{2} \phi}=\frac{c_{\Phi}^{2}}{2 \alpha^{2} \omega \kappa^{2} M_{\mathrm{s}}^{d}} \frac{1}{\left|n_{\mathrm{F}}-n_{\mathrm{B}}\right| v_{d, n}} \frac{e^{\frac{d}{n} \sqrt{d-2+n} \phi_{\perp 0}}}{a_{0}^{2(d-1)}}\left|\tau-\tau_{+}\right|^{L_{+}}\left|\tau-\tau_{-}\right|^{L_{-}}, \quad L_{ \pm}=\frac{P_{ \pm}}{K_{ \pm}} \tag{4.19}
\end{equation*}
$$

where $P_{ \pm}$is defined in Eq. (4.9). Therefore, the conditions $L_{ \pm}>0$ for perturbative consistency of the attractions to the quantum no-scale regimes $\tau \rightarrow \tau_{ \pm}$are those found in the super noscale case: For $\tau \rightarrow \tau_{+}, c_{\perp} / c_{\Phi}$ must satisfy Eq. (4.11), while for $\tau \rightarrow \tau_{-}, c_{\perp} / c_{\Phi}$ must respect Eq. (4.12). In particular, when $n_{\mathrm{F}}-n_{\mathrm{B}}>0$, the cosmological evolution between $\tau_{-}$and $\tau_{+}$is all the way perturbative if $\gamma_{-}<c_{\perp} / c_{\Phi}<\gamma_{+}$. In this case, the quantum potential is negligible, $\mathcal{V}_{1 \text {-loop }} \ll \mathcal{K}$, throughout the evolution, except in the vicinity of $\tau=1$, where it induces the transition from one no-scale regime to the other. On the contrary, the regimes $\tau \rightarrow \epsilon \infty$, which can be reached when $n_{\mathrm{F}}-n_{\mathrm{B}}<0$, can be trusted up to the times the evolutions become non-perturbative, as follows from Eq. (3.7), which is valid for arbitrary $c_{\perp} / c_{\phi} \in \mathbb{R}$.

For $n_{\mathrm{F}}-n_{\mathrm{B}} \neq 0$, the subcritical case can also give rise to non-trivial dynamics of the no-scale modulus, which can be summarized as follows, for instance in the case $c_{\Phi}>0$ :
(i) When $\sqrt{\omega} \gamma_{c}<\left|c_{\perp} / c_{\Phi}\right|<\gamma_{c}$, even if the effective potential is dominated in the no-scale regime $\tau \rightarrow \tau_{-}, M^{d}$ turns out to diverge, as can be seen in Fig. 2(i), which shows the three branches $M^{d}$ can follow as a function of $\tau$. The directions of the evolutions for increasing cosmic time $t$ are again indicated for $c_{\Phi}>0$. Along the trajectories satisfying $\tau>\tau_{+}$, the universe expands and is attracted to the no-scale regime $\tau \rightarrow \tau_{+}$, while $M(t)$ decreases. Thus, even if this is counterintuitive, the supersymmetry breaking scale forever climbs its negative effective potential $\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d, n} M^{d}$ [17]. This fact contradicts the expectation that $M$ should increase and yield a large, negative potential energy. On the contrary, the situation is more natural in the other branches. For the solutions satisfying $\tau<\tau_{-}$, if $M(t)$ also starts climbing its negative potential, it is afterwards attracted back to large values, with the turning point sitting at $\tau=\omega$. Finally, along the branch $\tau_{-}<\tau<\tau_{+}$, the universe expands and is attracted to the no-scale regime $\tau \rightarrow \tau_{+}$, while $M(t)$ drops along its positive potential $\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d, n} M^{d}$.
(ii) When $\left|c_{\perp} / c_{\Phi}\right|<\sqrt{\omega} \gamma_{c}$, as shown in Fig. 2(ii), $M^{d}$ vanishes when $\tau \rightarrow \tau_{-}$. Along the branch $\tau>\tau_{+}, M(t)$ climbs as before its negative potential [17], while for $\tau<\tau_{-}$, it drops. The branch $\tau_{-}<\tau<\tau_{+}$is the most interesting one: While the scale factor increases, $M(t)$ first climbs the positive potential $\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d, n} M^{d}$, and then descends. At the turning point located at $\tau=\omega$, we have $\dot{\Phi}=0$ and $\mathcal{V}_{1 \text {-loop }}>0$, which is enough to show that for small enough $\left|c_{\perp}\right|$, the
scale factor accelerates for a lapse of cosmic time [16-18]. However, the resulting $e$-fold number being of order 1, this acceleration of the universe does not yield any efficient inflationary effect. ${ }^{8}$
(iii) Finally, Fig. 2(iii) plots $M^{d}(\tau)$ in the limit case $\left|c_{\perp} / c_{\Phi}\right|=\sqrt{\omega} \gamma_{c}$.

To conclude on the subcritical case, let us stress again that the dynamics arising from initial conditions such that

$$
\begin{equation*}
c_{\Phi}>0 \text { when } n_{\mathrm{F}}-n_{\mathrm{B}} \geq 0, \quad \text { or } \quad c_{\Phi}>0 \text { and } \tau_{i}>\tau_{+} \text {when } n_{\mathrm{F}}-n_{\mathrm{B}}<0 \tag{4.20}
\end{equation*}
$$

and satisfying Eq. (4.11) to insure validity of perturbation theory, forces the universe to enter the no-scale regime $\tau(t) \rightarrow \tau_{+} .{ }^{9}$ After the Big Bang, the solutions describe flat, ever-expanding FLRW universes that are not destabilized by quantum effects. Instead of generating a cosmological constant, quantum corrections induce a time-dependent effective potential proportional to $M^{d}$ and asymptotically negligible, from a cosmological point of view. Note however that $M$ plays a fundamental role in the effective $d$-dimensional renormalizable theory in rigid Minkowski space, which is found by keeping only the relevant operators present in supergravity. In fact, $M$ determines the order of magnitude of all soft breaking terms in the resulting MSSM-like theory of particles [1].

## 5. Critical case

In the critical case, which corresponds to

$$
\begin{equation*}
\left|\frac{c_{\perp}}{c_{\Phi}}\right|=\gamma_{c}, \tag{5.1}
\end{equation*}
$$

the polynomial $\mathcal{P}(\tau)$ has a double root $\tau_{+}=\tau_{-}=1$, and the no-scale model must satisfy $n_{\mathrm{F}}-$ $n_{\mathrm{B}} \leq 0$, as follows from Eq. (2.23). In the sequel, we show that the qualitative behaviour of the associated cosmological evolutions are similar to those found in the subcritical case.

### 5.1. Case $n_{\mathrm{F}}-n_{\mathrm{B}}=0$

The solutions in the super no-scale case are actually those found in the subcritical case for $c_{\perp} / c_{\Phi}=\eta \gamma_{c}, \eta= \pm 1$, i.e. for $r=0$ :

$$
\begin{equation*}
a=\left[\frac{d(d-1)}{2 A} c_{\Phi}\left(t-t_{0}\right)\right]^{\frac{1}{d-1}}, \quad M^{d}=\frac{e^{d \alpha \Phi_{0}}}{a^{2(d-1)}} M_{\mathrm{s}}^{d}, \quad e^{2 d \alpha^{2} \phi}=\frac{e^{d \alpha \Phi_{0}} e^{\frac{d}{n} \sqrt{d-2+n} \phi_{\perp 0}}}{a^{P_{0}}} \tag{5.2}
\end{equation*}
$$

where $t_{0}, \Phi_{0}, \phi_{\perp 0}$ are integration constants and

$$
\begin{equation*}
P_{0}=2(d-1)\left(1-\eta \sqrt{\frac{d-2}{n} \frac{\omega}{1-\omega}}\right) . \tag{5.3}
\end{equation*}
$$

The above evolutions are perturbative in the large scale factor regime, $c_{\Phi}\left(t-t_{0}\right) \rightarrow+\infty$, when $P_{0}>0$. This is the case for $c_{\perp} / c_{\Phi}=-\gamma_{c}$, as well as for $c_{\perp} / c_{\Phi}=\gamma_{c}$ if $n>\frac{d^{2}(d-2)}{4(d-1)}$.
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### 5.2. Case $n_{\mathrm{F}}-n_{\mathrm{B}}<0$

For the no-scale models with negative 1-loop effective potentials, Eqs. (2.21) and (2.23) yield

$$
\begin{equation*}
a=a_{0} \frac{e^{\frac{1}{A(\tau-1)}}}{|\tau-1|^{\frac{1}{A}}}, \quad M^{d}=\frac{c_{\Phi}^{2}}{2 \alpha^{2} \omega \kappa^{2}} \frac{-1}{\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d, n}} \frac{(\tau-1)^{2}}{a^{2(d-1)}} \tag{5.4}
\end{equation*}
$$

where $a_{0}>0$ is an integration constant. Fig. 1(iii) shows in solid lines the two branches $\tau>1$ and $\tau<1$ the scale factor $a(\tau)$ can follow, while the dotted line $\tau \equiv 1$ corresponds to the critical super no-scale case. The trajectories admit one of the two limits $\tau \rightarrow 1_{+}$or $\tau \rightarrow 1_{-}$, which lead in terms of cosmic time to

$$
\begin{equation*}
a \sim\left[\frac{d(d-1)}{2 A} c_{\Phi}\left(t-t_{ \pm}\right)\right]^{\frac{1}{d-1}} \tag{5.5}
\end{equation*}
$$

where $t_{ \pm}$is an integration constant. The behaviour $\tau \rightarrow 1_{+}$describes an expanding or contracting flat FLRW solution, $c_{\Phi}\left(t-t_{+}\right) \rightarrow+\infty$, while $\tau \rightarrow 1_{-}$corresponds to a Big Bang or Big Crunch, $c_{\Phi}\left(t-t_{-}\right) \rightarrow 0_{+}$. Note that even if $K_{ \pm}$in Eq. (4.6) vanishes for $r=0$, the effective potential is still dominated by the moduli kinetic energies,

$$
\begin{equation*}
H^{2} \sim \# \dot{\phi}_{\perp}^{2} \sim \# \dot{\Phi}^{2} \sim \# \frac{c_{\Phi}^{2}}{a^{2(d-1)}} \gg \kappa^{2}\left|\mathcal{V}_{1 \text {-loop }}\right| \sim \# c_{\Phi}^{2} \frac{(\tau-1)^{2}}{a^{2(d-1)}} \tag{5.6}
\end{equation*}
$$

which proves that the limits $\tau \rightarrow 1_{ \pm}$describe quantum no-scale regimes. On the contrary, the limits $\tau \rightarrow \epsilon \infty, \epsilon= \pm 1$, yield Big Bang/Big Crunch behaviours, as shown in Eqs. (4.18) and (3.5).

Finally, for $c_{\perp} / c_{\Phi}=\eta \gamma_{c}, \eta= \pm 1$, the dilaton trajectory is given by

$$
\begin{equation*}
e^{2 d \alpha^{2} \phi}=\frac{c_{\Phi}^{2}}{2 \alpha^{2} \omega \kappa^{2} M_{\mathrm{s}}^{d}} \frac{-1}{\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d, n}} \frac{e^{\frac{d}{n} \sqrt{d-2+n} \phi_{\perp 0}}}{a_{0}^{2(d-1)}}(\tau-1)^{\frac{2}{\omega}} e^{-\frac{P_{0}}{A(\tau-1)}} \tag{5.7}
\end{equation*}
$$

where $P_{0}$ is defined in Eq. (5.3) and $\phi_{\perp 0}$ is the arbitrary constant mode of $\phi_{\perp}$. Thus, ${ }^{10}$ the no-scale regime $\tau \rightarrow 1_{+}$is perturbative for $c_{\perp} / c_{\Phi}=-\gamma_{c}$, as well as for $c_{\perp} / c_{\Phi}=\gamma_{c}$ if $n>$ $\frac{d^{2}(d-2)}{4(d-1)}$. On the contrary, the regime $\tau \rightarrow 1_{-}$is perturbative only for $c_{\perp} / c_{\Phi}=\gamma_{c}$, if $n<\frac{d^{2}(d-2)}{4(d-1)}$. In the limits $\tau \rightarrow \epsilon \infty, \epsilon= \pm 1$, the models are non-perturbative (see Eq. (3.7)).

## 6. Case $c_{\Phi}=0$

What remains to be presented is the cosmological evolution for $c_{\Phi}=0$. The supersymmetry breaking scale can be found by integrating the no-scale modulus equation in (2.19), which gives

$$
\begin{equation*}
M^{d}=\frac{e^{d \alpha \Phi_{0}}}{a^{2(A+d-1)}} M_{\mathrm{s}}^{d} \tag{6.1}
\end{equation*}
$$

where $\Phi_{0}$ is a constant. This result can be used to write Friedmann equation (2.14) as

$$
\begin{equation*}
\frac{A}{2}(d-2) H^{2}=-\frac{c_{\perp}^{2}}{a^{2(d-1)}}-\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d, n} \frac{e^{d \alpha \Phi_{0}}}{a^{2(A+d-1)}} \kappa^{2} M_{\mathrm{s}}^{d} \tag{6.2}
\end{equation*}
$$

which for $c_{\perp} \neq 0$ requires the no-scale model to satisfy $n_{\mathrm{F}}-n_{\mathrm{B}}<0$. Note that this is not surprising since this case is somehow "infinitely supercritical". As a result, no-scale regimes are not

[^21]expected to exist. To be specific, when $c_{\perp} \neq 0$, the above differential equation can be used to determine the cosmic time as a function of the scale factor,
\[

$$
\begin{align*}
t & =t_{*}-\epsilon \frac{a_{\max }^{A+d-1}}{c_{v}} \int_{a / a_{\max }}^{1} \frac{x^{A+d-2} d x}{\sqrt{1-x^{2 A}}}, \quad \text { where } \quad \epsilon= \pm 1, \\
a_{\max }^{2 A} & =\frac{\left|n_{\mathrm{F}}-n_{\mathrm{B}}\right| v_{d, n} e^{d \alpha \Phi_{0}}}{c_{\perp}^{2}} \kappa^{2} M_{\mathrm{s}}^{d}, \quad c_{v}^{2}=\frac{2}{d-2} \frac{\left|n_{\mathrm{F}}-n_{\mathrm{B}}\right| v_{d, n} e^{d \alpha \Phi_{0}}}{A} \kappa^{2} M_{\mathrm{s}}^{d}, \tag{6.3}
\end{align*}
$$
\]

and $t_{*}$ is an integration constant. Defining

$$
\begin{equation*}
t_{\epsilon}=t_{*}-\epsilon t_{0}, \quad t_{0}=\frac{a_{\max }^{A+d-1}}{c_{v}} \int_{0}^{1} \frac{x^{A+d-2} d x}{\sqrt{1-x^{2 A}}} \tag{6.4}
\end{equation*}
$$

the time variable $t$ varies from $t_{+}$to $t_{-}$. At $t=t_{+}$, a Big Bang initiates an era of expansion that stops when the scale factor reaches its maximum $a_{\max }$ at $t=t_{*}$. Then, the universe contracts until a Big Crunch occurs at $t=t_{-}$. Close to the initial and final times $t_{ \pm}$, the scale factor behaves as

$$
\begin{equation*}
a(t) \sim\left(c_{v}(A+d-1) \epsilon\left(t-t_{\epsilon}\right)\right)^{\frac{1}{A+d-1}}, \tag{6.5}
\end{equation*}
$$

which leads to scalings similar to those given in Eq. (3.5), namely

$$
\begin{equation*}
H^{2} \sim \# \dot{\Phi}^{2} \sim \# \kappa^{2} \mathcal{V}_{1-\mathrm{loop}} \sim \# \frac{c_{v}^{2}}{a^{2(A+d-1)}} \gg \frac{1}{2} \dot{\phi}_{\perp}^{2}=\frac{c_{\perp}^{2}}{a^{2(d-1)}} \tag{6.6}
\end{equation*}
$$

However, the scalar $\phi_{\perp}$ converges in this case to a constant, so that Eq. (2.24) yields

$$
\begin{equation*}
e^{2 d \alpha^{2} \phi} \sim \frac{\#}{c_{v}^{2}\left(t-t_{\epsilon}\right)^{2}} \rightarrow+\infty \tag{6.7}
\end{equation*}
$$

As a result of Eqs. (6.6) and (6.7), the cosmological solution we have found can only be trusted far enough from the formal Big Bang and Big Crunch, not to have to take into account $\alpha^{\prime}$ - and $g_{\mathrm{s}}$-corrections.

Finally, when $c_{\perp}=0$ and $n_{\mathrm{F}}-n_{\mathrm{B}}<0$, the maximum scale factor $a_{\text {max }}$ is formally infinite, so that no turning point exists anymore. In fact, relations (6.5) and (6.7) become equalities: The evolution for $\epsilon=+1$ describes a never-ending era $t>t_{+}$of expansion, while the trajectory for $\epsilon=-1$ describes an era $t<t_{-}$of contraction. For super no-scale models, i.e. when $n_{\mathrm{F}}-n_{\mathrm{B}}=0$, the case $c_{\perp}=0$ yields the trivial solution where all fields $a, \Phi, \phi_{\perp}$ are static.

## 7. Summary and conclusion

We have considered the low energy effective action of heterotic no-scale models compactified on tori down to $d$ dimensions. At 1-loop, the effective potential backreacts on the classical background, which is therefore time-dependent. Interested in homogeneous and isotropic cosmological evolutions, we have restricted our analysis to the dynamics of the scale factor $a(t)$, the no-scale modulus $\Phi(t)$ and a free scalar $\phi_{\perp}(t)$, which is a combination of the dilaton and the volume involved in the stringy Scherk-Schwarz supersymmetry breaking [4,5]. The space of solutions can be parameterized by $\left(c_{\perp} / c_{\Phi}, \tau_{i}\right)$, where $c_{\perp}, c_{\Phi}$ are integration constants and $\tau_{i}$ is the initial value of $\tau(t)=\frac{2 A}{d c_{\Phi}} \dot{a} a^{d-2}$ (see Eq. (2.22)). Fig. 3 shows the partition of the $\mathbb{R}^{2}$-plane of cosmological solutions: The interior of the ellipse is realized by models where $n_{\mathrm{F}}-n_{\mathrm{B}}>0$, and


Fig. 3. Partition of the $\mathbb{R}^{2}$-plane $\left(c_{\perp} / c_{\Phi}, \tau_{i}\right)$ of cosmological solutions. The supercritical regions satisfy $\left|c_{\perp} / c_{\Phi}\right|>\gamma_{c}$ and $n_{\mathrm{F}}-n_{\mathrm{B}}<0$. The subcritical region, $\left|c_{\perp} / c_{\Phi}\right|<\gamma_{c}$, contains an ellipse $\tau_{-}<\tau_{i}<\tau_{+}$, the interior (exterior) of it corresponding to models satisfying $n_{\mathrm{F}}-n_{\mathrm{B}}>0(<0)$. The trajectories $\tau(t)$ for increasing cosmic time $t$ are represented by dashed lines, for $c_{\Phi}>0$.
yields trajectories $\tau(t)$ which follow dashed vertical lines, from bottom to up when $c_{\Phi}>0$. Similarly, the exterior of the ellipse corresponds to models having $n_{\mathrm{F}}-n_{\mathrm{B}}<0$, with $\tau(t)$ following vertical lines from up to bottom when $c_{\Phi}>0$.

The trajectories in the supercritical regions (I) and (I'), which have no classical counterparts, are characterized by a bounded scale factor. The evolution starts and ends with a Big Bang and a Big Crunch, where the universe is dominated by the kinetic energy and quantum potential of the no-scale modulus. Translated in terms of a perfect fluid of energy density $\rho$ and pressure $P$, we have

$$
\begin{equation*}
\rho \sim \frac{1}{2} \dot{\Phi}^{2}+\kappa^{2} \mathcal{V}_{1 \text {-loop }}, \quad P \sim \frac{1}{2} \dot{\Phi}^{2}-\kappa^{2} \mathcal{V}_{1 \text {-loop }}, \quad P \sim\left(\frac{2 A}{d-1}+1\right) \rho \tag{7.1}
\end{equation*}
$$

However, the above regime $\tau \rightarrow \pm \infty$ of low scale factor can only be trusted until higher order corrections in $g_{\mathrm{s}}$ and $\alpha^{\prime}$ become important.

On the contrary, the solutions in the subcritical regions (II) and (III) are attracted to the quantum no-scale regime $\tau \rightarrow \tau_{+}$, which restores the no-scale structure [2] as the universe expands, and is easily (if not always, see Eq. (4.11)) perturbative in $g_{s}$. As a result, the evolution is asymptotically dominated by the classical kinetic energies of $\Phi$ and $\phi_{\perp}$. The endless expansion and flatness of the universe are compatible with quantum corrections, which justifies that rigid Minkowski spacetime may be postulated in quantum field theory. Moreover, the evolutions in the subcritical regions (III) and (IV) admit the second quantum no-scale regime $\tau \rightarrow \tau_{-}$, which is realized as the scale factor tends (formally) to 0 . In total, the trajectories in region (III) connect two regimes where

$$
\begin{equation*}
P \sim \rho \sim \frac{1}{2} \dot{\Phi}^{2}+\frac{1}{2} \dot{\phi}_{\perp}^{2} \tag{7.2}
\end{equation*}
$$

with possibly an intermediate period of accelerated cosmology, however too short to account for inflation. In regions (II) and (IV), the state equation of the fluid evolves between $P \sim \rho$ and $P \sim\left(\frac{2 A}{d-1}+1\right) \rho$.

On the one hand, the drop in $M(t)$, which takes place in the quantum no-scale regime $\tau \rightarrow \tau_{+}$ and is independent of the sign of the potential, forbids the existence of any cosmological constant i.e. fluid satisfying $P \sim-\rho$. On the other hand, neglecting the time-evolution (which makes sense at a cosmological scale) of the scale factor and scalar fields to end up with a theory in rigid Minkowski spacetime valid today, the energy density $M^{d}$ is effectively constant but not coupled
to gravity. Thus, from either of these points of view, the words "cosmological" and "constant" exclude somehow each other. Note that this is also the case in other frameworks. For instance, compactifying a string theory on a compact hyperbolic space, flat FLRW solutions can be found, where the volume of the internal space is time-dependent and plays formally the role of $M(t)$ in the present work. Its associated canonical field, which is similar to $\Phi$, admits an exponential and positive potential, however arising at tree level [16-18]. This setup can be realized by considering S-brane backgrounds or non-trivial fluxes. In all these cases, it is important to study the constraints arising from variations of couplings and masses at cosmological time scales, as well as present violations of the equivalence principle [15].

The simple model we have analyzed in details in the present work can be upgraded in various ways. First of all, the full dependence of the 1-loop effective potential on the internal metric, internal antisymmetric tensor and Wilson lines can be computed [11]. New effects then occur, due to the non-trivial metric of the moduli space and the existence of enhanced symmetry points [22]. Another direction of study consists in switching on finite temperature $T$ [5,23,19,24,25]. To see that the qualitative behaviour of the evolutions may be modified, let us assume $T \ll M$ and an expanding universe in quantum no-scale regime $\tau \rightarrow \tau_{+}$. In this case, we have [19]

$$
\begin{equation*}
M^{d}=\frac{M_{+}^{d}}{a^{2(d-1)+K_{+}}}, \quad T^{d} \sim \frac{\#}{a^{d}}, \tag{7.3}
\end{equation*}
$$

so that $M / T$ decreases and the screening of thermal effects by quantum corrections eventually stops. In fact, new attractor mechanisms exist [19,24]. For instance, when $n_{F}-n_{\mathrm{B}}>0$, quantum and thermodynamic corrections balance so that the free energy, which is nothing but the effective potential at finite temperature, yields a stabilization of $M(t) / T(t)$. At late times, the evolutions satisfy

$$
\begin{equation*}
\frac{1}{a(t)} \sim \# M(t) \sim \# T(t) \sim \# e^{2 \alpha^{2} \phi(t)} \sim \frac{\#}{t^{\frac{2}{d}}} \tag{7.4}
\end{equation*}
$$

and are said "radiation-like". This is justified since the total energy density and pressure satisfy $\rho_{\mathrm{tot}} \sim(d-1) P_{\mathrm{tot}}$, where $\rho_{\mathrm{tot}}, P_{\mathrm{tot}}$ take into account the thermal energy density and pressure derived from the free energy, as well as the kinetic energy of the no-scale modulus $\Phi$ [23,19,24].
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#### Abstract

We analyze quantum no-scale regimes (QNSR) in perturbative heterotic string compactified on tori, with total spontaneous breaking of supersymmetry. We show that for marginal deformations initially at any point in moduli space, the dynamics of a flat, homogeneous and isotropic universe can always be attracted to a QNSR. This happens independently of the characteristics of the 1 -loop effective potential $\mathcal{V}_{1 \text {-loop }}$, which can be initially positive, negative or vanishing, and maximal, minimal or at a saddle point. In all cases, the classical no-scale structure is restored at the quantum level, during the cosmological evolution. This is shown analytically by considering moduli evolutions entirely in the vicinity of their initial values. Global attractor mechanisms are analyzed numerically and depend drastically on the sign of $\mathcal{V}_{1 \text {-loop. We }}$. find that all initially expanding cosmological evolutions along which $\mathcal{V}_{1 \text {-loop }}$ is positive are attracted to the QNSR describing a flat, ever-expanding universe. On the contrary, when $\mathcal{V}_{1 \text {-loop }}$ can reach negative values, the expansion comes to a halt and the universe eventually collapses into a Big Crunch, unless the initial conditions are tuned in a tiny region of the phase space. This suggests that flat, ever-expanding universes with positive potentials are way more natural than their counterparts with negative potentials. © 2018 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP ${ }^{3}$.
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## 1. Introduction

To account for an extremely small cosmological constant, a natural starting point in supergravity is the class of no-scale models [1]. The latter describe the spontaneous breaking of local supersymmetry at a scale $M$ that parameterizes a flat direction of a positive semi-definite potential. In perturbative string theory in $d$ dimensions, this setup can be realized at tree level by coordinate-dependent compactification [2,3], which implements the Scherk-Schwarz mechanism [4]. The magnitude of the supersymmetry breaking scale measured in $\sigma$-model frame, $M_{(\sigma)}$, can be restricted to be lower than the string scale $M_{\mathrm{s}}$, for Hagedorn-like instabilities [3,5] to be avoided. However, quantum effects lift in general the classical flat directions. At 1-loop, supposing for simplicity that there is no non-trivial mass scale lower than $M$, a contribution of order $\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) M^{d}$ to the effective potential is generated, where $n_{\mathrm{F}}$ and $n_{\mathrm{B}}$ are the numbers of massless fermionic and bosonic degrees of freedom. In this case, a mechanism responsible for the stabilization of $M$ would generically yield a large cosmological constant. For this reason, the theories satisfying $n_{\mathrm{F}}=n_{\mathrm{B}}$, which are sometimes referred as "super no-scale models", have attracted attention [6-8], since their 1-loop effective potentials turn out to be exponentially suppressed. In some models, the potentials can even vanish exactly at 1 -loop, at specific points in moduli space [9]. However, even in these instances, the smallness of the potential happens to be invalidated once Higgs masses lower than $M$ are introduced [7,8], and/or generic higher order loop corrections are taken into account [10].

Alternatively, one may not assume the stabilization of the supersymmetry breaking scale. In this case, the motion of $M$ induced by the effective potential may be analyzed in a cosmological framework [11,12], and eventually at finite temperature [12-15]. One of the main motivations of [11] was to find conditions (which we extend in the present paper) for flat, homogeneous and isotropic expanding universes to be allowed by the dynamics. In this reference, the analysis is done by taking into account a reduced set of fields, namely the volume vol of the torus involved in the Scherk-Schwarz supersymmetry breaking, the dilaton $\phi$ and the scale factor $a$ of the universe. For convenience, the degrees of freedom associated with $\ln (v o l)$ and $\phi$ are implemented by two canonical fields $\Phi$ and $\phi_{\perp}$. They are orthogonal linear combinations, where $\Phi$ is the "no-scale modulus" which satisfies $M \equiv e^{\alpha \Phi} M_{\mathrm{s}}$, with $\alpha$ a normalization factor. The history of the universe described by a flat Friedmann-Lemaître-Robertson-Walker (FLRW) metric proves to depend drastically on the sign of the 1-loop effective potential ${ }^{2}$ :

- For $n_{\mathrm{F}} \geq n_{\mathrm{B}}$, up to time reversal, the evolution is ever-expanding. At initial and late times, it is driven by the kinetic energies of $\Phi$ and $\phi_{\perp}$, which dominate over the quantum effective potential. As a result, the cosmological solution converges in both limits to classical ones, which are characterized by exact no-scale structures with free scalars $\Phi$ and $\phi_{\perp} .{ }^{3}$ For this reason, the universe is said to be at early and late times in "quantum no-scale regime" (QNSR). It is only during an intermediate era that connects both QNSRs that the effective potential is relevant. The latter may even induce a transient period of acceleration.
- For $n_{\mathrm{F}}<n_{\mathrm{B}}$, up to time reversal, three different histories can be encountered. In two of them, the universe starts with a Big Bang dominated by the total energy (kinetic plus potential) of $\Phi$. Then, it may forever expand by entering in QNSR, or it may reach a maximum size, before

[^23]collapsing into a Big Crunch again dominated by the total energy of the no-scale modulus. In the third kind of trajectories, the universe starts with a Big Bang in QNSR, reaches a maximal size and then collapses as before in a Big Crunch dominated by the total energy of $\Phi$.

The goal of the present work is to improve the analysis of Ref. [11] by taking into account the dynamics of other moduli fields. To be specific, we consider the heterotic string compactified on a torus, where the Scherk-Schwarz spontaneous breaking of all supersymmetries involves a single internal direction $X^{d}$. The latter is large, for $M_{(\sigma)}$ to be lower than $M_{\mathrm{s}}$. Due to the underlying maximally supersymmetric structure of the setup, all classical marginal deformations can be interpreted as Wilson lines $y_{I \Upsilon}, I \in\{d, \ldots, 9\}, \Upsilon \in\{d, \ldots, 25\}$. In Sect. 2, we first present the generic expression of the 1-loop effective potential obtained by switching on small deformations of any background (that has initially no non-trivial mass scale below $M$ ). The Wilson lines associated with each gauge group factor can be massive, massless or tachyonic. Then, we focus on a specific configuration to be analyzed in great details, where the moduli of the internal directions $X^{d}$ and $X^{d+1}$ are allowed to vary, while all other deformations are frozen at extrema of the effective potential.

Sect. 3 is devoted to the derivation of exact results in the framework of the above simple model. Beside $\Phi$, the effective potential depends on $\phi_{\perp}$, which is no longer a free field, and on three Wilson lines $y_{d, d+1}, y_{d+1, d}$ and $y_{d+1, d+1}$. Physically, $y_{d+1, d+1}$ parameterizes a Coulomb branch, and $\left|y_{d+1, d+1}\right| M_{\mathrm{s}}$ is a contribution to the $\sigma$-model frame mass of the component fields belonging to supermultiplets charged under the gauge group. When $\left|y_{d+1, d+1}\right| M_{\mathrm{S}} \ll M_{(\sigma)}$, supermultiplets are light and their Kaluza-Klein (KK) towers of states along the large direction $X^{d}$ contribute effectively to the 1-loop potential. In this case, $y_{d, d+1}$ (or a combination of all three Wilson lines when $y_{d+1, d+1}$ is not exactly vanishing) plays the role of a phase, which determines whether it is the fermions or the bosons within these charged supermultiplets that acquire a mass by the supersymmetry breaking mechanism. The exact kinetic terms of the model are also presented.

QNSRs compatible with weak string coupling are described in this setup in Sect. 4. They involve the scale factor $a$, the scalars $\Phi, \phi_{\perp}$, and the Wilson lines $y_{d, d+1}, y_{d+1, d}, y_{d+1, d+1}$ which at this stage are restricted to be small perturbations of the initial background. Both types of regimes are considered, namely expanding eras $t \rightarrow+\infty$ or Big Bangs $t \rightarrow t_{\mathrm{BB}}$, where $t$ is cosmic time and $t_{\mathrm{BB}}$ a constant. Their existence is shown, regardless of the sign of $n_{\mathrm{F}}-n_{\mathrm{B}}$ and whether the small Wilson lines are massive, massless or tachyonic at 1-loop. Compared to Ref. [11], a novelty is that the moduli space metric is curved, which implies non-canonical kinetic terms. We find that this fact imposes a new condition for the universe to be in QNSR: The scale $M_{(\sigma)}$ of supersymmetry breaking measured in sigma-model frame must increase as $t \rightarrow+\infty$ or $t \rightarrow t_{\mathrm{BB}}$. As a result, the regimes are valid until $M_{(\sigma)}$ reaches $M_{\mathrm{s}}$, when new stringy effects are expected to arise. Moreover, the new constraint reduces drastically the phase space where the system in QNSR can evolve. For instance, it reduces it by a factor of about 170 for $d=4$. However, this does not mean that the initial conditions that yield such regimes must be tuned within very narrow ranges, due to possible global attraction mechanisms.

In Sect. 5, all results valid for small Wilson lines are checked by numerical simulations, in the case of the QNSR $t \rightarrow+\infty$. Moreover, it turns out that the quadratic kinetic terms are exact for arbitrary $y_{d, d+1}$ and $y_{d+1, d}$, as long as $y_{d+1, d+1}$ is restricted to vanish. In Sect. 6, we use this fact to simulate large deformations of the initial background parameterized by the Wilson lines $y_{d, d+1}, y_{d+1, d}$. When the effective potential is positive, we find that for arbitrary initial conditions (up to time reversal), the universe expands and is attracted to the QNSR $t \rightarrow+\infty$. On
the contrary, when the potential is negative, for the universe to be in QNSR $t \rightarrow+\infty$, its initial conditions must sit in the tiny phase space associated with this regime. Otherwise, the initially growing scale factor reaches a maximal size before collapsing. Altogether, these remarks suggest that in order to describe expanding universes in the framework we have considered, naturalness favors models having more fermions than bosons in their light spectra, $n_{\mathrm{F}}-n_{\mathrm{B}} \geq 0$.

Our concluding remarks are given in Sect. 7, while technical derivations can be found in a long but self-content Appendix. The latter describes the implementation of continuous and discrete Wilson lines in an heterotic toroidal partition function, the spontaneous breaking of supersymmetry, and generic formulas for the effective potential.

## 2. 1-Loop effective potential

The notion of QNSR in string theory was introduced in Ref. [11], in the context of the heterotic string compactified on tori, where the total spontaneous breaking of supersymmetry is implemented by a stringy Scherk-Schwarz mechanism. However, beside the scale factor of the universe, only the dynamics of the dilaton and that of the internal volume involved in the breaking of supersymmetry were taken into account. In order to remedy this fact, we consider in this section features about the dependence of the 1-loop effective potential on all moduli fields. We restrict our analysis to the case where the breaking of supersymmetry is induced along a single internal direction.

## Marginal deformations

To be specific, we consider a Minkowskian heterotic background in dimension $d \geq 3,{ }^{4}$ with internal space $T^{10-d}$,

$$
\begin{equation*}
\mathbb{R}^{0, d-1} \times T^{10-d} \tag{2.1}
\end{equation*}
$$

where the total spontaneous breaking of supersymmetry is induced by a coordinate-dependent compactification along the direction $X^{d}$. The gauge symmetry group arising in this no-scale model from the Kac-Moody algebra realized on the right-moving bosonic side of the string is $\mathcal{G}_{26-d}$, where gauge groups of rank $r$ will in general be denoted $\mathcal{G}_{r}$. At this stage, the background sits at a specific point of the Narain lattice moduli space [18]

$$
\begin{equation*}
\frac{S O(10-d, 26-d)}{S O(10-d) \times S O(26-d)} \tag{2.2}
\end{equation*}
$$

whose real dimension is $(10-d) \times(26-d)$. This manifold can be parameterized by the internal metric $G_{I J}$, the antisymmetric tensor $B_{I J}, I, J \in\{d, \ldots, 9\}$, and the Wilson lines $Y_{I \mathcal{J}}, \mathcal{J} \in$ $\{10, \ldots, 25\}$. However, all of these $(10-d) \times(26-d)$ moduli fields can be interpreted from a KK point of view as the components along $T^{10-d}$ of 10 -dimensional vector bosons in the Cartan subalgebra of $\mathcal{G}_{26-d}$. Thus, they can be viewed as Wilson lines, and it is natural to split the associated degrees of freedom into initial background values $(G+B)_{I J}^{(0)}, Y_{I \mathcal{J}}^{(0)}$ and arbitrary Wilson line deformations ${ }^{5}$

[^24]\[

$$
\begin{align*}
& (G+B)_{I J}=\left(\begin{array}{cc}
(G+B)_{d d} & \left(G^{(0)}+B^{(0)}\right)_{d j}+\sqrt{2} y_{d j} \\
\left(G^{(0)}+B^{(0)}\right)_{i d}+\sqrt{2} y_{i d} & \left(G^{(0)}+B^{(0)}\right)_{i j}+\sqrt{2} y_{i j}
\end{array}\right) \\
& Y_{d \mathcal{J}}=Y_{d \mathcal{J}}^{(0)}+y_{d \mathcal{J}}, \quad Y_{i \mathcal{J}}=Y_{i \mathcal{J}}^{(0)}+y_{i \mathcal{J}}, \quad i, j \in\{d+1, \ldots, 9\}, \mathcal{J} \in\{10, \ldots, 25\} \tag{2.3}
\end{align*}
$$
\]

In our conventions, $y_{I \Upsilon}, I \in\{d, \ldots, 9\}, \Upsilon \in\{d, \ldots, 25\}$, is the Wilson line along $X^{I}$ of the $U(1)$ Cartan generator arising from the right-moving bosonic coordinate $\Upsilon$. In particular, factors $\sqrt{2}$ are introduced in components of the matrix $(G+B)$ to account for the conventional length $\sqrt{2}$ of the roots of the simply laced Lie groups. In this setup, the scale of supersymmetry breaking measured in $\sigma$-model frame can be defined as the KK mass

$$
\begin{equation*}
M_{(\sigma)}=\sqrt{G^{d d}} M_{\mathrm{s}} \tag{2.4}
\end{equation*}
$$

where $G^{I J} \equiv\left(G^{-1}\right)_{I J}$. As long as $G_{d d}$ is at least slightly larger than 1 , in which case $M_{(\sigma)} \simeq M_{\mathrm{s}} / \sqrt{G_{d d}}$, no scalar field can be tachyonic at tree level, i.e. there is no possibility for a Hagedorn-like instability to take place [5]. Moreover, the gauge symmetry $\mathcal{G}_{26-d}$ is spontaneously broken to $U(1) \times \mathcal{G}_{25-d}$.

Higgs instabilities may however occur at the quantum level. In fact, if the classical no-scale structure guaranties $M_{(\sigma)}$ and all other marginal deformations $y$ 's to be flat directions of a positive semi-definite tree-level potential [1], this is no longer the case when perturbative corrections are taken into account. As described extensively in the Appendix, a non-trivial effective potential $\mathcal{V}_{1 \text {-loop }}^{(\sigma)}$ is already generated at 1-loop. Assuming that $M_{(\sigma)}$ is lower than the string scale $M_{\mathrm{s}}$, and that the spectrum in the initial background has no mass scale below $M_{(\sigma)},{ }^{6}$ the generic form of $\mathcal{V}_{\text {1-loop }}$ for small Wilson line deformations is $[7,8]$

$$
\begin{align*}
\mathcal{V}_{1 \text {-loop }}^{(\sigma)}= & \left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d} M_{(\sigma)}^{d} \\
& +M_{(\sigma)}^{d} \frac{v_{d-2}}{2 \pi} \sum_{\Upsilon=d+1}^{25} c_{\Upsilon}\left[(d-1) y_{d \Upsilon}^{2}+\frac{1}{G^{d d}} \sum_{i=d+1}^{9} y_{i \Upsilon}^{2}\right]+\cdots \\
& +\mathcal{O}\left(\left(c M_{\mathrm{s}} M_{(\sigma)}\right)^{\frac{d}{2}} e^{\left.-2 \pi c M_{\mathrm{s}} / M_{(\sigma)}\right)}\right) \tag{2.5}
\end{align*}
$$

where the ellipses stand for higher order interactions in $y$ 's. In this expression, $n_{\mathrm{B}}$ and $n_{\mathrm{F}}$ are the numbers of massless bosonic and fermionic degrees of freedom in the undeformed background, while $v_{d}$ is a dressing coefficient that accounts for the towers of associated KK modes arising from the large supersymmetry breaking compact direction $X^{d}$,

$$
\begin{equation*}
v_{d}=\frac{\Gamma\left(\frac{d+1}{2}\right) \zeta(d+1)}{2^{d-1} \pi^{\frac{3 d+1}{2}}}\left(1-\frac{1}{2^{d+1}}\right) . \tag{2.6}
\end{equation*}
$$

In the last line, $c M_{\mathrm{s}}$ is the lowest mass scale above $M_{(\sigma)}$. When the former is much larger than the latter, all states that are not in the above mentioned KK towers yield exponentially suppressed contributions. We see that the scalars $y_{i d}, i \in\{d+1, \ldots, 9\}$, are massless. Moreover, for all Cartan generator $\Upsilon \in\{d+1, \ldots, 25\}$, the coefficient $c_{\Upsilon}$ determines whether the Wilson lines

[^25]$y_{I \Upsilon}, I \in\{d, \ldots, 9\}$, are massive, massless or tachyonic at 1-loop. ${ }^{7}$ Actually, decomposing $\mathcal{G}_{25-d}$ into simple Lie groups and $U(1)$ factors as follows,
\[

$$
\begin{equation*}
\mathcal{G}_{25-d}=\prod_{\lambda} \mathcal{G}_{r_{\lambda}}^{(\lambda)} \quad \text { where } \quad \sum_{\lambda} r_{\lambda}=25-d, \tag{2.7}
\end{equation*}
$$

\]

the Wilson lines $y_{I \Upsilon}, I \in\{d, \ldots, 9\}$, where $\Upsilon$ takes values corresponding to the Cartan generators of $\mathcal{G}_{r_{\lambda}}^{(\lambda)}$, share a common coefficient $c_{\Upsilon} \equiv c_{\mathcal{G}_{r_{\lambda}}(\lambda)}$. The latter is related to the quadratic charges of the representations $\mathcal{R}_{\mathrm{B}}^{(\lambda)}$ and $\mathcal{R}_{\mathrm{F}}^{(\lambda)}$ of the massless bosons and fermions charged under $\mathcal{G}_{r_{\lambda}}^{(\lambda)}$ in the initial background (see Eq. (A.78)),

$$
\begin{equation*}
c_{\mathcal{G}_{r_{\lambda}}^{(\lambda)}}=8\left(C_{\mathcal{R}_{\mathrm{B}}^{(\lambda)}}-C_{\mathcal{R}_{\mathrm{F}}^{(\lambda)}}\right) . \tag{2.8}
\end{equation*}
$$

By switching on small $y$-deformations of the background we started with, some charged and initially massless states acquire Higgs masses lower than $M_{(\sigma)}$. This reduces the dimension (but not the rank) of the gauge symmetry, which enters a Coulomb branch.

Example 1. To illustrate the above generalities, let us consider the supersymmetric $E_{8} \times E_{8}^{\prime}$ heterotic string compactified on $T^{10-d}$. Taking $G_{d d} \gg 1$, the gauge symmetry arising from the right-moving sector is $\mathcal{G}_{26-d}=U(1) \times \mathcal{G}_{9-d} \times E_{8} \times E_{8}^{\prime}$. When we sit at a point in moduli space where $\mathcal{G}_{9-d}$ is maximally enhanced i.e. contains no $U(1)$ factor, the model presents only two scales, namely the KK mass $M_{(\sigma)}$ and the much greater string scale $M_{\mathrm{s}}$. As reviewed in Appendices A.1-A.3, denoting $a \in \mathbb{Z}_{2}$ the fermionic number, the simplest choice of implementation of the Scherk-Schwarz breaking of supersymmetry along the large compact direction $X^{d}$ induces KK masses ${ }^{8} \frac{1}{2} a M_{(\sigma)}$ to all initially massless degrees of freedom. As a result, the no-scale model has no massless fermions, $n_{\mathrm{F}}=0$, and its mass coefficients are positive, $c_{\mathcal{G}_{r_{\lambda}}^{(\lambda)}}=8 C_{\mathcal{R}_{\mathrm{B}}^{(\lambda)}}$. For instance, one obtains for $\mathcal{G}_{9-d}=S U(2)^{9-d}$

$$
\begin{align*}
& n_{\mathrm{B}}=8\left[d-2+\operatorname{dim}\left(U(1) \times S U(2)^{9-d} \times E_{8} \times E_{8}^{\prime}\right)\right]=8(522-2 d), \\
& c_{S U(2)}=8 \times C_{[3]_{S U(2)}}=8 \times 2=16 \\
& c_{E_{8}}=8 \times C_{[248]_{E_{8}}}=8 \times 30=240  \tag{2.9}\\
& \text { for the } 9-d S U(2) \text { factors }, \\
& E_{8} \text { and } E_{8}^{\prime}
\end{align*}
$$

This yields a negative effective potential and no Higgs instabilities for the $y$-fields at the quantum level.

Example 2. For massless fermions to be present in the no-scale model, a more sophisticated choice of supersymmetry breaking must be considered. ${ }^{9}$ For instance, one can define a charge $\gamma \in \mathbb{Z}_{2}$ in terms of which the affine character of $E_{8}$ can be divided into $S O(16)$ ones,

[^26]In this relation, $\gamma=0$ leads to the unit character $\bar{O}_{16}$, while $\gamma=1$ corresponds to the spinorial one $\bar{S}_{16}$. At the massless level, this amounts to splitting the adjoint representation of $E_{8}$ into adjoint and spinorial representations of $S O(16),[248]_{E_{8}}=[120]_{S O(16)} \oplus[128]_{S O(16)}$. As seen in Appendix A.4, it is possible to implement a Scherk-Schwarz supersymmetry breaking that induces KK masses ${ }^{10} \frac{1}{2}\left(a+\gamma+\gamma^{\prime}\right) M_{(\sigma)}$ to all initially massless degrees of freedom, where $\gamma^{\prime} \in \mathbb{Z}_{2}$ is the charge similar to $\gamma$ but associated with $E_{8}^{\prime}$. As in Example 1, the fermions acquire masses if they belong to supermultiplets with $\gamma+\gamma^{\prime}$ even. The situation is however reversed when $\gamma+\gamma^{\prime}$ is odd, since it is the bosons which become massive. As a result, the mechanism breaks spontaneously all supersymmetries as well as the gauge symmetry $E_{8} \times E_{8}^{\prime} \rightarrow S O(16) \times S O(16)^{\prime}$. The gauge group $\mathcal{G}_{9-d}$ can be chosen as before to be $S U(2)^{9-d}$. However, it is instructive to also consider Coulomb branches $\mathcal{G}_{9-d}=S U(2)^{9-d-s} \times U(1)^{s}$, $s \in\{0, \ldots, 9-d\}$, when the masses of the non-Cartan gauge bosons are greater than $M_{(\sigma)}$, for Eq. (2.5) to be valid. In this case, we obtain

$$
\begin{array}{ll}
n_{\mathrm{B}}=8\left[d-2+\operatorname{dim}\left(U(1) \times S U(2)^{9-d-s} \times U(1)^{s}\right)+120+120\right]=8(266-2 d-2 s), \\
n_{\mathrm{F}}=8(128+128)=8 \times 256, & \\
c_{S U(2)}=8 \times C_{[3]_{S U(2)}}=8 \times 2=16 & \text { for the } 9-d-s S U(2) \text { factors }, \\
c_{U(1)}=0 & \text { for the } s U(1) \text { factors of } \mathcal{G}_{9-d}, \\
c_{S O(16)}=8 \times\left(C_{[120]_{S O(16)}}-C_{\left.[128]_{S O(16)}\right)}=8(14-16)=-16 \text { for } S O(16) \text { and } S O(16)^{\prime} .\right. \tag{2.11}
\end{array}
$$

We see that $n_{\mathrm{F}}-n_{\mathrm{B}}=8(2 d+2 s-10)$, which is greater or equal to 0 for $d \geq 5$ and can be positive, negative or null for $d=3$ and 4. However, the Wilson lines of $S O(16) \times S O(16)^{\prime}$ are all tachyonic at 1-loop and Higgs instabilities may arise.

Example 3. We are naturally invited to reconsider Example 2 after Higgs transition, in the Coulomb branch where $S O(16) \times S O(16)^{\prime} \rightarrow U(1)^{16}$. Again, we assume the masses of the $2 \times 112$ non-Cartan gauge bosons to be greater than $M_{(\sigma)}$, for Eq. (2.5) to be applicable. Since all states in the spinorial representations [128] $S_{O(16)}$ and $[128]_{S O(16)^{\prime}}$ are also massive, we automatically obtain vanishing mass coefficients $c_{U(1)}$ 's for the 16 Cartan $U(1)$ 's. Moreover, we are back to a configuration where $n_{\mathrm{F}}=0$, and the effective potential is necessarily negative. In fact, we could have reached the same point in moduli space by considering the Coulomb branch in Example 1, where $E_{8} \times E_{8}^{\prime} \rightarrow U(1)^{16}$.

The above 3 simple examples illustrate the fact that at the quantum level, local stability (eventually marginal) of the Wilson lines $\left(C_{\mathcal{R}_{\mathrm{B}}^{(\lambda)}} \geq C_{\mathcal{R}_{\mathrm{F}}^{(\lambda)}}\right.$, for all $\lambda$ ) and non-negativity of the effective potential ( $n_{\mathrm{F}} \geq n_{\mathrm{B}}$ ) are conditions that are easily in contradiction. Actually, it would be interesting to clarify whether they may be compatible. However, insofar as in the present paper we are interested in flat FLRW cosmological evolutions where the effective potential is dominated by the kinetic energies of moduli fields, it happens that the sign of $n_{\mathrm{F}}-n_{\mathrm{B}}$ as well as those of the mass coefficients $c_{\mathcal{G}_{r_{\lambda}}^{(\lambda)}}$ 's do not play significant roles in the existence of QNSRs. Before showing this in Sect. 4 in an heterotic context we will now describe, we signal that global attractor mechanisms are nonetheless sensitive to the signs, as will be seen in the numerical simulations of Sect. 6.

[^27]
## A specific setup

Before $y$-deformation, we consider from now on a background to be studied in great details,

$$
\begin{equation*}
\mathbb{R}^{0, d-1} \times S_{\mathrm{SS}}^{1}\left(R_{d}\right) \times S^{1}\left(R_{d+1}=1\right) \times T^{8-d}, \tag{2.19}
\end{equation*}
$$

where the index SS signals a supersymmetry breaking coordinate-dependent compactification along the circle of radius $R_{d} \equiv \sqrt{G_{d d}} \gg 1$. Note that the block-diagonal form of the internal space metric does not say anything about the antisymmetric tensor, so that we may choose

$$
\begin{equation*}
2 B_{d, d+1}^{(0)}=\eta_{d+1}^{R} \in \mathbb{Z}, \quad G_{d, d+1}^{(0)}=0, \quad G_{d+1, d+1}^{(0)}=1 \tag{2.13}
\end{equation*}
$$

Altogether, these data imply the gauge symmetry group generated by the right-moving sector to be factorized as $\mathcal{G}_{26-d}=U(1) \times \mathcal{G}_{1} \times \mathcal{G}_{8-d} \times \mathcal{G}_{16} \cdot{ }^{11}$ In the decompactification limit $R_{d} \rightarrow+\infty$, where supersymmetry is restored, our choice of radius $R_{d+1} \equiv \sqrt{G_{d+1, d+1}^{(0)}}=1$ for the second circle implies an $S U(2)$ enhancement of the gauge symmetry (in 5 dimensions). However, as explained at the end of Appendix A.4, two cases can arise at finite $R_{d}$, depending on the parity of the "discrete Wilson line" $\eta_{d+1}^{R} \equiv 2\left(G^{(0)}+B^{(0)}\right)_{d, d+1} \in \mathbb{Z}$ (see Eq. (A.36)). When $\eta_{d+1}^{R}$ is even, all fermionic degrees of freedom of the supermultiplets in the adjoint representation of $S U(2)$ acquire a mass $\frac{1}{2} M_{(\sigma)}$. In this case, the enhancement of the gauge symmetry is preserved, and $\mathcal{G}_{1}=S U(2)$. On the contrary, when $\eta_{d+1}^{R}$ is odd, the spontaneous breaking operates simultaneously on supersymmetry and on the $S U(2)$ gauge symmetry. In practice, the bosonic degrees of freedom of the $S U(2)$ non-Cartan supermultiplets acquire a mass $\frac{1}{2} M_{(\sigma)}$. As a result, only the Cartan gauge symmetry is preserved, $\mathcal{G}_{1}=U(1)$, and the latter is coupled to the massless fermions belonging to the non-Cartan supermultiplets of charges $\pm \sqrt{2}$. In all instances, the mass coefficients are given by

$$
\begin{array}{lll}
\eta_{d+1}^{R}=0 \text { even } & \Longrightarrow \mathcal{G}_{1}=S U(2), \quad & c_{\mathcal{G}_{1}}=8 \times C_{[3]_{S U(2)}}=8 \times 2=16 \\
\eta_{d+1}^{R}=0 \text { odd } \quad \Longrightarrow \mathcal{G}_{1}=U(1), \quad c_{\mathcal{G}_{1}}=-8 \times C_{ \pm \sqrt{2}}=-8 \times 2=-16 \tag{2.14}
\end{array}
$$

Our goal being to switch on moduli fields in order to study their dynamics later on, we will make further assumptions for the sake of simplicity. We suppose that the undeformed background (2.12) does not introduce mass scales below $M_{(\sigma)}$. As already mentioned in Footnote 6, this ensures that the 1-loop potential does not induce tadpoles for the $y$-fields. This can be realized by considering maximally enhanced gauge groups $\mathcal{G}_{8-d} \times \mathcal{G}_{16}$ or points in their Coulomb branches where the non-Cartan generators have masses above $M_{(\sigma)}$. Under these conditions, it is consistent to freeze to 0 the Wilson lines of $\mathcal{G}_{8-d} \times \mathcal{G}_{16}$ along $S_{\mathrm{SS}}^{1}\left(R_{d}\right) \times S^{1}\left(R_{d+1}=1\right) \times T^{8-d}$, as well as those of $U(1) \times \mathcal{G}_{1}$ along $T^{8-d}$. In fact, the configuration

$$
\begin{equation*}
y_{I, d+2} \equiv \cdots \equiv y_{I, 25} \equiv 0, I \in\{d, \ldots, 9\}, \quad y_{i d} \equiv y_{i, d+1} \equiv 0, i \in\{d+2, \ldots, 9\} \tag{2.15}
\end{equation*}
$$

solves trivially the equations of motion of the associated degrees of freedom, even when the 1-loop potential is included in the effective supergravity. Given these restrictions, we are left with non-trivial Wilson lines $y_{d, d+1}, y_{d+1, d}, y_{d+1, d+1}$, which are those of $U(1) \times \mathcal{G}_{1}$ along the compact directions $X^{d}$ and $X^{d+1}$. For small deformations, the effective potential then becomes:

[^28]\[

$$
\begin{align*}
\mathcal{V}_{1-\mathrm{loop}}^{(\sigma)}= & \left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d} M_{(\sigma)}^{d} \\
& +M_{(\sigma)}^{d} \frac{v_{d-2}}{2 \pi} c_{\mathcal{G}_{1}}\left[(d-1) y_{d, d+1}^{2}+\frac{y_{d+1, d+1}^{2}}{G^{d d}}\right]+\cdots \\
& +\mathcal{O}\left(\left(c M_{\mathrm{s}} M_{(\sigma)}\right)^{\frac{d}{2}} e^{-2 \pi c M_{\mathrm{s}} / M_{(\sigma)}}\right) \tag{2.16}
\end{align*}
$$
\]

Of course, if $M_{(\sigma)}$ acquired a vacuum expectation value, it would be very artificial to impose Eq. (2.15) and expand $\mathcal{V}_{1 \text {-loop }}^{(\sigma)}$ at $y_{d, d+1}=y_{d+1, d}=y_{d+1, d+1}=0$, when $c_{\mathcal{G}_{r_{\lambda}}^{(\lambda)}}<0$ for some $\lambda$ 's. However, as already announced, the situation happens to be drastically different in a QNSR. Before observing this fact for $c_{\mathcal{G}_{1}}=-16$ in Sect. 4, we find instructive to make explicit the ellipses in Eq. (2.16), by presenting the exact expression of $\mathcal{V}_{1 \text {-loop }}^{(\sigma)}$ valid for arbitrary Wilson lines $y_{d, d+1}, y_{d+1, d}, y_{d+1, d+1}$.

## 3. Exact formulas

In this section, we would like to have a better idea of the global structure of the "reduced" moduli space parameterized by the continuous Wilson lines $y_{d, d+1}, y_{d+1, d}, y_{d+1, d+1}$. In particular, we will describe periodicity properties of the effective potential, as well as the exact kinetic terms.

## Effective potential

For arbitrary deformations, the expression of the 1 -loop effective potential $\mathcal{V}_{1 \text {-loop }}^{(\sigma)}$ is obtained by applying the generic formula Eq. (A.52), derived in Appendix A.5. Up to the $\mathcal{O}\left(\left(c M_{\mathrm{s}} M_{(\sigma)}\right)^{\frac{d}{2}} e^{\left.-2 \pi c M_{\mathrm{s}} / M_{(\sigma)}\right)}\right.$ exponentially suppressed terms, $\mathcal{V}_{1 \text {-loop }}^{(\sigma)}$ can be written as a sum over a finite number of KK towers of states associated with the large compact direction $X^{d}$ (along which they have vanishing winding numbers, $n_{d}=0$ ). These KK towers are those characterized by mass scales denoted $\mathcal{M}_{L 0}^{\prime}$ that are lower than the KK i.e. supersymmetry breaking scale $M_{(\sigma)}$. They always appear in groups of 8 , due to the degeneracy arising from the left-moving supersymmetric side of the string. For the initial background satisfying Eqs (2.12), (2.13), they can be listed as follows:
(i) The 8 KK towers at right-moving oscillator level $\ell_{R}=0$, whose right-moving quantum numbers are a given root of $S U(2)$, and that are neutral under $\mathcal{G}_{8-d} \times \mathcal{G}_{16}$. For each root $\epsilon \sqrt{2}$, $\epsilon \in\{-1,1\}$, the momentum and winding numbers along $T^{8-d}$ are

$$
\begin{equation*}
m_{d+1}=-n_{d+1}=-\epsilon, \quad m_{i}=n_{i}=0, \quad i \in\{d+2, \ldots, 9\} \tag{3.1}
\end{equation*}
$$

These towers arise in the Neveu-Schwarz sector of the 32 extra right-moving worldsheet fermions, $\vec{a}^{R}=\overrightarrow{0}$.
(ii) The 8 KK towers at oscillator level $\ell_{R}=0$, whose right-moving quantum numbers are a given root or weight ${ }^{12}$ vector (of length equal to $\sqrt{2}$ ) of a representation of $\mathcal{G}_{8-d}$, and that are neutral under $\mathcal{G}_{1} \times \mathcal{G}_{16}$. They have non-trivial momentum and winding numbers along $T^{8-d}$ and arise in sector $\vec{a}^{R}=\overrightarrow{0}$.

[^29](iii) The 8 KK towers at oscillator level $\ell_{R}=0$, whose right-moving quantum numbers are a given root or weight vector (of length equal to $\sqrt{2}$ ) of a representation of $\mathcal{G}_{16}$, and that are neutral under $\mathcal{G}_{1} \times \mathcal{G}_{8-d}$. They have trivial momentum and winding numbers along $T^{8-d}$ and arise in any sector $\vec{a}^{R}$.
(iv) The $8 \times 24$ KK towers at oscillator level $\ell_{R}=1$ that are neutral under $\mathcal{G}_{1} \times \mathcal{G}_{8-d} \times \mathcal{G}_{16}$. They have trivial momentum and winding numbers along $T^{8-d}$ and arise in sector $\vec{a}^{R}=\overrightarrow{0}$.

Due to our restriction on the allowed non-trivial Wilson line deformations, Eq. (2.15), all KK towers (ii) $-\left(i v\right.$ ) have characteristic masses $\mathcal{M}_{L 0}^{\prime}=0$ (see Eq. (A.50)) and "phases" $\zeta^{d}=0$. Defined in Eq. (A.48), $\zeta^{d}$ actually determines the relative weights of the bosonic and fermionic modes within a given KK tower. The non-trivial Wilson lines $y_{d, d+1}, y_{d+1, d}, y_{d+1, d+1}$ however impact the characteristic masses and phases of the $8 \times 2$ KK towers (i). In total, the 1-loop effective potential given in Eq. (A.52) takes the specific form

$$
\begin{align*}
\mathcal{V}_{1-\mathrm{loop}}^{(\sigma)}= & \left(n_{\mathrm{F}}-n_{\mathrm{B}}+(-1)^{\eta_{d+1}^{R}} 8 \times 2\right) v_{d} M_{(\sigma)}^{d} \\
& -(-1)^{\eta_{d+1}^{R}} 8 \times 2 \frac{2 M_{(\sigma)}^{d}}{(2 \pi)^{\frac{3 d+1}{2}}} \sum_{\tilde{m}_{d}} \frac{\cos \left(2 \pi\left(2 \tilde{m}_{d}+1\right) z\right)}{\left|2 \tilde{m}_{d}+1\right|^{d+1}} F\left(2 \pi\left|2 \tilde{m}_{d}+1\right| \frac{\mathcal{M}}{M_{(\sigma)}}\right) \\
& +\mathcal{O}\left(\left(c M_{\mathrm{s}} M_{(\sigma)}\right)^{\frac{d}{2}} e^{\left.-2 \pi c M_{\mathrm{s}} / M_{(\sigma)}\right)} .\right. \tag{3.2}
\end{align*}
$$

In this formula, the definition of the function $F$ can be found in Eq. (A.51), we have introduced $z$ instead of $\zeta^{d}$ for notational convenience, and the non-trivial characteristic mass is denoted $\mathcal{M}$,

$$
\begin{equation*}
z=\sqrt{2}\left(y_{d, d+1}-\frac{y_{d, d+1}+y_{d+1, d}}{\sqrt{2}\left(1+\sqrt{2} y_{d+1, d+1}\right)} y_{d+1, d+1}\right), \quad \mathcal{M}=\frac{\sqrt{2}\left|y_{d+1, d+1}\right|}{\sqrt{1+\sqrt{2} y_{d+1, d+1}}} \tag{3.3}
\end{equation*}
$$

If it is physically natural to use $M_{(\sigma)}$ and $y_{d, d+1}, y_{d+1, d}, y_{d+1, d+1}$ to parameterize the classical moduli space, it is however a matter of convention. Another choice may be to consider the "volume" $G_{d d}$ as the remaining degree of freedom independent of $y_{d, d+1}, y_{d+1, d}, y_{d+1, d+1}$, in terms of which the supersymmetry breaking scale satisfies

$$
\begin{equation*}
M_{(\sigma)}^{2} \equiv G^{d d} M_{\mathrm{s}}^{2}=\frac{M_{\mathrm{s}}^{2}}{G_{d d}\left(1-\frac{\left(y_{d, d+1}+y_{d+1, d}\right)^{2}}{2 G_{d d}\left(1+\sqrt{2} y_{d+1, d+1}\right)}\right)} . \tag{3.4}
\end{equation*}
$$

Some remarks about Eq. (3.2) are in order:

- The dependence in Wilson lines of $\mathcal{V}_{1 \text {-loop }}^{(\sigma)}$ involves only two combinations of fields, $z$ and $\mathcal{M}$. Thus, a flat direction exists at 1-loop.
- The expansions of the cosine and function $F$ for small arguments contain exclusively even powers. However, depending on $d$, only a finite number of monomials can be summed term by term. At order $z^{2}$ and $\mathcal{M}^{2}$, summing over $\tilde{m}_{d}$ and restricting to the quadratic terms in Wilson lines, one obtains the approximate result (2.16).
- Due to the factor $\left|2 \tilde{m}_{d}+1\right|^{d+1}$ in the denominator, as well as the exponential suppression of the function $F$ for large argument, the discrete sum in Eq. (3.2) is numerically very close to that restricted to $\tilde{m}_{d}=0$ and -1 . The error introduced this way in the sum is about $1 \%$ or (much) less.
- The potential is 1-periodic in $z$. A half-period shift $z \rightarrow z+\frac{1}{2}$ flips the sign of the second line in Eq. (3.2).
- The mass $\mathcal{M}$, which characterizes as a whole each $\operatorname{KK}$ tower $(i)$, depends only on $y_{d+1, d+1}$, due to an exact cancellation of the contributions of $y_{d, d+1}$ and $y_{d+1, d}$ in the general expression (A.50). This is remarkable, since the mass of each KK mode (see Eq. (A.46)) does depend on the three Wilson lines.
- For instance in the case $\eta_{d+1}^{R}$ even, when $\mathcal{M}=0$ i.e. $y_{d+1, d+1}=0$, the lightest KK masses and $z$ (for example in the range $\left[-\frac{1}{2}, \frac{1}{2}\right]$ ) satisfy

$$
\begin{equation*}
m^{2}=\left(\frac{a}{2}-|z|\right)^{2} M_{(\sigma)}^{2}, \quad z=\sqrt{2} y_{d, d+1} \tag{3.5}
\end{equation*}
$$

For $z=0$, the associated states are the massless $S U(2)$ non-Cartan gauge and scalar bosons $(a=0)$ and their fermionic superpartners $(a=1)$ of masses $\frac{1}{2} M_{(\sigma)}$. As a result, the second line of Eq (3.2) cancels the contribution $8 \times 2$ in the first line. The situation is reversed for $z= \pm \frac{1}{2}$, for which the fermions are massless and the bosons massive, so that the role of the second line of Eq (3.2) is to shift $n_{\mathrm{F}} \rightarrow n_{\mathrm{F}}+8 \times 2$ in the first line. When $z$ varies between these two extreme cases, the KK towers do not contain massless states. Their absolute contributions are lower and actually vanish for $z= \pm \frac{1}{4}$. In fact, when $|z| \in\left(0, \frac{1}{2}\right.$ ], the gauge symmetry is in the Coulomb branch, $S U(2) \rightarrow U(1)$. On the contrary, when $\eta_{d+1}^{R}$ is odd, $a$ is replaced with $1-a$ in the mass formula of Eq. (3.5) and the roles of bosons and fermions are reversed. In particular, for $z= \pm \frac{1}{2}$, the second line of Eq (3.2) simply shifts $n_{\mathrm{B}} \rightarrow n_{\mathrm{B}}+8 \times 2$.

- When $y_{d+1, d+1}$ is switched on, the dependence of $z$ and thus $\mathcal{V}_{1 \text {-loop }}$ on $y_{d+1, d}$ becomes non-trivial. For instance, in the neighborhood of the undeformed background, $y_{d+1, d}$ appears at lowest order in Eq. (3.2) in the interaction term

$$
\begin{equation*}
-M_{(\sigma)}^{d} \frac{v_{d-2}}{2 \pi} c_{\mathcal{G}_{1}}(d-1) \sqrt{2} y_{d+1, d} y_{d, d+1} y_{d+1, d+1} \tag{3.6}
\end{equation*}
$$

Thus, even if it is still massless, it is not identified anymore with the flat direction of the 1-loop potential.

- The function $F$ is even, positive, shaped like a bell centered at the origin, and exponentially suppressed for large a argument. As a result, when $\mathcal{M}$ is non-vanishing but still smaller than $M_{(\sigma)}$, the magnitude (at fixed phase $z$ ) of the contributions of the $8 \times 2 \mathrm{KK}$ towers $(i)$ is lowered. In fact, $y_{d+1, d+1}$ induces a small Higgs mass, so that the towers do not contain massless modes, even for $z=0$ or $\frac{1}{2} \bmod 1$, and the gauge theory always sits in the Coulomb branch $S U(2) \rightarrow$ $U(1)$. When $\mathcal{M}$ is greater than $M_{(\sigma)}$, the Higgsing is large and we are free to omit the second line of Eq. (3.2). ${ }^{13}$ In this case, the Wilson lines $y_{d, d+1}, y_{d+1, d}, y_{d+1, d+1}$ are flat directions, up to exponentially suppressed terms.


## Kinetic terms

At tree level, imposing the restriction (2.15), the massless degrees of freedom allowed to have non-trivial homogeneous and isotropic backgrounds ${ }^{14}$ are the graviton, the dilaton and the complex moduli

[^30]\[

$$
\begin{equation*}
\mathcal{T}=B_{d, d+1}+i \sqrt{G_{d d} G_{d+1, d+1}-G_{d, d+1}^{2}}, \quad \mathcal{U}=\frac{G_{d+1, d}+i \sqrt{G_{d d} G_{d+1, d+1}-G_{d, d+1}^{2}}}{G_{d d}} \tag{3.7}
\end{equation*}
$$

\]

Splitting the dilaton into a constant plus a dynamical field, $\phi_{\mathrm{dil}} \equiv\left\langle\phi_{\mathrm{dil}}\right\rangle+\phi$, the Einstein frame metric is defined as $g_{\mu \nu}=e^{-\frac{4}{d-2} \phi} G_{\mu \nu}$ and the classical effective action of the above degrees of freedom reduces to their kinetic terms,

$$
\begin{equation*}
S_{\text {tree }}=\frac{1}{\kappa^{2}} \int d^{d} x \sqrt{-g} g^{\mu \nu}\left[\frac{\mathcal{R}_{\mu \nu}}{2}-\frac{2}{d-2} \partial_{\mu} \phi \partial_{\nu} \phi+\frac{\partial_{\mu} \mathcal{T} \partial_{\nu} \overline{\mathcal{T}}}{(\mathcal{T}-\overline{\mathcal{T}})^{2}}+\frac{\partial_{\mu} \mathcal{U} \partial_{\nu} \overline{\mathcal{U}}}{(\mathcal{U}-\overline{\mathcal{U}})^{2}}\right] \tag{3.8}
\end{equation*}
$$

In our conventions, the signature of the metric is $(-,+, \cdots,+), \mathcal{R}_{\mu \nu}$ is the Ricci tensor and $\kappa^{2}=e^{2\left\langle\phi_{\text {dii }}\right\rangle} / M_{\mathrm{s}}^{d-2}$ is Einstein's constant. To make contact with the arbitrary Wilson lines $y_{d, d+1}$, $y_{d+1, d}, y_{d+1, d+1}$, the following dictionary can be used,

$$
\begin{align*}
G_{d+1, d+1} & =1+\sqrt{2} y_{d+1, d+1} \\
G_{d, d+1} & =\frac{1}{\sqrt{2}}\left(y_{d, d+1}+y_{d+1, d}\right) \equiv h_{d, d+1} \\
B_{d, d+1} & =\frac{\eta_{d+1}^{R}}{2}+\frac{1}{\sqrt{2}}\left(y_{d, d+1}-y_{d+1, d}\right) \tag{3.9}
\end{align*}
$$

Moreover, the supersymmetry breaking scale measured in Einstein frame is dressed with a dilaton factor and can be redefined in terms of the so-called "no-scale modulus" $\Phi$,

$$
\begin{equation*}
M \equiv e^{\frac{2}{d-2} \phi} M_{(\sigma)} \equiv e^{\alpha \Phi} M_{\mathrm{s}}, \quad \text { where } \quad \alpha \Phi=\frac{2}{d-2} \phi+\ln \sqrt{G^{d d}}, \quad \alpha=\sqrt{\frac{d-1}{d-2}} . \tag{3.10}
\end{equation*}
$$

Noticing that the kinetic terms of $T$ and $U$ yield, among other things, a contribution $-\frac{1}{2} \times$ $\left(\partial \ln \sqrt{G_{d d}}\right)^{2}$, it is natural to relate the latter to $-\frac{1}{2}\left(\partial \ln \sqrt{G^{d d}}\right)^{2}$ by using the identity

$$
\begin{equation*}
G^{d d} G_{d d}=\frac{1+\sqrt{2} y_{d+1, d+1}}{1+f}, \quad \text { where } \quad f=\sqrt{2} y_{d+1, d+1}-\frac{h_{d, d+1}^{2}}{G_{d d}} . \tag{3.11}
\end{equation*}
$$

In this way, the kinetic terms of $\phi$ and $\ln \sqrt{G^{d d}}$ can be combined into those of $\Phi$ and an "orthogonal" combination $\phi_{\perp}$,

$$
\begin{equation*}
\sqrt{d-1} \phi_{\perp}=2 \phi-\ln \sqrt{G^{d d}} \tag{3.12}
\end{equation*}
$$

In total, we ultimately find

$$
\begin{align*}
S_{\text {tree }}=\frac{1}{\kappa^{2}} \int d^{d} x & \sqrt{-g}\left[\frac{\mathcal{R}}{2}-\frac{1}{2}(\partial \Phi)^{2}-\frac{1}{2}\left(\partial \phi_{\perp}\right)^{2}\right. \\
& \left.-\frac{\Omega_{1}}{4} G^{d d}\left(\left(\partial y_{d, d+1}\right)^{2}+\left(\partial y_{d+1, d}\right)^{2}\right)-\frac{\Omega_{2}}{4}\left(\partial y_{d+1, d+1}\right)^{2}+\Omega_{3}\right] \tag{3.13}
\end{align*}
$$

where we have defined

$$
\begin{align*}
& \Omega_{1}=\frac{1}{1+\sqrt{2} y_{d+1, d+1}}, \quad \Omega_{2}=\frac{1-\frac{h_{d, d+1}^{4}}{G_{d d}^{2}}}{(1+f)^{2}} \\
& \Omega_{3}=\frac{\partial y_{d+1, d+1}}{2 \sqrt{2}}\left(\partial\left(\frac{h_{d, d+1}^{2}}{G_{d d}}\right) \frac{1-\frac{h_{d, d+1}^{2}}{G_{d d}}}{(1+f)^{2}}+\frac{\partial G_{d d}}{G_{d d}} \frac{h_{d, d+1}^{2}}{G_{d d}} \frac{1}{\left(1+\sqrt{2} y_{d+1, d+1}\right)(1+f)}\right) . \tag{3.14}
\end{align*}
$$

## Local marginal deformations

With exact formulas for the potential and kinetic terms at hand, we can make precise the notion of "small Wilson lines deformations" used in Sect. 2, for the backgrounds satisfying Eqs (2.12), (2.13) and (2.15):

$$
\begin{equation*}
\left|y_{d+1, d+1}\right| \ll \sqrt{G^{d d}} \ll 1, \quad\left|y_{d, d+1}\right| \ll 1, \quad\left|y_{d+1, d}\right| \ll 1 \tag{3.15}
\end{equation*}
$$

Our goal being to study the dynamics of moduli fields, the restriction on $y_{d+1, d+1}$ implies $\mathcal{M} \ll$ $M_{(\sigma)}$ so that the three Wilson lines are not flat directions. The conditions on $y_{d, d+1}$ and $y_{d+1, d}$ imply $\left|h_{d, d+1}\right| \ll 1$. Noticing that

$$
\begin{equation*}
\Omega_{3}=\frac{G^{d d}}{2 \sqrt{2}} \partial y_{d+1, d+1} \partial h_{d, d+1}^{2}+\cdots, \tag{3.16}
\end{equation*}
$$

where the ellipses stand for at least quartic terms in Wilson lines, it is then consistent at leading order to set $\left(\Omega_{1}, \Omega_{2}, \Omega_{3}\right)=(1,1,0)$ in the kinetic terms. Moreover, the cubic interaction (3.6) and higher order ones in the potential can also be neglected, compared to the quadratic mass terms in Eq. (2.16).

## 4. Quantum no-scale regimes

Our goal in this section is to show that QNSRs do exist when the dynamics of marginal deformations of the internal space are taken into account. Indeed, we will find conditions under which such regimes can be reached in the setup described at the end of Sect. 2.

When the assumptions (3.15) are fulfilled, the 1-loop effective action in Einstein frame can be written as

$$
\begin{align*}
S_{1-\mathrm{loop}}= & \frac{1}{\kappa^{2}} \int d^{d} x \sqrt{-g}\left[\frac{\mathcal{R}}{2}-\frac{1}{2}(\partial \Phi)^{2}-\frac{1}{2}\left(\partial \phi_{\perp}\right)^{2}\right. \\
& \left.-\frac{G^{d d}}{4}\left(\partial y_{d, d+1}\right)^{2}-\frac{G^{d d}}{4}\left(\partial y_{d+1, d}\right)^{2}-\frac{1}{4}\left(\partial y_{d+1, d+1}\right)^{2}+\cdots-\kappa^{2} \mathcal{V}_{1-\mathrm{loop}}\right] \tag{4.1}
\end{align*}
$$

where the potential is given by,

$$
\begin{equation*}
\mathcal{V}_{1 \text {-loop }}=e^{d \alpha \Phi} M_{\mathrm{s}}^{d}\left[\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d}+\frac{v_{d-2}}{2 \pi} c_{\mathcal{G}_{1}}\left((d-1) y_{d, d+1}^{2}+\frac{y_{d+1, d+1}^{2}}{G^{d d}}\right)\right]+\cdots \tag{4.2}
\end{equation*}
$$

In the kinetic terms, the ellipses correspond to 2-derivatives, cubic and higher order terms in Wilson lines $y_{d, d+1}, y_{d+1, d}, y_{d+1, d+1}$, while in $\mathcal{V}_{1 \text {-loop }}$ they stand for cubic and higher order interactions, or exponentially suppressed corrections when $c / \sqrt{G^{d d}} \gg 1$. In the following, we will neglect all of these subdominant contributions.

## Equation for a

Focusing on homogeneous and isotropic cosmological evolutions in flat space, we consider a metric and scalar field ansatz

$$
\begin{align*}
& d s^{2}=-N\left(x^{0}\right)^{2}\left(d x^{0}\right)^{2}+a\left(x^{0}\right)^{2}\left(\left(d x^{1}\right)^{2}+\cdots+\left(d x^{d-1}\right)^{2}\right), \\
& \Phi\left(x^{0}\right), \phi_{\perp}\left(x^{0}\right), y_{d, d+1}\left(x^{0}\right), y_{d+1, d}\left(x^{0}\right), y_{d+1, d+1}\left(x^{0}\right) . \tag{4.3}
\end{align*}
$$

The equations of motion for the lapse function $N$ and scale factor $a$ take the following forms, in the gauge $N \equiv 1$ which defines cosmic time $x^{0} \equiv t$,

$$
\begin{align*}
\frac{1}{2}(d-1)(d-2) H^{2} & =\mathcal{K}+\kappa^{2} \mathcal{V}_{1-\mathrm{loop}}  \tag{4.4}\\
(d-2) \dot{H}+\frac{1}{2}(d-1)(d-2) H^{2} & =-\mathcal{K}+\kappa^{2} \mathcal{V}_{1-\mathrm{loop}} \tag{4.5}
\end{align*}
$$

where $H \equiv \dot{a} / a$ and the kinetic terms are

$$
\begin{equation*}
\mathcal{K}=\frac{1}{2} \dot{\Phi}^{2}+\frac{1}{2} \dot{\phi}_{\perp}^{2}+\frac{G^{d d}}{4} \dot{y}_{d, d+1}^{2}+\frac{G^{d d}}{4} \dot{y}_{d+1, d}^{2}+\frac{1}{4} \dot{y}_{d+1, d+1}^{2} . \tag{4.6}
\end{equation*}
$$

Interested in QNSRs, we eliminate $\mathcal{K}$ between Eqs (4.4) and (4.5),

$$
\begin{equation*}
\frac{1}{d-1} \frac{\left(a^{d-1}\right)^{\cdot}}{a^{d-1}} \equiv \dot{H}+(d-1) H^{2}=\frac{2}{d-2} \kappa^{2} \mathcal{V}_{1-\mathrm{loop}} \tag{4.7}
\end{equation*}
$$

and look for cosmological evolutions satisfying either

$$
\begin{equation*}
a(t) \underset{t-t_{+} \rightarrow+\infty}{\longrightarrow}+\infty \quad \text { or } \quad a(t) \underset{t-t_{-} \rightarrow 0_{+}}{\longrightarrow} 0 \tag{4.8}
\end{equation*}
$$

for some constants $t_{ \pm}$, with the effective potential dominated by $H^{2}$. To be specific, we assume the solutions to satisfy

$$
\begin{equation*}
\kappa^{2} M_{\mathrm{s}}^{d} e^{d \alpha \Phi}=\mathcal{O}\left(\frac{H^{2}}{a^{K_{ \pm}}}\right) \tag{4.9}
\end{equation*}
$$

in the above limits, where $\pm K_{ \pm}>0$ are constants to be determined. The $t-t_{+} \rightarrow+\infty$ asymptotic regime describes an ever-expanding universe, while $t-t_{-} \rightarrow 0_{+}$corresponds to a Big Bang arising at $t=t_{-}$. Of course, contracting evolutions in QNSR may also be found by time reversal. Under these hypotheses, and supposing a power law behavior of the scale factor, Eq. (4.7) can be integrated once,

$$
\begin{equation*}
C_{ \pm}-\frac{1}{H}=-(d-1)\left(t-t_{ \pm}\right)\left(1+\mathcal{O}\left(\frac{1}{a^{K_{ \pm}}}\right)\right) \tag{4.10}
\end{equation*}
$$

Without loss of generality, the constant $C_{+}$can be absorbed in a redefinition of $t_{+}$, while $C_{-}$has to vanish for $a(t)$ to vanish at $t_{-}$. Integrating a second time, one obtains

$$
\begin{equation*}
a=\mathscr{A}\left(t-t_{ \pm}\right)^{\frac{1}{d-1}}\left(1+\mathcal{O}\left(\frac{1}{a^{K_{ \pm}}}\right)\right) \tag{4.11}
\end{equation*}
$$

where $\mathscr{A}>0$ is a not yet specified constant. Up to the subdominant term $\mathcal{O}\left(1 / a^{K_{ \pm}}\right)$, the timedependence of the scale factor is by no way surprising since a negligible potential energy implies the evolution of the universe to be driven by the moduli kinetic energies, i.e. a cosmic fluid of energy density $\rho$ and pressure $P$ satisfying $\rho \sim P$.

## Equation for $y_{d+1, d}$

At quadratic order in Wilson line deformations, $y_{d+1, d}$ has a vanishing potential but a noncanonical kinetic term. Thus, its equation of motion is that of a free field, with non-conventional friction term,

$$
\begin{equation*}
\ddot{y}_{d+1, d}+\left[(d-1) H+\left(\ln G^{d d}\right)^{\cdot}\right] \dot{y}_{d+1, d}=0, \tag{4.12}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\dot{y}_{d+1, d}=\frac{2 c_{d+1, d}}{a^{d-1} G^{d d}}, \tag{4.13}
\end{equation*}
$$

where $c_{d+1, d}$ is an integration constant. A consequence of Eq. (4.11) is that the 1.h.s. of Friedmann equation (4.4) is

$$
\begin{equation*}
\frac{1}{2}(d-1)(d-2) H^{2}=\frac{d-2}{2(d-1)} \frac{\mathscr{A}^{2(d-1)}}{a^{2(d-1)}}\left(1+\mathcal{O}\left(\frac{1}{a^{K_{ \pm}}}\right)\right) \tag{4.14}
\end{equation*}
$$

while the kinetic and potential terms in the r.h.s. satisfy

$$
\begin{equation*}
\mathcal{K} \geq \frac{c_{d+1, d}^{2}}{a^{2(d-1)} G^{d d}}, \quad\left|\kappa^{2} \mathcal{V}_{1 \text {-loop }}\right| \ll H^{2} \tag{4.15}
\end{equation*}
$$

For these facts to be consistent, we proceed by assuming a power law behavior

$$
\begin{equation*}
G^{d d} \sim \mathscr{G}\left(t-t_{ \pm}\right)^{J_{ \pm}} \tag{4.16}
\end{equation*}
$$

for some coefficient $\pm J_{ \pm}>0$ to be determined, and a constant $\mathscr{G}>0$. In this case, the kinetic term of $y_{d+1, d}$ is subdominant in $\mathcal{K}$,

$$
\begin{equation*}
H^{2} \mathcal{O}_{1} \equiv \mathcal{O}\left(G^{d d} \dot{y}_{d+1, d}^{2}\right)=\mathcal{O}\left(\frac{c_{d+1, d}^{2}}{\mathscr{A}^{2(d-1)}} \frac{H^{2}}{G^{d d}}\right) \ll \mathcal{K}=\mathcal{O}\left(H^{2}\right) \tag{4.17}
\end{equation*}
$$

In the end, we obtain

$$
\begin{equation*}
y_{d+1, d} \simeq y_{d+1, d}^{(0)}-\frac{\mathscr{C}_{d+1, d}}{J_{ \pm}\left(t-t_{ \pm}\right)^{J_{ \pm}}}, \quad \text { where } \quad \mathscr{C}_{d+1, d}=\frac{2 c_{d+1, d}}{\mathscr{A}^{d-1} \mathcal{G}} \tag{4.18}
\end{equation*}
$$

and the second integration constant satisfies $\left|y_{d+1, d}^{(0)}\right| \ll 1$.
Notice that in the QNSR $t-t_{+} \rightarrow+\infty$, the initial hypothesis (4.9) implies $M$ to drop. This is also the case for the QNSR $t-t_{-} \rightarrow 0_{+}$, if $\frac{\left|K_{-}\right|}{d-1}>2$. On the contrary, Eq. (4.16) implies the supersymmetry breaking scale measured in $\sigma$-model frame, $M_{(\sigma)}$, to rise and formally tend to infinity, when $t-t_{+} \rightarrow+\infty$ (or $t-t_{-} \rightarrow 0_{+}$). This means that in the QNSRs, $t$ should not exceed some maximal value $t_{\mathrm{f}}$ (or reach values below $t_{\mathrm{f}}$ ) such that $G^{d d}\left(t_{\mathrm{f}}\right)=c^{2}$. After (or before) $t_{\mathrm{f}}$, the exponential terms in the effective potential (2.16) are no more suppressed. ${ }^{15}$

## Equation for $y_{d+1, d+1}$

In order to determine $y_{d+1, d+1}$ in the QNSRs, one can insert in its equation of motion,

$$
\begin{equation*}
\ddot{y}_{d+1, d+1}+(d-1) H \dot{y}_{d+1, d+1}+\frac{2 v_{d-2}}{\pi} c_{\mathcal{G}_{1}} \kappa^{2} M_{\mathrm{s}}^{d} \frac{e^{d \alpha \Phi}}{G^{d d}} y_{d+1, d+1}=0, \tag{4.19}
\end{equation*}
$$

[^31]the behaviors of $(d-1) H \sim 1 /\left(t-t_{ \pm}\right), G^{d d} \sim \mathscr{G}\left(t-t_{ \pm}\right)^{J_{ \pm}}$and $e^{d \alpha \Phi} \sim \# H^{2} / a^{K_{ \pm}}$. For $c_{\mathcal{G}_{1}}>0$, the generic solution of the differential equation can be expressed in terms of Bessel functions of the first kind, $J_{0}$, and second kind, $Y_{0}$,
\[

$$
\begin{equation*}
y_{d+1, d+1}=C J_{0}\left(\frac{L}{\left(t-t_{ \pm}\right)^{\frac{1}{2}\left(J_{ \pm}+\frac{K_{ \pm}}{d-1}\right)}}\right)+C^{\prime} Y_{0}\left(\frac{L}{\left(t-t_{ \pm}\right)^{\frac{1}{2}\left(J_{ \pm}+\frac{K_{ \pm}}{d-1}\right)}}\right), \tag{4.20}
\end{equation*}
$$

\]

where $L>0$ and the arbitrary $C, C^{\prime}$ are constants. For $c_{\mathcal{G}_{1}}<0$, the Bessel functions are "modified" into $I_{0}$ and $K_{0}$. In both cases, the value of $L$ is irrelevant when taking the limit $t-t_{+} \rightarrow+\infty$ or $t-t_{-} \rightarrow 0_{+}$, and we obtain

$$
\begin{equation*}
y_{d+1, d+1} \simeq \mathscr{C}_{d+1, d+1} \ln \frac{t-t_{ \pm}}{t_{0}-t_{ \pm}} \tag{4.21}
\end{equation*}
$$

where $\mathscr{C}_{d+1, d+1}$ and $t_{0}$ are constants. Notice that this logarithmic behavior is not in contradiction with the smallness of $y_{d+1, d+1}$ we have assumed in Eq. (3.15). This follows from the fact that in a QNSR, $\left|y_{d+1, d+1}\right| / \sqrt{G^{d d}}$ decreases, due to the power-dependence of $G^{d d}$ in time. Physically, the supersymmetry breaking scale in $\sigma$-model frame $M_{(\sigma)}$ grows faster than the Higgs mass $\left|y_{d+1, d+1}\right| M_{\mathrm{s}}$.

Before proceeding, it is instructive to use

$$
\begin{equation*}
\dot{y}_{d+1, d+1} \sim \frac{\mathscr{C}_{d+1, d+1}}{t-t_{ \pm}} \tag{4.22}
\end{equation*}
$$

in order to evaluate the mass term,

$$
\begin{equation*}
\mathcal{O}\left(\kappa^{2} M_{\mathrm{s}}^{d} \frac{e^{d \alpha \Phi}}{G^{d d}} y_{d+1, d+1}\right)=\mathcal{O}\left(H \dot{y}_{d+1, d+1} \frac{1}{a^{K_{ \pm}} G^{d d}} \ln \frac{t-t_{ \pm}}{t_{0}-t_{ \pm}}\right) \equiv H \dot{y}_{d+1, d+1} \mathcal{O}_{2} \tag{4.23}
\end{equation*}
$$

With this result, Eq. (4.19) becomes

$$
\begin{equation*}
\ddot{y}_{d+1, d+1}+(d-1) H \dot{y}_{d+1, d+1}\left(1+\mathcal{O}_{2}\right)=0, \tag{4.24}
\end{equation*}
$$

which can be integrated once to yield the more accurate result

$$
\begin{equation*}
\dot{y}_{d+1, d+1}=\frac{2 c_{d+1, d+1}}{a^{d-1}}\left(1+\mathcal{O}_{2}\right), \quad \text { where } \quad \mathscr{C}_{d+1, d+1}=\frac{2 c_{d+1, d+1}}{\mathscr{A}^{d-1}} . \tag{4.25}
\end{equation*}
$$

## Equation for $y_{d, d+1}$

As before, one can solve the equation of motion of $y_{d, d+1}$,

$$
\begin{equation*}
\ddot{y}_{d, d+1}+\left[(d-1) H+\left(\ln G^{d d}\right)^{\cdot}\right] \dot{y}_{d, d+1}+\frac{2 v_{d-2}}{\pi}(d-1) c_{\mathcal{G}_{1}} \kappa^{2} M_{\mathrm{s}}^{d} \frac{e^{d \alpha \Phi}}{G^{d d}} y_{d, d+1}=0, \tag{4.26}
\end{equation*}
$$

after substituting $H, G^{d d}$ and $e^{d \alpha \Phi}$ with their limit behaviors. For $c_{\mathcal{G}_{1}}>0$, the generic solution turns out to be expressed in terms of Bessel functions of the first kind,

$$
\begin{equation*}
y_{d, d+1}=\frac{C}{\left(t-t_{ \pm}\right)^{\frac{J_{ \pm}}{2}}} J_{k}\left(\frac{L}{\left(t-t_{ \pm}\right)^{\frac{1}{2}\left(J_{ \pm}+\frac{K_{ \pm}}{d-1}\right)}}\right)+\frac{C^{\prime}}{\left(t-t_{ \pm}\right)^{\frac{J_{ \pm}}{2}}} J_{-k}\left(\frac{L}{\left(t-t_{ \pm}\right)^{\frac{1}{2}\left(J_{ \pm}+\frac{K_{ \pm}}{d-1}\right)}}\right) \tag{4.27}
\end{equation*}
$$

where $k=J_{ \pm} /\left(J_{ \pm}+\frac{K_{ \pm}}{d-1}\right)$. For $c_{\mathcal{G}_{1}}<0$, the Bessel functions are "modified", $J_{k}, J_{-k} \rightarrow I_{k}, I_{-k}$. In the limit $t-t_{+} \rightarrow+\infty$ or $t-t_{-} \rightarrow 0_{+}$we are interested in, this leads to

$$
\begin{equation*}
y_{d, d+1} \simeq y_{d, d+1}^{(0)}-\frac{\mathscr{C}_{d, d+1}}{J_{ \pm}\left(t-t_{ \pm}\right)^{J_{ \pm}}} \equiv y_{d, d+1}^{(0)}\left(1+\tilde{\mathcal{O}}_{1}\right) \tag{4.28}
\end{equation*}
$$

where $y_{d, d+1}^{(0)}$ and $\mathscr{C}_{d, d+1}$ are integration constants, with $\left|y_{d, d+1}^{(0)}\right| \ll 1$. Alternatively, one can write

$$
\begin{equation*}
\dot{y}_{d, d+1} \sim \frac{2 c_{d, d+1}}{a^{d-1} G^{d d}}, \quad \text { where } \quad \mathscr{C}_{d, d+1}=\frac{2 c_{d, d+1}}{\mathscr{A}^{d-1} \mathcal{G}} \tag{4.29}
\end{equation*}
$$

The kinetic energies of $y_{d, d+1}$ and $y_{d+1, d}$ are thus of same order,

$$
\begin{equation*}
H^{2} \mathcal{O}_{1} \equiv \mathcal{O}\left(G^{d d} \dot{y}_{d, d+1}^{2}\right)=\mathcal{O}\left(\frac{c_{d, d+1}^{2}}{\mathscr{A}^{2(d-1)}} \frac{H^{2}}{G^{d d}}\right) \ll \mathcal{K}=\mathcal{O}\left(H^{2}\right) \tag{4.30}
\end{equation*}
$$

## Equation for $\phi_{\perp}$

Once Wilson lines are taken into account, the scalar $\phi_{\perp}$ is no longer a free field. Due to the fact that

$$
\begin{equation*}
G^{d d}=e^{\frac{2}{\alpha} \Phi} e^{-\frac{2}{\sqrt{d-1}} \phi_{\perp}} \tag{4.31}
\end{equation*}
$$

$\phi_{\perp}$ couples non-trivially to kinetic and mass terms, and its equation of motion is highly nonlinear,

$$
\begin{equation*}
\ddot{\phi}_{\perp}+(d-1) H \dot{\phi}_{\perp}=-\frac{G^{d d}}{2 \sqrt{d-1}}\left(\dot{y}_{d, d+1}^{2}+\dot{y}_{d+1, d}^{2}\right)-\frac{v_{d-2}}{\pi \sqrt{d-1}} c_{\mathcal{G}_{1}} \kappa^{2} M_{\mathrm{s}}^{d} \frac{e^{d \alpha \Phi}}{G^{d d}} y_{d+1, d+1}^{2} \tag{4.32}
\end{equation*}
$$

However, up to a numerical factor, the two terms in the r.h.s. show up respectively in $\mathcal{K}$ and $\kappa^{2} \mathcal{V}_{1 \text {-loop. }}$. We have already seen that the former is of order $H^{2} \mathcal{O}_{1}$, while the second is of order

$$
\begin{equation*}
H^{2} \mathcal{O}_{3} \equiv \mathcal{O}\left(\kappa^{2} M_{\mathrm{s}}^{d} \frac{e^{d \alpha \Phi}}{G^{d d}} y_{d+1, d+1}^{2}\right)=\mathcal{O}\left(\frac{H^{2}}{a^{K_{ \pm}}} \frac{y_{d+1, d+1}^{2}}{G^{d d}}\right) \ll H^{2} \tag{4.33}
\end{equation*}
$$

For reasons that will become clearer later, it is useful to explain the term $\mathcal{O}_{1}$. Assuming $\dot{\phi}_{\perp}=$ $\mathcal{O}(H)$, we define the constant $C_{\perp}$ such that

$$
\begin{equation*}
\frac{1}{a^{2(d-1)}} \sim C_{\perp}(d-1) H \dot{\phi}_{\perp} \tag{4.34}
\end{equation*}
$$

and write Eq. (4.32) in the following form,

$$
\begin{equation*}
\ddot{\phi}_{\perp}+(d-1) H \dot{\phi}_{\perp}\left(1+\frac{2 C_{\perp}}{\sqrt{d-1}} \frac{c_{d, d+1}^{2}+c_{d+1, d}^{2}}{G^{d d}}+\cdots+\mathcal{O}_{3}\right)=0 \tag{4.35}
\end{equation*}
$$

where the ellipses stand for subdominant contributions in the $\mathcal{O}_{1}$ term. Integrating once, we obtain

$$
\begin{equation*}
\dot{\phi}_{\perp}=\sqrt{2} \frac{c_{\perp}}{a^{d-1}}\left(1+\frac{2 C_{\perp}}{\sqrt{d-1}} \frac{c_{d, d+1}^{2}+c_{d+1, d}^{2}}{J_{ \pm} G^{d d}}+\cdots+\mathcal{O}_{3}\right) \tag{4.36}
\end{equation*}
$$

where $c_{\perp}$ is an arbitrary constant. Using the above result, Eq. (4.34) is consistent and we can identify

$$
\begin{equation*}
C_{\perp}=\frac{1}{\sqrt{2} c_{\perp} \mathscr{A}^{d-1}} \tag{4.37}
\end{equation*}
$$

## Equation for $\Phi$

The treatment of the no-scale modulus $\Phi$ can be similar. Its equation of motion,

$$
\begin{align*}
\alpha \ddot{\Phi}+(d-1) H \alpha \dot{\Phi}= & -d \alpha^{2} \kappa^{2} M_{\mathrm{s}}^{d} \mathcal{V}_{1 \text {-loop }}+\frac{G^{d d}}{2}\left(\dot{y}_{d, d+1}^{2}+\dot{y}_{d+1, d}^{2}\right) \\
& +\frac{v_{d-2}}{\pi} c_{\mathcal{G}_{1}} \kappa^{2} M_{\mathrm{s}}^{d} \frac{e^{d \alpha \Phi}}{G^{d d}} y_{d+1, d+1}^{2} \tag{4.38}
\end{align*}
$$

can be linearly combined with Eq. (4.7) to eliminate the term proportional to $\mathcal{V}_{1 \text {-loop }}$. One obtains

$$
\begin{align*}
\left(\alpha \dot{\Phi}+\frac{\alpha^{2}}{2} d(d-2) H\right)^{\cdot} & +(d-1) H\left(\alpha \dot{\Phi}+\frac{\alpha^{2}}{2} d(d-2) H\right)= \\
& \frac{G^{d d}}{2}\left(\dot{y}_{d, d+1}^{2}+\dot{y}_{d+1, d}^{2}\right)+\frac{v_{d-2}}{\pi} c_{\mathcal{G}_{1}} \kappa^{2} M_{\mathrm{s}}^{d} \frac{e^{d \alpha \Phi}}{G^{d d}} y_{d+1, d+1}^{2}, \tag{4.39}
\end{align*}
$$

which is an equation whose form is identical to that of $\phi_{\perp}$. Thus, assuming $\dot{\Phi}=\mathcal{O}(H)$, we can proceed in a similar way to obtain

$$
\begin{equation*}
\alpha \dot{\Phi}+\frac{\alpha^{2}}{2} d(d-2) H=\frac{c_{\Phi}}{a^{d-1}}\left(1-2 C_{\Phi} \frac{c_{d, d+1}^{2}+c_{d+1, d}^{2}}{J_{ \pm} G^{d d}}+\cdots+\mathcal{O}_{3}\right) \tag{4.40}
\end{equation*}
$$

where $c_{\Phi}$ is an arbitrary constant and

$$
\begin{equation*}
C_{\Phi}=\frac{1}{c_{\Phi} \mathscr{A}^{d-1}} \tag{4.41}
\end{equation*}
$$

## Friedmann constraint

We started our discussion by solving Eq. (4.7) for the scale factor $a(t)$, which introduced two integration constants $\mathscr{A}$ and $t_{ \pm}$in the solution (4.11). However, Friedmann differential equation (4.4) being only first-order, it can be used to fix $\mathscr{A}$ in terms of the other parameters.

To reach this goal, we first collect all results found for the scalar fields to write the total kinetic energy as

$$
\begin{align*}
\mathcal{K}= & \frac{1}{8} d^{2}(d-2)^{2} \alpha^{2} H^{2}-\frac{1}{2} d(d-2) H \frac{c_{\Phi}}{a^{d-1}}+\frac{\frac{c_{\Phi}^{2}}{2 \alpha^{2}}+c_{\perp}^{2}+c_{d+1, d+1}^{2}}{a^{2(d-1)}} \\
& +\frac{c_{d, d+1}^{2}+c_{d+1, d}^{2}}{a^{2(d-1)} G^{d d}}\left(C_{\mathcal{K}}+\cdots\right)+H^{2} \mathcal{O}_{3}+\frac{c_{d+1, d+1}^{2}}{a^{2(d-1)}} \mathcal{O}_{2}, \tag{4.42}
\end{align*}
$$

where

$$
\begin{equation*}
C_{\mathcal{K}}=1+\frac{1}{J_{ \pm}}\left(\sqrt{\frac{2}{d-1}} \frac{2 c_{\perp}}{\mathscr{A}^{d-1}}-\frac{2}{\alpha^{2}} \frac{c_{\Phi}}{\mathscr{A}^{d-1}}+\frac{d}{\alpha^{2}}\right) . \tag{4.43}
\end{equation*}
$$

In the expression of $\mathcal{K}$, all terms in the first line are $\mathcal{O}\left(H^{2}\right)$. In the second line, the contribution proportional to $1 /\left(a^{2(d-1)} G^{d d}\right)$ and $H^{2} \mathcal{O}_{3}$ arise from the kinetic terms of $y_{d, d+1}$ and $y_{d+1, d}$, as well as the subdominant contributions of those associated with $\phi_{\perp}$ and $\Phi$. Moreover, the last term, which is the subdominant part of the kinetic energy of $y_{d+1, d+1}$, can be compared to the other contributions by noticing that

$$
\begin{equation*}
\frac{c_{d+1, d+1}^{2}}{a^{2(d-1)}} \mathcal{O}_{2}=\mathcal{O}\left(H^{2} \mathscr{C}_{d+1, d+1}^{2}\right) \mathcal{O}_{2}=\mathcal{O}\left(\frac{H^{2}}{a^{K_{ \pm}}} \frac{y_{d+1, d+1}^{2}}{G^{d d}} \frac{1}{\ln \left(\frac{t-t_{ \pm}}{t_{0}-t_{ \pm}}\right)}\right)=H^{2} \frac{\mathcal{O}_{3}}{\ln \left(\frac{t-t_{ \pm}}{t_{0}-t_{ \pm}}\right)} . \tag{4.44}
\end{equation*}
$$

The latter being dominated by $H^{2} \mathcal{O}_{3}$, it can be omitted in Eq. (4.42). In a similar spirit, the 1-loop effective potential can be written as

$$
\begin{equation*}
\mathcal{V}_{1-\text { loop }}=e^{d \alpha \Phi} M_{\mathrm{s}}^{d}\left[\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d}+\frac{v_{d-2}}{2 \pi} c_{\mathcal{G}_{1}}(d-1) y_{d, d+1}^{(0)^{2}}\left(1+\tilde{\mathcal{O}}_{1}\right)\right]+H^{2} \mathcal{O}_{3} . \tag{4.45}
\end{equation*}
$$

Finally, we may follow Ref. [11] by defining

$$
\begin{equation*}
\tau \equiv \frac{\left(d^{2}-4\right)(d-1)}{2 d c_{\Phi}} H a^{d-1}=\frac{\left(d^{2}-4\right)}{2 d c_{\Phi}}\left(a^{d-1}\right)^{\cdot}, \tag{4.46}
\end{equation*}
$$

in terms of which the l.h.s. of Friedmann equation (4.4) and the dominant terms $\mathcal{O}\left(H^{2}\right)$ of $\mathcal{K}$ combine into a suitable form. The result is

$$
\begin{align*}
-\frac{d^{2} c_{\Phi}^{2}}{2(d-1)(d+2)} \frac{\mathcal{P}(\tau)}{a^{2(d-1)}}= & \kappa^{2} M_{\mathrm{s}}^{d} e^{d \alpha \Phi}\left[\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d}\right. \\
& \left.+\frac{v_{d-2}}{2 \pi} c_{\mathcal{G}_{1}}(d-1) y_{d, d+1}^{(0)^{2}}\left(1+\tilde{\mathcal{O}}_{1}\right)\right] \\
& +\frac{c_{d, d+1}^{2}+c_{d+1, d}^{2}}{a^{2(d-1)} G^{d d}}\left(C_{\mathcal{K}}+\cdots\right)+H^{2} \mathcal{O}_{3}, \tag{4.47}
\end{align*}
$$

where $\mathcal{P}$ is a quadratic polynomial,

$$
\begin{equation*}
\mathcal{P}(\tau)=\tau^{2}-2 \tau+\left(1-\frac{4}{d^{2}}\right)\left(1+2 \alpha^{2} \frac{c_{\perp}^{2}+c_{d+1, d+1}^{2}}{c_{\Phi}^{2}}\right) . \tag{4.48}
\end{equation*}
$$

In the limits we are interested in, the behavior (4.11) of the scale factor implies $\tau$ to converge to a constant,

$$
\begin{equation*}
\tau=\tau_{0}\left(1+\mathcal{O}\left(\frac{1}{a^{K_{ \pm}}}\right)\right), \quad \text { where } \quad \tau_{0}=\frac{d^{2}-4}{2 d} \frac{\mathscr{A}^{d-1}}{c_{\Phi}} \tag{4.49}
\end{equation*}
$$

and $\mathcal{P}(\tau)$ to satisfy

$$
\begin{equation*}
\mathcal{P}(\tau)=\mathcal{P}\left(\tau_{0}\right)+\mathcal{O}\left(\frac{1}{a^{K_{ \pm}}}\right) . \tag{4.50}
\end{equation*}
$$

Thus, for Eq. (4.47) to be consistent, two conditions must be fulfilled:
(i) $\tau_{0}$ must be a root of $\mathcal{P}$. In this instance only, instead of being $\mathcal{O}\left(H^{2}\right)$, the 1.h.s. of Eq. (4.47) satisfies

$$
\begin{equation*}
-\frac{d^{2} c_{\Phi}^{2}}{2(d-1)(d+2)} \frac{\mathcal{P}(\tau)}{a^{2(d-1)}}=\mathcal{O}\left(\frac{H^{2}}{a^{K_{ \pm}}}\right) . \tag{4.51}
\end{equation*}
$$

(ii) We must have

$$
\begin{equation*}
\mathcal{O}\left(\frac{H^{2}}{a^{K_{ \pm}}}\right) \gg \frac{c_{d, d+1}^{2}+c_{d+1, d}^{2}}{a^{2(d-1)} G^{d d}}\left(C_{\mathcal{K}}+\cdots\right), \quad \mathcal{O}\left(\frac{H^{2}}{a^{K_{ \pm}}}\right) \gg H^{2} \mathcal{O}_{3} \tag{4.52}
\end{equation*}
$$

for our initial defining assumption of a QNSR to be true, Eq. (4.9).
Condition (i) requires the discriminant of $\mathcal{P}$ to be positive, which amounts to having

$$
\begin{equation*}
\left(\frac{c_{\perp}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)^{2}+\left(\frac{c_{d+1, d+1}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)^{2} \leq 1, \quad \text { where } \quad \gamma_{\mathrm{c}}=\sqrt{\frac{2}{(d-1)(d+2)}} \tag{4.53}
\end{equation*}
$$

In this case, the value of $\mathscr{A}$, which appears in the definition of $\tau_{0}$, is determined up to a sign $\epsilon$,

$$
\begin{equation*}
\mathscr{A}=\left[\frac{2 d}{d^{2}-4}(1+\epsilon r) c_{\Phi}\right]^{\frac{1}{d-1}} \tag{4.54}
\end{equation*}
$$

where $c_{\Phi}>0$ is required and $r$ defined as

$$
\begin{equation*}
r=\frac{2}{d} \sqrt{1-\left(\frac{c_{\perp}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)^{2}-\left(\frac{c_{d+1, d+1}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)^{2}} . \tag{4.55}
\end{equation*}
$$

In condition (ii), the inequality that involves $\mathcal{O}_{3}$ is always satisfied, as follows from the decrease in $\left|y_{d+1, d+1}\right| / \sqrt{G^{d d}}$, (see Eq. (4.33)). However, the other constraint may be more intriguing. If $C_{\mathcal{K}} \neq 0$, it would imply $\pm J_{ \pm}> \pm \frac{K_{ \pm}}{d-1}$, which would restrict the choices of integration constants characterizing the QNSRs (see the next paragraph). However, such a reduction of the set of solutions should not occur, since we have already solved all differential equations and the only remaining piece of information captured by Friedmann equation must be the value of $\mathscr{A}$. As we will now check, $C_{\mathcal{K}}$ actually does vanish. Moreover, all implicit contributions in Eq. (4.52) in the dots should respect the inequality, without imposing further constraints on the existence of QNSRs, as will be checked numerically in Sects 5 and 6.

Determination of $K_{ \pm}$and $J_{ \pm}$
Using the value of $\mathscr{A}$, Eq. (4.40) yields

$$
\begin{equation*}
d \alpha \dot{\Phi} \sim-\left(2+\epsilon \frac{r\left(d^{2}-4\right)}{2(1+\epsilon r)}\right) \frac{1}{t-t_{ \pm}} \tag{4.56}
\end{equation*}
$$

where the overall coefficient is to be identified with $-\left(2+\frac{K_{ \pm}}{d-1}\right)$, as follows from Eq. (4.9). The fact that $\pm K_{ \pm}>0$ fixes $\epsilon= \pm$, and we obtain

$$
\begin{equation*}
e^{d \alpha \Phi} \sim \frac{e^{d \alpha \Phi_{ \pm}}}{\left[M_{\mathrm{S}}\left(t-t_{ \pm}\right)\right]^{2+\frac{K_{ \pm}}{d-1}}}, \quad \text { where } \quad K_{ \pm}= \pm \frac{r\left(d^{2}-4\right)}{2(1 \pm r)} \tag{4.57}
\end{equation*}
$$

and $\Phi_{ \pm}$is an integration constant.
The coefficient $J_{ \pm}$can be determined in a similar way by using the linear relation between $\left(\ln G^{d d}\right)^{\cdot}, \dot{\Phi}$ and $\dot{\phi}_{\perp}$. The result is

$$
\begin{equation*}
J_{ \pm}=\frac{d}{\alpha^{2}}\left(\left(1-\alpha^{2} \sqrt{\frac{2}{d-1}} \frac{c_{\perp}}{c_{\Phi}}\right) \frac{1-\frac{4}{d^{2}}}{1 \pm r}-1\right) \tag{4.58}
\end{equation*}
$$



Fig. 1. The points $\left(\frac{c_{\perp}}{\gamma_{\mathrm{c}} c_{\Phi}}, \frac{c_{d+1, d+1}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)$ of the disk of radius 1 that yield a QNSR $t-t_{+} \rightarrow+\infty$ sit in the left crescent of figure (a). Those in the right crescent lead to a QNSR $t-t_{-} \rightarrow 0_{+}$. The former are always perturbative, while the latter are compatible with weak string coupling when $d \geq 3$ if $\left(\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}, \frac{c_{d+1, d+1}}{\gamma_{c} c_{\Phi}}\right)$ is also located in the shaded era of figure $(b)$.
which leads as anticipated to $C_{\mathcal{K}}=0$. With the expression of $J_{ \pm}$, we are ready to solve the only non-trivial consistency condition for QNSRs to exist. The points $\left(\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}, \frac{c_{d+1, d+1}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)$ of the disk of radius 1, Eq. (4.53), compatible with the constraint

$$
\begin{equation*}
\pm J_{ \pm}>0 \tag{4.59}
\end{equation*}
$$

sit outside an ellipse

$$
\begin{align*}
& \quad\left(\frac{c_{\perp}}{\gamma_{\mathrm{c}} c_{\Phi}}-\frac{u}{1+v}\right)^{2}+\frac{v}{1+v}\left(\frac{c_{d+1, d+1}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)^{2} \geq \frac{v}{(1+v)^{2}}\left(1+v-u^{2}\right), \\
& \text { where } \quad u=-\frac{2}{\sqrt{d+2}}, \quad v=\frac{d^{2}}{d+2} . \tag{4.60}
\end{align*}
$$

As shown in Fig. 1(a), for arbitrary dimension $d>2$, this ellipse is located in the interior of the disk and is tangential to it at $\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}=u$. The points in the left crescent $\left(\frac{c_{\perp}}{\gamma_{c} c_{\Phi}} \leq u\right)$ allow a QNSR $t-t_{+} \rightarrow+\infty$, while those in the right crescent $\left(\frac{c_{\perp}}{\gamma_{c} c_{\Phi}} \geq u\right)$ yield a regime $t-t_{-} \rightarrow 0_{+}$. In reality, the left crescent is more tiny than the one shown on the qualitative Fig. 1(a). Its width at $\frac{c_{d+1, d+1}}{\gamma_{c} c_{\Phi}}=0$ is $3-11 \cdot 10^{-3}$ for $3 \leq d \leq 9$, and actually vanishes when $d \rightarrow 2_{+}$. Thus, we have $r \simeq 0$ in the left crescent, so that $M^{d}$ and $H^{2}$ evolve approximately at the same cosmological speed.

Finally, we can make some remark about $\mathscr{C}_{d+1, d+1}$, which is related to $c_{d+1, d+1}$ in Eq. (4.25) and must be small, as required by our assumption on $y_{d+1, d+1}$ given in Eq. (3.15). If the left and right crescents allow $\mathscr{C}_{d+1, d+1}$ to be as small as desired, its maximal value is reached for $\left(\frac{c_{\perp}}{\gamma_{\mathrm{c}} c_{\Phi}}, \frac{c_{d+1, d+1}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)=(0,1)$, which yields

$$
\begin{equation*}
\left|\mathscr{C}_{d+1, d+1}^{\max }\right|=\sqrt{\frac{2(d+2)}{d-1}} \frac{d-2}{d} . \tag{4.61}
\end{equation*}
$$

This expression being of order 1 , it is consistent as a limiting case.

## Perturbative condition

At this stage, we have found time-dependent fields that extremize the 1-loop effective action in the limit $t-t_{+} \rightarrow \infty$ or $t-t_{-} \rightarrow 0_{+}$. To make sense, however, this analysis requires string perturbation theory to be valid in these regimes. Expressing $\dot{\phi}$ as a linear combination of $\dot{\Phi}$ and $\dot{\phi}_{\perp}$, one obtains

$$
\begin{equation*}
e^{2 d \alpha^{2} \phi} \sim \frac{e^{d \alpha \Phi_{ \pm}} e^{d \sqrt{d-1} \phi_{\perp \pm}}}{\left[M_{\mathrm{s}}\left(t-t_{ \pm}\right)\right]^{\frac{P_{ \pm}}{d-1}}} \tag{4.62}
\end{equation*}
$$

where $\phi_{\perp \pm}$ is the constant arising by integration of Eq. (4.36) and

$$
\begin{equation*}
P_{ \pm}=\frac{K_{ \pm}}{\left(1-\frac{4}{d^{2}}\right) r}\left[r \pm\left(\frac{4}{d^{2}}-\left(1-\frac{4}{d^{2}}\right) \sqrt{2(d-1)} \frac{c_{\perp}}{c_{\Phi}}\right)\right] \tag{4.63}
\end{equation*}
$$

The QNSR $t-t_{+} \rightarrow+\infty$ happens to be perturbative, since $P_{+}>0$ is always satisfied when the point $\left(\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}, \frac{c_{d+1, d+1}}{\gamma_{c} c_{\Phi}}\right)$ sits in the left crescent in Fig. 1(a). For the regime $t-t_{-} \rightarrow 0_{+}$, string perturbation theory is valid when $P_{-}<0$. If $d \geq d_{\mathrm{c}} \simeq 2.90$, this condition is satisfied for $\frac{c_{\perp}}{\gamma_{\mathrm{c}} c_{\Phi}} \geq \tilde{u}$ or when $\left(\frac{c_{\perp}}{\gamma_{\mathrm{c}} c_{\Phi}}, \frac{c_{d+1, d+1}}{\gamma_{c} c_{\Phi}}\right)$ sits in the interior of an ellipse

$$
\begin{align*}
& \quad\left(\frac{c_{\perp}}{\gamma_{\mathrm{c}} c_{\Phi}}-\frac{\tilde{u}}{1+\tilde{v}}\right)^{2}+\frac{\tilde{v}}{1+\tilde{v}}\left(\frac{c_{d+1, d+1}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)^{2} \leq \frac{\tilde{v}}{(1+\tilde{v})^{2}}\left(1+\tilde{v}-\tilde{u}^{2}\right), \\
& \text { where } \quad \tilde{u}=\frac{2}{(d-2) \sqrt{d+2}}, \quad \tilde{v}=\frac{d^{2}}{(d-2)^{2}(d+2)} . \tag{4.64}
\end{align*}
$$

As shown in Fig. 1(b), this second ellipse is inside the disk of radius 1 and tangential to it at $\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}=\tilde{u}$. As a result, the right part of the right crescent in Fig. 1(a) yields perturbative QNSRs $t-t_{-} \rightarrow 0_{+}$. If $2<d<d_{\mathrm{c}}, \tilde{u}$ being greater than 1 , the condition $P_{-}<0$ is true only inside the ellipse (4.64), which now sits entirely in the interior of the disk. However, the intersection of this perturbative domain with the right crescent of in Fig. 1(a) is always non-empty. It is only in the limit $d \rightarrow 2_{+}$, where the ellipse (4.64) vanishes, that the QNSRs $t-t_{-} \rightarrow 0_{+}$are always formal because non-perturbative (unless we fine tune $\left(\frac{c_{\perp}}{\gamma_{\mathrm{c}} c_{\Phi}}, \frac{c_{d+1, d+1}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)$ to be exactly $(0,0)$ ).

To summarize, the QNSRs we have found in arbitrary dimension $d>2$ depend on 5 velocity parameters $c_{\Phi}>0, c_{\perp}, c_{d+1, d+1}, c_{d, d+1}, c_{d+1, d}, 5$ zero modes $\Phi_{ \pm}, \phi_{\perp \pm}, t_{0}, y_{d, d+1}^{(0)}, y_{d+1, d}^{(0)}$, and the last constant $t_{ \pm}$arising by integration of the scale factor. Therefore, they are limit behaviors of generic solutions, even if the left crescent in Fig. 1(a) is tiny.

## 5. Simulations of QNSRs at small Wilson lines

From now on, we study numerically the dynamics of the scale factor $a$, no-scale modulus $\Phi$ and scalar $\phi_{\perp}$, in the presence of the moduli fields $y_{d, d+1}, y_{d+1, d}, y_{d+1, d+1}$. Our goal in the present section is to check the validity of QNSRs described in Sect. 4, where the Wilson lines implement small deformations of the initial background. We fix in the analysis the spacetime dimension to be $d=4$ and focus only on the expanding solutions where $t \rightarrow+\infty$ (we set $t_{+}=0$ ). In all simulations, we take $\left\langle\phi_{\mathrm{dil}}\right\rangle=0$ so that $\kappa^{2}=1 / M_{\mathrm{s}}^{2}$, thus identifying the Planck mass with the string scale. This has the advantage of matching the weak string coupling condition with the negativity of $\phi$. Once the range of time compatible with perturbation theory is identified, it is always possible to restore a sensible value of the Planck mass by shifting the dilaton zero-mode.

As can be seen in Eq. (4.57), one feature of the QNSR $t \rightarrow+\infty$ is that the supersymmetry breaking scale $M$ always drops. If this may be expected when $\mathcal{V}_{1 \text {-loop }}$ is positive, it may be counterintuitive when it is negative, since $M$ climbs the potential in this case. Moreover, the behaviors of $y_{d, d+1}$ and $y_{d+1, d+1}$ are independent of the fact that these moduli are massive or tachyonic at 1-loop. To check these striking properties, we simulate solutions of the differential equations of Sect. 4, which are valid for small Wilson lines deformations. This is done for 4 initial backgrounds characterized by different signs for $n_{\mathrm{F}}-n_{\mathrm{B}}$ and $c_{\mathcal{G}_{1}}$ :
(i) $n_{\mathrm{F}}-n_{\mathrm{B}}>0, c_{\mathcal{G}_{1}}>0$ : This case can be achieved in Example 2 of Sect. 2. For $d=4$ and $s=4$, the right-moving gauge group is $U(1) \times \mathcal{G}_{1} \times U(1)^{4} \times S O(16) \times S O(16)^{\prime}$, where $\mathcal{G}_{1}=S U(2)$, which corresponds in the setup described below Eq. (2.12) to $\eta_{5}^{R}$ even. In this model, one obtains $n_{\mathrm{F}}-n_{\mathrm{B}}=8 \times 6$ and $c_{\mathcal{G}_{1}}=8 \times 2$.
(ii) $n_{\mathrm{F}}-n_{\mathrm{B}}>0, c_{\mathcal{G}_{1}}<0$ : To flip the sign of $c_{\mathcal{G}_{1}}$, it is enough to choose $\eta_{5}^{R}$ odd in setup (i). This yields $\mathcal{G}_{1}=U(1)$, with $n_{\mathrm{F}}-n_{\mathrm{B}}=8 \times 10$ and $c_{\mathcal{G}_{1}}=-8 \times 2$.
(iii) $n_{\mathrm{F}}-n_{\mathrm{B}}<0, c_{\mathcal{G}_{1}}>0$ : This case can be realized in Example 1 of Sect. 2. The rightmoving gauge group for $d=4$ is $U(1) \times \mathcal{G}_{1} \times S U(2)^{4} \times E_{8} \times E_{8}^{\prime}$, where $\mathcal{G}_{1}=S U(2)$, which corresponds to $\eta_{5}^{R}$ even. This leads to $n_{\mathrm{F}}-n_{\mathrm{B}}=-8 \times 514$ and $c_{\mathcal{G}_{1}}=8 \times 2$.
(iv) $n_{\mathrm{F}}-n_{\mathrm{B}}<0, c_{\mathcal{G}_{1}}>0$ : To flip the sign of $c_{\mathcal{G}_{1}}$, one can take $\eta_{5}^{R}$ odd in setup (iii). This yields $\mathcal{G}_{1}=U(1), n_{\mathrm{F}}-n_{\mathrm{B}}=-8 \times 510$ and $c_{\mathcal{G}_{1}}=-8 \times 2$.

To set initial conditions adapted to our purpose, we proceed as follows:

- We consider the case analyzed in Ref. [11], where no $y$-deformation is implemented. All trajectories that reach a QNSR $t \rightarrow+\infty$ are characterized by two constants $c_{\perp 0}, c_{\Phi 0}$ (defined as $c_{\perp}$ and $c_{\Phi}$ in the present work) such that $\left|\frac{c_{\perp 0}}{\gamma_{c} c_{\Phi 0}}\right|<1$. In order to allow the Wilson lines to vary, we take $c_{\perp 0}, c_{\Phi 0}$ for the expression of $J_{+}$in Eq. (4.58) evaluated at $\left(c_{\perp}, c_{\Phi}, c_{55}\right)=\left(c_{\perp 0}, c_{\Phi 0}, 0\right)$ to be positive. This imposes $\approx 0.9941<\left|\frac{c_{\perp 0}}{\gamma_{c} c_{\Phi 0}}\right|<1$, thus reducing the allowed range of this ratio by approximately a factor of 170 .
- In the presence of Wilson lines, we define dynamical quantities

$$
\begin{equation*}
c_{\perp}^{\mathrm{dyn}}=\frac{a^{d-1}}{\sqrt{2}} \dot{\phi}_{\perp}, \quad c_{\Phi}^{\mathrm{dyn}}=a^{d-1}\left(\alpha \dot{\Phi}+\frac{\alpha^{2}}{2} d(d-2) H\right), \quad c_{55}^{\mathrm{dyn}}=\frac{a^{d-1}}{2} \dot{y}_{55} \tag{5.1}
\end{equation*}
$$

which are expected to converge to the constants $c_{\perp}, c_{\Phi}$ and $c_{55}$ introduced in Sect. 4.

- For the initial conditions at $t=0$, we set $a(0)$ to be of order 1 and $c_{\perp}^{\mathrm{dyn}}(0)=c_{\perp 0}$ to fix $\dot{\phi}_{\perp}(0)$. We also take $c_{\Phi}^{\text {dyn }}(0)=c_{\Phi 0}$, which can be translated into $\dot{\Phi}(0)$ by the knowledge of $H(0)$. The latter, which we take to be positive, is determined by Friedmann equation at $t=0$, for a given choice of $\Phi(0)$ and initial conditions for the Wilson lines. To ensure that the evolution of the system starts close to the QNSR expected to arise at late times, $\Phi(0)$ is chosen for the quantity

$$
\begin{equation*}
\tau^{\mathrm{dyn}} \equiv \frac{\left(d^{2}-4\right)(d-1)}{2 d c_{\Phi}^{\mathrm{dyn}}} H a^{d-1} \tag{5.2}
\end{equation*}
$$

which is inspired by Eq. (4.46), to be at $t=0$ very close to the asymptotic value it would reach when no Wilson lines are introduced. To be specific, this means

$$
\begin{equation*}
\tau^{\mathrm{dyn}}(0) \simeq 1+r_{0}, \quad \text { where } \quad r_{0}=\frac{2}{d} \sqrt{1-\left(\frac{c_{\perp 0}}{\gamma_{\mathrm{c}} c_{\Phi 0}}\right)^{2}} \tag{5.3}
\end{equation*}
$$



Fig. 2. Convergence of $\left(a^{d-1}\right)^{\cdot}$ towards its limit $\mathscr{A}^{d-1}$, in cases (i) and (iv). The evolution is monotonically increasing or decreasing, depending on the sign of $n_{\mathrm{F}}-n_{\mathrm{B}}$.
as follows from Eqs (4.49) and (4.54). The choice of $\phi_{\perp}(0)$ is of order 1 and such that the range of cosmic time compatible with weak string coupling and $M_{(\sigma)}(t)<c M_{\mathrm{S}}$ is large in the simulations.

- The remaining initial conditions are those of the Wilson lines: $y_{45}(0), \dot{y}_{45}(0), y_{54}(0), \dot{y}_{54}(0)$ and $y_{55}(0), \dot{y}_{55}(0)$. Their absolute values are chosen small enough (compared to 1 and $M_{\mathrm{s}}$ ) for the trajectory of $\left.\left(\frac{c_{\perp}^{\text {dyn }}}{\gamma_{c} C_{\Phi}^{\text {dyn }}}, \frac{c_{55}^{\text {dyn }}}{\gamma_{c} C_{\Phi}^{\text {dyn }}}\right)\right|_{t}$ to be entirely in the left crescent in Fig. $1(a)$. The motion of this point is expected to converge to $\left(\frac{c_{\perp}}{\gamma_{c} c_{\Phi}}, \frac{c_{55}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)$, when $t \rightarrow+\infty$.

Due to Eq. (4.7), whether $\left(a^{d-1}\right)^{\cdot}$ increases of decreases with time is determined in full generality by the sign of $\mathcal{V}_{1 \text {-loop }}$. In order to discriminate when the universe is in QNSR, the most decisive criterion is the asymptotic behavior of the scale factor, Eq. (4.11), which must satisfy

$$
\begin{equation*}
\left(a^{d-1}\right)^{\cdot} \longrightarrow \mathscr{A}^{d-1}, \quad \text { when } \quad t \rightarrow+\infty \tag{5.4}
\end{equation*}
$$

In all cases $(i)-(i v)$, the numerical simulation confirms the above convergence to a constant, either upward or downward depending on the sign of the potential i.e. $n_{\mathrm{F}}-n_{\mathrm{B}}$. The plots in Fig. 2 show the evolutions of $\left(a^{d-1}\right)^{\cdot}$ as a function of $t$ for the backgrounds (i) and (iv). The curves in models (ii) and (iii) are qualitatively similar to those obtained respectively in cases (i) and (iv).

Solving the system of differential equations makes sense as long as the weak coupling condition is fulfilled, $\phi(t)<0$, and the supersymmetry breaking scale measured in $\sigma$-model frame is small, $\sqrt{G^{d d}(t)}<c$. It turns out that the numerical evolutions of $\phi, \ln \left(G^{d d}\right)$ and $y_{55}$ as functions of $t$ present similar features when $c_{\mathcal{G}_{1}}>0$ i.e. in models (i) and (iii), and when $c_{\mathcal{G}_{1}}<0$ i.e. in models (ii) and (iv). The only qualitative difference may occur at early times, where $y_{55}$ may oscillate when it is massive, $c_{\mathcal{G}_{1}}>0$. The curves are shown in Fig. 3 in cases (i) and (iv), where the cosmic times above which the simulations cannot be trusted are respectively $t_{\mathrm{f}} \simeq 10^{110} M_{\mathrm{s}}^{-1}$ and $t_{\mathrm{f}} \simeq 10^{185} M_{\mathrm{s}}^{-1}$, for $c=1$. The fact that $\phi, \ln \left(G^{d d}\right)$ and $y_{55}$ depend asymptotically linearly on $\ln \left(t M_{\mathrm{s}}\right)$ proves that the velocities $\dot{\Phi}, \dot{\phi}_{\perp}$ and $\dot{y}_{55}$ are inversely proportional to cosmic time, i.e. that

$$
\begin{equation*}
\left(c_{\perp}^{\mathrm{dyn}}, c_{\Phi}^{\mathrm{dyn}}, c_{55}^{\mathrm{dyn}}\right) \longrightarrow\left(c_{\perp}, c_{\Phi}, c_{55}\right), \quad \text { when } \quad t \rightarrow+\infty \tag{5.5}
\end{equation*}
$$

In particular, we can identify from Eq. (4.16) the limit reached by the dynamical quantity

$$
\begin{equation*}
J_{\mathrm{dyn}} \equiv t\left(\ln G^{d d}\right)^{\cdot}=t\left(\frac{2}{\alpha} \dot{\Phi}-\frac{2}{\sqrt{d-1}} \dot{\phi}_{\perp}\right) \longrightarrow J_{+}>0, \quad \text { when } \quad t \rightarrow+\infty \tag{5.6}
\end{equation*}
$$



Fig. 3. The behaviors of the dilaton $\phi$ (gray curves), $\ln \left(G^{d d}\right)$ (dotted curves) and $10^{3} y_{55}$ (black curves) as functions of cosmic time (in logarithmic scale) are asymptotically linear in cases (i) and (iv). The evolutions can be trusted as long as $\phi(t)<0$ and $\ln \left(G^{d d}(t)\right)<0$, for $c=1$. Oscillations of $y_{55}$ may occur at early times when it is massive, $c_{\mathcal{G}_{1}}>0$.
(i)

(iv)


Fig. 4. Convergences of the Wilson lines $y_{45}$ (gray curves) and $y_{54}$ (dotted curves) to constants, and of $y_{55} / \sqrt{G^{d d}}$ to 0 , in cases $(i)$ and $(i v)$. Oscillations of $y_{45}$ and $y_{55}$ may occur when they are massive, $c_{\mathcal{G}_{1}}>0$.

What remains to be checked are the behaviors of $y_{45}$ and $y_{54}$, as well as the smallness of all Wilson lines. Fig. 4 shows $y_{45}(t), y_{54}(t)$ and $y_{55}(t) / \sqrt{G^{d d}(t)}$ simulated in model ( $i$ ) (which is similar to (iii)) and in model (iv) (which is similar to (ii)). As predicted in Sect. 4 when $J_{+}>0$, all curves converge to constants,

$$
\begin{equation*}
y_{45} \longrightarrow y_{45}^{(0)}, \quad y_{54} \longrightarrow y_{54}^{(0)}, \quad \frac{y_{55}}{\sqrt{G^{d d}}} \longrightarrow 0, \quad \text { when } \quad t \rightarrow+\infty \tag{5.7}
\end{equation*}
$$

while their upper and lower bounds are small, in the sense of Eq. (3.15). Let us stress again that even when $c_{\mathcal{G}_{1}}<0$, contrary to common sense, the tachyonic scalars $y_{45}$ and $y_{55}$ do not induce large destabilizations of the backgrounds, when the universe enters the QNSR regime. These remarks complete our numerical validation of the existence of the QNSR $t \rightarrow+\infty$, demonstrated in the previous section. Note however that even if the solutions can be trusted all the way until $t_{\mathrm{f}}$, the universe enters the QNSR only after a certain duration, as can be seen in all Figs. 2-4. During this transient period, the dynamics is affected by the effective potential, as shown on Figs. 3 and 4. In fact, when $c_{\mathcal{G}_{1}}>0$ i.e. case (i) and (iii), the Wilson lines $y_{45}$ and $y_{55}$ are massive and oscillate around minima of $\mathcal{V}_{1 \text {-loop }}$. It is only when the universe enters the QNSR that the potential is dominated by the canonical kinetic energies of $\Phi, \phi_{\perp}$ and $y_{55}$, so that not only $y_{54}$ but also $y_{45}$ freeze at arbitrary values, while $\Phi, \phi_{\perp}$ and $y_{55}$ behave logarithmically with cosmic time. On the contrary, when $c_{\mathcal{G}_{1}}<0$ i.e. case (ii) and (iv), the tachyonic Wilson lines $y_{45}$ and $y_{55}$ do not oscillate during the early transient regime.

Before proceeding, we would like to provide comments on the first constraint appearing in Eq. (4.52), for a QNSR to be reached. As was argued below Eq. (4.55), it is expected to be trivial, a fact that implies $C_{\mathcal{K}}$ to vanish, which we have verified analytically in Sect. 4. In fact, when a QNSR yields $\pm J_{ \pm}> \pm \frac{K_{ \pm}}{d-1}>0$, the kinetic terms of $y_{d, d+1}$ and $y_{d+1, d}$, as well as all terms subdominant compared to 1 in the parentheses appearing in Eqs (4.36) and (4.40) are all individually dominated by $\mathcal{V}_{1 \text {-loop }}$. However, when $\pm \frac{K_{ \pm}}{d-1}> \pm J_{ \pm}>0$, it is remarkable that the leading contributions of these terms cancel one another, so that $C_{\mathcal{K}}=0$. To check that this cancellation is actually exact, we have varied the initial conditions of our simulations of the QNSR $t \rightarrow+\infty$, for the characteristic point $\left(\frac{c_{\perp}}{\gamma_{\mathrm{c}} c_{\Phi}}, \frac{c_{55}}{\gamma_{\mathrm{c}} c_{\Phi}}\right)$ to explore all of the left crescent in Fig. $1(a)$. This means that the condition for the existence of the QNSR $t \rightarrow+\infty$ is $J_{+}>0$, and nothing more.

## 6. Global attractor mechanisms

The numerical validation of the QNSR $t \rightarrow+\infty$ in presence of small Wilson line deformations being established, we would like to consider possible global attractor mechanisms. Our aim is to see whether it is possible to relax, at least in come cases, the constraint of imposing the trajectories to be entirely in the tiny phase space described in the previous sections. It turns out that the kinetic terms in Eq. (3.13) become quadratic in Wilson lines, when $y_{d+1, d+1}$ is identically frozen at the origin. As a result, the action (4.1) is exact in $y_{d, d+1}$ and $y_{d+1, d}$, provided we set $y_{d+1, d+1} \equiv 0$ and use the full 1-loop effective potential,

$$
\begin{align*}
\mathcal{V}_{1-\mathrm{loop}}= & \left(n_{\mathrm{F}}-n_{\mathrm{B}}+(-1)^{\eta_{d+1}^{R}} 8 \times 2\right) v_{d} M^{d} \\
& -(-1)^{\eta_{d+1}^{R}} 8 \times 2 \frac{2 M^{d}}{(2 \pi)^{\frac{3 d+1}{2}}} \sum_{\tilde{m}_{d}} \frac{\cos \left(2 \pi\left(2 \tilde{m}_{d}+1\right) \sqrt{2} y_{d, d+1}\right)}{\left|2 \tilde{m}_{d}+1\right|^{d+1}} F(0)+\cdots, \tag{6.1}
\end{align*}
$$

where the ellipses stand for the exponentially suppressed contributions we neglect as before. In the following, we use this fact to simulate numerically the 1-loop dynamics of the scale factor $a$, no-scale modulus $\Phi$ and scalar $\phi_{\perp}$, in the presence of arbitrary Wilson lines deformations $y_{d, d+1}$ and $y_{d+1, d}$ of the initial background.

We will find that the sign of $\mathcal{V}_{1 \text {-loop }}$ plays a critical role. Depending on the integer $n_{\mathrm{F}}-n_{\mathrm{B}}$, the latter can be fixed,

$$
\begin{align*}
(-1)^{\eta_{d+1}^{R}}\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) \geq 0 & \Longrightarrow \quad(-1)^{\eta_{d+1}^{R}} \mathcal{V}_{1 \text { loop }} \geq 0 \quad \text { for all } y_{d, d+1}, \\
(-1)^{\eta_{d+1}^{R}}\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) \leq-32 & \Longrightarrow \quad(-1)^{\eta_{d+1}^{R}} \mathcal{V}_{1 \text { loop }} \leq 0 \quad \text { for all } y_{d, d+1}, \tag{6.2}
\end{align*}
$$

or varying,

$$
\begin{equation*}
-31 \leq(-1)^{\eta_{d+1}^{R}}\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) \leq-1 \quad \Longrightarrow \quad \text { the } \operatorname{sign} \text { of } \mathcal{V}_{1 \text {-loop }} \text { varies with } y_{d, d+1} \tag{6.3}
\end{equation*}
$$

Note that since $y_{d, d+1}$ is allowed to explore a large range of values during its evolution, there is no need to consider separately the cases $\eta_{d+1}^{R}$ even or odd. For instance, in spacetime dimension $d=4$ we consider from now on, a half-period shift $\sqrt{2} y_{45} \rightarrow \sqrt{2} y_{45}+\frac{1}{2}$ maps into each other backgrounds $(i)$ and $(i i)$ which have $\mathcal{V}_{1 \text {-loop }}>0$ for all $y_{45}$, or (iii) and (iv) which have $\mathcal{V}_{\text {1-loop }}<$ 0 for all $y_{45}$.

In the simulations, we take as initial conditions $y_{45}(0), y_{54}(0), a(0)$ and $c_{\perp 0} \equiv c_{\perp}^{\mathrm{dyn}}(0), c_{\Phi 0} \equiv$ $c_{\Phi}^{\text {dyn }}(0)$ to be of order 1. This fixes $\dot{\phi}_{\perp}(0)$ and $\dot{\Phi}(0)$, provided $H(0)$ (which we take to be positive)
or equivalently $\tau^{\mathrm{dyn}}(0)$ (see Eq. (5.2)) is known. The latter is related to $\Phi(0)$ via Friedmann equation at $t=0$, which we write in the following form

$$
\begin{align*}
-\frac{d^{2} c_{\Phi 0}^{2}}{2(d-1)(d+2)} \frac{\mathcal{P}_{0}\left(\tau^{\mathrm{dyn}}(0)\right)}{a(0)^{2(d-1)}}= & \frac{G^{d d}(0)}{4} \dot{y}_{45}(0)^{2}+\frac{G^{d d}(0)}{4} \dot{y}_{54}(0)^{2} \\
& +\mathcal{V}_{1-\text { loop }}\left(\Phi(0), y_{45}(0)\right), \tag{6.4}
\end{align*}
$$

where $\mathcal{P}_{0}$ is the degree two polynomial

$$
\begin{equation*}
\mathcal{P}_{0}(\tau)=\tau^{2}-2 \tau+\left(1-\frac{4}{d^{2}}\right)\left(1+2 \alpha^{2} \frac{c_{\perp 0}^{2}}{c_{\Phi 0}^{2}}\right) . \tag{6.5}
\end{equation*}
$$

We impose the Wilson lines' kinetic terms at $t=0$ to be of the order of $\left|\mathcal{V}_{1 \text {-loop }}\left(\Phi(0), y_{45}(0)\right)\right|$. This fixes $\dot{y}_{45}(0)$ and $\dot{y}_{54}(0)$, once we make our choices for $\Phi(0)$ and $\phi_{\perp}(0)$. The latter is determined a posteriori for the numerical simulation to satisfy the conditions of weak string coupling and low supersymmetry breaking scale $M_{(\sigma)}$, for a long period of cosmic time. The last initial data $\Phi(0)$ is equivalent to choosing $\tau^{\mathrm{dyn}}(0)$ :

- When $\mathcal{V}_{1 \text {-loop }}\left(\Phi(0), y_{45}(0)\right)>0$, Eq. (6.4) imposes

$$
\begin{equation*}
\left|\frac{c_{\perp 0}}{\gamma_{c} c_{\Phi 0}}\right|<1 \quad \text { and } \quad 1-r_{0}<\tau^{\mathrm{dyn}}(0)<1+r_{0} \tag{6.6}
\end{equation*}
$$

where $r_{0}$ is defined in Eq. (5.3). We have already studied in Sect. 5 the case where $\tau^{\mathrm{dyn}}(0) \simeq$ $1+r_{0}$, which corresponds to a cosmological evolution starting almost in QNSR $t \rightarrow+\infty$. Thus, we will consider the two remaining qualitatively different types of initial conditions (a) and (b), defined as follows:
(a) For $\tau^{\mathrm{dyn}}(0) \simeq 1$, the cosmological evolution is generic, in the sense that the initial kinetic energies of $\Phi, \phi_{\perp}, y_{45}$ and $y_{54}$ as well as the potential are all of the order of $H(0)^{2}$.
(b) For $\tau^{\mathrm{dyn}}(0) \gtrsim 1-r_{0}$, the potential and Wilson lines' kinetic energies are small compared to $H(0)^{2}$. This is clear by looking at Eq. (6.4), whose l.h.s. vanishes in the limit $\tau^{\mathrm{dyn}}(0) \rightarrow 1-r_{0}$. As a result, the motion of the Wilson lines and the effective potential become irrelevant and the cosmological evolution is expected to approach that of the classical theory, with frozen Wilson lines, i.e. $\left(a^{d-1}\right)^{\cdot} \equiv \frac{2 d c_{\Phi 0}}{d^{2}-4}\left(1-r_{0}\right)$ [11].

- When $\mathcal{V}_{1 \text {-loop }}\left(\Phi(0), y_{45}(0)\right)<0$, the r.h.s. of Eq. (6.4) can be negative or positive. In the former case, $\tau^{\text {dyn }}(0)$ is arbitrary if $\left|\frac{c_{\perp 0}}{\gamma_{c} c_{\Phi 0}}\right| \geq 1$, while it must satisfy $\tau^{\mathrm{dyn}}(0)>1+r_{0}$ or $\tau^{\mathrm{dyn}}(0)<$ $1-r_{0}$ if $\left|\frac{c_{\perp 0}}{\gamma_{c} c_{\Phi 0}}\right|<1$. When the r.h.s. of Eq. (6.4) is positive, condition (6.6) applies.

In the models where $\mathcal{V}_{1 \text {-loop }}$ is negative for some/all $y_{45}$, which are illustrated by the backgrounds (iii) or (iv), we find that the numerical simulations yield the following scenario: The universe expands, reaches a maximal size and then collapses into a Big Crunch, unless the initial conditions are tuned so that the whole trajectory sits inside the tiny phase space that yields the ever-expanding QNSR $t \rightarrow+\infty$, as described in Sect. 5. Notice that in Ref. [11], where the dynamics of the Wilson lines is not taken into account, the initially expanding cosmological solutions arising when $\mathcal{V}_{1 \text {-loop }}<0$ are also either attracted to the QNSR $t \rightarrow+\infty$, or lead in the end to a Big Crunch. However, we emphasize again that in this case, the attraction to the QNSR follows from initial conditions chosen in a much larger space, namely $\left|\frac{c_{\perp 0}}{\gamma_{c} c_{\Phi 0}}\right|<1, \tau^{\mathrm{dyn}}(0)>1+r_{0}$. In other words, the dynamics of internal moduli fields provides a severe source of instability for a flat, expanding universe, when the quantum potential can reach negative values.


Fig. 5. Convergence of $\left(a^{d-1}\right)^{\cdot}$ towards its limit $\mathscr{A}^{d-1}$ in model (ii), for initial conditions (a) or (b). Moving from case $(a)$ to $(b)$, a structure of plateaux appears.
(a)

(b)


Fig. 6. The behaviors of the dilaton $\phi$ (gray curves), $\ln \left(G^{d d}\right)$ (black curves) as functions of cosmic time (in logarithmic scale) are asymptotically linear in model (ii), for initial conditions of type (a) or (b). The evolutions can be trusted as long as $\phi(t)<0$ and $\ln \left(G^{d d}(t)\right)<0$, for $c=1$.

To describe a flat, expanding universe, the numerical simulations show that the models where $\mathcal{V}_{1 \text {-loop }} \geq 0$ for all $y_{45}$ are much more appealing, due to a global attraction mechanism to the QNSR $t \rightarrow+\infty$. Fig. 5(a) presents the temporal evolution of ( $\left.a^{d-1}\right)^{\cdot}$ obtained in Example (ii) which has $\eta_{5}^{R}$ odd, for initial conditions of type (a). The potential being positive, the curve is monotonically increasing, and turns out to converge to a constant, as in Eq. (5.4). Note the existence of several inflection points, which are not numerical artefacts. Actually, by choosing initial values of type (b), a structure of plateaux appears, as shown in Fig. 5(b). The latter are longer and longer and, after a finite number of steps, the last one is endless. Comments on this peculiar dynamics will be given at the end of the section. In any case, this phenomenon is the way the trajectory evolves, in order to converge to the straight line encountered in the extreme initial condition $\tau^{\text {dyn }}(0) \rightarrow 1-r_{0}$.

To figure out when string perturbation theory is valid and $M_{(\sigma)}<c M_{\mathrm{s}}$, we plot in Fig. 6 the dilaton and $\ln \left(G^{d d}\right)$ as functions of time. The constraints $\phi(t)<0$ and $\ln \left(G^{d d}(t)\right)<\ln c$ determine the ranges of time $\left[t_{\mathrm{i}}, t_{\mathrm{f}}\right]$ where the simulations can be trusted. In model (ii), with $c=1$, an example of initial conditions (a) yields $\left[t_{\mathrm{i}}, t_{\mathrm{f}}\right]=\left[10^{5} M_{\mathrm{s}}^{-1}, 10^{59} M_{\mathrm{s}}^{-1}\right]$, while for initial values of type (b) we obtain $\left[t_{\mathrm{i}}, t_{\mathrm{f}}\right]=\left[10^{6} M_{\mathrm{s}}^{-1}, 10^{65} M_{\mathrm{s}}^{-1}\right]$. In both simulations, the final asymptotes are reached before $t_{\mathrm{f}}$. At late times (in logarithmic scale), the linearity of the plots and the positivity of the slope of $\ln \left(G^{d d}\right)$ show the convergences

$$
\begin{equation*}
\left(c_{\perp}^{\mathrm{dyn}}, c_{\Phi}^{\mathrm{dyn}}\right) \longrightarrow\left(c_{\perp}, c_{\Phi}\right) \quad \text { and } \quad J_{\mathrm{dyn}} \longrightarrow J_{+}>0, \quad \text { when } \quad t \rightarrow+\infty \tag{6.7}
\end{equation*}
$$



Fig. 7. Convergence of $J_{\mathrm{dyn}}$ towards a positive value $J_{+}$in model (ii), for initial conditions of type (a) or (b).


Fig. 8. Attraction of $\frac{c^{\text {dyn }}}{\gamma_{c} c^{\text {dyn }}}$ towards the tiny range $[-1, \approx-0.9941]$ in model (ii), for initial conditions of type (a) or (b) (upper plots). The ratio stabilizes once it enters the interval (lower plots).

Fig. 7 details the evolution of $J_{\mathrm{dyn}}(t)$, which describes a transient regime of damped oscillations between positive and negative values, followed by a stabilization at a positive constant $J_{+}$. In view of our analysis in Sect. 4, the sign of $J_{+}$suggests that the trajectory of the point $\left(\frac{c_{\perp}^{\text {dyn }}}{\gamma_{c} c_{\Phi}^{\text {dyn }}}, 0\right)$ enters the left crescent in Fig. 1(a). This is confirmed by the upper plots in Fig. 8. Even if the initial value $\frac{c_{\perp 0}}{\gamma_{c} c_{\Phi 0}}$ is far above the tiny range $[-1, \approx-0.9941]$, the ratio $\frac{c_{\perp}^{\text {dyn }}}{\gamma_{c} c_{\phi}^{\text {dyn }}}$ is inexorably attracted to this interval, where it stabilizes. The lower plots in Fig. 8 zoom the entrance and freezing of $\frac{c_{\perp}^{\text {dyn }}}{\gamma_{c} c_{\Phi}^{\text {dyn }}}$ in the range.


Fig. 9. Convergence of $y_{45}$ (black curves) and $y_{54}$ (gray curves) to their limits $y_{45}^{(0)}$ and $y_{54}^{(0)}$ in model (ii), for initial conditions of type (a) or (b) (upper plots). If the curve $y_{54}(t)$ is always monotonic, that of $y_{45}(t)$ may not be so in case $(b)$. The final value $y_{45}^{(0)}$ is random in case $(a)$, while it is close to a minimum of $\mathcal{V}_{1 \text {-loop }}$ in case $(b)$, due to the existence of damped oscillations (lower plots).

The remaining numerical behaviors to be described are those of the Wilson lines. The upper plots in Fig. 9 show the evolutions of $y_{45}(t)$ and $y_{54}(t)$, which converge to constants $y_{45}^{(0)}, y_{54}^{(0)}$. Due to Eq. (4.13), which is exact when $y_{55} \equiv 0$, the curve $y_{54}(t)$ is monotonic. This however may not be the case for $y_{45}(t)$, which is not a free field. Actually, accentuating the plateaux structure i.e. in case ( $b$ ), the magnitudes of both velocities $\dot{y}_{45}, \dot{y}_{54}$ drop during the transient eras of quasi static $\left(a^{d-1}\right)^{\cdot}$, and $y_{45}$ may even stop and go backward. Notice that these effects are consistent with the fact that in the limit $\tau^{\mathrm{dyn}}(0) \rightarrow 1-r_{0}$ of the initial conditions, the Wilson lines are expected to become static, $\dot{y}_{45} \equiv \dot{y}_{54} \equiv \stackrel{>}{0}$.

Since $\sqrt{2} y_{45}$ can be very large, its convergence to $\sqrt{2} y_{45}^{(0)}$ is more accurately accounted for by the effective potential, which is 1-periodic. As shown in the lower plots in Fig. $9, \frac{\mathcal{V}_{1 \text { loop }}}{v_{d} M^{d}}$ oscillates over time between 80 and 48, which are the values of $n_{\mathrm{F}}-n_{\mathrm{B}}$ in backgrounds (ii) and $(i)$, when they are not deformed. For initial conditions of type $(b)$, we see that before $\sqrt{2} y_{45}$ starts freezing, its kinetic energy is larger than the potential, since $\sqrt{2} y_{45}$ evolves quickly, passing easily the maxima and minima. This does not last, however, and $\sqrt{2} y_{45}$ ends up oscillating around a minimum, until it stabilizes at a random value close to it. The last fluctuations are those described in Sect. 5, in the massive case in Fig. 4(i). As a result, $\sqrt{2} y_{45}^{(0)} \simeq 2 k+1$, where $k \in \mathbb{Z}$, i.e. the dynamics has driven spontaneously the system from the initial state (ii) to a slightly deformed background (i). Remarkably, soon after $y_{45}$ is stabilized, we have checked that its
remnant kinetic energy starts again to dominate over the potential, and their ratio even tends to infinity (!). In the notations used at the end of the previous section, the case at hand leads to $\frac{K_{+}}{d-1}>J_{+}>0$, which is nevertheless compatible with the stability of the cosmological solution. Concerning the modulus $y_{54}$, its monotonicity and the fact that it is a flat direction of the potential when $y_{55} \equiv 0$ imply its stabilization not to be preceded by oscillations, and its limit value $y_{54}^{(0)}$ to be fully arbitrary. As described for $y_{45}$, the remnant kinetic energy of $y_{54}$ is greater than $\mathcal{V}_{1 \text {-loop }}$ right before and soon after its stabilization process. On the contrary, as seen in the lower plot in Fig. $9(a)$, the attraction of $y_{45}$ to the neighborhood of a minimum of $\mathcal{V}_{\text {1-loop }}$ turns out to be inefficient for generic initial conditions of type $(a)$. This is due to the fact that as soon as the Wilson line cannot pass the next maximum of the potential, it freezes.

To summarize, the simulated cosmological evolutions in model (ii) are attracted to the QNSR $t \rightarrow+\infty$, for both initial conditions (a) and (b). The asymptotic behaviors are reached in a finite number of steps, more visible in case ( $b$ ), where the dynamics can be described as follows:

- The plateaux present in Fig. 5(b) are characterized by almost constant $\left(a^{d-1}\right)^{\text {. }}$.
- At the beginning of each plateau, the kinetic energy of $y_{45}$ and $y_{54}$ is lower than the effective potential. The motion of these moduli is slowing down, especially for $y_{45}$ whose time-derivative may change sign. As a result, the universe enters an approximate QNSR (see Ref. [11] for the limit case of frozen Wilson lines, which yields a global attraction to the QNSR $t \rightarrow+\infty$ ).
- However, except at the last step, $J_{\text {dyn }}$ reaches negative minimum values at the beginning of each plateau, as seen in Fig. $7(b)$. As a result, the domination of the potential over the Wilson lines' kinetic energies does not last. When the latter become greater than the canonical kinetic energies of $\Phi$ and $\phi_{\perp}$, the approximate QNSR is destabilized and ( $\left.a^{d-1}\right)^{\cdot}$ leaves its current plateau.
- We have checked analytically that there is no power-like asymptotic solution that describes an ever-expanding flat universe, dominated by the Wilson lines' kinetic energies. ${ }^{16}$ Thus, $y_{45}$ and $y_{54}$ have to release their kinetic energies to the rest of the system, so that the universe is again attracted to an approximate QNSR. In other words, $\left(a^{d-1}\right)^{\cdot}$ has moved from one plateau to the next.
- This process of climbing steps ends when the system enters a plateau where $J_{\mathrm{dyn}}$ is positive. In this case, the Wilson lines' kinetic energies may soon dominate over the effective potential (when $\frac{K_{+}}{d-1}>J_{+}$), but never over the canonical kinetic energies of $\Phi$ and $\phi_{\perp}$ (because $J_{+}>0$ ). As a result, the universe remains in QNSR for good.

For generic initial conditions of type (a), even if the plateaux of $\left(a^{d-1}\right)^{\cdot}$ and the slowdowns of the Wilson lines are less pronounced, the correspondence between the negative minima of $J_{\text {dyn }}$ and the transient dominations of the potential over the kinetic energies of $y_{45}$ and $y_{54}$ remains valid.

## 7. Conclusion

In this work, we have shown that the notion of QNSR introduced in Ref. [11] for toy models involving only the scale factor $a$, the supersymmetry breaking scale $M \equiv e^{\alpha \Phi}$ and the dilaton $\phi$ can be extended to full string theories. This has been done at the 1 -loop level in toroidally compactified heterotic string at weak coupling, where a Scherk-Schwarz mechanism involving a

[^32]single internal direction $X^{d}$ breaks spontaneously all supersymmetries. The key point is the presence of a bunch of marginal deformations: $\sqrt{G^{d d}}$ and $\phi$, which are equivalent to the canonical no-scale modulus $\Phi$ and scalar $\phi_{\perp}$, and the Wilson lines $y_{d \Upsilon}, y_{i d}, y_{i \Upsilon}$, for $\Upsilon \in\{d+1, \ldots, 25\}$, $i \in\{d+1, \ldots, 9\}$. If we have analyzed in great details the dynamics involving the moduli where $\Upsilon=i=d+1$, our results should be more general. In the QNSRs describing an ever-expanding universe or a Big Bang, the kinetic energies of $\Phi, \phi_{\perp}, y_{i \Upsilon}$ are expected to dominate over those of $y_{d \Upsilon}, y_{i d}$ and the effective potential $\mathcal{V}_{1 \text {-loop }}$. As a result, the classical no-scale structure is restored at the quantum level during the cosmological evolution of the flat universe.

The existence of the QNSRs is independent of the characteristics of $\mathcal{V}_{1 \text {-loop }}$. Denoting the values at $t=0$ of the scale factor and moduli fields as $a(0)$ and ( $\Phi(0), \phi(0), y(0))$, the initial time derivatives $(\dot{\Phi}(0), \dot{\phi}(0), \dot{y}(0))$ can always be set in a phase space region for the universe to be attracted to a QNSR. This turns out to be the case whether $\mathcal{V}_{1 \text {-loop }}(\Phi(0), \phi(0), y(0))$ is positive, negative or null, as well as maximal, minimal or at a saddle point.

Global effects, however, depend drastically on the sign of $\mathcal{V}_{1 \text {-loop. }}$. We have "shown numerically" in dimension 4 that when $y_{45}$ and $y_{54}$ vary arbitrarily, while keeping $y_{55}$ frozen at a point of extended light spectrum, the initially growing universes always end in the QNSR $a \rightarrow+\infty$, provided $\mathcal{V}_{1 \text {-loop }} \geq 0$ for all $y_{45}$. Allowing all $y$-deformations to be dynamical, we expect this attraction to be true when the trajectory does not explore regions in moduli space where $\mathcal{V}_{1 \text {-loop }}<0 .{ }^{17}$ As noticed before, this sufficient condition is not necessary, when the initial conditions are tuned in tiny intervals. On the contrary, when an initially growing cosmological evolution does not converge to the QNSR $a \rightarrow+\infty$, which requires $\mathcal{V}_{1 \text {-loop }}$ to reach negative values, the simulated expansion of the scale factor comes to a halt and the universe eventually collapses. In Ref. [11], such a Big Crunch can be realized in two ways: With the QNSR $a \rightarrow 0$ (by applying time reversal on the Big Bang solution), or as an evolution dominated by the noscale modulus kinetic and potential energies. As noticed in Footnote 16, taking into account the Wilson lines' dynamics, the kinetic energies of the scalars $y_{d \Upsilon}, y_{i d}$ may also dominate. It would be interesting to extend the analysis of the system to derive an overview of all possible limit behaviors of the solutions and associated attractor mechanisms.

An important consequence of the above remarks is that a flat expanding universe is more naturally described by a model with positive potential, while Big Crunch solutions arise in most cases when the potential is negative. This result is in the spirit of Refs. [12-15], where hot universes are considered, i.e. when finite temperature $T$ is switched on in addition to the implementation of the spontaneous breaking of supersymmetry. In this case, when the zero-temperature effective potential is positive, the trajectory of the flat universe at finite $T$ is attracted to an expanding solution satisfying proportionality properties [12,14],

$$
\begin{equation*}
\frac{1}{a(t)} \sim \# \frac{M(t)}{M_{\mathrm{s}}} \sim \# \frac{T(t)}{M_{\mathrm{s}}} \sim \# e^{2 \alpha^{2} \phi(t)} \sim \frac{\#}{\left(t M_{\mathrm{s}}\right)^{\frac{2}{d}}} \tag{7.1}
\end{equation*}
$$

The above asymptotic evolution is said to be "radiation-like", due to the state equation $\rho_{\text {tot }} \sim$ $(d-1) P_{\text {tot }}$ satisfied by the total energy density $\rho_{\text {tot }}$ and pressure $P_{\text {tot }}$ present in the universe. The latter take into account the thermal contributions derived from the 1-loop free energy, as well as the kinetic energy of the no-scale modulus $\Phi$. On the contrary, when the zero-temperature 1-loop potential is negative, the universe at finite $T$ collapses into a Big Crunch, where temperature effects tend to be screened, $T / M \rightarrow 0$.
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## Appendix A. Moduli dependence of the effective potential

For the present work to be self-content, let us review how discrete deformations responsible for the total spontaneous breaking of supersymmetry, as well as continuous Wilson lines, can be introduced in maximally supersymmetric heterotic string. Our final goal is to derive an expression of the effective potential valid when the supersymmetry breaking scale is low, compared to the string scale $M_{\mathrm{s}}$.

## A.1. The deformations

In the 1-loop partition function, the relevant deformed conformal block to be considered turns out to be

$$
\begin{align*}
\mathcal{Z}[\vec{a}, \vec{b}, G, B, \vec{Y}]= & \frac{\sqrt{\operatorname{det} G}}{\tau_{2}^{\frac{10-d}{2}}} \sum_{\substack{\tilde{m}_{d}, \ldots, \tilde{m}_{9} \\
n_{d}, \ldots, n_{9}}} e^{-\frac{\pi}{\tau_{2}\left(\tilde{m}_{I}+n_{I} \bar{\tau}\right)(G+B)_{I J}\left(\tilde{m}_{I}+n_{I} \tau\right)}} \\
& \times e^{i \pi n_{I} \vec{r}_{I} \cdot\left(\vec{b}-\tilde{m}_{J} \vec{Y}_{J}\right)} \prod_{\mathcal{A}=1}^{4} \theta\left[\begin{array}{l}
a_{\mathcal{A}}^{L}-2 n_{I} Y_{I \mathcal{A}}^{L} \\
b_{\mathcal{A}}^{L}-2 \tilde{m}_{I} Y_{I \mathcal{A}}^{L}
\end{array}\right](\tau) \prod_{\mathcal{J}=10}^{25} \bar{\theta}\left[\begin{array}{c}
a_{\mathcal{J}}^{R}-2 n_{I} Y_{I \mathcal{J}}^{R} \\
b_{\mathcal{J}}^{R}-2 \tilde{m}_{I} Y_{I \mathcal{J}}^{R}
\end{array}\right](\bar{\tau}), \tag{A.1}
\end{align*}
$$

where sums over repeated indices $I, J \in\{d, \ldots, 9\}$ are understood. Our notations are as follows:

- The first line is the contribution of the zero modes of the $10-d$ bosonic coordinates compactified on a torus, whose metric and antisymmetric tensor are $G_{I J}, B_{I J}, I, J \in\{d, \ldots, 9\}$. Written in Lagrangian form, this expression involves a discrete sum over the integers $\tilde{m}_{I}$ and winding numbers $n_{I}$.
- In the second line, the holomorphic Jacobi $\theta$ functions arise from the partition functions $\theta / \eta$ of the 4 complex left-moving fermions of the superstring, where $\eta$ is the Dedekind function. ${ }^{18}$ In their brackets, $a_{\mathcal{A}}^{L}$ and $b_{\mathcal{A}}^{L}, \mathcal{A} \in\{1, \ldots, 4\}$, define their boundary conditions before deformation, along the cycles $z \rightarrow z+1$ and $z \rightarrow z+\tau$ of the genus- 1 worldsheet parameterized by $z$ and of Teichmüller parameter $\tau \equiv \tau_{1}+i \tau_{2}$. Similarly, the antiholomorphic $\bar{\theta}$ functions arise from the contributions $\bar{\theta} / \bar{\eta}$ associated with the 16 complex right-moving fermions of the bosonic string, with boundary conditions before deformation determined by $a_{\mathcal{J}}^{R}$ and $b_{\mathcal{J}}^{R}, \mathcal{J} \in\{10, \ldots, 25\}$. In the derivation to come, $\vec{a} \equiv\left(\vec{a}^{L}, \vec{a}^{R}\right)$ and $\vec{b} \equiv\left(\vec{b}^{L}, \vec{b}^{R}\right)$ can have arbitrary real entries. However, modular invariance of the entire model imposes constraints on the set of values they can take. For instance, in our maximally supersymmetric case of interest, we have $a_{1}^{L}=\cdots=a_{4}^{L}$ and $b_{1}^{L}=\cdots=b_{4}^{L}$. However, we will keep the 4-components of $\vec{a}^{L}$ and $\vec{b}^{L}$ independent, since this

[^34]can be useful when dealing with non-maximally supersymmetric models. (See Ref. [8] for an example in 4 dimensions realizing the $\mathcal{N}=2 \rightarrow 0$ spontaneous breaking.)

- Beside the torus moduli $(G+B)_{I J}$, we introduce deformations of the left- and right-moving (super)-conformal theories,

$$
\begin{equation*}
Y_{I \mathcal{A}}^{L}, Y_{I \mathcal{J}}^{R}, \quad I \in\{d, \ldots, 9\}, \mathcal{A} \in\{1, \ldots, 4\}, \mathcal{J} \in\{10, \ldots, 25\} \tag{A.2}
\end{equation*}
$$

For the holomorphic supercurrent to be preserved, the left-moving ones are quantized [2], $Y_{I \mathcal{A}}^{L} \in \mathbb{Z}$. Thus, different choices of $Y_{I \mathcal{A}}^{L}$ 's yield different models. On the contrary, the rightmoving $Y_{I \mathcal{J}}^{R}$ 's are arbitrary marginal deformations. In each given model, they are moduli fields that can be interpreted as Wilson lines along $T^{10-d}$ of a rank 16 gauge group $\mathcal{G}_{16}$.

- In the second line of Eq. (A.1), the overall phase uses the following definition of scalar product: For two vectors $\vec{v} \equiv\left(\vec{v}^{L}, \vec{v}^{R}\right)$ and $\vec{w} \equiv\left(\vec{w}^{L}, \vec{w}^{R}\right)$ in $\mathbb{R}^{4,16}$, we write

$$
\begin{equation*}
\vec{v} \cdot \vec{w}=\vec{v}^{L} \cdot \vec{w}^{L}-\vec{v}^{R} \cdot \vec{w}^{R}=\sum_{\mathcal{A}=1}^{4} v_{\mathcal{A}}^{L} w_{\mathcal{A}}^{L}-\sum_{\mathcal{J}=10}^{25} v_{\mathcal{J}}^{R} w_{\mathcal{J}}^{R} \tag{A.3}
\end{equation*}
$$

The phase is introduced for the following modular transformations of the entire conformal block to be independent of $\vec{Y}_{I} \equiv\left(\vec{Y}_{I}^{L}, \vec{Y}_{I}^{R}\right)$ :

$$
\begin{align*}
& \tau \rightarrow-\frac{1}{\tau} \Longleftrightarrow\left\{\begin{array}{l}
\left(n_{I}, \tilde{m}_{I}\right) \rightarrow\left(n_{I}, \tilde{m}_{I}\right) \mathcal{S} \\
\left(a_{\mathcal{A}}^{L}, b_{\mathcal{A}}^{L}\right) \rightarrow\left(a_{\mathcal{A}}^{L}, b_{\mathcal{A}}^{L}\right) \mathcal{S},\left(a_{\mathcal{J}}^{R}, b_{\mathcal{J}}^{R}\right) \rightarrow\left(a_{\mathcal{J}}^{R}, b_{\mathcal{J}}^{R}\right) \mathcal{S}
\end{array}\right. \\
& \tau \rightarrow \tau+1 \Longleftrightarrow\left\{\begin{array}{l}
\left(n_{I}, \tilde{m}_{I}\right) \rightarrow\left(n_{I}, \tilde{m}_{I}\right) \mathcal{T} \\
\left(a_{\mathcal{A}}^{L}, b_{\mathcal{A}}^{L}\right) \rightarrow\left(a_{\mathcal{A}}^{L}, b_{\mathcal{A}}^{L}+a_{\mathcal{A}}^{L}-1\right),\left(a_{\mathcal{J}}^{R}, b_{\mathcal{J}}^{R}\right) \rightarrow\left(a_{\mathcal{J}}^{R}, b_{\mathcal{J}}^{R}+a_{\mathcal{J}}^{R}-1\right)
\end{array}\right. \\
& \text { where } \quad \quad \mathcal{S}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad \mathcal{T}=\left(\begin{array}{cc}
1 & 1 \\
0 & 1
\end{array}\right) . \tag{A.4}
\end{align*}
$$

Thus, any 1-loop partition function, which is modular invariant for $\vec{Y}_{I}=\overrightarrow{0}, I \in\{d, \ldots, 9\}$, remains consistent when arbitrary $Y$-deformations are switched on.

Another way to write Eq. (A.1) clarifies the spectrum interpretation of the conformal block, at the cost of obscuring the modular transformation $\tau \rightarrow-1 / \tau$. It is obtained by inserting in $\mathcal{Z}[\vec{a}, \vec{b}, G, B, \vec{Y}]$ the definition of the $\theta$ functions in terms of a sum over $N \in \mathbb{Z}$,

$$
\theta\left[\begin{array}{l}
a  \tag{A.5}\\
b
\end{array}\right](\tau)=\sum_{N} q^{\frac{1}{2}\left(N-\frac{a}{2}\right)^{2}} e^{-b i \pi\left(N-\frac{a}{2}\right)}, \quad \text { where } \quad q \equiv e^{2 i \pi \tau}
$$

and applying a Poisson summation over the integers $\tilde{m}_{d}, \ldots, \tilde{m}_{9}$. The result is the Hamiltonian form [20],

$$
\begin{align*}
\mathcal{Z}[\vec{a}, \vec{b}, G, B, \vec{Y}]= & \sum_{\substack{m_{d}, \ldots, m_{9} \\
n_{d}, \ldots, n_{9}}} \sum_{\vec{N}} e^{-i \pi \vec{b} \cdot \vec{Q}} q^{\frac{1}{4}\left[P_{I}^{L} G^{I J} P_{J}^{L}+2\left(\vec{Q}^{L}+n_{I} \vec{Y}_{I}^{L}\right)^{2}\right]} \\
& \times \bar{q}^{\frac{1}{4}\left[P_{I}^{R} G^{I J} P_{J}^{R}+2\left(\vec{Q}^{R}+n_{I} \vec{Y}_{I}^{R}\right)^{2}\right]} \tag{A.6}
\end{align*}
$$

where we have defined $\vec{N} \equiv\left(\vec{N}^{L}, \vec{N}^{R}\right), G^{I J} \equiv\left(G^{-1}\right)_{I J}$ and

$$
P_{I}^{L}=m_{I}-\vec{Y} \cdot \vec{Q}-\frac{1}{2} \vec{Y}_{I} \cdot n_{J} \vec{Y}_{J}+(B+G)_{I J} n_{J}, \quad I \in\{d, \ldots, 9\},
$$

$$
\begin{align*}
P_{I}^{R} & =m_{I}-\vec{Y} \cdot \vec{Q}-\frac{1}{2} \vec{Y}_{I} \cdot n_{J} \vec{Y}_{J}+(B-G)_{I J} n_{J} \\
\vec{Q} & \equiv\left(\vec{Q}^{L}, \vec{Q}^{R}\right)=\vec{N}-\frac{\vec{a}}{2} \tag{A.7}
\end{align*}
$$

The genus-1 partition function of a model takes the following form

$$
Z[G, B, \vec{Y}]=\frac{1}{\tau_{2}^{\frac{d-2}{2}}} \frac{1}{\eta^{12} \bar{\eta}^{24}} \frac{1}{|\Xi|} \sum_{\vec{a}, \vec{b} \in \Xi} \mathcal{C}\left[\begin{array}{l}
\vec{a}  \tag{A.8}\\
\vec{b}
\end{array}\right] \mathcal{Z}[\vec{a}, \vec{b}, G, B, \vec{Y}],
$$

where $\Xi$ is the set of spin structures $\vec{a}$ and $\vec{b}$ take, $|\Xi|$ is the cardinal of $\Xi$, and $\mathcal{C}\left[\begin{array}{l}\vec{a} \\ \vec{b}\end{array}\right]$ are complex numbers of modulus 1 , so that $Z[G, B, \overrightarrow{\mathbf{0}}]$ is modular invariant. Expanding

$$
\begin{equation*}
\frac{1}{\eta^{12} \bar{\eta}^{24}}=\frac{1}{q^{\frac{1}{2}} \bar{q}} \sum_{\ell_{L}, \ell_{R} \geq 0} c_{\ell_{L}}^{L} c_{\ell_{R}}^{R} q^{\ell_{L}} \bar{q}^{\ell_{R}} \tag{A.9}
\end{equation*}
$$

we obtain

$$
Z[G, B, \vec{Y}]=\frac{1}{\tau_{2}^{\frac{d-2}{2}}} \frac{1}{|\Xi|} \sum_{\vec{a}, \vec{b} \in \Xi} \sum_{\vec{N}} \mathcal{C}\left[\begin{array}{l}
\vec{a}  \tag{A.10}\\
\vec{b}
\end{array}\right] e^{-i \pi \vec{b} \cdot \vec{Q}} \sum_{\ell_{L}, \ell_{R} \geq 0} c_{\ell_{L}}^{L} c_{\ell_{R}}^{R} \sum_{\substack{m_{d}, \ldots, m_{9} \\
n_{d}, \ldots, n_{9}}} q^{\frac{1}{4} M_{L}^{2} / M_{\mathrm{s}}^{2}} \bar{q}^{\frac{1}{4} M_{R}^{2} / M_{\mathrm{s}}^{2}},
$$

in terms of left- and right-moving squared masses

$$
\begin{align*}
& M_{L}^{2}=M_{\mathrm{s}}^{2}\left[P_{I} G^{I J} P_{J}+2\left(\vec{Q}^{L}+n_{I} \vec{Y}_{I}^{L}\right)^{2}+4 \ell_{L}-2\right], \\
& M_{R}^{2}=M_{\mathrm{s}}^{2}\left[\bar{P}_{I} G^{I J} \bar{P}_{J}+2\left(\vec{Q}^{R}+n_{I} \vec{Y}_{I}^{R}\right)^{2}+4 \ell_{R}-4\right] . \tag{A.11}
\end{align*}
$$

In Eq. (A.10), the sum over $\vec{b} \in \Xi$ divided by $|\Xi|$ implements the generalized GSO projection. Since

$$
\begin{equation*}
q^{\frac{1}{4} M_{L}^{2} / M_{\mathrm{s}}^{2}} \bar{q}^{\frac{1}{4} M_{R}^{2} / M_{\mathrm{s}}^{2}}=e^{2 i \pi \tau_{1} \frac{M_{L}^{2}-M_{R}^{2}}{4 M_{\mathrm{s}}^{2}}} e^{-\pi \tau_{2} \frac{M_{L}^{2}+M_{R}^{2}}{2 M_{\mathrm{s}}^{2}}} \tag{A.12}
\end{equation*}
$$

invariance under $\tau_{1} \rightarrow \tau_{1}+1$ implies

$$
\begin{equation*}
\frac{M_{L}^{2}-M_{R}^{2}}{4 M_{\mathrm{s}}^{2}} \equiv m_{I} n_{I}+\frac{1}{2}\left(\vec{Q}^{2}+1\right)+\ell_{L}-\ell_{R} \in \mathbb{Z} \tag{A.13}
\end{equation*}
$$

for all states that survive the GSO projection. Among them, the physical ones are those which contribute to the integral over $\tau_{1} \in\left[-\frac{1}{2}, \frac{1}{2}\right]$ i.e. whose squared masses satisfy $M^{2}=M_{L}^{2}=M_{R}^{2}$.

## A.2. The $S O$ (32) and $E_{8} \times E_{8}^{\prime}$ heterotic string

As a warm up, let us recover the massless spectrum of the $S O(32)$ and $E_{8} \times E_{8}$ heterotic string compactified on $T^{10-d}$. In the former case, the partition function is obtained with

$$
\begin{align*}
& \Xi=\left\{(4,16) \text {-tuples }(a, \ldots, a ; \gamma, \ldots, \gamma), \text { where } a, \gamma \in \mathbb{Z}_{2}\right\} \Longrightarrow|\Xi|=2^{2}, \\
& \left.\mathcal{C} C_{b ; \delta}^{a ; \gamma}\right]=(-1)^{a+b+a b} \\
& \vec{Y}_{I}^{L}=\overrightarrow{0}, \vec{Y}_{I}^{R}=\overrightarrow{0}, \quad I \in\{d, \ldots, 9\} \tag{A.14}
\end{align*}
$$

The lightest physical states have, on the left-moving side, $\ell_{L}=0$ and $P_{I}^{L}=0, I \in\{d, \ldots, 9\}$. The sector $a=0$ yields spacetime bosons, whose charges $\vec{Q}^{L}$ are the weights of the $\mathbf{8}_{\mathbf{v}}$ vectorial representation of the $S O(8)$ affine Lie algebra, while $a=1$ leads to fermions in the $\mathbf{8}_{\mathbf{s}}$ spinorial representation. All are massless. On the right-moving side, this implies $\gamma=0$. Moreover, at oscillator level $\ell_{R}=1$, we have $P_{I}^{R}=0, I \in\{d, \ldots, 9\}$, and $\vec{Q}^{R}=\overrightarrow{0}$, corresponding to $c_{1}^{R}=24$ modes. For $\ell_{R}=0$, the charges $\vec{Q}^{R}$ are either the roots of $\mathcal{G}_{16}=S O$ (32) with $P_{I}^{R}=0, I \in$ $\{d, \ldots, 9\}$, or $\vec{Q}^{R}=\overrightarrow{0}$ with $\frac{1}{2} P_{I}^{R} G^{I J} P_{J}^{R}=2$. In the latter case, the modes have charges equal to the roots of a gauge group $\mathcal{G}_{10-d}$ of rank $10-d$. Writing $24=(d-2)+(10-d)+16$, the massless states are organized as follows,

$$
\begin{equation*}
\left(\mathbf{8}_{\mathbf{v}} \oplus \mathbf{8}_{\mathbf{s}}\right) \otimes\left([d-2] \oplus \operatorname{Adj}_{\mathcal{G}_{10-d}} \oplus \operatorname{Adj}_{\mathcal{G}_{16}}\right) \tag{A.15}
\end{equation*}
$$

corresponding to a supergravity multiplet in $d$ dimensions, coupled to a vector multiplet in the adjoint representation of $\mathcal{G}_{10-d} \times \mathcal{G}_{16}$.

The 1-loop partition function of the $E_{8} \times E_{8}^{\prime}$ heterotic strings is realized with

$$
\begin{align*}
& \Xi=\left\{(4,8+8) \text {-tuples }\left(a, \ldots, a ; \gamma, \ldots, \gamma, \gamma^{\prime}, \ldots, \gamma^{\prime}\right), \text { where } a, \gamma, \gamma^{\prime} \in \mathbb{Z}_{2}\right\} \Longrightarrow \\
& |\Xi|=2^{3}, \\
& \mathcal{C}\left[\left[_{b ; \delta, \delta, \delta^{\prime}}^{a ; \gamma, \gamma^{\prime}}=(-1)^{a+b+a b},\right.\right. \\
& \vec{Y}_{I}^{L}=\overrightarrow{0}, \vec{Y}_{I}^{R}=\overrightarrow{0}, \quad I \in\{d, \ldots, 9\} . \tag{A.16}
\end{align*}
$$

The left-moving side of the lightest physical states is identical to that encountered in the $S O$ (32) case. It is massless, which implies $\left(\gamma, \gamma^{\prime}\right) \neq(1,1)$ on the right-moving side. At oscillator level $\ell_{R}=1$, there are again $c_{1}^{R}=24$ modes with $P_{I}^{R}=0, I \in\{d, \ldots, 9\}$, and $\vec{Q}^{R}=\overrightarrow{0}$ (implying $\left.\left(\gamma, \gamma^{\prime}\right)=(0,0)\right)$. For $\ell_{R}=0$, the charges $\vec{Q}^{R}$ in the sector $(\gamma, \gamma)=(0,0)$ are either the roots of $S O(16) \times S O(16)^{\prime}$ with $P_{I}^{R}=0, I \in\{d, \ldots, 9\}$, or $\vec{Q}^{R}=\overrightarrow{0}$ with $\frac{1}{2} P_{I}^{R} G^{I J} P_{J}^{R}=2$, corresponding to states whose charges are the roots of a gauge group $\mathcal{G}_{10-d}$. For $\left(\gamma, \gamma^{\prime}\right)=(1,0)$ or $(0,1), \vec{Q}^{R}$ is a weight of the spinorial representation of $S O(16)$ or $S O(16)^{\prime}$ with $P_{I}^{R}=0$, $I \in\{d, \ldots, 9\}$. Noticing that the adjoint of $E_{8}$ can be decomposed into the adjoint plus spinorial representation of $S O(16),[248]_{E_{8}}=[120]_{S O(16)} \oplus[128]_{S O(16)}$, the massless spectrum is given in Eq. (A.15), with $\mathcal{G}_{16}=E_{8} \times E_{8}^{\prime}$.

## A.3. Spontaneous supersymmetry breaking and Wilson lines

The spontaneous breaking of all supersymmetries can be realized by a suitable choice of discrete left-moving deformations. For instance, for a stringy Scherk-Schwarz [2,3] mechanism implemented along a single internal direction $X^{d}$, we can take

$$
\begin{equation*}
Y_{I \mathcal{A}}^{L}=\delta_{I d} \delta_{\mathcal{A} 1}, Y_{I \mathcal{J}}^{R} \text { arbitrary }, \quad I \in\{d, \ldots, 9\}, \mathcal{A} \in\{1, \ldots, 4\}, \mathcal{J} \in\{10, \ldots, 25\} \tag{A.17}
\end{equation*}
$$

in terms of which the conformal block in Eq. (A.1) becomes

$$
\begin{align*}
& \frac{\sqrt{\operatorname{det} G}}{\tau_{2}^{\frac{10-d}{2}}} \sum_{\substack{\tilde{m}_{d}, \ldots, \tilde{m}_{9} \\
n_{d}, \ldots, n_{9}}} e^{-\frac{\pi}{\tau_{2}\left(\tilde{m}_{I}+n_{I} \bar{\tau}\right)(G+B)_{I J}\left(\tilde{m}+n_{I} \tau\right)}} e^{-i \pi\left(\tilde{m}_{d} a_{1}^{L}-n_{d} b_{1}^{L}+\tilde{m}_{d} n_{d}\right)} \\
& \times e^{-i \pi n_{I} \vec{Y}_{I}^{R} \cdot\left(\vec{b}^{R}-\tilde{m}_{J} \vec{Y}_{J}^{R}\right)} \prod_{\mathcal{A}=1}^{4} \theta\left[\begin{array}{c}
a_{\mathcal{A}}^{L} \\
b_{\mathcal{A}}^{L}
\end{array}\right](\tau) \prod_{\mathcal{J}=10}^{25} \bar{\theta}\left[\begin{array}{c}
a_{\mathcal{J}}^{R}-2 n_{I} Y_{I \mathcal{J}}^{R} \\
b_{\mathcal{J}}^{R}-2 \tilde{m}_{I} Y_{I \mathcal{J}}^{R}
\end{array}\right](\bar{\tau}) . \tag{A.18}
\end{align*}
$$

Compared to $\mathcal{Z}\left[\vec{a}, \vec{b}, G, B,\left(\overrightarrow{\mathbf{0}}^{L}, \vec{Y}^{R}\right)\right]$, a pure phase appears in the first line. Consistently, the latter is invariant under the modular transformations (A.4). The key point is that it depends on $a_{1}^{L}$, which determines the Neveu-Schwarz $\left(a_{1}^{L}=0\right)$ or Ramond $\left(a_{1}^{L}=1\right)$ boundary condition of the light cone worldsheet fermions $\psi^{2}, \psi^{3}$, i.e. the bosonic or fermionic nature of the states. By Poisson summation, the momentum along the direction $X^{d}$ being shifted by $a_{1}^{L} / 2$, the boson/fermion degeneracy is lifted.

To see how this works explicitly, we consider the Hamiltonian form given in Eq. (A.6). It is convenient to write the latter using redefined internal metric, antisymmetric tensor and Wilson lines,

$$
\begin{align*}
& \left(G^{\prime}+B^{\prime}\right)_{I J}=\left(\begin{array}{rr}
4(G+B)_{d d} & 2(G+B)_{d j} \\
2(G+B)_{i d} & (G+B)_{i j}
\end{array}\right), \\
& \vec{Y}_{d}^{\prime R}=2 \vec{Y}_{d}^{R}, \vec{Y}_{i}^{\prime R}=\vec{Y}_{i}^{R}, \quad i, j \in\{d+1, \ldots, 9\} \tag{A.19}
\end{align*}
$$

as well as new momenta, winding numbers and indices $N^{\prime \prime}$ s,

$$
\begin{align*}
& m_{d}^{\prime}=2\left(m_{d}-N_{1}^{L}\right)+a_{1}^{L}-n_{d}, m_{i}^{\prime}=m_{i}, \quad i \in\{d+1, \ldots, 9\} \\
& n_{d}^{\prime}=\frac{n_{d}}{2}, n_{i}^{\prime}=n_{i} \\
& N_{1}^{\prime L}=N_{1}^{L}+n_{d}, N_{\mathcal{A}}^{\prime L}=N_{\mathcal{A}}^{L}, N_{\mathcal{J}}^{\prime R}=N_{\mathcal{J}}^{R}, \quad \mathcal{A} \in\{2,3,4\}, \mathcal{J} \in\{10, \ldots, 25\}, \tag{A.20}
\end{align*}
$$

where $n_{d}^{\prime} \in \mathbb{Z} \cup\left(\mathbb{Z}+\frac{1}{2}\right)$. Given the above notations, we set

$$
\begin{align*}
P_{I}^{\prime L} & =m_{I}^{\prime}+\vec{Y}_{I}^{\prime R} \cdot \vec{Q}^{\prime R}+\frac{1}{2} \vec{Y}_{I}^{\prime R} \cdot n_{J}^{\prime} \vec{Y}_{J}^{\prime R}+\left(B^{\prime}+G^{\prime}\right)_{I J} n_{J}^{\prime}, \quad I \in\{d, \ldots, 9\}, \\
P_{I}^{\prime R} & =m_{I}^{\prime}+\vec{Y}_{I}^{\prime R} \cdot \vec{Q}^{\prime R}+\frac{1}{2} \vec{Y}_{I}^{\prime R} \cdot n_{J}^{\prime} \vec{Y}_{J}^{\prime R}+\left(B^{\prime}-G^{\prime}\right)_{I J} n_{J}^{\prime}, \\
\vec{Q}^{\prime} & \equiv\left(\vec{Q}^{\prime L}, \vec{Q}^{\prime R}\right)=\vec{N}^{\prime}-\frac{\vec{a}}{2} \tag{A.21}
\end{align*}
$$

in terms of which the conformal block (A.6) becomes

$$
\begin{equation*}
\sum_{\substack{m_{d} \\ n_{d}}} e^{2 i \pi b_{1}^{L} n_{d}^{\prime}} \sum_{\substack{m_{d+1}^{\prime}, \ldots, m_{9}^{\prime} \\ n_{d+1}^{\prime} \ldots, n_{9}^{\prime}}} \sum_{\vec{N}^{\prime}} e^{-i \pi \vec{b} \cdot \vec{Q}^{\prime}} q^{\frac{1}{4}\left[P_{I}^{\prime L} G^{\prime I J} P_{J}^{\prime L}+2\left(\vec{Q}^{\prime L}\right)^{2}\right]} \bar{q}^{\frac{1}{4}\left[P_{I}^{\prime R} G^{\prime J} P_{J}^{\prime R}+2\left(\vec{Q}^{\prime R}+n_{I}^{\prime} \vec{Y}_{I}^{\prime R}\right)^{2}\right]} . \tag{A.22}
\end{equation*}
$$

As a result, the partition function takes the suggestive form

$$
\begin{align*}
Z^{\prime}\left[G^{\prime}, B^{\prime}, \vec{Y}^{\prime R}\right]= & \left.\frac{1}{\tau_{2}^{\frac{d-2}{2}}} \frac{1}{|\Xi|} \sum_{\vec{a}, \vec{b} \in \Xi} \sum_{\vec{N}^{\prime}} \mathcal{C}\left[\begin{array}{l}
\vec{a} \\
\vec{b}
\end{array}\right]\right]^{-i \pi \vec{b} \cdot \vec{Q}^{\prime}} \sum_{\ell_{L}, \ell_{R} \geq 0} c_{\ell_{L}}^{L} c_{\ell_{R}}^{R} \\
& \times \sum_{n_{d}^{\prime} \in \mathbb{Z} \cup\left(\mathbb{Z}+\frac{1}{2}\right)} e^{2 i \pi b_{1}^{L} n_{d}^{\prime}} \delta_{a_{1}^{L}, m_{d}^{\prime}-2 n_{d}^{\prime} \bmod 2} \sum_{\substack{m_{d}^{\prime}, \ldots, m_{9}^{\prime} \\
n_{d+1}^{\prime}, \ldots, n_{9}^{\prime}}} q^{\frac{1}{4} M_{L}^{\prime 2} / M_{s}^{2}} \bar{q}^{\frac{1}{4} M_{R}^{\prime 2} / M_{\mathrm{s}}^{2}}, \tag{A.23}
\end{align*}
$$

where the left- and right-masses satisfy

$$
\begin{align*}
M_{L}^{\prime 2} & =M_{\mathrm{s}}^{2}\left[P_{I}^{\prime L} G^{\prime I J} P_{J}^{\prime L}+2\left(\vec{Q}^{\prime L}\right)^{2}+4 \ell_{L}-2\right] \\
M_{R}^{\prime 2} & =M_{\mathrm{s}}^{2}\left[P_{I}^{\prime R} G^{\prime I J} P_{J}^{\prime R}+2\left(\vec{Q}^{\prime R}+n_{I}^{\prime} \vec{Y}_{I}^{\prime R}\right)^{2}+4 \ell_{R}-4\right] \tag{A.24}
\end{align*}
$$

Comparing $Z^{\prime}\left[G^{\prime}, B^{\prime}, \vec{Y}^{\prime R}\right]$ with the supersymmetric partition function $Z\left[G, B,\left(\overrightarrow{0}^{L}, \vec{Y}^{R}\right)\right]$, we observe three modifications:

- The exchange of the moduli fields, as shown in Eq (A.19).
- The winding number $n_{d}^{\prime}$ along the Scherk-Schwarz breaking direction can be integer or half-integer. In the latter case, the GSO-projection is reversed.
- The fermionic number $a_{1}^{L}$ is restricted to be equal to the parity of $m_{d}^{\prime}-2 n_{d}^{\prime}$, which shows that there is no more boson/fermion degeneracy.

Note however that when the compact direction $X^{d}$ is large compared to the string scale, and the right-moving Wilson lines are small compared to $\sqrt{G^{\prime d d}}$, the states lighter than the KK mass $M_{(\sigma)}^{\prime}=M_{\mathrm{s}} \sqrt{G^{\prime d d}}$ have vanishing momentum and winding numbers, $m_{d}^{\prime}=n_{d}^{\prime}=0$. Therefore, they are bosons, $a_{1}^{L}=0$, while their superpartners, $m_{d}^{\prime}=1, n_{d}^{\prime}=0$, acquire a KK mass $M_{(\sigma)}^{\prime}$ identified with the supersymmetry breaking scale. For light fermions to exist, we consider in the following more general patterns of supersymmetry breaking.

## A.4. Supersymmetry breaking, discrete and continuous Wilson lines

In the setup described in the previous section, when the supersymmetry breaking scale $M_{(\sigma)}^{\prime}=$ $M_{\mathrm{s}} \sqrt{G^{\prime d d}}$ is low compared to the string scale $M_{\mathrm{s}}$, one way to have fermions lighter than $M_{(\sigma)}^{\prime}$ is to introduce large $Y$-deformations. For this purpose, we consider left- and right-moving discrete Wilson lines along the direction $X^{d}$,

$$
\begin{align*}
Y_{I \mathcal{A}}^{L}= & \delta_{I d} \delta_{\mathcal{A} 1}, \\
Y_{I \mathcal{J}}^{R}= & \delta_{I d} \eta_{\mathcal{J}}^{R}+y_{I \mathcal{J}}^{R}, \quad I \in\{d, \ldots, 9\}, \mathcal{A} \in\{1, \ldots, 4\}, \mathcal{J} \in\{10, \ldots, 25\}, \\
& \text { where } \quad \vec{\eta}^{R} \cdot a^{R} \in \mathbb{Z}, \quad y_{\mathcal{J}}^{R} \text { arbitrary } . \tag{A.25}
\end{align*}
$$

In the above notations, $\vec{\eta}^{R}$ can be interpreted as a constant background, while $\vec{y}^{R}$ plays the role of continuous Wilson lines. Using properties of the $\theta$ functions, ${ }^{19}$ the conformal block (A.1) becomes

[^35]\[

$$
\begin{align*}
& \frac{\sqrt{\operatorname{det} G}}{\tau_{2}^{\frac{10-d}{2}}} \sum_{\substack{\tilde{m}_{d}, \ldots, \tilde{m}_{9} \\
n_{d}, \ldots, n_{9}}} e^{-\frac{\pi}{\tau_{2}}\left(\tilde{m}_{I}+n_{I} \bar{\tau}\right)(G+B)_{I J}\left(\tilde{m}+n_{I} \tau\right)} e^{i \pi \vec{\eta}^{R} \cdot \vec{y}_{i}^{R}\left(n_{d} \tilde{m}_{i}-n_{i} \tilde{m}_{d}\right)} \\
& \times e^{-i \pi\left[\tilde{m}_{d}\left(a_{1}^{L}-\eta^{R} \cdot \vec{a}^{R}\right)-n_{d}\left(b_{1}^{L}-\eta^{R} \cdot \vec{b}^{R}\right)+\tilde{m}_{d} n_{d}\left(1-\left(\vec{\eta}^{R}\right)^{2}\right)\right]} \\
& \times e^{-i \pi n_{I} \vec{y}_{I}^{R} \cdot\left(\vec{b}^{R}-\tilde{m}_{J} \vec{y}_{J}^{R}\right)} \prod_{\mathcal{A}=1}^{4} \theta\left[\begin{array}{c}
a_{\mathcal{A}}^{L} \\
b_{\mathcal{A}}^{L}
\end{array}\right](\tau) \prod_{\mathcal{J}=10}^{25} \bar{\theta}\left[\begin{array}{c}
a_{\mathcal{J}}^{R}-2 n_{I} y_{I \mathcal{J}}^{R} \\
b_{\mathcal{J}}^{R}-2 \tilde{m}_{I} y_{I \mathcal{J}}^{R}
\end{array}\right](\bar{\tau}), \tag{A.26}
\end{align*}
$$
\]

where sums over repeated indices $i \in\{d+1, \ldots, 9\}$ are understood. The phase in the second line generalizes that found in Eq. (A.18), and will be shown to yield a new pattern of spontaneous breaking of supersymmetry in the light spectrum. In the first line, another phase, which is $\vec{\eta}^{R}$-dependent, has appeared. Consistently, it is invariant under the transformations (A.4), so that the modular properties of the whole conformal block are not spoiled. Actually, since

$$
\begin{equation*}
e^{i \pi \vec{\eta}^{R} \cdot \vec{y}_{i}^{R}\left(n_{d} \tilde{m}_{i}-n_{i} \tilde{m}_{d}\right)}=e^{-\frac{\pi}{\tau_{2}}\left(\tilde{m}_{I}+n_{I} \bar{\tau}\right) \Delta B_{I J}\left(\tilde{m}_{J}+n_{J} \tau\right)} \tag{A.27}
\end{equation*}
$$

where $\Delta B_{I J}$ is antisymmetric and defined as

$$
\begin{equation*}
\Delta B_{d j}=\frac{1}{2} \eta^{R} \cdot \vec{y}_{j}^{R}, \quad \Delta B_{i j}=0, \quad i, j \in\{d+1, \ldots, 9\} \tag{A.28}
\end{equation*}
$$

it is natural to write Eq. (A.26) in the following form

$$
\begin{align*}
& \frac{\sqrt{\operatorname{det} G}}{\tau_{2}^{\frac{10-d}{2}}} \sum_{\substack{\tilde{m}_{d}, \ldots, \tilde{m}_{9} \\
n_{d}, \ldots, n_{9}}} e^{-\frac{\pi}{\tau_{2}}\left(\tilde{m}_{I}+n_{I} \bar{\tau}\right)(G+B+\Delta B)_{I J}\left(\tilde{m}+n_{I} \tau\right)} \\
& \times e^{-i \pi\left[\tilde{m}_{d}\left(a_{1}^{L}-\eta^{R} \cdot \vec{a}^{R}\right)-n_{d}\left(b_{1}^{L}-\eta^{R} \cdot \vec{b}^{R}\right)+\tilde{m}_{d} n_{d}\left(1-\left(\vec{\eta}^{R}\right)^{2}\right)\right]} \\
& \times e^{-i \pi n_{I} \vec{y}_{I}^{R} \cdot\left(\vec{b}^{R}-\tilde{m}_{J} \vec{y}_{J}^{R}\right)} \prod_{\mathcal{A}=1}^{4} \theta\left[\begin{array}{c}
a_{\mathcal{A}}^{L} \\
b_{\mathcal{A}}^{L}
\end{array}\right](\tau) \prod_{\mathcal{J}=10}^{25} \bar{\theta}\left[\begin{array}{c}
a_{\mathcal{J}}^{R}-2 n_{I} y_{I \mathcal{J}}^{R} \\
b_{\mathcal{J}}^{R}-2 \tilde{m}_{I} y_{I \mathcal{J}}^{R}
\end{array}\right](\bar{\tau}) . \tag{A.29}
\end{align*}
$$

The Hamiltonian form of the above result can be expressed in terms of

$$
\begin{align*}
& \left(G^{\prime}+B^{\prime}\right)_{I J}=\left(\begin{array}{cc}
4(G+B)_{d d} & 2(G+B)_{d j} \\
2(G+B)_{i d} & (G+B)_{i j}
\end{array}\right), \\
& \vec{y}_{d}^{\prime R}=2 \vec{y}_{d}^{R}, \vec{y}_{i}^{\prime R}=\vec{y}_{i}^{R}, \quad i, j \in\{d+1, \ldots, 9\}, \\
& \Delta B_{I J}^{\prime} \text { antisymmetric , } \Delta B_{d j}^{\prime}=\eta^{R} \cdot \vec{y}_{j}^{\prime R}, \quad \Delta B_{i j}^{\prime}=0, \tag{A.30}
\end{align*}
$$

and by redefining the momenta, winding numbers and indices $N^{\prime \prime}$ s as

$$
\begin{align*}
& m_{d}^{\prime}=2\left(m_{d}-N_{1}^{L}+\vec{\eta}^{R} \cdot \vec{N}^{R}\right)+a_{1}^{L}-\vec{\eta}^{R} \cdot \vec{a}^{R}-\left(1-\left(\vec{\eta}^{R}\right)^{2}\right) n_{d}, \\
& m_{i}^{\prime}=m_{i}, \quad i \in\{d+1, \ldots, 9\}, \\
& n_{d}^{\prime}=\frac{n_{d}}{2}, n_{i}^{\prime}=n_{i} \\
& N_{1}^{\prime L}=N_{1}^{L}+n_{d}, N_{\mathcal{A}}^{\prime L} \in N_{\mathcal{A}}^{L}, N_{\mathcal{J}}^{\prime R}=N_{\mathcal{J}}^{R}+n_{d} \eta_{\mathcal{J}}^{R}, \quad \mathcal{A} \in\{2,3,4\}, \mathcal{J} \in\{10, \ldots, 25\}, \tag{A.31}
\end{align*}
$$

where $n_{d}^{\prime} \in \mathbb{Z} \cup\left(\mathbb{Z}+\frac{1}{2}\right)$. With these conventions, we set

$$
\begin{align*}
P_{I}^{\prime L} & =m_{I}^{\prime}+\vec{y}_{I}^{\prime R} \cdot \vec{Q}^{\prime R}+\frac{1}{2} \vec{y}_{I}^{\prime R} \cdot n_{J}^{\prime} \vec{y}_{J}^{\prime R}+\left(B^{\prime}+\Delta B^{\prime}+G^{\prime}\right)_{I J} n_{J}^{\prime}, \quad I \in\{d, \ldots, 9\}, \\
P_{I}^{\prime R} & =m_{I}^{\prime}+\vec{y}_{I}^{\prime R} \cdot \vec{Q}^{\prime R}+\frac{1}{2} \vec{y}_{I}^{\prime R} \cdot n_{J}^{\prime} \vec{y}_{J}^{\prime R}+\left(B^{\prime}+\Delta B^{\prime}-G^{\prime}\right)_{I J} n_{J}^{\prime}, \\
\vec{Q}^{\prime} & \equiv\left(\vec{Q}^{\prime L}, \vec{Q}^{\prime R}\right)=\vec{N}^{\prime}-\frac{\vec{a}}{2} \tag{A.32}
\end{align*}
$$

and write the conformal block (A.6) as

$$
\begin{align*}
& \sum_{\substack{m_{d} \\
n_{d}}} e^{2 i \pi\left(b_{1}^{L}-\vec{\eta}^{R} \cdot \vec{b}^{R}\right) n_{d}^{\prime}} \sum_{\substack{m_{d+1}^{\prime}, \ldots, m_{9}^{\prime} \\
n_{d+1}^{\prime}, \ldots, n_{9}^{\prime}}} \sum_{\vec{N}^{\prime}} e^{-i \pi \vec{b} \cdot \vec{Q}^{\prime}} \\
& \quad \times q^{\frac{1}{4}\left[P_{I}^{\prime L} G^{\prime I J} P_{J}^{\prime L}+2\left(\vec{Q}^{\prime L}\right)^{2}\right]} \bar{q}^{\frac{1}{4}\left[P_{I}^{\prime R} G^{\prime I J} P_{J}^{\prime R}+2\left(\vec{Q}^{\prime R}+n_{I}^{\prime} \vec{y}_{I}^{\prime R}\right)^{2}\right]} . \tag{A.33}
\end{align*}
$$

As a result, when the condition $\vec{\eta}^{R} \cdot \vec{a}^{R} \in \mathbb{Z}$ is satisfied for all sectors $\vec{a} \in \Xi$, the partition function takes the final form

$$
\begin{align*}
Z^{\prime}\left[G^{\prime}, B^{\prime}, \vec{y}^{\prime R}\right]_{\vec{\eta}^{R}}= & \frac{1}{\tau_{2}^{\frac{d-2}{2}}} \frac{1}{|\Xi|} \sum_{\vec{a}, \vec{b} \in \Xi} \sum_{\vec{N}^{\prime}} \mathcal{C}[\overrightarrow{\vec{a}}] \\
& \times \sum^{-i \pi \vec{b} \cdot \vec{Q}^{\prime}} \sum_{\ell_{L}, \ell_{R} \geq 0} c_{\ell_{L}}^{L} c_{\ell_{R}}^{R} \\
& e^{2 i \pi\left(b_{1}^{L}-\vec{\eta}^{R} \cdot b^{R}\right) n_{d}^{\prime}} \delta_{a_{1}^{L}, m_{d}^{\prime}+\vec{\eta}^{R} \cdot a^{R}-\left(1-\left(\vec{\eta}^{R}\right)^{2}\right) 2 n_{d}^{\prime} \bmod 2} \\
& \times \sum_{\substack{n_{d}^{\prime} \in \mathbb{Z} \cup\left(\mathbb{Z}+\frac{1}{2}\right) \\
m_{d+1}^{\prime}, \ldots, m_{9}^{\prime} \\
n_{d+1}^{\prime}, \ldots, n_{9}^{\prime}}} q^{\frac{1}{4} M_{L}^{\prime 2} / M_{\mathrm{s}}^{2}} \bar{q}^{\frac{1}{4} M_{R}^{\prime 2} / M_{\mathrm{s}}^{2}}, \tag{A.34}
\end{align*}
$$

where the left- and right-masses satisfy

$$
\begin{align*}
M_{L}^{\prime 2} & =M_{\mathrm{s}}^{2}\left[P_{I}^{\prime L} G^{\prime I J} P_{J}^{\prime L}+2\left(\vec{Q}^{\prime L}\right)^{2}+4 \ell_{L}-2\right] \\
M_{R}^{\prime 2} & =M_{\mathrm{s}}^{2}\left[P_{I}^{\prime R} G^{\prime I J} P_{J}^{\prime R}+2\left(\vec{Q}^{\prime R}+n_{I}^{\prime} \vec{y}_{I}^{\prime R}\right)^{2}+4 \ell_{R}-4\right] \tag{A.35}
\end{align*}
$$

Comparing with the case $\vec{\eta}^{R}=\overrightarrow{0}^{R}$ given in Eq (A.23), there are two differences:

- There is a shift $\Delta B_{I J}^{\prime}$ of the antisymmetric tensor. In the core of the present paper, we however denote $B+\Delta B$ as $B$ (or $B^{\prime}+\Delta B^{\prime}$ as $B^{\prime}$ ), using a field redefinition.
- The states $m_{d}^{\prime}=n_{d}^{\prime}=0$ have fermionic number $a_{1}^{L}$ equal to the parity of $\vec{\eta}^{R} \cdot a^{R}$, which may be even or odd. When the compact direction $X^{d}$ is large compared to the string scale, and the components of the Wilson line vector $\vec{y}^{\prime R}$ are small compared to $\sqrt{G^{\prime d d}}$, the lightest states may therefore be bosons or fermions, while their superpartners acquire a KK mass $M_{(\sigma)}^{\prime}=M_{\mathrm{s}} \sqrt{G^{\prime d d}}$ (see next section).

Additional discrete Wilson lines can also be switched on as follows. Without loss of generality, we can split the internal metric plus antisymmetric tensor component $(d, J)$ into a quantized background and continuous Wilson line deformations:

$$
\begin{equation*}
\left(G^{\prime}+B^{\prime}+\Delta B^{\prime}\right)_{d J}=\eta_{J}^{R}+\sqrt{2} y_{d J}^{\prime R}, \quad J \in\{d, \ldots, 9\}, \quad \text { where } \quad \eta_{J}^{R} \in \mathbb{Z}, \quad y_{d J}^{\prime R} \text { arbitrary } \tag{A.36}
\end{equation*}
$$

In terms of the redefined momentum quantum number $\hat{m}_{d}^{\prime}=m_{d}^{\prime}+\eta_{J}^{R} n_{J}^{\prime}$, we obtain new expressions for

$$
\begin{align*}
& P_{d}^{\prime L}=\hat{m}_{d}^{\prime}+\vec{y}_{d}^{\prime R} \cdot \vec{Q}^{\prime R}+\frac{1}{2} \vec{y}_{d}^{\prime R} \cdot n_{J}^{\prime} \vec{y}_{J}^{\prime R}+\sqrt{2} y_{d J}^{\prime R} n_{J}^{\prime}, \\
& P_{d}^{\prime R}=\hat{m}_{d}^{\prime}+\vec{y}_{d}^{\prime R} \cdot \vec{Q}^{\prime R}+\frac{1}{2} \vec{y}_{d}^{\prime R} \cdot n_{J}^{\prime} \vec{y}_{J}^{\prime R}+\left(\sqrt{2} y^{\prime R}-2 G^{\prime}\right)_{d J} n_{J}^{\prime} \tag{A.37}
\end{align*}
$$

and the partition function takes the alternative form

$$
\begin{align*}
Z^{\prime}\left[G^{\prime}, B^{\prime}, \vec{y}^{\prime R}\right]_{\eta_{d}^{R}, \ldots, \eta_{9}^{R}, \vec{\eta}^{R}}= & \frac{1}{\tau_{2}^{\frac{d-2}{2}}} \frac{1}{|\Xi|} \sum_{\vec{a}, \vec{b} \in \Xi} \sum_{\vec{N}^{\prime}} \mathcal{C}\left[\frac{\vec{a}}{\vec{b}}\right] e^{-i \pi \vec{b} \cdot \vec{Q}^{\prime}} \sum_{\ell_{L}, \ell_{R} \geq 0} c_{\ell_{L}}^{L} c_{\ell_{R}}^{R} \\
& \times \sum_{\hat{m}_{d}^{\prime}} e^{2 i \pi\left(b_{1}^{L}-\vec{\eta}^{R} \cdot b^{R}\right) n_{d}^{\prime}} \\
& \times \delta_{a_{1}^{L}, \hat{m}_{d}^{\prime}-\eta_{J}^{R} n_{J}^{\prime}+\vec{\eta}^{R} \cdot a^{R}-\left(1-\left(\vec{\eta}^{R}\right)^{2}\right) 2 n_{d}^{\prime} \bmod 2} \\
& \times \sum_{\substack{m_{d}^{\prime} \\
n_{d+1}^{\prime}, \ldots, m_{9}^{\prime} \\
n_{d}^{\prime}, \ldots, n_{9}^{\prime}}} q^{\frac{1}{4} M_{L}^{\prime 2} / M_{s}^{2}} \bar{q}^{\frac{1}{4} M_{R}^{\prime 2} / M_{s}^{2}},
\end{align*}
$$

where one argument of the Kronecker symbol is shifted. To conclude, we stress that the above partition function is equivalent to the initial one in Eq. (A.8), with left-moving discrete Wilson lines given in Eq. (A.17). It is therefore independent of $\eta_{d}^{R}, \ldots, \eta_{9}^{R}, \vec{\eta}^{R}$. However, in order to describe the light spectrum encountered in a given region of moduli space, it may be helpful to choose $\eta_{d}^{R}, \ldots, \eta_{9}^{R}, \vec{\eta}^{R}$ suitably.

## A.5. Low supersymmetry breaking scale

From now on in the Appendix, we consider the case where $\sqrt{G_{d d}^{\prime}} \gg 1$, while all other components of the internal metric and antisymmetric tensor are of order 1 . We find convenient to set $\eta_{d}^{R}=0$ and use only the notation $G_{d d}^{\prime}$ (rather than $y_{d d}^{\prime R}$ ), in terms of which the supersymmetry breaking scale $M_{(\sigma)}^{\prime}=M_{\mathrm{s}} \sqrt{G^{\prime d d}}=\mathcal{O}\left(M_{\mathrm{s}} / \sqrt{G_{d d}^{\prime}}\right)$ is low. In the following, our goal is to derive in these conditions expressions of the effective potential,

$$
\begin{equation*}
\mathcal{V}_{1-\text { loop }}^{(\sigma)} \equiv-\frac{M_{\mathrm{s}}^{d}}{(2 \pi)^{d}} \int_{\mathcal{F}} \frac{d^{2} \tau}{2 \tau_{2}^{2}} Z^{\prime}\left[G^{\prime}, B^{\prime}, \vec{y}^{\prime R}\right]_{0, \eta_{d+1}^{R}, \ldots, \eta_{9}^{R}, \vec{\eta}^{R}} \tag{A.39}
\end{equation*}
$$

In the Hamiltonian form of the partition function (A.38), the left- and right-moving masses satisfy

$$
\begin{equation*}
q^{\frac{1}{4} M_{L}^{\prime 2} / M_{\mathrm{s}}^{2}} \bar{q}^{\frac{1}{4} M_{R}^{\prime 2} / M_{\mathrm{s}}^{2}}=\mathcal{O}\left(e^{-\pi \tau_{2}\left(G_{d d}^{\prime} n_{d}^{\prime 2}+\mathcal{O}(1)\right)}\right), \quad \text { where } \quad \tau_{2}>\frac{\sqrt{3}}{2} \tag{A.40}
\end{equation*}
$$

Therefore, all strings stretched non-trivially along the very large direction $X^{d}$ are supermassive (even much more than oscillator states) and yield contributions to $\mathcal{V}_{1 \text {-loop }}^{(\sigma)}$ that are exponentially suppressed in $G_{d d}^{\prime}$. Thus, we proceed by focusing on the modes having trivial winding number, $n_{d}^{\prime}=0$.

Next, we note that in the Langrangian formulation of the conformal block (A.26), the phase responsible for the spontaneous breaking of supersymmetry is trivial when $n_{d}=2 n_{d}^{\prime}$ and $\tilde{m}_{d}$ are even. Hence, in the sector $n_{d}=2 n_{d}^{\prime}=0$, the only non-vanishing contributions arise for $\tilde{m}_{d}$ odd. In this case, denoting $\tilde{m}_{d}=2 \tilde{k}_{d}+1$, each term of the integrand in Eq. (A.39) contains a $\tau_{2}$-dependent factor

$$
\begin{equation*}
\frac{1}{\tau_{2}^{2+\frac{10-d}{2}}} e^{-\frac{\pi}{\tau_{2}}\left[\left(2 \tilde{k}_{d}+1\right)^{2} G_{d d}+\mathcal{O}(1)\right]} e^{-\pi \tau_{2} \mathcal{O}(1)} \tag{A.41}
\end{equation*}
$$

The latter allows an extension of the integration over the fundamental domain $\mathcal{F}$ to the "upper half strip",

$$
\begin{equation*}
\int_{\mathcal{F}} d \tau_{1} d \tau_{2} \longrightarrow \int_{-\frac{1}{2}}^{\frac{1}{2}} d \tau_{1} \int_{0}^{+\infty} d \tau_{2} \tag{A.42}
\end{equation*}
$$

at the price of introducing an error exponentially suppressed in $G_{d d}^{\prime}$. Note that no ultraviolet divergence occurs as $\tau_{2} \rightarrow 0$.

Switching back to the Hamiltonian picture, the integration over $\tau_{1}$ projects out the non-level matched states. Therefore, we obtain

$$
\begin{equation*}
\mathcal{V}_{1-\mathrm{loop}}^{(\sigma)}=-\frac{M_{\mathrm{s}}^{d}}{(2 \pi)^{d}} \int_{0}^{+\infty} \frac{d \tau_{2}}{2 \tau_{2}^{\frac{d+2}{2}}} \sum_{s}(-1)^{\hat{m}_{d}^{\prime}-\eta_{j}^{R} n_{j}^{\prime}+\vec{\eta}^{R} \cdot \vec{a}^{R}} e^{-\pi \tau_{2} M_{L}^{\prime 2} / M_{\mathrm{s}}^{2}}+\mathcal{O}\left(e^{-\# G_{d d}^{\prime}}\right) \tag{A.43}
\end{equation*}
$$

where \# is an order 1 positive coefficient and the discrete sum is over all physical states $s$ having $n_{d}^{\prime}=0$. To be explicit, they belong to some sector labeled by $\vec{a}^{R} \in \Xi$ and have arbitrary quantum numbers $\hat{m}_{d}^{\prime}, m_{d+1}^{\prime}, \ldots, m_{9}^{\prime}, n_{d+1}^{\prime}, \ldots, n_{9}^{\prime}$ and $\ell_{L}, \ell_{R}$. Notice that we have used the spin-statistics theorem as well as the Kronecker symbol appearing in the partition function (A.38) to fix the sign of the contribution of $s$. Since the level matching condition

$$
\begin{equation*}
\frac{1}{4}\left(M_{L}^{\prime 2}-M_{R}^{\prime 2}\right) \equiv M_{\mathrm{s}}^{2}\left[\left(\hat{m}_{d}^{\prime}-\eta_{I}^{\prime R} n_{I}^{\prime}\right) n_{d}^{\prime}+m_{i}^{\prime} n_{i}^{\prime}+\frac{1}{2}\left(\vec{Q}^{2}+1\right)+\ell_{L}-\ell_{R}\right] \in \mathbb{Z} \tag{A.44}
\end{equation*}
$$

is independent of $\hat{m}_{d}^{\prime}$ when $n_{d}^{\prime}=0$, the states $s$ are actually organized in KK towers of modes of arbitrary momentum $\hat{m}_{d}^{\prime}$, so that we may write

$$
\begin{equation*}
\mathcal{V}_{1-\mathrm{loop}}^{(\sigma)}=-\frac{M_{\mathrm{s}}^{d}}{(2 \pi)^{d}} \sum_{s_{0}}(-1)^{\vec{\eta}^{R} \cdot \vec{a}^{R}-\eta_{j}^{\prime R} n_{j}^{\prime}} \int_{0}^{+\infty} \frac{d \tau_{2}}{2 \tau_{2}^{\frac{d+2}{2}}} \sum_{\hat{m}_{d}^{\prime}}(-1)^{\hat{m}_{d}^{\prime}} e^{-\pi \tau_{2} M_{L}^{\prime 2} / M_{\mathrm{s}}^{2}}+\mathcal{O}\left(e^{-\# G_{d d}^{\prime}}\right), \tag{A.45}
\end{equation*}
$$

where the first discrete sum is over the physical states $s_{0}$ having $\hat{m}_{d}^{\prime}=n_{d}^{\prime}=0$. In the above expression, $M_{L}^{\prime}$ is the mass of the KK mode of momentum $\hat{m}_{d}^{\prime}$,

$$
\begin{equation*}
M_{L}^{\prime 2}=M_{\mathrm{s}}^{2}\left[\hat{m}_{d}^{\prime 2} G^{\prime d d}+2 \hat{m}_{d}^{\prime} \zeta^{d}\right]+M_{L 0}^{\prime 2} \tag{A.46}
\end{equation*}
$$

where $M_{L 0}^{\prime}$ is that of the zero-momentum state $s_{0}$,

$$
\begin{equation*}
M_{L 0}^{\prime 2}=M_{\mathrm{s}}^{2}\left[\xi_{d}^{2} G^{\prime d d}+2 \xi_{d} G^{\prime d j} P_{j}^{\prime L}+P_{i}^{\prime L} G^{\prime i j} P_{j}^{\prime L}+2\left(\vec{Q}^{\prime L}\right)^{2}+4 \ell_{L}-2\right] \tag{A.47}
\end{equation*}
$$

and $\xi_{d}, \zeta^{d}$ are introduced for notational convenience,

$$
\begin{equation*}
\xi_{d}=\vec{y}_{d}^{\prime R} \cdot \vec{Q}^{\prime R}+\frac{1}{2} \vec{y}_{d}^{\prime R} \cdot n_{j}^{\prime} \vec{y}_{j}^{\prime R}+\sqrt{2} y_{d j}^{\prime R} n_{j}^{\prime}, \quad \zeta^{d}=G^{\prime d d} \xi_{d}+G^{\prime d j} P_{j}^{\prime L} \tag{A.48}
\end{equation*}
$$

By Poisson summation over $\hat{m}_{d}^{\prime}$, one obtains a mixed Lagrangian/Hamiltonian form of the effective potential, where the order of the integral and the discrete sum can be inverted. One finds

$$
\begin{align*}
\mathcal{V}_{1-\mathrm{loop}}^{(\sigma)}= & -\frac{M_{\mathrm{s}}^{d}}{(2 \pi)^{d}} \sum_{s_{0}}(-1)^{\vec{\eta}^{R} \cdot \vec{a}^{R}-\eta_{j}^{R} n_{j}^{\prime}} \sum_{\tilde{m}_{d}^{\prime}} e^{i \pi\left(2 \tilde{m}_{d}^{\prime}+1\right) \frac{\zeta^{d}}{G^{d d d}}} \frac{1}{\sqrt{G^{\prime d d}}} \\
& \times \int_{0}^{+\infty} \frac{d \tau_{2}}{2 \tau_{2}^{\frac{d+3}{2}}} e^{-\pi \frac{\left(\tilde{m}_{d}^{\prime}+\frac{1}{2}\right)^{2}}{\tau_{2} G^{\prime d d}}} e^{-\pi \tau_{2} \mathcal{M}_{L 0}^{\prime 2}} \\
& +\mathcal{O}\left(e^{-\# G_{d d}^{\prime}}\right), \tag{A.49}
\end{align*}
$$

where $\mathcal{M}_{L 0}^{\prime}$ is a characteristic mass associated with the KK tower labeled by $s_{0}$,

$$
\begin{equation*}
\mathcal{M}_{L 0}^{\prime 2} \equiv M_{L 0}^{\prime 2}-\frac{\left(\zeta^{d} M_{\mathrm{s}}\right)^{2}}{G^{\prime d d}}=M_{\mathrm{s}}^{2}\left[P_{i}^{\prime L} G^{\prime i j} P_{j}^{\prime L}-\frac{\left(G^{\prime d j} P_{j}^{\prime}\right)^{2}}{G^{\prime d d}}+2\left(\vec{Q}^{\prime L}\right)^{2}+4 \ell_{L}-2\right] \geq 0 \tag{A.50}
\end{equation*}
$$

The result of the integration over $\tau_{2}$ can be formulated in terms of a function

$$
\begin{align*}
F(z) \equiv z^{\frac{d+1}{2}} K_{\frac{d+1}{2}}(z) & =2^{\frac{d-1}{2}} \Gamma\left(\frac{d+1}{2}\right)\left[1-\frac{z^{2}}{2(d-1)}+\mathcal{O}\left(z^{4}\right)\right], \quad \text { when } \quad z \rightarrow 0 \\
& \sim z^{\frac{d}{2}} e^{-z} \sqrt{\frac{\pi}{2}}, \quad \text { when } \quad z \rightarrow+\infty \tag{A.51}
\end{align*}
$$

where $K_{\frac{d+1}{2}}$ is a modified Bessel function of the second kind. If $F$ is finite at $z=0$, it happens to be exponentially suppressed for $z \gg 1$, thus implying that only a finite number of towers yields significant contributions. To be specific, let us consider the $n_{\mathrm{B}}$ (or $n_{\mathrm{F}}$ ) KK towers having $\mathcal{M}_{L 0}^{\prime}$ lower than a few times $M_{(\sigma)}^{\prime}$ (say $\varrho M_{(\sigma)}^{\prime}$ for some $\left.\varrho=\mathcal{O}(1)\right)$, and such that $\vec{\eta}^{R} \cdot \vec{a}^{R}-\eta_{j}^{R} n_{j}^{\prime}$ is even (or odd). Defining $c M_{\mathrm{s}}$ to be the lowest mass $\mathcal{M}_{L 0}^{\prime}$ of the infinite number of heavier KK towers, we obtain ${ }^{20}$

$$
\begin{align*}
\mathcal{V}_{1-\mathrm{loop}}^{(\sigma)}= & -\frac{M_{(\sigma)}^{\prime d}}{(2 \pi)^{\frac{3 d+1}{2}}} \sum_{s_{0}=1}^{n_{\mathrm{B}}+n_{\mathrm{F}}}(-1)^{\vec{\eta}^{R} \cdot \vec{a}^{R}-\eta_{j}^{R} n_{j}^{\prime}} \sum_{\tilde{m}_{d}^{\prime}} \frac{\cos \left(\pi\left(2 \tilde{m}_{d}^{\prime}+1\right) \frac{\zeta^{d} M_{\mathrm{s}}^{2}}{M_{(\sigma)}^{\prime 2}}\right)}{\left|\tilde{m}_{d}^{\prime}+\frac{1}{2}\right|^{d+1}} \\
& \times F\left(\pi\left|2 \tilde{m}_{d}^{\prime}+1\right| \frac{\mathcal{M}_{L 0}^{\prime}}{M_{(\sigma)}^{\prime}}\right) \\
& +\mathcal{O}\left(\left(c M_{\mathrm{s}} M_{(\sigma)}^{\prime}\right)^{\frac{d}{2}} e^{\left.-\pi c M_{\mathrm{s}} / M_{(\sigma)}^{\prime}\right)} .\right. \tag{A.52}
\end{align*}
$$

[^36]In fact, the KK towers with characteristic masses $\mathcal{M}_{L 0}^{\prime}>\varrho M_{(\sigma)}^{\prime}$ are almost supersymmetric and do not contribute significantly to the effective potential. Going back to the Hamiltonian picture given in Eq. (A.45), we also have

$$
\begin{align*}
& \mathcal{V}_{1-\text { loop }}^{(\sigma)}=-\frac{M_{\mathrm{s}}^{d}}{(2 \pi)^{d}} \sum_{s_{0}=1}^{n_{\mathrm{B}}+n_{\mathrm{F}}}(-1)^{\vec{\eta}^{R} \cdot \vec{a}^{R}-\eta_{j}^{R} n_{j}^{\prime}} \int_{0}^{+\infty} \frac{d \tau_{2}}{2 \tau_{2}^{\frac{d+2}{2}}} \sum_{\hat{m}_{d}^{\prime}}(-1)^{\hat{m}_{d}^{\prime}} e^{-\pi \tau_{2} M_{L}^{\prime 2} / M_{\mathrm{s}}^{2}} \\
&+\mathcal{O}\left(\left(c M_{\mathrm{s}} M_{(\sigma)}^{\prime}\right)^{\frac{d}{2}} e^{\left.-\pi c M_{\mathrm{s}} / M_{(\sigma)}^{\prime}\right)}\right. \tag{A.53}
\end{align*}
$$

Some remarks are in order:

- The gauge symmetry arising from the $10-d+16$ internal directions and extra dimensions of the right-moving bosonic string yield an $U(1) \times \mathcal{G}_{9-d+16}$ gauge symmetry, where the rank of $\mathcal{G}_{9-d+16}$ is $9-d+16$. When $\mathcal{G}_{9-d+16}$ is "maximally enhanced", i.e. contains no $U(1)$ factor, we have in particular $y_{d j}^{\prime R}=0, j \in\{d+1, \ldots, 9\}, \vec{y}_{d}^{\prime R}=\overrightarrow{0}$, so that $\xi_{d}=0 .{ }^{21}$ Moreover, except the KK scale $M_{(\sigma)}^{\prime}$ itself, there is no mass scale between 0 and $M_{\mathrm{s}}$. As a result, there are $n_{\mathrm{B}}+n_{\mathrm{F}}$ KK towers with exactly vanishing characteristic masses, $\mathcal{M}_{L 0}^{\prime}=0$, while all other towers are very heavy, $\mathcal{M}_{L 0}^{\prime}=\mathcal{O}\left(M_{\mathrm{s}}\right)$. The former satisfy $P_{i}^{\prime L}=0, i \in\{d+1, \ldots, 9\},\left(\vec{Q}^{\prime L}\right)^{2}=1, \ell_{L}=0$, so that $\zeta^{d}=0$. From the Hamiltonian point of view, the $n_{\mathrm{B}}+n_{\mathrm{F}}$ zero-modes $s_{0}$ are massless, $M_{L 0}^{\prime}=0$, their KK counterparts satisfy $M_{L}^{\prime} \geq M_{(\sigma)}^{\prime}$, and the string states belonging to other KK towers satisfy $M_{L}^{\prime}=\mathcal{O}\left(M_{\mathrm{s}}\right)$.
- The situation presents mild differences when some moduli fields are switched on and bring the model slightly away from the background where $\mathcal{G}_{9-d+16}$ is maximally enhanced. This happens when deviations of $\left(G^{\prime}+B^{\prime}+\Delta B^{\prime}\right)_{i j}, i, j \in\{d+1, \ldots, 9\}$, from the initial background are smaller (in absolute value) than $\varrho \sqrt{G^{\prime d d}}$, or when some non-vanishing $\left|y_{d j}^{\prime R}\right|,\left|y_{d \mathcal{J}}^{\prime R}\right|$, $j \in\{d+1, \ldots, 9\}, \mathcal{J} \in\{10, \ldots, 25\}$, are lower than 1 . In both cases, new scales lower than $\varrho \sqrt{G^{\prime d d}} M_{\mathrm{s}}$ are introduced, whose effects are to induce small Higgs masses to some of the $n_{\mathrm{B}}+n_{\mathrm{F}}$ initially massless modes $s_{0}$. However, the KK towers they belong to remain light, in the sense that their characteristic masses still satisfy $\mathcal{M}_{L 0}^{\prime}<\varrho M_{(\sigma)}^{\prime}$.
- When a deviation $\varsigma$ of some $\left(G^{\prime}+B^{\prime}+\Delta B^{\prime}\right)_{i j}, i, j \in\{d+1, \ldots, 9\}$, becomes larger (in absolute value) than $\varrho \sqrt{G^{\prime d d}}$, the number $n_{\mathrm{B}}+n_{\mathrm{F}}$ of KK towers such that $\mathcal{M}_{L 0}^{\prime}<\varrho M_{(\sigma)}^{\prime}$ decreases. Physically, the gauge theory enters a Coulomb branch where the component $\left(G^{\prime}+\right.$ $\left.B^{\prime}+\Delta B^{\prime}\right)_{i j}$ is a flat direction of the effective potential, up to $\mathcal{O}\left(\left(|\varsigma| M_{\mathrm{s}} M_{(\sigma)}^{\prime}\right)^{\frac{d}{2}} e^{-\pi|\delta| M_{\mathrm{s}} / M_{(\sigma)}^{\prime}}\right)$ terms.


## A.6. Example with $n_{\mathrm{F}}$ greater, lower or equal to $n_{\mathrm{B}}$

In order to illustrate the results of Sects (A.4) and (A.5), we consider the $E_{8} \times E_{8}^{\prime}$ heterotic string compactified on $S^{1}\left(R_{d}\right) \times T^{9-d}$, where $R_{d}$ is the radius of the circle, in the presence of discrete deformations,

$$
\begin{aligned}
& \Xi=\left\{(4,8+8) \text {-tuples }\left(a, \ldots, a ; \gamma, \ldots, \gamma, \gamma^{\prime}, \ldots, \gamma^{\prime}\right),\right. \\
& \left.\quad \text { where } a, \gamma, \gamma^{\prime} \in \mathbb{Z}_{2}\right\} \Longrightarrow|\Xi|=2^{3}, \\
& \mathcal{C}\left[\begin{array}{c}
a ; \gamma, \gamma^{\prime} \\
b ; \delta, \delta^{\prime}
\end{array}\right]=(-1)^{a+b+a b},
\end{aligned}
$$

[^37]\[

$$
\begin{align*}
& Y_{I \mathcal{A}}^{L}=\delta_{I d} \delta_{\mathcal{A 1}}, \quad I \in\{d, \ldots, 9\}, \mathcal{A} \in\{1, \ldots, 4\}, \\
& Y_{I \mathcal{J}}^{R}=\delta_{I d} \eta_{\mathcal{J}}^{R} \quad \text { i.e. } \quad y_{I \mathcal{J}}^{R}=0, \quad \mathcal{J} \in\{10, \ldots, 25\}, \\
& 0=\left(G^{\prime}+B^{\prime}+\Delta B^{\prime}\right)_{d J}=\eta_{J}^{R} \quad \text { i.e. } \quad y_{d J}^{\prime R}=0, \quad J \in\{d, \ldots, 9\} . \tag{A.54}
\end{align*}
$$
\]

As explained before, the left-moving discrete deformation implements a spontaneous breaking of supersymmetry via a stringy Scherk-Schwarz mechanism along the direction $X^{d}$. Moreover, when the supersymmetry breaking scale is low, the bosonic or fermionic nature of the lightest states is determined by $\vec{\eta}^{R}$, a fact that has a direct impact on the gauge symmetry. In the following, we consider in details the example where

$$
\begin{equation*}
\eta_{\mathcal{J}}^{R}=\delta_{\mathcal{J}, 10}+\delta_{\mathcal{J}, 18}, \quad \mathcal{J} \in\{10, \ldots, 25\} \tag{A.55}
\end{equation*}
$$

We first derive the partition function of the model under the above assumptions. Then, we switch on arbitrary (but small) Wilson line deformations around such a background and derive the 1-loop effective potential at low supersymmetry breaking scale.

Using Eq. (A.29), the 1-loop partition function (A.8) can be written as

$$
\begin{align*}
Z=\frac{1}{\tau_{2}^{\frac{d-2}{2}}} & \frac{1}{\eta^{12} \bar{\eta}^{24}} \frac{1}{2} \sum_{a, b}(-1)^{a+b+a b} \theta\left[\left[_{b}^{a}\right]^{4} \frac{1}{2} \sum_{\gamma, \delta} \theta\left[_{\delta}^{\gamma}\right]^{8} \frac{1}{2} \sum_{\gamma^{\prime}, \delta^{\prime}} \theta\left[\delta_{\delta^{\prime}}^{\gamma^{\prime}}\right]^{8}\right. \\
& \times \frac{R_{d}}{\sqrt{\tau_{2}}} \sum_{\tilde{m}_{d}, n_{d}} e^{-\frac{\pi}{\tau_{2}} R_{d}^{2}\left|\tilde{m}_{d}+n_{d} \tau\right|^{2}} \Gamma_{9-d, 9-d}(-1)^{\tilde{m}_{d}\left(a-\gamma-\gamma^{\prime}\right)-n_{d}\left(b-\delta-\delta^{\prime}\right)-\tilde{m}_{d} n_{d}} \tag{A.56}
\end{align*}
$$

where we have used the fact that the lattice of zero-modes associated with the internal torus is factorized, $\Gamma_{10-d, 10-d}=\Gamma_{1,1}\left(R_{d}\right) \times \Gamma_{9-d, 9-d}$. Defining $R_{d}^{\prime}=2 R_{d}$ and $\tilde{m}_{d}=2 \tilde{k}_{d}+g, n_{d}=$ $2 l_{d}+h$, where $g, h \in \mathbb{Z}_{2}$, the above formula becomes

$$
\begin{align*}
Z= & \frac{1}{\tau_{2}^{\frac{d-2}{2}}} \frac{1}{\eta^{8} \bar{\eta}^{8}} \Gamma_{9-d, 9-d} \frac{1}{2} \sum_{h, g} \Gamma_{1,1}\left[\begin{array}{l}
h \\
g
\end{array}\right]\left(R_{d}^{\prime}\right) \\
& \times \frac{1}{2} \sum_{a, b}(-1)^{a+b+a b} \frac{\theta\left[\left[_{b}^{a}\right]^{4}\right.}{\eta^{4}}(-1)^{g a-h b-h g} \frac{1}{2} \sum_{\gamma, \delta} \frac{\bar{\theta}\left[{ }_{\delta}^{\gamma}\right]^{8}}{\bar{\eta}^{8}}(-1)^{g \gamma-h \delta} \\
& \times \frac{1}{2} \sum_{\gamma^{\prime}, \delta^{\prime}} \frac{\bar{\theta}\left[\delta_{\delta^{\prime}}^{\gamma^{\prime}}\right]^{8}}{\bar{\eta}^{8}}(-1)^{g \gamma^{\prime}-h \delta^{\prime}}, \tag{A.57}
\end{align*}
$$

where we have introduced shifted lattices, which can be considered either in Langrangian or Hamiltonian forms,

$$
\begin{align*}
\Gamma_{1,1}\left[\begin{array}{l}
h \\
g
\end{array}\right]\left(R_{d}^{\prime}\right) & =\frac{R_{d}^{\prime}}{\sqrt{\tau_{2}}} \sum_{\tilde{k}_{d}, l_{d}} e^{-\frac{\pi}{\tau_{2}} R_{d}^{\prime 2}\left|\tilde{k}_{d}+\frac{g}{2}+\left(l_{d}+\frac{h}{2}\right) \tau\right|^{2}} \\
& =\sum_{k_{d}, l_{d}} e^{i \pi g k_{d}} q^{\frac{1}{4}\left(\frac{k_{d}}{R_{d}^{\prime}}+\left(l_{d}+\frac{h}{2}\right) R_{d}^{\prime}\right)^{2}} \bar{q}^{\frac{1}{4}\left(\frac{k_{d}}{R_{d}^{\prime}}-\left(l_{d}+\frac{h}{2}\right) R_{d}^{\prime}\right)^{2}} \tag{A.58}
\end{align*}
$$

In terms of the $O(2 n)$ affine characters

$$
\begin{align*}
O_{2 n}=\frac{\theta\left[\begin{array}{l}
0 \\
0
\end{array}\right]^{n}+\theta\left[\begin{array}{l}
0 \\
1
\end{array}\right]^{n}}{2 \eta^{n}}, & V_{2 n}=\frac{\theta\left[\begin{array}{l}
0 \\
0
\end{array}\right]^{n}-\theta\left[\begin{array}{l}
0 \\
1
\end{array}\right]^{n}}{2 \eta^{n}}, \\
S_{2 n}=\frac{\theta\left[\begin{array}{l}
1 \\
0
\end{array}\right]^{n}+(-i)^{n} \theta\left[\left[_{1}^{1}\right]^{n}\right.}{2 \eta^{n}}, & C_{2 n}=\frac{\theta\left[\begin{array}{l}
1 \\
0
\end{array}\right]^{n}-(-i)^{n} \theta\left[1_{1}^{1}\right]^{n}}{2 \eta^{n}},
\end{align*}
$$

and

$$
\begin{align*}
\gamma_{1,1}\left[\begin{array}{l}
h \\
g
\end{array}\right]\left(R_{d}^{\prime}\right) & =\frac{1}{2}\left(\Gamma_{1,1}\left[\begin{array}{l}
h \\
0
\end{array}\right]\left(R_{d}^{\prime}\right)+(-1)^{g} \Gamma_{1,1}\left[\begin{array}{l}
h \\
1
\end{array}\right]\left(R_{d}^{\prime}\right)\right) \\
& =\sum_{k_{d}^{\prime}, l_{d}} q^{\frac{1}{4}\left(\frac{2 k_{d}^{\prime}+g}{R_{d}^{\prime}}+\left(l_{d}+\frac{h}{2}\right) R_{d}^{\prime}\right)^{2}} \bar{q}^{\frac{1}{4}\left(\frac{2 k_{d}^{\prime}+g}{R_{d}^{\prime}}-\left(l_{d}+\frac{h}{2}\right) R_{d}^{\prime}\right)^{2}}, \tag{A.60}
\end{align*}
$$

we obtain the final expression

$$
\begin{align*}
& Z=\frac{1}{\tau_{2}^{\frac{d-2}{2}}} \frac{1}{\eta^{8} \bar{\eta}^{8}} \Gamma_{9-d, 9-d}\left[\gamma_{1,1}\left[\begin{array}{l}
0 \\
0
\end{array}\right]\left(R_{d}^{\prime}\right)\left(V_{8}\left(\bar{O}_{16} \bar{O}_{16}^{\prime}+\bar{S}_{16} \bar{S}_{16}^{\prime}\right)-S_{8}\left(\bar{O}_{16} \bar{S}_{16}^{\prime}+\bar{S}_{16} \bar{O}_{16}^{\prime}\right)\right)\right. \\
&+\gamma_{1,1}\left[\begin{array}{l}
0 \\
1
\end{array}\right]\left(R_{d}^{\prime}\right)\left(V_{8}\left(\bar{O}_{16} \bar{S}_{16}^{\prime}+\bar{S}_{16} \bar{O}_{16}^{\prime}\right)-S_{8}\left(\bar{O}_{16} \bar{O}_{16}^{\prime}+\bar{S}_{16} \bar{S}_{16}^{\prime}\right)\right) \\
&+\gamma_{1,1}\left[\begin{array}{l}
1 \\
0
\end{array}\right]\left(R_{d}^{\prime}\right)\left(O_{8}\left(\bar{V}_{16} \bar{C}_{16}^{\prime}+\bar{C}_{16} \bar{V}_{16}^{\prime}\right)-C_{8}\left(\bar{V}_{16} \bar{V}_{16}^{\prime}+\bar{C}_{16} \bar{C}_{16}^{\prime}\right)\right) \\
&\left.+\gamma_{1,1}\left[\begin{array}{l}
1 \\
1
\end{array}\right]\left(R_{d}^{\prime}\right)\left(O_{8}\left(\bar{V}_{16} \bar{V}_{16}^{\prime}+\bar{C}_{16} \bar{C}_{16}^{\prime}\right)-C_{8}\left(\bar{V}_{16} \bar{C}_{16}^{\prime}+\bar{C}_{16} \bar{V}_{16}^{\prime}\right)\right)\right] \tag{1}
\end{align*}
$$

To make contact with the notations of the previous subsections, we identify $R_{d}^{\prime}=\sqrt{G_{d d}^{\prime}}$, and recognize the momentum $\hat{m}_{d}^{\prime} \equiv 2 k_{d}^{\prime}+g$ and winding number $n_{d}^{\prime}=l_{d}+\frac{h}{2} \in \mathbb{Z} \cup\left(\mathbb{Z}+\frac{1}{2}\right)$. When $R_{d}^{\prime} \gg 1$, the states contributing in the third and fourth lines of Eq. (A.61) are super massive. The physical states $s_{0}$, which have $\hat{m}_{d}^{\prime}=n_{d}^{\prime}=0$, are massless and arise in the first line. They are $n_{\mathrm{B}}=8 \times\left[(d-2)+1+\operatorname{dim} \mathcal{G}_{9-d}+2 \times 120\right]$ bosonic degrees of freedom,

$$
\begin{equation*}
\mathbf{8}_{\mathbf{v}} \otimes\left([d-2] \oplus \operatorname{Adj}_{U(1) \times \mathcal{G}_{9-d}} \oplus \operatorname{Adj}_{S O(16) \times S O(16)^{\prime}}\right) \tag{A.62}
\end{equation*}
$$

where $\mathcal{G}_{9-d}$ is the gauge symmetry induced by the $\Gamma_{9-d, 9-d}$ lattice, and $n_{\mathrm{F}}=8 \times 2 \times 128$ fermionic degrees of freedom,

$$
\begin{equation*}
\mathbf{8}_{\mathbf{s}} \otimes\left(\operatorname{Spinorial}_{S O(16)} \oplus \operatorname{Spinorial}_{S O(16)^{\prime}}\right) \tag{A.63}
\end{equation*}
$$

Their superpartners, which have $\hat{m}_{d}^{\prime}=1, n_{d}^{\prime}=0$, show up in the second line and have masses $M_{\mathrm{s}} / R_{d}^{\prime}$. The sign of $n_{\mathrm{F}}-n_{\mathrm{B}}$ can be arbitrary, as can be seen for example by choosing $\mathcal{G}_{9-d}=$ $S U(2)^{9-d-s} \times U(1)^{s}$, which yields $n_{\mathrm{F}}-n_{\mathrm{B}}=16(d+s-5)$. In dimension $d=4$, this is negative for $s=0$, vanishes for $s=1$ and is positive for $s=2,3,4,5$.

To see explicitly the dependence of the 1-loop effective potential on the Wilson lines, let us consider as an example in arbitrary dimension $d \geq 3$ the case of an initial background characterized by a maximally enhanced gauge group $\mathcal{G}_{9-d}=S U(2)^{9-d}$. In the notations of Eq. (A.30), the $y$-deformations we introduce are given by

$$
\left(G^{\prime}+B^{\prime}+\Delta B^{\prime}\right)_{I J}=\left(\begin{array}{cc}
G_{d d}^{\prime} & \sqrt{2} y_{d j}^{\prime R} \\
\sqrt{2} y_{i d}^{\prime R} & \delta_{i j}+\sqrt{2} y_{i j}^{\prime R}
\end{array}\right), \vec{y}_{d}^{\prime R}, \vec{y}_{i}^{\prime R}, i, j \in\{d+1, \ldots, 9\}
$$

$$
\begin{equation*}
\Delta B_{I J}^{\prime} \text { antisymmetric }, \quad \Delta B_{d j}^{\prime}=y_{j, 10}^{\prime R}+y_{j, 18}^{\prime R}, \quad \Delta B_{i j}^{\prime}=0 \tag{A.64}
\end{equation*}
$$

We are going to apply Eq. (A.52), which is valid when $G_{d d}^{\prime} \gg 1$, in the case the continuous Wilson lines are small, namely

$$
\begin{align*}
& \left|y_{i j}^{\prime R}\right|,\left|y_{i}^{\prime} / \mathcal{J}\right| \ll \varrho \sqrt{G^{\prime d d}}, \\
& \left|y_{d j}^{\prime R}\right|,\left|y_{d \mathcal{J}}^{\prime R}\right|,\left|y_{i d}^{\prime R}\right| \ll 1, \quad i, j \in\{d+1, \ldots, 9\}, \mathcal{J} \in\{10, \ldots, 25\} . \tag{A.65}
\end{align*}
$$

For this purpose, we list the KK towers $s_{0}$, which satisfy $\left(\vec{Q}^{\prime L}\right)^{2}=1, \ell_{L}=0$ :

- For any given $j \in\{d+1, \ldots, 9\}$ and $\epsilon \in\{-1,1\}$, there are 8 KK towers $s_{0}$ associated with the root $\epsilon \sqrt{2}$ of the $S U(2)$ factor, and corresponding to momentum states along the direction $X^{j}$. The quantum numbers of the KK modes are $\left(\gamma, \gamma^{\prime}\right)=(0,0), \vec{Q}^{\prime R}=\overrightarrow{0}, \ell_{R}=0$ and

$$
\begin{equation*}
\hat{m}_{d}^{\prime} \in \mathbb{Z}, n_{d}^{\prime}=0, \quad m_{j}^{\prime}=-n_{j}^{\prime}=-\epsilon, \quad m_{i}^{\prime}=n_{i}^{\prime}=0, i \in\{d+1, \ldots, 9\}, i \neq j \tag{A.66}
\end{equation*}
$$

Using these data, we derive

$$
\begin{equation*}
\xi_{d}=\epsilon \sqrt{2}\left(y_{d j}^{\prime R}+\frac{1}{2 \sqrt{2}} \vec{y}_{d}^{\prime R} \cdot \vec{y}_{j}^{\prime R}\right), P_{i}^{\prime}=\epsilon \sqrt{2}\left(y_{i j}^{\prime R}+\frac{1}{2 \sqrt{2}} \vec{y}_{i}^{\prime R} \cdot \vec{y}_{j}^{\prime R}\right), i \in\{d+1, \ldots, 9\}, \tag{A.67}
\end{equation*}
$$

and find

$$
\begin{equation*}
\frac{\zeta^{d} M_{\mathrm{s}}}{M_{(\sigma)}^{\prime}}=y_{d j}^{\prime R} \epsilon \sqrt{2}+\cdots, \quad \mathcal{M}_{L 0}^{\prime 2}=\sum_{i=d+1}^{9}\left(y_{i j}^{\prime R} \epsilon \sqrt{2}\right)^{2}+\cdots \tag{A.68}
\end{equation*}
$$

where the ellipses stand for higher order terms in Wilson line deformations. The contribution of the 8 KK towers to the effective potential is then found to be

$$
\begin{align*}
\mathcal{V}_{1-\text {-oop }}^{(\sigma) j, \epsilon}= & 8 M_{(\sigma)}^{\prime d}\left\{-v_{d} 2^{d}+\frac{v_{d-2}}{4 \pi} 2^{d-2}\right. \\
& \left.\times\left[(d-1)\left(y_{d j}^{\prime R} \epsilon \sqrt{2}\right)^{2}+\frac{1}{G^{\prime d d}} \sum_{i=d+1}^{9}\left(y_{i j}^{\prime R} \epsilon \sqrt{2}\right)^{2}\right]\right\}+\cdots, \tag{A.69}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
v_{d}=\frac{\Gamma\left(\frac{d+1}{2}\right) \zeta(d+1)}{2^{d-1} \pi^{\frac{3 d+1}{2}}}\left(1-\frac{1}{2^{d+1}}\right) . \tag{A.70}
\end{equation*}
$$

- For any root $\vec{Q}^{R}$ of $S O(16) \times S O(16)^{\prime}$, or any weight $\vec{Q}^{R}$ of the spinorial representation of $S O(16)$ or $S O(16)^{\prime}$, there are 8 KK towers $s_{0}$. The former have $\left(\gamma, \gamma^{\prime}\right)=(0,0)$ and the latter $\left(\gamma, \gamma^{\prime}\right)=(1,0)$ or $(0,1)$. The other quantum numbers of the KK modes are $\hat{m}_{d}^{\prime} \in \mathbb{Z}, n_{d}^{\prime}=0$, $m_{i}^{\prime}=n_{i}^{\prime}=0, i \in\{d+1, \ldots, 9\}, \ell_{R}=0$. This leads

$$
\begin{equation*}
\xi_{d}=\vec{y}_{d}^{\prime R} \cdot \vec{Q}^{R}, \quad P_{i}^{\prime}=\vec{y}_{i}^{\prime R} \cdot \vec{Q}^{R}, \quad i \in\{d+1, \ldots, 9\} \tag{A.71}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{\zeta^{d} M_{\mathrm{s}}}{M_{(\sigma)}^{\prime}}=\vec{y}_{d}^{\prime R} \cdot \vec{Q}^{R}+\cdots, \quad \mathcal{M}_{L 0}^{\prime 2}=\sum_{i=d+1}^{9}\left(\vec{y}_{i}^{\prime R} \cdot Q^{R}\right)^{2}+\cdots \tag{A.72}
\end{equation*}
$$

The contribution of the 8 KK towers of charge $\vec{Q}^{R}$ to the effective potential is then

$$
\begin{align*}
\mathcal{V}_{1-\mathrm{loop}}^{(\sigma) \vec{Q}^{R}}=(-1)^{\gamma+\gamma^{\prime}} & 8 M_{(\sigma)}^{\prime d}\left\{-v_{d} 2^{d}+\frac{v_{d-2}}{4 \pi} 2^{d-2}\right. \\
& \left.\times\left[(d-1)\left(\vec{y}_{d}^{\prime R} \cdot \vec{Q}^{R}\right)^{2}+\frac{1}{G^{\prime d d}} \sum_{i=d+1}^{9}\left(\vec{y}_{i}^{\prime R} \cdot \vec{Q}^{R}\right)^{2}\right]\right\}+\cdots . \tag{A.73}
\end{align*}
$$

- Finally, there are 8 KK towers $s_{0}$ for each of the 24 states at right-moving oscillator level $\ell_{R}=1$. Being neutral with respect to $S U(2)^{9-d} \times S O(16)^{2}$, the quantum numbers of the KK modes are $\hat{m}_{d}^{\prime} \in \mathbb{Z}, n_{d}^{\prime}=0, m_{i}^{\prime}=n_{i}^{\prime}=0, i \in\{d+1, \ldots, 9\}, \vec{Q}^{R}=\overrightarrow{0}$ and $\left(\gamma, \gamma^{\prime}\right)=(0,0)$. Therefore, $\xi_{d}=0$ and $P_{i}^{\prime}=0, i \in\{d+1, \ldots, 9\}$, which implies

$$
\begin{equation*}
\frac{\zeta^{d} M_{\mathrm{s}}}{M_{(\sigma)}^{\prime}}=0, \quad \mathcal{M}_{L 0}^{\prime 2}=0 \tag{A.74}
\end{equation*}
$$

For each $e \in\{2, \ldots, 25\}$, the contribution of the 8 neutral KK towers to $\mathcal{V}_{1 \text {-loop }}^{(\sigma)}$ is therefore

$$
\begin{equation*}
\mathcal{V}_{1-\text { loop }}^{(\sigma) e}=8 M_{(\sigma)}^{\prime d}\left\{-v_{d} 2^{d}\right\} \tag{A.75}
\end{equation*}
$$

Combining the above results, the total 1-loop effective potential takes the form

$$
\begin{align*}
\mathcal{V}_{1 \text {-loop }}^{(\sigma)}= & \left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d} M_{(\sigma)}^{\prime d} 2^{d} \\
+ & M_{(\sigma)}^{\prime d} \frac{v_{d-2}}{2 \pi} 2^{d-2}\left\{\sum_{j=d+1}^{9} c_{S U(2)}\left[(d-1)\left(y_{d j}^{\prime R}\right)^{2}+\frac{1}{G^{\prime d d}} \sum_{i=d+1}^{9}\left(y_{i j}^{\prime R}\right)^{2}\right]\right. \\
& \left.\quad+c_{S O(16)}\left[(d-1)\left(\vec{y}_{d}^{\prime R}\right)^{2}+\frac{1}{G^{\prime d d}} \sum_{i=d+1}^{9}\left(\vec{y}_{i}^{\prime R}\right)^{2}\right]\right\}+\cdots \\
+ & \mathcal{O}\left(\left(M_{\mathrm{s}} M_{(\sigma)}^{\prime}\right)^{\frac{d}{2}} e^{\left.-\pi M_{\mathrm{s}} / M_{(\sigma)}^{\prime}\right)},\right. \tag{A.76}
\end{align*}
$$

where we have defined

$$
\begin{align*}
c_{S U(2)} & =8 C_{[3]_{S U(2)}}=8 \times 2=16, \\
c_{S O(16)} & =8\left(C_{[120]_{S O(16)}}-C_{[128]_{S O(16)}}\right)=8 \times(14-16)=-16, \tag{A.77}
\end{align*}
$$

in terms of coefficients $C_{\mathcal{R}}$ considered for any representation $\mathcal{R}$ of a gauge group $\mathcal{G}$,

$$
\begin{equation*}
\frac{1}{2} \sum_{\substack{\text { weights } Q \\ \text { of } \mathcal{R}}} \sum_{\mathcal{I}=1}^{\text {rank } \mathcal{G}} A_{\mathcal{I}} Q_{\mathcal{I}} \sum_{\mathcal{J}=1}^{\text {rank } \mathcal{G}} B_{\mathcal{J}} Q_{\mathcal{J}}=C_{\mathcal{R}} \sum_{\mathcal{I}=1}^{\text {rank } \mathcal{G}} A_{\mathcal{I}} B_{\mathcal{I}} \tag{A.78}
\end{equation*}
$$

As a result, the Wilson lines of $S U(2)^{9-d}$ along $T^{10-d}$ are massive at 1-loop, while those of $S O(16)^{2}$ are tachyonic. Notice that $y_{i d}^{\prime R}, i \in\{d+1, \ldots, 9\}$, multiplies $n_{d}^{\prime}$ in Eq. (A.32). Therefore, the non-exponentially suppressed contributions of $\mathcal{V}_{1 \text {-loop }}$ involve them only via the expressions of $G^{\prime d d}, G^{\prime d j}, j \in\{d+1, \ldots, 9\}$. Expanding the cosine in Eq. (A.52), it happens that the $y_{i d}^{\prime R}$,s appear in at least cubic interactions with other Wilson lines. In other words, they remain massless at 1-loop, but are no more flat directions of the effective potential.

Using the dictionary (A.30) and defining

$$
(G+B+\Delta B)_{I J}=\left(\begin{array}{cc}
G_{d d} & \sqrt{2} y_{d j}^{R}  \tag{A.79}\\
\sqrt{2} y_{i d}^{R} & \delta_{i j}+\sqrt{2} y_{i j}^{R}
\end{array}\right), \quad i, j \in\{d+1, \ldots, 9\}
$$

where $\Delta B$ is given in Eq. (A.28), we obtain the final result,

$$
\begin{align*}
\mathcal{V}_{1-\text { loop }}^{(\sigma)}= & \left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) v_{d} M_{(\sigma)}^{d} \\
& +M_{(\sigma)}^{d} \frac{v_{d-2}}{2 \pi}\left\{\sum_{j=d+1}^{9} c_{S U(2)}\left[(d-1)\left(y_{d j}^{R}\right)^{2}+\frac{1}{G^{d d}} \sum_{i=d+1}^{9}\left(y_{i j}^{R}\right)^{2}\right]\right. \\
& \left.+c_{\operatorname{SO}(16)}\left[(d-1)\left(\vec{y}_{d}^{R}\right)^{2}+\frac{1}{G^{d d}} \sum_{i=d+1}^{9}\left(\vec{y}_{i}^{R}\right)^{2}\right]\right\}+\cdots \\
+ & \mathcal{O}\left(\left(M_{\mathrm{s}} M_{(\sigma)}\right)^{\frac{d}{2}} e^{\left.-2 \pi M_{\mathrm{s}} / M_{(\sigma)}\right)}\right) \tag{A.80}
\end{align*}
$$

which is written using the redefined supersymmetry breaking scale

$$
\begin{equation*}
M_{(\sigma)}=M_{\mathrm{s}} \sqrt{G^{d d}} \tag{A.81}
\end{equation*}
$$

Eq. (A.80) is an example of the expression we use in the main text of the present work, Eq. (2.5), up to the minor change of notations consisting in omitting the upper indices " $R$ ".
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## 1 Introduction

As an ultraviolet complete theory unifying gravity with gauge interactions, string theory is a natural framework to study the primordial universe and describe cosmology using a topdown approach. In modern language, a possible question to be asked is whether ingredients which are used in the most common cosmological scenarios - such as models including a cosmological constant and a cold dark-matter component ( $\Lambda \mathrm{CDM}$ ) - can be derived from models of the string theory landscape, rather than embedded in only apparently consistent low energy field theories of the swampland [1, 2].

It is nowadays established that our universe is constituted of three crucial components, which are dark energy, dark matter and Standard-Model particles. The amount of each of these ingredients have been measured with very good accuracy in the present universe [3], indicating that a very large portion of the universe energy density is shared by dark energy and dark matter rather than baryons and radiation. Furthermore, the study of the cosmic microwave background has shown to be compatible with dark energy and non-relativistic matter playing a key role in diluting the inhomogeneities of the primordial universe at early times, throughout a phase of so-called cosmic inflation (see e.g. [4] for a review). If a lot of the string-cosmology literature has been focusing on finding a way to generate enough $e$-folds of inflation in the primordial universe (see debates on such a possibility $[1,2,5-$ 8]), studies trying to obtain a phase of matter domination during the late cosmological evolution of the universe are much more rare [9-18]. In practice, most of the dark-matter
models which have been proposed in the context of string theory are string inspired, in the sense that the particle interactions and mass spectrum are derived from string-theory models. Therefore, in such a framework, the discussion of dark-matter decoupling and non-relativistic matter production remains to be an effective, low-energy discussion, or relies on purely geometrical effects such as domain-walls or cosmic-strings decay. The interesting possibility that a whole tower of KK-states contribute collectively to the darkmatter relic density, while different species decay at different time scales, was also proposed in [19-21] under the name dynamical dark-matter. In these models, the relic density is typically produced in the early universe through a misalignment mechanism. The freezeout mechanism was also considered in [22], although in such context the particle spectrum is taken to be a time-independent data set, contrary to what we will consider.

In particular, in the usual thermal freeze-out scenario, it is assumed that a significant amount of dark matter is produced in the early universe, before it decouples from the thermal bath when the temperature drops under the dark-matter mass. In this paper, we present an alternative mechanism in which dark matter is naturally abundantly produced while still relativistic, and then decouples from the thermal bath due to the brutal variation of its mass above the temperature. This scenario arises within a class of explicit string models in $d$ dimensions, due to cosmological attractors that yield a phase transition responsible for the spontaneous mass generation of the dark-matter particles. Note that the possibility of a variable-mass dark-matter particle has already been proposed in [23] in a different context, but relatively unexplored from the phenomenological perspective.

In the past literature, heterotic string models compactified on tori (or orbifolds) with spontaneously broken supersymmetry [24-28] à la Scherk-Schwarz [29, 30] have been considered at finite temperature [28] and weak string coupling. It was shown that in the context of flat, homogeneous and isotropic cosmological evolutions, the universe is attracted towards a "radiation-like critical solution" [31-35], along which the supersymmetry breaking scale $M(t)$, the temperature $T(t)$ and the inverse of the scale factor $a(t)$ evolve proportionally, $M(t) \propto T(t) \propto 1 / a(t)$. The denomination "radiation-like" is motivated by the fact that the total energy density and pressure arising from $(i)$ the thermal bath of the infinite towers of Kaluza-Klein (KK) states along the internal Scherk-Schwarz directions and (ii) the coherent motion of $M(t)$ satisfy the same state equation as pure radiation, $\rho_{\text {tot }}=(d-1) P_{\text {tot }}[32,33]$. If helpful to understand the behavior of the early universe after reheating, when the light matter content of the universe is in thermal equilibrium, such a critical solution cannot be a low energy attractor for our universe since we know that (i) at present time the supersymmetry breaking scale is extremely large as compared to the universe temperature, and (ii) that the universe is matter dominated. Therefore, one needs to complexify the picture in order to open the possibility that part of the massless spectrum becomes massive and then decouples, while the universe evolves.

This is precisely what we do in the present work. We use the fact that at special points in moduli space, states which are generically very heavy become massless [36]. When these states contain more fermions than bosons, the free energy density $\mathcal{F}$ arising from their thermalized towers of KK modes shows very peculiar properties. First of all, at such a point in moduli space, $\mathcal{F}$ is extremal. Second, this extremum is a minimum (maximum)
for large enough (low enough) temperature $T$, as compared to the supersymmetry breaking scale $M$. Assuming generic initial conditions compatible with a minimum, the destabilization of the order parameter, which is a modulus, then occurs dynamically, provided the attractor mechanism described in the above paragraph enforces $T(t) / M(t)$ to reach low enough values. As a result, while the universe expands and the temperature (as well as the supersymmetry breaking scale) drops, for the evolution dictated by the radiation-like critical solution to be approached, a phase transition takes place, where the condensation of the order-parameter modulus induces a large mass to the whole initially light KK towers. We will see that such a condensation is naturally pushed up to values which are necessarily larger than the temperature of the thermal bath, generating spontaneously an important amount of non-relativistic matter that may freeze-out later on i.e. quit equilibrium, due to the expansion of the universe.

The paper is organized as follows: in section 2, we construct the simplest heterotic models for which the free energy density presents suitable features for developing the instability required for the spontaneous dark-matter mass generation. Section 3 is devoted to the analytical description of the attractor mechanisms. In a first stage, the order-parameter modulus is attracted towards the minimum of its potential well, while the whole cosmological evolution approaches a radiation-like critical solution [34, 35]. This effect is already non-trivial, in the sense that the mechanism avoids the so-called "cosmological moduli problem" $[37,38] .^{1}$ Then, the ratio $T / M$ being dynamically pushed to some low enough value, the phase transition suddenly takes place, inducing the dark-matter particle to become heavier than the temperature scale. In section 4, we first review how dark-matter particles decouple from a thermal bath in the context of the usual thermal freeze-out scenario. Then, we present the new mechanism which we propose in this paper to make dark matter decouple spontaneously from the thermal bath, when the phase transition happens. We finally relate the relic energy density of cold dark matter to the scale factor of the universe and the freshly acquired dark-matter mass. Our conclusions and perspectives can be found in section 5 , where we summarize our results and present futur prospects.

## 2 Thermal effective potential

Throughout this paper, all dimensionful quantities will be expressed in string units ( $\alpha^{\prime}=1$ ), and denoted with suffixes " $(\sigma)$ " when measured in string frame i.e. $\sigma$-model frame. In this section, we consider models realizing a spontaneous breaking of supersymmetry at a scale $M_{(\sigma)}$, and derive their free energy density $\mathcal{F}_{(\sigma)}$ at finite temperature $T_{(\sigma)}$. To be more specific, we would like $\mathcal{F}_{(\sigma)}$, which is nothing but the effective potential at finite temperature, to depend on a modulus that will be massive at high temperature and tachyonic at low temperature, as compared to the supersymmetry breaking scale. As will be shown in section 3 , the dynamics of the universe may then enforce the time evolutions of $T_{(\sigma)}$ and

[^38]$M_{(\sigma)}$ to trigger a destabilization of the modulus, which is responsible for a dark-matter mass generation.

### 2.1 Heterotic models and free energy

Our starting point is the $E_{8} \times E_{8}$ heterotic string compactified on the background

$$
\begin{equation*}
S_{\mathrm{E}}^{1}\left(R_{0}\right) \times \mathbb{R}^{d-1} \times T^{2} \times T^{8-d}, \tag{2.1}
\end{equation*}
$$

where time is Euclidean and compactified on a circle of radius $R_{0}$, and $\mathbb{R}^{d-1}$ stands for the spatial directions. For simplicity, we consider the internal space to be factorized in two tori. The radius of one direction in $T^{2}$, say $X^{d}$, is the modulus to be (de-)stabilized, while the second direction, which we denote by $X^{9}$, is responsible for the spontaneous breaking of supersymmetry. On the contrary, all moduli associated with $T^{8-d}$ will play a minor role in the sequel.

Technically, both finite temperature and spontaneous breaking of supersymmetry can be implemented by a stringy version of the Scherk-Schwarz mechanism [24-28]. At 1-loop, the free energy density can be written as

$$
\begin{align*}
\mathcal{F}_{(\sigma)}=-\frac{1}{2(2 \pi)^{d}} & \int_{F} \frac{\mathrm{~d} \tau_{1} \mathrm{~d} \tau_{2}}{\tau_{2}^{1+\frac{d+2}{2}}} \sum_{g_{0}, h_{0}} \sum_{\tilde{k}_{0}, l_{0}} e^{-\frac{\pi R_{0}^{2}}{\tau_{2}}\left|2 \tilde{k}_{0}+g_{0}+\left(2 l_{0}+h_{0}\right) \tau\right|^{2}} \\
& \frac{1}{2} \sum_{g_{9}, h_{9}} \sqrt{\operatorname{det} G} \sum_{\substack{\tilde{k}_{d}, l_{d} \\
\bar{k}_{9}, l_{9}}} e^{-\frac{\pi}{\tau_{2}}\left[\tilde{k}_{i}+\frac{g_{i}}{2}+\left(l_{i}+\frac{h_{i}}{2}\right) \bar{\tau}\right]\left(G_{i j}+B_{i j}\right)\left[\tilde{k}_{j}+\frac{g_{j}}{2}+\left(l_{j}+\frac{h_{j}}{2}\right) \tau\right]} \\
& \frac{1}{2} \sum_{a, b}(-1)^{a+b+a b} \theta\left[{ }_{b}^{a}\right]^{4}(-1)^{g_{0} a+h_{0} b+g_{0} h_{0}}(-1)^{g_{9} a+h_{9} b+g_{g} h_{9}}  \tag{2.2}\\
& \frac{1}{2} \sum_{\gamma, \delta} \bar{\theta}\left[\gamma_{\delta}^{\gamma}\right]^{8}(-1)^{g_{9} \gamma+h_{9} \delta+g_{9} h_{9}} \frac{1}{2} \sum_{\gamma^{\prime}, \delta^{\prime}} \bar{\theta}\left[_{\gamma^{\prime}}^{\gamma^{\prime}}\right]^{8}(-1)^{g_{9} \gamma^{\prime}+h_{9} \delta^{\prime}+g_{9} h_{9}} \\
& \frac{\Gamma_{8-d, 8-d}}{\eta^{12} \bar{\eta}^{24}},
\end{align*}
$$

where we use the following notations:

- $\tau=\tau_{1}+i \tau_{2}$ is the Teichmüller parameter of the genus-1 Riemann surface and $F$ the fundamental domain of the modular group. $\eta(\tau)$ and $\theta\left[\begin{array}{l}\alpha \\ \beta\end{array}\right](\tau)$ are the Dedekind and Jacobi modular forms, for which conventions can be found in [39].
- The lattices of zero modes associated to the Euclidean circle and the $T^{2}$ coordinates are in the first and second lines. The numbers $\tilde{k}_{0}, \tilde{k}_{d}, \tilde{k}_{9}$ and $l_{0}, l_{d}, l_{9}$ are arbitrary integers, while $g_{0}, h_{0}$ and $g_{9}, h_{9}$ are parities i.e. equal to 0 or 1 . For notational compactness, we have also introduced $g_{d}, h_{d}$ but those are simply vanishing. Moreover, $G_{i j}$ and $B_{i j}$ are the metric and antisymmetric tensor background values on $T^{2}$, to be specified shortly.
- The worldsheet left-moving fermions contribute to the conformal block in the third line. The latter is dressed with "cocycles" i.e. phases that couple the above mentioned
lattices to the spin structures $a, b \in\{0,1\}$, thus implementing finite temperature and spontaneous breaking of supersymmetry [28]. In string frame, the temperature is the inverse of the Euclidean-time circle circumference,

$$
\begin{equation*}
T_{(\sigma)}=\frac{1}{2 \pi R_{0}} \tag{2.3}
\end{equation*}
$$

- In the fourth line, the 16 extra right-moving coordinates of the bosonic string yield two $E_{8}$ lattices, where $\gamma, \delta$ and $\gamma^{\prime}, \delta^{\prime} \in\{0,1\}$. Cocycles responsible for the $E_{8} \times E_{8} \rightarrow$ $\mathrm{SO}(16) \times \mathrm{SO}(16)$ spontaneous breaking are also included [40]. In total, the lattice of the direction $X^{9}$ is involved in the phase

$$
\begin{equation*}
(-1)^{g_{9}\left(a+\gamma+\gamma^{\prime}\right)+h_{9}\left(b+\delta+\delta^{\prime}\right)+g_{9} h_{9}} \tag{2.4}
\end{equation*}
$$

which shows that super-Higgs and Higgs mechanisms combine in a non-trivial way. Consider an initially massless, supersymmetric pair of bosonic ( $a=0$ ) and fermionic $(a=1)$ degrees of freedom: if their gauge charge $\gamma+\gamma^{\prime}$ is even, then the ScherkSchwarz mechanism along $X^{9}$ induces a non-trivial mass to the fermion, while the boson remains massless. On the contrary, when $\gamma+\gamma^{\prime}$ is odd, the mass splitting is reversed, in the sense that the boson becomes massive, while the fermion remains massless [32, 33, 41, 42].

- The last line contains the lattice of zero modes associated to the internal directions $X^{d+1}, \ldots, X^{8}$, and worldsheet left- or right-moving oscillator contributions.
- We consider a $T^{2}$ metric and antisymmetric tensor

$$
(G+B)_{i j}=\left(\begin{array}{cc}
R_{d}^{2} & \epsilon  \tag{2.5}\\
-\epsilon & 4 R_{9}^{2}
\end{array}\right), \quad i, j \in\{d, 9\}
$$

where $R_{d}$ and $R_{9}$ are dynamical radii, while $\epsilon \in \mathbb{Z}$ is a constant background. To motivate this choice, notice that in the absence of any cocycle responsible for finite temperature and supersymmetry breaking along $X^{9}$, we would have an $\mathrm{U}(1) \rightarrow \mathrm{SU}(2)$ enhancement of the gauge symmetry at $R_{d}=1$ and arbitrary $\epsilon \in \mathbb{Z}$. In fact, a pair of non-Cartan vector multiplets would be exactly massless at such a point in moduli space. As shown in great details in [43], ${ }^{2}$ once supersymmetry breaking is implemented along $X^{9}$, the effect of an even value of the "discrete Wilson line" $\epsilon$ is to induce a tree-level mass $1 /\left(2 R_{9}\right)$ (equal to that of the gravitini) only to the fermions of the non-Cartan vector multiplets. Conversely, an odd value of $\epsilon$ implies the fermions to remain massless, while their bosonic superpartners become massive. In both cases, we may define the scale of supersymmetry breaking in string frame to be

$$
\begin{equation*}
M_{(\sigma)}=\frac{1}{2 \pi R_{9}} \tag{2.6}
\end{equation*}
$$

[^39]In the remaining part of this subsection, we show how the picture is generalized in presence of both supersymmetry breaking and finite temperature.

Redefining $a=\hat{a}+h_{0}+h_{9}, b=\hat{b}+g_{0}+g_{9}$, and using the Jacobi identity to handle the sum over $\hat{a}, \hat{b}$, the free energy density becomes

$$
\begin{aligned}
\mathcal{F}_{(\sigma)}= & \frac{1}{2(2 \pi)^{d}} \int_{F} \frac{\mathrm{~d} \tau_{1} \mathrm{~d} \tau_{2}}{\tau_{2}^{1+\frac{d+2}{2}}} \sum_{g_{0}, h_{0}} \sum_{\tilde{k}_{0}, l_{0}} e^{-\frac{\pi R_{0}^{2}}{\tau_{2}}\left|2 \tilde{k}_{0}+g_{0}+\left(2 l_{0}+h_{0}\right) \tau\right|^{2}} \\
& R_{d} \sum_{\tilde{m}_{d}, n_{d}} e^{-\frac{\pi R_{d}^{2}}{\tau_{2}}\left|\tilde{m}_{d}+n_{d} \tau\right|^{2}} R_{9} \sum_{g_{9}, h_{9}} \sum_{\tilde{k}_{9}, l_{9}} e^{-\frac{\pi R_{9}^{2}}{\tau_{2}}\left|2 \tilde{k}_{9}+g_{9}+\left(2 l_{9}+h_{9}\right) \tau\right|^{2}}(-1)^{\epsilon\left(\tilde{m}_{d} h_{9}+n_{d} g_{9}\right)} \\
& \theta\left[\begin{array}{c}
1-h_{0}-h_{9} \\
1-g_{0}-g_{9}
\end{array}\right]^{4} \frac{1}{2} \sum_{\gamma, \delta} \bar{\theta}\left[\gamma_{\delta}^{\gamma}\right]^{8} \frac{1}{2} \sum_{\gamma^{\prime}, \delta^{\prime}} \bar{\theta}\left[\gamma_{\delta^{\prime}}^{\gamma^{\prime}}\right]^{8} \frac{\Gamma_{8-d, 8-d}}{\eta^{12} \bar{\eta}^{24}}(-1)^{\varphi},
\end{aligned}
$$

$$
\begin{equation*}
\text { where } \quad \varphi=g_{0}+g_{9}+h_{0}+h_{9}+g_{9} h_{0}+g_{0} h_{9}+g_{9}\left(\gamma+\gamma^{\prime}\right)+h_{9}\left(\delta+\delta^{\prime}\right) \tag{2.7}
\end{equation*}
$$

To proceed, we assume that the radii of the periodic directions $X^{0}, X^{9}$, are large compared to the Hagedorn radius, in order for Hagedorn-like instabilities not to occur,

$$
\begin{equation*}
R_{0}, R_{9} \gg R_{H}=\frac{1+\sqrt{2}}{\sqrt{2}} \tag{2.8}
\end{equation*}
$$

This guarantees that the integrand does not develop level-matched tachyonic modes and the free energy to be well defined. By noticing that all contributions with non-vanishing winding numbers $2 l_{0}+h_{0}$ or $2 l_{9}+h_{9}$ yield contributions $\mathcal{O}\left(e^{-\# R_{0}^{2}}\right)$ or $\mathcal{O}\left(e^{-\# R_{9}^{2}}\right)$, where \# is positive and $\mathcal{O}(1)$, we may focus on the sectors $h_{0}=h_{9}=0$, with $l_{0}=l_{9}=0$. Due to the $\theta\left[\begin{array}{c}1 \\ 1-g_{0}-g_{9}\end{array}\right]^{4}$ factor, non-trivial contributions arise only for $\left(g_{0}, g_{9}\right)=(1,0)$ or $(0,1)$. As a result, we obtain

$$
\begin{align*}
& \mathcal{F}_{(\sigma)}=\frac{R_{9}}{2(2 \pi)^{d}} \int_{F} \frac{\mathrm{~d} \tau_{1} \mathrm{~d} \tau_{2}}{\tau_{2}^{1+\frac{d+1}{2}}} \sum_{\substack{\left(g_{0}, g_{9}\right)=\\
(1,0) \text { or }(0,1)}} \sum_{\tilde{k}_{0}, \tilde{k}_{9}} e^{-\frac{\pi}{\tau_{2}}\left[R_{0}^{2}\left(2 \tilde{k}_{0}+1\right)^{2}+R_{9}^{2}\left(2 \tilde{k}_{9}+1\right)^{2}\right]} \sum_{m_{d}, n_{d}} q^{\frac{1}{2} p_{L}^{2}} \bar{q}^{\frac{1}{2} p_{R}^{2}}(-1)^{\epsilon n_{d} g_{9}} \\
& \frac{\theta\left[\begin{array}{l}
1 \\
0
\end{array}\right]^{4}}{\eta^{12} \bar{\eta}^{24}} \frac{1}{2} \sum_{\gamma, \delta} \bar{\theta}\left[{ }_{\delta}^{\gamma}\right]^{8}(-1)^{g_{9} \gamma} \frac{1}{2} \sum_{\gamma^{\prime}, \delta^{\prime}} \bar{\theta}\left[\left[_{\delta^{\prime}}^{\gamma^{\prime}}\right]^{8}(-1)^{g_{9} \gamma^{\prime}} \Gamma_{8-d, 8-d}+\mathcal{O}\left(e^{-\# R_{0}^{2}}\right)+\mathcal{O}\left(e^{-\# R_{9}^{2}}\right),\right.
\end{align*}
$$

where $q=e^{2 i \pi \tau}$. In this expression, we have written the lattice of zero modes associated to $S^{1}\left(R_{d}\right)$ in Hamiltonian form, where

$$
\begin{equation*}
p_{L}=\frac{1}{\sqrt{2}}\left(\frac{m_{d}}{R_{d}}+n_{d} R_{d}\right)^{2}, \quad p_{R}=\frac{1}{\sqrt{2}}\left(\frac{m_{d}}{R_{d}}-n_{d} R_{d}\right)^{2} \tag{2.10}
\end{equation*}
$$

Due to the presence of factors $e^{-\frac{\pi R_{0}^{2}}{\tau_{2}}\left(2 \tilde{k}_{0}+1\right)^{2}}$ or $e^{-\frac{\pi R_{9}^{2}}{\tau_{2}}\left(2 \tilde{k}_{9}+1\right)^{2}}$ in the integrand, we may extend the fundamental domain $F$ of integration to the "upper half strip",

$$
\begin{equation*}
\int_{F} \mathrm{~d} \tau_{1} \mathrm{~d} \tau_{2}(\cdots)=\int_{-\frac{1}{2}}^{\frac{1}{2}} \mathrm{~d} \tau_{1} \int_{0}^{+\infty} \mathrm{d} \tau_{2}(\cdots)+\mathcal{O}\left(e^{-\# R_{0}^{2}}\right)+\mathcal{O}\left(e^{-\# R_{9}^{2}}\right) \tag{2.11}
\end{equation*}
$$

Hence, integrating over $\tau_{1}$ projects on the physical i.e. level-matched spectrum.

To evaluate explicitly the free energy, we expand

$$
\begin{align*}
\frac{\theta_{2}^{4}}{\eta^{12}} & =16(1+\mathcal{O}(q)) \\
\frac{1}{2} \sum_{\gamma, \delta} \bar{\theta}\left[\gamma_{\delta}^{\gamma}\right]^{8}(-1)^{g^{9 \gamma}} & =1+112 \bar{q}+(-1)^{g^{9}} 128 \bar{q}+\mathcal{O}\left(\bar{q}^{2}\right)  \tag{2.12}\\
\frac{1}{\bar{\eta}^{24}} & =\frac{1}{\bar{q}}\left(1+24 \bar{q}+\mathcal{O}\left(\bar{q}^{2}\right)\right)
\end{align*}
$$

Moreover, choosing the radius of the direction $X^{d}$ to be "moderate",

$$
\begin{equation*}
\frac{1}{R_{0}}, \frac{1}{R_{9}} \ll R_{d} \ll R_{0}, R_{9} \tag{2.13}
\end{equation*}
$$

$R_{d}$ may sit in the neighborhood of 1 , where the states with momenta and winding numbers $m_{d}=-n_{d}= \pm 1$ become massless. We may then write

$$
\begin{equation*}
\sum_{m_{d}, n_{d}} q^{\frac{1}{2} p_{L}^{2}} \frac{1}{p_{2}^{2} p_{R}^{2}}(-1)^{\epsilon n_{d} g_{9}}=1+2(-1)^{\epsilon g_{9}} \bar{q} e^{-\pi \tau_{2}\left(R_{d}-\frac{1}{R_{d}}\right)^{2}}+\cdots, \tag{2.14}
\end{equation*}
$$

where the ellipses stand for all other modes, $m_{d} n_{d} \neq-1$. Note that the latter cannot yield states in the spectrum simultaneously level-matched and lighter than $T_{(\sigma)}$ and $M_{(\sigma)}$. In a similar way, we assume the size of $T^{8-d, 8-d}$ to be "moderate", i.e. with metric satisfying

$$
\begin{equation*}
\frac{1}{R_{0}^{2}}, \frac{1}{R_{9}^{2}} \ll\left|G_{I J}\right| \ll R_{0}^{2}, R_{9}^{2}, \quad I, J \in\{d+1, \ldots, 8\} \tag{2.15}
\end{equation*}
$$

Hence, $(G+B)_{I J}$ may sit at a point of enhanced gauge symmetry in moduli space, $\mathrm{U}(1)^{8-d} \rightarrow G_{\text {en }}$, so that

$$
\begin{equation*}
\Gamma_{(8-d, 8-d)}=1+d_{\mathrm{en}} \bar{q}+\cdots \tag{2.16}
\end{equation*}
$$

In the above formula, we take for simplicity $(G+B)_{I J}$ to sit exactly at such a point, or to be outside of their neighborhoods, in which case $d_{\text {en }}=0$. We are now ready to integrate physical mode by physical mode. This can be done using the identity

$$
\begin{equation*}
\mathcal{H}_{\nu}(x) \equiv \frac{1}{\Gamma(\nu)} \int_{0}^{+\infty} \frac{\mathrm{d} u}{u^{1+\nu}} e^{-\frac{1}{u}-x^{2} u}=\frac{2}{\Gamma(\nu)} x^{\nu} K_{\nu}(2 x), \tag{2.17}
\end{equation*}
$$

where $K_{\nu}$ is the modified Bessel function of the second kind. In practice, $x$ is essentially the ratio of mass in the spectrum, to $T_{(\sigma)}$ or $M_{(\sigma)}$. As a consequence, different contributions can have different orders of magnitude, as follows from the behaviors of $\mathcal{H}_{\nu}(x)$ at large and small arguments,

$$
\begin{array}{ll}
\mathcal{H}_{\nu}(x) \sim \frac{\sqrt{\pi}}{\Gamma(\nu)} x^{\nu-\frac{1}{2}} e^{-2 x} & \text { when }  \tag{2.18}\\
\mathcal{H}_{\nu}(x)=1-\frac{x^{2}}{\nu-1}+\mathcal{O}\left(x^{4}\right) & \text { when }
\end{array}|x| \ll 1 .
$$

The dominant contribution to $\mathcal{F}_{(\sigma)}$ arises from the (nearly) massless states, including those with $m_{d}=-n_{d}= \pm 1$ when $R_{d} \simeq 1$, together with their towers of KK modes associated
to the Euclidean time and direction $X^{9}$. All other states yield exponentially suppressed contributions. They include in particular those arising from oscillator modes at the string scale, or from the states winding around the large compact directions $X^{0}, X^{9}$.

To write the final result, it is convenient to define

$$
\begin{equation*}
\zeta=\ln \left(R_{d}\right), \quad \eta=\ln \left(R_{9}\right), \quad z=\ln \left(\frac{R_{0}}{R_{9}}\right)=\ln \left(\frac{M_{(\sigma)}}{T_{(\sigma)}}\right) \tag{2.19}
\end{equation*}
$$

in terms of which we find

$$
\begin{equation*}
\mathcal{F}_{(\sigma)}=T_{(\sigma)}^{d} f(z, \eta, \zeta)+\mathcal{O}\left(\left(c M_{\mathrm{s}} T_{(\sigma)}\right)^{\frac{d}{2}} e^{-c M_{\mathrm{s}} / T_{(\sigma)}}\right)+\mathcal{O}\left(\left(c M_{\mathrm{s}} M_{(\sigma)}\right)^{\frac{d}{2}} e^{-c M_{\mathrm{s}} / M_{(\sigma)}}\right) \tag{2.20}
\end{equation*}
$$

In this expression, $c M_{\mathrm{s}}>0$ is the lowest (Higgs-like) mass scale generated by the moduli $G_{I J}$. As follows from eq. (2.15), it is heavier than $T_{(\sigma)}$ and $M_{(\sigma)}$, thus yielding exponential suppression. ${ }^{3}$ The dominant contribution in $\mathcal{F}_{(\sigma)}$ involves

$$
\begin{align*}
f(z, \eta, \zeta)= & -\left(n_{\mathrm{F}}+n_{\mathrm{B}}\right) f_{\mathrm{T}}^{(d)}(z)+\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) f_{\mathrm{V}}^{(d)}(z) \\
& -\left(\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}\right) \tilde{f}_{\mathrm{T}}^{(d)}(z, \eta, \zeta)+\left(\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}\right) \tilde{f}_{\mathrm{V}}^{(d)}(z, \eta, \zeta), \tag{2.21}
\end{align*}
$$

where $n_{\mathrm{B}}$ and $n_{\mathrm{F}}$ are the numbers of bosonic and fermionic massless states for generic $R_{d}$, while $\tilde{n}_{\mathrm{B}}$ and $\tilde{n}_{\mathrm{F}}$ count those becoming massless at $R_{d}=1$. The dressing functions account for the corresponding towers of KK modes along $X^{0}, X^{9}[34,35]$,

$$
\begin{align*}
f_{\mathrm{T}}^{(d)}(z) & =\frac{\Gamma\left(\frac{d+1}{2}\right)}{\pi^{\frac{d+1}{2}}} \sum_{\tilde{k}_{0}, \tilde{k}_{9}} \frac{e^{d z}}{\left[e^{2 z}\left(2 \tilde{k}_{0}+1\right)^{2}+\left(2 \tilde{k}_{9}\right)^{2}\right]^{\frac{d+1}{2}}} \\
\tilde{f}_{\mathrm{T}}^{(d)}(z, \eta, \zeta) & =\frac{\Gamma\left(\frac{d+1}{2}\right)}{\pi^{\frac{d+1}{2}}} \sum_{\tilde{k}_{0}, \tilde{k}_{9}} \frac{e^{d z} \mathcal{H}_{\frac{d+1}{2}}\left(\pi\left|e^{\zeta}-e^{-\zeta}\right| e^{\eta} \sqrt{e^{2 z}\left(2 \tilde{k}_{0}+1\right)^{2}+\left(2 \tilde{k}_{9}\right)^{2}}\right)}{\left[e^{2 z}\left(2 \tilde{k}_{0}+1\right)^{2}+\left(2 \tilde{k}_{9}\right)^{2}\right]^{\frac{d+1}{2}}} \tag{2.22}
\end{align*}
$$

while the last two functions can be defined by

$$
\begin{equation*}
f_{\mathrm{V}}^{(d)}(z) \equiv e^{(d-1) z} f_{\mathrm{T}}^{(d)}(-z), \quad \tilde{f}_{\mathrm{V}}^{(d)}(z, \eta, \zeta) \equiv e^{(d-1) z} \tilde{f}_{\mathrm{T}}^{(d)}(-z, \eta+z, \zeta) \tag{2.23}
\end{equation*}
$$

To be specific, the massless spectrum satisfies

$$
\begin{array}{ll}
n_{\mathrm{B}}=8 \times\left(8+120+120+d_{\mathrm{en}}\right), & n_{\mathrm{F}}=8 \times(128+128) \\
\tilde{n}_{\mathrm{B}}=8 \times 2(1-\epsilon), & \tilde{n}_{\mathrm{F}}=8 \times 2 \epsilon \tag{2.24}
\end{array}
$$

There is a universal degeneracy factor 8 arising from the fact that at zero temperature and supersymmetry breaking scale, the theory is maximally supersymmetric i.e. with 16 supercharges $(\mathcal{N}=4$ in 4 dimensions $)$. In $n_{\mathrm{B}}$, the $8 \times 8$ degrees of freedom are those of the metric, antisymmetric tensor and dilaton field dimensionally reduced from 10 to $d$ dimensions. The 120 's are the dimensions of the two $\mathrm{SO}(16)$ gauge groups, while $d_{\mathrm{en}}$ is the number of roots of the enhanced $\mathrm{U}(1)^{8-d} \rightarrow G_{\text {en }}$ gauge factor. They all satisfy

[^40]$\left(\gamma, \gamma^{\prime}\right)=(0,0)$. In $n_{\mathrm{F}}$, the 128's are the dimensions of the spinorial representations of the $\mathrm{SO}(16)$ factors, corresponding to $\left(\gamma, \gamma^{\prime}\right)=(1,0)$ and $(0,1)$. At $R_{d}=1$, modes having $m_{d}=-n_{d}= \pm 1$ are massless, with charges $p_{R}= \pm \sqrt{2}$ under the right-moving $\mathrm{U}(1)$ isometry group of $S^{1}\left(R_{d}\right)$. Either $\tilde{n}_{\mathrm{B}}$ or $\tilde{n}_{\mathrm{F}}$ is non-trivial: when $\epsilon=0$, the modes are bosons corresponding to the roots of the enhanced $\mathrm{U}(1) \rightarrow \mathrm{SU}(2)$ and on the contrary, $\epsilon=1$ yields a pair of fermionic states, charged under $\mathrm{U}(1)$ which is not enhanced.

### 2.2 Properties of the free energy

From now on, we will neglect in $\mathcal{F}_{(\sigma)}$ (and omit in all formulas) the exponentially-suppressed contributions in eq. (2.20). Some remarks are in order:

- $\mathcal{F}_{(\sigma)}$ is the free energy density valid for arbitrary mass $\left|R_{d}-1 / R_{d}\right|$ of the $\tilde{n}_{\mathrm{B}}$ or $\tilde{n}_{\mathrm{F}}$ states, provided eq. (2.13) holds. Consistently, we find that when they are massless, i.e. at $R_{d}=1$,

$$
\begin{align*}
f(z, \eta, 0) & =-\left(N_{\mathrm{F}}+N_{\mathrm{B}}\right) f_{\mathrm{T}}^{(d)}(z)+\left(N_{\mathrm{F}}-N_{\mathrm{B}}\right) f_{\mathrm{V}}^{(d)}(z),  \tag{2.25}\\
\text { where } \quad N_{\mathrm{F}} & =n_{\mathrm{F}}+\tilde{n}_{\mathrm{F}}, \quad N_{\mathrm{B}}=n_{\mathrm{B}}+\tilde{n}_{\mathrm{B}} .
\end{align*}
$$

- The above split of $f$ into two pieces is motivated by taking the limit $z \rightarrow+\infty$, where thermal effects are screened by quantum effects. In fact, we have

$$
\begin{equation*}
\left.\mathcal{F}_{(\sigma)}\right|_{R_{d}=1} \underset{z \rightarrow+\infty}{\sim} M_{(\sigma)}^{d}\left(N_{\mathrm{F}}-N_{\mathrm{B}}\right) \xi, \quad \text { where } \quad \xi=\frac{\Gamma\left(\frac{d+1}{2}\right)}{\pi^{\frac{d+1}{2}}} \sum_{m} \frac{1}{|2 m+1|^{d+1}}, \tag{2.26}
\end{equation*}
$$

which reproduces the expression of the 1-loop effective potential at zero temperature in a theory where supersymmetry is spontaneously broken by the Scherk-Schwarz mechanism [32, 33, 44].

- Conversely, when $z \rightarrow-\infty$, quantum corrections are screened by thermal effects. As a result, we recover

$$
\begin{equation*}
\left.\mathcal{F}_{(\sigma)}\right|_{R_{d}=1} \underset{z \rightarrow-\infty}{\sim}-2 \pi R_{9} T_{(\sigma)}^{d+1}\left(N_{\mathrm{F}}+N_{\mathrm{B}}\right) \xi, \tag{2.27}
\end{equation*}
$$

which is the Stefan-Boltzmann law for radiation in $d+1$ dimensions. The overall factor $2 \pi R_{9}$ arises consistently with the interpretation of the density in $d+1$ dimensions.

- Expanding around $\zeta=0$, we identify the mass term of $\zeta$,

$$
\begin{align*}
f(z, \eta, \zeta)= & -\left(N_{\mathrm{F}}+N_{\mathrm{B}}\right) f_{\mathrm{T}}^{(d)}(z)+\left(N_{\mathrm{F}}-N_{\mathrm{B}}\right) f_{\mathrm{V}}^{(d)}(z) \\
& +\frac{\zeta^{2}}{\pi T_{(\sigma)}^{2}}\left[\left(\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}\right) f_{\mathrm{T}}^{(d-2)}(z)-\left(\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}\right) f_{\mathrm{V}}^{(d-2)}(z)\right]+\mathcal{O}\left(\zeta^{4}\right), \tag{2.28}
\end{align*}
$$

where $\quad \tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}=8 \times 2, \quad-\left(\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}\right)=(-1)^{\epsilon} 8 \times 2$.
When the extra massless states at $R_{d}=1$ are bosons ( $\epsilon$ even), $\zeta$ is massive. Thus, as a function of $\zeta, \mathcal{F}_{(\sigma)}$ presents a local minimum at $\zeta=0$, as shown in the qualitative figure 1. However, the situation is more involved when the massless states


Figure 1. Qualitative shape of the free energy density $\mathcal{F}_{(\sigma)}$ as a function of $\zeta=\ln R_{d}$, when $\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}} \leq 0$, or for low enough $M_{(\sigma)} / T_{(\sigma)}$ when $\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}>0$. Several phases can be identified: a well of size $\max \left(1 / R_{0}, 1 / R_{9}\right)$. On both of its sides, plateaus extend until $\pm \min \left(\ln R_{0}, \ln R_{9}\right)$. The latter are followed/preceded by exponential falls if $n_{\mathrm{F}}-n_{\mathrm{B}} \leq 0$, or for low enough $M_{(\sigma)} / T_{(\sigma)}$ when $n_{\mathrm{F}}-n_{\mathrm{B}}>0$. The exponential behavior is increasing for large enough $M_{(\sigma)} / T_{(\sigma)}$, when $n_{\mathrm{F}}-n_{\mathrm{B}}>0$.


Figure 2. Qualitative shape of the free energy density $\mathcal{F}_{(\sigma)}$ as a function of $\zeta=\ln R_{d}$, in the case $\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}>0$, when $M_{(\sigma)} / T_{(\sigma)}$ is large enough. Several phases can be identified: a bump of size $\max \left(1 / R_{0}, 1 / R_{9}\right)$. On both of its sides, plateaus extend until $\pm \min \left(\ln R_{0}, \ln R_{9}\right)$. The latter are followed/preceded by exponential falls if $n_{\mathrm{F}}-n_{\mathrm{B}} \leq 0$, or for low enough $M_{(\sigma)} / T_{(\sigma)}$ when $n_{\mathrm{F}}-n_{\mathrm{B}}>0$. The exponential behavior is increasing for large enough $M_{(\sigma)} / T_{(\sigma)}$, when $n_{\mathrm{F}}-n_{\mathrm{B}}>0$.
are fermions ( $\epsilon$ odd). By noticing that the limits $z \rightarrow+\infty$ and $-\infty$ of the functions $f_{\mathrm{T}}^{(d)}(z)$ and $f_{\mathrm{V}}^{(d)}(z)$ that we took in eqs. (2.26) and (2.27) can be easily applied to the $d-2$ case, we conclude that for large enough $e^{z}, \zeta$ is tachyonic, while for low enough $e^{z}$, it is massive. The tachyonic case is illustrated in figure 2 , where $\mathcal{F}_{(\sigma)}$ has a maximum at $\zeta=0$. The massive case is as before, shown in figure 1. The dynamical switch from the massive case to the tachyonic case will be used in the next section to trigger the destabilization of $R_{d}$, which is responsible for the mass generation of fermionic dark matter.

- For $R_{d}$ sufficiently far from the self-dual point, the masses of the $\tilde{n}_{\mathrm{B}}$ or $\tilde{n}_{\mathrm{F}}$ states (depending on the parity of $\epsilon$ ) exceed $T_{(\sigma)}$ and $M_{(\sigma)}$. Thus, their contributions to the free energy become exponentially suppressed and the second line of eq. (2.21), which captures all $\zeta$ - and $\eta$-dependences, can be omitted. Hence, as a function of $\zeta, \mathcal{F}_{(\sigma)}$ develops a well or a bump around $\zeta=0$, whose size is $\max \left(1 / R_{0}, 1 / R_{9}\right)$, and on both sides of which is a plateau (see figures 1,2 ).

Large extra dimension regime. For completeness, we may ask what is the behavior of the free energy when the condition (2.13) is relaxed. When $R_{d} \gtrsim R_{0}$ or $R_{9}$, KK modes along $X^{d}$ are lighter than $T_{(\sigma)}$ or $M_{(\sigma)}$ and their contributions to the free energy are no more exponentially suppressed. Similarly, the winding modes along $S^{1}\left(R_{d}\right)$ start contributing to the free energy when $R_{d} \lesssim 1 / R_{0}$ or $1 / R_{9}$. On the contrary, the $\tilde{n}_{\mathrm{B}}$ and $\tilde{n}_{\mathrm{F}}$ states being even heavier than when $\zeta$ sits on a plateau discussed above, they can be omitted in the evaluation of $\mathcal{F}_{(\sigma)}$. Under such conditions, one obtains [34]

$$
\begin{align*}
f(z, \eta, \zeta) & =-\left(n_{\mathrm{F}}+n_{\mathrm{B}}\right)\left[f_{\mathrm{T}}^{(d)}(z)+k_{\mathrm{T}}^{(d)}(z, \eta-|\zeta|)\right]+\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right)\left[f_{\mathrm{V}}^{(d)}(z)+k_{\mathrm{V}}^{(d)}(z, \eta-|\zeta|)\right] \\
& =e^{|\zeta|-\eta-z}\left[-\left(n_{\mathrm{F}}+n_{\mathrm{B}}\right) F_{\mathrm{T}}^{(d+1)}(z, \eta-|\zeta|)+\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) F_{\mathrm{V}}^{(d+1)}(z, \eta-|\zeta|)\right] \tag{2.29}
\end{align*}
$$

where, in the first line, the functions $k_{\mathrm{T}}^{(d)}$ and $k_{\mathrm{V}}^{(d)}$ account for the additional corrections attributed to the KK or winding states,

$$
\begin{align*}
& k_{\mathrm{T}}^{(d)}(z, \eta-|\zeta|)=\frac{\Gamma\left(\frac{d+1}{2}\right)}{\pi^{\frac{d+1}{2}}} \sum_{m_{d} \neq 0} \sum_{\tilde{k}_{0}, \tilde{k}_{9}} \frac{e^{d z} \mathcal{H}_{\frac{d+1}{2}}\left(\pi\left|m_{d}\right| e^{\eta-|\zeta|} \sqrt{e^{2 z}\left(2 \tilde{k}_{0}+1\right)^{2}+\left(2 \tilde{k}_{9}\right)^{2}}\right)}{\left[e^{2 z}\left(2 \tilde{k}_{0}+1\right)^{2}+\left(2 \tilde{k}_{9}\right)^{2}\right]^{\frac{d+1}{2}}}, \\
& k_{\mathrm{V}}^{(d)}(z, \eta-|\zeta|)=e^{(d-1) z} k_{\mathrm{T}}^{(d)}(-z, \eta-|\zeta|+z) . \tag{2.30}
\end{align*}
$$

In the second line of eq. (2.29), a Poisson summation on the momentum (or winding number) along $S^{1}\left(R_{d}\right)$ is performed, which yields

$$
\begin{align*}
& F_{\mathrm{T}}^{(d+1)}(z, \eta-|\zeta|)=\frac{\Gamma\left(\frac{d+2}{2}\right)}{\pi^{\frac{d+2}{2}}} \sum_{\tilde{k}_{0}, \tilde{k}_{9}, \tilde{m}_{d}} \frac{e^{(d+1) z}}{\left[e^{2 z}\left(2 \tilde{k}_{0}+1\right)^{2}+\left(2 \tilde{k}_{9}\right)^{2}+e^{-2(\eta-|\zeta|)} \tilde{m}_{d}^{2}\right]^{\frac{d+2}{2}}},  \tag{2.31}\\
& F_{\mathrm{V}}^{(d+1)}(z, \eta-|\zeta|)=e^{d z} F_{\mathrm{T}}^{(d+1)}(-z, \eta-|\zeta|+z) .
\end{align*}
$$

Much of the behavior of the free energy is captured in the regime $R_{d} \gg R_{0}, R_{9}$ (or $R_{d} \ll$ $1 / R_{0}, 1 / R_{9}$ ), which can be derived from the second expression in eq. (2.29). Defining $u=1$ or -1 to treat both cases simultaneously, we obtain

$$
\begin{equation*}
\mathcal{F}_{(\sigma)}=2 \pi R_{d}^{u} T_{(\sigma)}^{d+1}\left[-\left(n_{\mathrm{F}}+n_{\mathrm{B}}\right) f_{\mathrm{T}}^{(d+1)}(z)+\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) f_{\mathrm{V}}^{(d+1)}(z)-\left(\frac{R_{0}}{R_{d}^{u}}\right)^{d} n_{\mathrm{B}} \xi^{\prime}+\cdots\right], \tag{2.32}
\end{equation*}
$$

where the ellipses stand for exponentially suppressed terms in $R_{d}^{u} / R_{0}$ and $R_{d}^{u} / R_{9}$, and

$$
\begin{equation*}
\xi^{\prime}=\frac{\Gamma\left(\frac{d}{2}\right)}{\pi^{\frac{d}{2}}} \zeta(d) . \tag{2.33}
\end{equation*}
$$

The factor $2 \pi R_{d}^{u}$ of eq. (2.32) may be used to interpret the result in $d+1$ dimensions. However, from the $d$-dimensional point of view, this translates into an exponential behavior, $\mathcal{F}_{(\sigma)} \propto e^{|\zeta|}$ for $|\zeta| \rightarrow \infty$, which we took to be decreasing in figures 1 and 2 . If this is so when $n_{\mathrm{F}}-n_{\mathrm{B}} \leq 0$, this is not always true when $n_{\mathrm{F}}-n_{\mathrm{B}}>0$. In the latter case, we can use for $d+1$ the limits $z \rightarrow \pm \infty$ taken in eqs. (2.26) and (2.27) to conclude that the exponential behavior is decreasing for low enough $e^{z}$, and increasing for large enough $e^{z}$.

## 3 Dynamical stabilization / destabilization

In this section, we consider the free energy $\mathcal{F}_{(\sigma)}=T_{(\sigma)}^{d} f$ in generic models, namely with the function $f$ given in eq. (2.21) (or (2.29)), for arbitrary $n_{\mathrm{F}}, n_{\mathrm{B}}$ and $\tilde{n}_{\mathrm{F}}, \tilde{n}_{\mathrm{B}}$. We want to show how the nature of the $\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}$ states becoming massless at $R_{d}=1$ impacts the dynamics and final expectation value of $R_{d}$. After deriving the cosmological equations of motion, we review the evolution found for $\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}<0$, which was considered in [34] and yields a stabilization of the modulus at the self-dual point. Then, we turn to our main case of interest, namely $\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}>0$, which can trigger dynamically the destabilization of $R_{d}$ from its self-dual point. During this process, the $\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}$ initially massless states acquire a large mass. Becoming non-relativistic, we will see in section 4 that they may realize a component of cold dark matter in our universe, given that they are stable on cosmological time scales.

### 3.1 Equations of motion and thermodynamics

Our starting point is the 1-loop effective action in dimensions. Considering only the degrees of freedom relevant for the (de-)stabilization mechanism, we have

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{d} x \sqrt{-g_{(\sigma)}}\left[e^{-2 \phi}\left(\frac{\mathcal{R}_{(\sigma)}}{2}+2 \partial_{\mu} \phi \partial^{\mu} \phi-\frac{1}{2} \frac{\partial_{\mu} R_{9} \partial^{\mu} R_{9}}{R_{9}^{2}}-\frac{1}{2} \frac{\partial_{\mu} R_{d} \partial^{\mu} R_{d}}{R_{d}^{2}}\right)-\mathcal{F}_{(\sigma)}\right] \tag{3.1}
\end{equation*}
$$

where $g_{(\sigma)}$ is the string frame metric with signature $(-1,+\ldots,+), \mathcal{R}_{(\sigma)}$ is the associated Ricci curvature, and $\phi$ is the dilaton in $d$ dimensions. Defining the Einstein frame metric as

$$
\begin{equation*}
g_{\mu \nu}=e^{-\frac{4}{d-2} \phi} g_{(\sigma) \mu \nu} \tag{3.2}
\end{equation*}
$$

all dimensionful quantities acquire a dilaton dressing. In Einstein frame, the temperature, supersymmetry breaking scale and free energy density are therefore

$$
\begin{equation*}
T=\frac{e^{\frac{2}{d-2} \phi}}{2 \pi R_{0}}, \quad M=\frac{e^{\frac{2}{d-2} \phi}}{2 \pi R_{9}}=\frac{e^{\sqrt{\frac{d-1}{d-2}} \Phi}}{2 \pi}, \quad \mathcal{F}=e^{\frac{2 d}{d-2} \phi} \mathcal{F}_{(\sigma)}=T^{d} f(z, \eta, \zeta) \tag{3.3}
\end{equation*}
$$

Note that we have introduced a new field $\Phi$, the so-called "no-scale modulus" [45-48]. In fact, defining

$$
\begin{equation*}
\Phi=\sqrt{\frac{d-2}{d-1}}\left(\frac{2 \phi}{d-2}-\eta\right), \quad \Phi_{\perp}=\frac{1}{\sqrt{d-1}}(2 \phi+\eta) \tag{3.4}
\end{equation*}
$$

the action takes a suitable form in terms of canonical fields,

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{d} x \sqrt{-g}\left[\frac{\mathcal{R}}{2}-\frac{1}{2} \partial_{\mu} \Phi \partial^{\mu} \Phi-\frac{1}{2} \partial_{\mu} \Phi_{\perp} \partial^{\mu} \Phi_{\perp}-\frac{1}{2} \partial_{\mu} \zeta \partial^{\mu} \zeta-\mathcal{F}\right] \tag{3.5}
\end{equation*}
$$

Interested in flat, homogeneous and isotropic cosmological evolutions, we consider a Friedmann-Lemaître-Roberstson-Walker metric and space-independent scalar fields,

$$
\begin{equation*}
\mathrm{d} s^{2}=-\beta\left(x^{0}\right)^{2}\left(\mathrm{~d} x^{0}\right)^{2}+a\left(x^{0}\right)^{2} \sum_{i=1}^{d-1}\left(\mathrm{~d} x^{i}\right)^{2}, \quad \Phi\left(x^{0}\right), \quad \Phi_{\perp}\left(x^{0}\right), \quad \zeta\left(x^{0}\right), \tag{3.6}
\end{equation*}
$$

where the lapse function $\beta$ is found by analytic continuation of the Euclidean background. Hence, it is the circumference of $S^{1}\left(R_{0}\right)$ measured in Einstein frame, which is nothing but the inverse temperature,

$$
\begin{equation*}
\beta=e^{-\frac{2}{d-2} \phi} 2 \pi R_{0}=\frac{1}{T} . \tag{3.7}
\end{equation*}
$$

Friedmann equations can be found by varying the action with respect to $\beta$ and $a$. They can be rewritten in terms of the more conventional cosmic time defined by $\mathrm{d} t=\beta \mathrm{d} x^{0}$ :

$$
\begin{align*}
\frac{(d-1)(d-2)}{2} H^{2} & =\mathcal{K}+\rho,  \tag{3.8}\\
\frac{(d-1)(d-2)}{2} H^{2}+(d-2) \dot{H} & =-\mathcal{K}-P, \tag{3.9}
\end{align*}
$$

where dot-derivatives are with respect to $t$ and $H=\dot{a} / a$. In the above equations, $\mathcal{K}$ is the kinetic energy of the scalars, while $\rho$ and $P$ are the energy density and pressure arising from the 1-loop contribution $\mathcal{F}$,

$$
\begin{equation*}
\mathcal{K}=\frac{1}{2}\left(\dot{\Phi}^{2}+\dot{\Phi}_{\perp}^{2}+\dot{\zeta}^{2}\right), \quad \rho=\mathcal{F}-T \frac{\partial \mathcal{F}}{\partial T}, \quad P=-\mathcal{F} . \tag{3.10}
\end{equation*}
$$

Notice that the variational principle we have used matches perfectly with the thermodynamics laws,

$$
\begin{equation*}
\rho=\frac{1}{V}\left(\frac{\partial(\beta F)}{\partial \beta}\right)_{V}, \quad P=-\left(\frac{\partial F}{\partial V}\right)_{\beta}, \quad \text { where } \quad V=(2 \pi a)^{d-1}, \quad F=V \mathcal{F} . \tag{3.11}
\end{equation*}
$$

For convenience, we may write the thermal energy density and pressure as

$$
\begin{equation*}
\rho=T^{d} r(z, \eta, \zeta), \quad P=T^{d} p(z, \eta, \zeta), \quad \text { where } \quad r=f_{z}-(d-1) f, \quad p=-f, \tag{3.12}
\end{equation*}
$$

and $f_{x}=\partial f / \partial x$, for $x=z, \eta, \zeta$. With these notations, the scalar-field equations of motion take the form,

$$
\begin{align*}
\ddot{\Phi}+(d-1) H \dot{\Phi} & =-\frac{\partial \mathcal{F}}{\partial \Phi}=-T^{d}\left(\sqrt{\frac{d-1}{d-2}} f_{z}-\sqrt{\frac{d-2}{d-1}} f_{\eta}\right),  \tag{3.13}\\
\ddot{\Phi}_{\perp}+(d-1) H \dot{\Phi}_{\perp} & =-\frac{\partial \mathcal{F}}{\partial \Phi_{\perp}}=-\frac{T^{d}}{\sqrt{d-1}} f_{\eta},  \tag{3.14}\\
\ddot{\zeta}+(d-1) H \dot{\zeta} & =-\frac{\partial \mathcal{F}}{\partial \zeta}=-T^{d} f_{\zeta} . \tag{3.15}
\end{align*}
$$

Combining the equations, it can be seen that eq. (3.9) can be replaced by an equation that can be solved [34],

$$
\begin{equation*}
\frac{\dot{\rho}+\dot{P}}{\rho+P}+(d-1) H=\frac{\dot{T}}{T} \quad \Longrightarrow \quad(a T)^{d-1}(r(z, \eta, \zeta)+p(z, \eta, \zeta))=S \tag{3.16}
\end{equation*}
$$

where $S$ is the integration constant. The latter can be interpreted as the entropy of the universe since the above result implies

$$
\begin{equation*}
U-T S=-P V \equiv F, \quad \text { where } \quad U=V \rho \tag{3.17}
\end{equation*}
$$

### 3.2 Radiation-like dominated solutions and stabilization

When the supplementary massless states at the self-dual point contain more bosons than fermions, $\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}<0$ (recall that this means $\epsilon$ even in our example as defined in eq. (2.5)), the thermal effective potential $\mathcal{F}$ admits a local minimum at $\zeta=0$ (see figure 1 ). As shown in [34], this can yield a dynamical stabilization of $\zeta$ at the origin. In this subsection, we review these results, since they will be used later on to infer the behavior of the more involved mechanism of mass generation for dark matter.

Stabilization at the bottom of the well. Let us first describe a particular cosmological solution. Clearly, $\zeta \equiv 0$ solves eq. (3.15). Since $f(z, \eta, 0)$ is independent of $\eta$, eq. (3.14) is satisfied for an arbitrary constant $\Phi_{\perp} \equiv \Phi_{\perp 0}$. It turns out to be convenient to replace eq. (3.13) by a differential equation for $z$. The latter involves a potential for $z$, which admits a minimum at some critical point $\tilde{z}_{\mathrm{c}}$ if and only if the massless spectrum of the model satisfies

$$
\begin{equation*}
0<\frac{N_{\mathrm{F}}-N_{\mathrm{B}}}{N_{\mathrm{F}}+N_{\mathrm{B}}}<\frac{1}{2^{d}-1} \tag{3.18}
\end{equation*}
$$

In that case, $z \equiv \tilde{z}_{\mathrm{c}}$ is a solution, where $\tilde{z}_{\mathrm{c}}$ is the unique root of the equation

$$
\begin{equation*}
\tilde{r}\left(\tilde{z}_{\mathrm{c}}\right)=d \tilde{p}\left(\tilde{z}_{\mathrm{c}}\right), \quad \text { where } \quad \tilde{r}(z) \equiv r(z, \eta, 0), \quad \tilde{p}(z) \equiv p(z, \eta, 0)>0 \tag{3.19}
\end{equation*}
$$

Note that this corresponds to the state equation of radiation in $d+1$ dimensions, $\rho=d \times P .{ }^{4}$ When the model-dependent quantity $\left(N_{\mathrm{F}}-N_{\mathrm{B}}\right) /\left(N_{\mathrm{F}}+N_{\mathrm{B}}\right)$ varies from 0 to its upper bound, $\tilde{z}_{\mathrm{c}}$ varies from $+\infty$ to $-\infty .{ }^{5}$ We are left with the Friedmann equation (3.8), which turns out to take the form $H^{2}=\tilde{C}_{\mathrm{r}} / a^{d}$. Ultimately, we find a critical solution

$$
\begin{align*}
& \zeta \equiv 0, \quad \Phi_{\perp} \equiv \Phi_{\perp 0}, \quad M(t) \equiv T(t) \times e^{\tilde{z}_{\mathrm{c}}} \equiv \frac{1}{a(t)} \times e^{\tilde{z}_{\mathrm{c}}}\left(\frac{S}{\tilde{r}\left(\tilde{z}_{\mathrm{c}}\right)+\tilde{p}\left(\tilde{z}_{\mathrm{c}}\right)}\right)^{\frac{1}{d-1}} \\
& \text { where } \quad a(t)=t^{\frac{2}{d}} \times\left(\frac{d}{2} \sqrt{\tilde{C}_{\mathrm{r}}}\right)^{\frac{2}{d}}, \quad \tilde{C}_{\mathrm{r}}=\frac{2(d-1)}{d(d-2)^{2}} \tilde{r}\left(\tilde{z}_{\mathrm{c}}\right)\left(\frac{S}{\tilde{r}\left(\tilde{z}_{\mathrm{c}}\right)+\tilde{p}\left(\tilde{z}_{\mathrm{c}}\right)}\right)^{\frac{d}{d-1}}>0 \tag{3.20}
\end{align*}
$$

To summarize, the supersymmetry breaking scale and the temperature evolve proportionally to the inverse of the scale factor. Moreover, this solution is compatible with weak string coupling. This can be seen by using eq. (3.4) to derive the time-dependence of the dilaton,

$$
\begin{equation*}
e^{2 \frac{d-1}{d-2} \phi(t)}=2 \pi M(t) e^{\sqrt{d-1} \Phi_{\perp 0}} \tag{3.21}
\end{equation*}
$$

which decreases with time.

[^41]Note that along this very peculiar trajectory, $H^{2} \propto T^{d}$ as if the universe was filled with pure radiation in $d$ dimensions, which seems in contradiction with the result $\rho=d \times P$. In fact, using Friedmann equation (3.8), the puzzle is resolved by observing that the total energy density and pressure satisfy

$$
\left.\begin{array}{l}
\rho_{\mathrm{tot}}=\frac{1}{2} \dot{\Phi}^{2}+\rho=\frac{(d-1)^{2}}{d(d-2)} \rho  \tag{3.22}\\
P_{\mathrm{tot}}=\frac{1}{2} \dot{\Phi}^{2}+P=\frac{d-1}{d(d-2)} \rho
\end{array}\right\} \quad \Longrightarrow \quad \rho_{\mathrm{tot}}=(d-1) P_{\mathrm{tot}} .
$$

In other words, the classical kinetic energy of the no-scale modulus combines with the thermal free energy of the infinite towers of KK modes along $X^{9}$, to yield a "radiationlike" cosmological evolution i.e. indistinguishable with that of a universe only filled with thermalized massless states.

The local stability of this solution against small fluctuations has been shown analytically in [34] for $d \geq 4 .{ }^{6}$ Hence, for arbitrary initial conditions close enough to the trajectory of eq. (3.20), the generic evolution is attracted to the critical one. For this reason, we refer to these generic cosmological evolutions as "radiation-like dominated solutions". When converging to $\tilde{z}_{\mathrm{c}}, z(t)$ may or may not oscillate, depending on the initial conditions. Moreover, $\zeta$ always undergoes damped oscillations and eventually stabilizes at 0 . Notice that this is a remarkable effect. In the literature, when such a scalar field has a constant mass and oscillates in a well, its energy does not dilute fast enough when the universe expands, the scalar does not stabilize, and the universe is not entering in a radiation-dominated era. To bypass this fact, known as the "cosmological moduli problem", the decay of the massive scalar field is invoked, which can lead to new difficulties such as an excessive entropy production [37, 38].

The cosmological moduli problem does not occur in our string theory framework because the mass $m$ (measured in Einstein frame) of $\zeta$ is not constant. From eq. (2.28), we find

$$
\begin{equation*}
m^{2}=\frac{2}{\pi} e^{\frac{4}{d-2} \phi} T^{d-2} \tag{3.23}
\end{equation*}
$$

which drops with time and increases the damping of the oscillations of $\zeta$, which is not anymore solely due to the friction resulting from the expansion of the universe. Eventually, the energy stored in the modulus dilutes faster than the radiation-like density $\rho_{\text {tot }}$ (or its component associated with the $N_{\mathrm{F}}+N_{\mathrm{B}}$ true species of radiation), so that $\zeta$ stabilizes. ${ }^{7}$

For completeness, we point out that when $\left(N_{\mathrm{F}}-N_{\mathrm{B}}\right) /\left(N_{\mathrm{F}}+N_{\mathrm{B}}\right)>1 /\left(2^{d}-1\right)$, the supersymmetry breaking direction $X^{9}$ spontaneously decompactifies, and the supersymmetry

[^42]breaking is screened by thermal effects. The generic evolution is naturally interpreted in a $(d+1)$-dimensional anisotropic universe, which is radiation dominated [35]. Our purpose being eventually to describe the destabilization of $\zeta$ arising when supersymmetry breaking effects dominate over thermal ones, this case in not interesting to us in the present work. Alternatively, when $\left(N_{\mathrm{F}}-N_{\mathrm{B}}\right) /\left(N_{\mathrm{F}}+N_{\mathrm{B}}\right)<0$, the initially expanding universe stops growing and then collapses, with domination of moduli kinetic energy [31]. These remarks justify why we restrict our models to satisfy eq. (3.18).

Freezing along the plateaus. The above attractor mechanism is only local, in the sense that initial conditions too far from the critical solution with $\zeta=0$ may yield a different behavior. In particular, when $\zeta$ is along one of the plateaus shown in figure 1 , the $\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}$ states are heavier than $T$ and $M$ and yield exponentially suppressed contributions. Neglecting these terms, we have

$$
\begin{equation*}
f(z, \eta, \zeta)=-\left(n_{\mathrm{F}}+n_{\mathrm{B}}\right) f_{\mathrm{T}}^{(d)}(z)+\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) f_{\mathrm{V}}^{(d)}(z) \tag{3.24}
\end{equation*}
$$

Let us first describe a new critical solution. Clearly, the equations of motion (3.15) and (3.14) of $\zeta$ and $\Phi_{\perp}$ are satisfied when these fields are arbitrary constants $\zeta_{0}$ and $\Phi_{\perp 0}$. As explained in [34], one can proceed as before and find that, provided that the model satisfies

$$
\begin{equation*}
0<\frac{n_{\mathrm{F}}-n_{\mathrm{B}}}{n_{\mathrm{F}}+n_{\mathrm{B}}}<\frac{1}{2^{d}-1}, \tag{3.25}
\end{equation*}
$$

a particular solution exists with constant $z \equiv z_{\mathrm{c}}$, where $z_{\mathrm{c}}$ is the unique root of the equation ${ }^{8}$

$$
\begin{equation*}
\hat{r}\left(z_{\mathrm{c}}\right)=d \hat{p}\left(z_{\mathrm{c}}\right), \quad \text { where } \quad \hat{r}(z) \equiv r(z, \eta, 0), \quad \hat{p}(z) \equiv p(z, \eta, 0) \tag{3.26}
\end{equation*}
$$

Altogether, this peculiar evolution is

$$
\begin{align*}
& \zeta \equiv \zeta_{0}, \quad \Phi_{\perp} \equiv \Phi_{\perp 0}, \quad M(t) \equiv T(t) \times e^{z_{\mathrm{c}}} \equiv \frac{1}{a(t)} \times e^{z_{\mathrm{c}}}\left(\frac{S}{\hat{r}\left(z_{\mathrm{c}}\right)+\hat{p}\left(z_{\mathrm{c}}\right)}\right)^{\frac{1}{d-1}} \\
& \text { where } \quad a(t)=t^{\frac{2}{d}} \times\left(\frac{d}{2} \sqrt{\hat{C}_{\mathrm{r}}}\right)^{\frac{2}{d}}, \quad \hat{C}_{\mathrm{r}}=\frac{2(d-1)}{d(d-2)^{2}} \hat{r}\left(z_{\mathrm{c}}\right)\left(\frac{S}{\hat{r}\left(z_{\mathrm{c}}\right)+\hat{p}\left(z_{\mathrm{c}}\right)}\right)^{\frac{d}{d-1}}>0 \tag{3.27}
\end{align*}
$$

which is radiation-like. It is also stable against small fluctuations. In other words, initial conditions close enough to the trajectory (3.27) yield evolutions attracted to the critical one, and are therefore radiation-like dominated.

No eternal fall out of the plateaus. For completeness, even if we will not make use of this property in the dark-matter generation mechanism described in the following section, we mention that the attraction towards the flat regions of the thermal effective potential of $\zeta$ is even stronger than may be expected. When the exponential behavior of $\mathcal{F}_{(\sigma)}$ is decreasing, as shown in figures 1 and 2 , we may worry about the possibility that $|\zeta|$ falls out of the plateaus when it rolls enough to exceed $\min \left(\ln R_{0}, \ln R_{9}\right)$. In that case, one may

[^43]

Figure 3. (a) Numerical simulation of $\zeta(t), z(t), \Phi_{\perp}(t)$ and $a(t) T(t)$, when $\zeta$ sits initially in the decreasing exponential part of its potential (see figures 1 and 2). The purple dashed curve shows the width of the plateau which increases with time. $\zeta(t)$ begins by increasing while falling along the potential until it is caught by the growing plateau. It then stabilizes while $z(t), \Phi_{\perp}(t)$ and $a(t) T(t)$ eventually reach their asymptotic values. (b) Same simulation when the exponential region of the thermal potential increases with $\zeta$, at initial time. $\zeta(t)$ begins by decreasing, thus approaching the plateau where it eventually freezes.
think that the internal direction $X^{d}$ may spontaneously decompactify. However, analytic arguments in favor of an attraction of $|\zeta|$ back to the plateaus was raised in [34, 35]. To figure out what is going on, we can simulate numerically the system of differential equations when $\zeta$ is initially located on the waterfall part of the potential, with low enough velocity. The evolutions in 4 dimensions of $\zeta(t), z(t), \Phi_{\perp}(t)$ and the product $a(t) T(t)$ are plotted for a set of generic initial conditions in figure 3a. While it is not a surprise to see $|\zeta(t)|$ to increase, the boundary $\min \left(\ln R_{0}(t), \ln R_{9}(t)\right)$ of the plateau (delimited by the shaded area) increases faster and eventually catches up $\zeta(t)$. When the latter is back to the plateau, the evolution is attracted as before towards the critical solution of eq. (3.27).

When $n_{\mathrm{F}}-n_{\mathrm{B}}>0$ while $e^{z}$ is large enough, the exponential behavior of $\mathcal{F}_{(\sigma)}$ as a function of $\zeta$ is increasing. When this is the case, the attraction back to the plateau is naturally expected to be even more efficient than in the above waterfall case. As shown in figure 3b, this expectation turns out to be confirmed by numerical simulation. As seen on the plots, $|\zeta(t)|$ starts by decreasing and then freezes once it is caught by the plateau. Notice however, that as long as $z(t)>0$ holds, the width of the plateaus is given by $\ln R_{9}(t)$, while when $z(t)<0$ it is determined by $\ln R_{0}(t)$. As a result, a change of the slope of the time-dependent length of the plateaus is observed when $z(t) \simeq 0$.

### 3.3 Dynamical phase transition and mass generation

We are now ready to describe the mechanism that triggers the phase transition responsible for generating large masses for states that will be interpreted as dark-matter constituents in the next section. The key point is to have an excess of massless fermionic modes at the self-dual point, $\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}>0$ ( $\epsilon$ odd in our example).

Qualitative expectations and specification of the models. In order to infer what the mechanism will turn to lead to, let us remind what we learned from eq. (2.28). When $T$ is sufficiently larger than $M$ (i.e. $e^{z}$ is small enough), $\zeta$ is massive. Assuming $\zeta$ to be initially in its potential well (see figure 1), provided that eq. (3.18) holds, we expect the generic cosmological evolution to approach the critical solution of eq. (3.20). This attraction may be definitive, if $e^{\tilde{z}_{c}}$ is low enough for maintaining $\zeta$ massive throughout the convergence of the evolution towards the critical one. In that case, the behavior of the universe is identical to that described for $\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}<0$, with a stabilization of $\zeta$ at the origin.

However, in models such that $e^{\tilde{z}_{c}}$ is large enough for $\zeta$ to be tachyonic, the above attraction of $z(t)$ towards $\tilde{z}_{\mathrm{c}}$ forces the squared mass of $\zeta$ to change sign during the evolution. The critical solution still exists, but becomes unstable at this stage. In fact, the potential well of $\zeta$ becomes the bump shown in figure 2 and a Higgs-like transition is expected to occur, responsible for the destabilization of $\zeta$ away from the origin. The latter slides along the bump until it reaches one of the plateaus. Once there, assuming that eq. (3.25) is satisfied, we have shown in the previous section that $\zeta$ gets frozen, due to the friction arising from the expansion of the universe. The final behavior of the evolution is thus attracted to the critical solution, eq. (3.27), and is therefore radiation-like dominated.

To summarize, for the mechanism to take place, the following conditions must hold:

$$
\begin{equation*}
\text { (i) } \quad \tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}>0 \quad \text { (more extra massless fermions than bosons at } \zeta=0 \text { ), } \tag{3.28}
\end{equation*}
$$

(ii) $0<\frac{n_{\mathrm{F}}-n_{\mathrm{B}}}{n_{\mathrm{F}}+n_{\mathrm{B}}}$ and $\frac{N_{\mathrm{F}}-N_{\mathrm{B}}}{N_{\mathrm{F}}+N_{\mathrm{B}}}<\frac{1}{2^{d}-1}$
( $z_{\mathrm{c}}$ and $\tilde{z}_{\mathrm{c}}$ exist),
(iii) $\quad f_{\mathrm{T}}^{(d-2)}\left(\tilde{z}_{\mathrm{c}}\right)<\frac{\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}}{\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}} f_{\mathrm{V}}^{(d-2)}\left(\tilde{z}_{\mathrm{c}}\right)$
$\left(\zeta\right.$ tachyonic at $\left.z=\tilde{z}_{\mathrm{c}}\right)$.

In our examples, these constraints translate into
(i) $\epsilon$ odd,
(ii) $0<8-d_{\mathrm{en}}$ and $\frac{10-d_{\mathrm{en}}}{506+d_{\mathrm{en}}}<\frac{1}{2^{d}-1}$,
(iii) $\tilde{z}_{c}>0$,
which admit solutions in various dimensions:

- For $d=3$, we can have $d_{\text {en }}=0,2,4,6$. The limit case $d_{\text {en }}=8$ can be included if we allow $\tilde{z}_{\mathrm{c}}$ to be $+\infty$. The $d_{\text {en }}$ roots of $G_{\text {en }}$ can be realized at $\mathrm{SU}(2)$ and/or $\mathrm{SU}(3)$ enhanced gauge symmetry points of the Narain lattice of the internal $T^{5}$.
- For $d=4, d_{\text {en }}=0,2,4,6$ (and possibly 8 ) are allowed. The $d_{\text {en }}$ roots can be realized at $\mathrm{SU}(2)$ and/or $\mathrm{SU}(3)$ points of the Narain lattice of $T^{4}$.
- For $d=5$, only $d_{\text {en }}=4,6$ (or 8 ) are allowed and realized at $\mathrm{SU}(2)$ and/or $\mathrm{SU}(3)$ points of the Narain lattice of $T^{3}$.
- There is no solution for $d=6,7$ and 8 in our examples.

Numerical simulations. Unlike critical solutions that describe asymptotic behaviors, the phase transition is a transient regime. Thus, solving analytically the equations of motions to describe explicitly the associated solutions for generic initial conditions is difficult.

(a)

(b)

Figure 4. (a) Numerical simulation for $d=4$ of $\zeta(t), z(t), \Phi_{\perp}(t)$ and $a(t) T(t)$, in a model that realizes the dynamical phase transition responsible for a large mass generation of initially massless states. $\zeta(t)$ oscillates with damping around 0 as long as $z(t)<0$. When the latter become positive, $\zeta(t)$ condenses away from the origin. (b) The shaded area represents the width of the well or bump. The oscillations are within the well, while freezing takes place away from the bump, where the potential for $\zeta$ is flat.

For this reason, we have simulated numerically the system of differential equations. The results match with all the qualitative expectations described above.

Our choice of initial conditions at $t=0$ is such that the universe expands $(\dot{a}(0)>0)$, with the temperature $T(0)$ slightly higher than the supersymmetry breaking scale $M(0)$ $(z(0) \lesssim 0)$. Moreover, $\zeta(0)$ is anywhere in its well, with low enough velocity. Notice that if we assume throughout this paper the temperature (and supersymmetry breaking scale) to be lower than the Hagedorn temperature, $R_{0}>R_{H}$, naturalness invites us to choose $R_{0}(0)$ equal to few units (counted in $\sqrt{\alpha^{\prime}}$ ). ${ }^{9}$ Note that such a radius $R_{0}(0)$ is enough for neglecting the exponentially suppressed contributions to the free energy, as done in section 2. Second, the well has an initial width which is not very small, say of order $1 / 10$, and no severe fine tuning is required for $\zeta(0)$ to sit inside it.

As shown in figure 4 a , letting the system evolve in $d=4$ dimensions, $\zeta(t)$ starts oscillating with damping around the origin, while $z(t)$ is increasing (to approach $\tilde{z}_{\mathrm{c}}>0$ ). It is only when $z(t)$ becomes positive, so that the well turns into a bump, that $\zeta$, which is still close to 0 , acquires some potential energy and eventually starts sliding along the hill before freezing. Meanwhile, $z(t)$ and $\Phi_{\perp}(t)$ converge to $z_{\mathrm{c}}>0$ and some constant $\Phi_{\perp 0}$, while the product $a(t) T(t)$ also reaches a constant value. Notice that in figure 4a, because the final value of $|\zeta|$ is lower than $|\zeta(0)|$, one may think that the modulus remains stuck on the bump. However, the width of the hill decreases with time and eventually the motion of the modulus is coming to an end along a plateau. This can be seen on figure 4b, which shows the evolution of the width of the bump with time. To be specific, for the particular initial conditions we have chosen in the simulation, the final (string frame) mass $\left|R_{d}-1 / R_{d}\right| \simeq 2|\zeta|$ of the $\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}$ states is of the order of $2 \%$ of the string scale, which is

[^44]rapidly several orders of magnitude larger than $T_{(\sigma)}$ and $M_{(\sigma)}$ that keep on dropping. As a result, the $\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}$ modes yield exponentially suppressed contributions to the free energy, thus implying $\zeta$ to sit on a plateau.

Before proceeding, we would like to stress that for the sake of simplicity, we have only allowed in our analytic and numerical analyzes a minimal set of moduli fields to vary. In particular, we could have treated the 4 degrees of freedom $(G+B)_{i j}$ in eq. (2.5) as dynamical, by generalizing the results of [43] in presence of finite temperature. However, the mass generation mechanism we have presented would still take place. Moreover, it turns out that in our simple model, the $\mathrm{SO}(16) \times \mathrm{SO}(16)$ Wilson lines are tachyonic for large enough $e^{z}$ [41-43], and it could be artificial to maintain them static. ${ }^{10}$ However, type I string models that satisfy the constraint $n_{\mathrm{F}}-n_{\mathrm{B}}>0$ and are tachyon free have been recently constructed [63], and the phase transition we have discussed may be implemented in their heterotic dual descriptions.

## 4 Relic density evolution

The ratio of the mass induced by the phase transition to the temperature being large, the Boltzmann number density of the $\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}$ (with $\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}>0$ in generic models) initially massless degrees of freedom may drastically decrease. In the present section, we explain how the expansion of the universe may nevertheless imply a non-trivial relic density of non-relativistic matter to survive.

### 4.1 Dark-matter thermal freeze-out

In the well-known thermal scenario of cosmology, the dark-matter number density evolution throughout the universe history results from the competition between two opposite effects: on the one hand, number-depleting interactions between dark matter and the Standard Model ${ }^{11}$ (typically, through its annihilation cross-section $\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}}$ ) give the possibility for dark-matter particles to constantly readjust their number density $n_{\text {DM }}$ to its Boltzmann equilibrium value $n_{\mathrm{DM}, \text { eq }}$. The processes by which this happens are two-to-two, of the form $\mathrm{DM}+\mathrm{DM} \rightarrow \mathrm{SM}+\mathrm{SM}$. On the other hand, the expansion of the universe tends to make interactions between dark-matter and Standard-Model particles more unlikely to happen, since it lowers their respective number densities. Hence, such a dilution renders a thermal equilibrium between dark-matter and Standard-Model particles more difficult to maintain.

Before presenting how our string theory framework provides an alternative way to generate a non-relativistic component of the universe energy density, let us first review how a non-vanishing relic density of dark matter is generated in the usual thermal scenario.

[^45]

Figure 5. Evolution of the dark-matter yield $Y_{\mathrm{DM}}=n_{\mathrm{DM}} / s$ as a function of $x=m_{\mathrm{DM}} / T$ in the standard thermal scenario, in 4 dimensions (green solid line). The black-dotted line represents the value that the yield would follow if thermal equilibrium could be maintained all along the history of the universe. Freeze-out takes place when interactions with the Standard-Model particles are too weak, as compared to the expansion rate of the universe (after crossing of the red dashed line).

Cold dark matter scenario. In the standard thermal scenario, ${ }^{12}$ a dark-matter particle has a constant mass $m_{\mathrm{DM}}$, and interacts with the Standard Model through two-to-two processes, whose annihilation cross-section is denoted $\sigma_{\mathrm{DM}}^{\mathrm{SM}}$. For visualizing the chronology of the dark-matter number density, we draw in figure 5 the typical evolution of the so-called yield,

$$
\begin{equation*}
Y_{\mathrm{DM}}=\frac{n_{\mathrm{DM}}(T)}{s(T)}, \tag{4.1}
\end{equation*}
$$

where $s(T) \propto T^{d-1} \propto 1 / a^{d-1}$ is the entropy density of the thermal bath. In this figure, the evolution is parametrized by $x=m_{\mathrm{DM}} / T$, and we have chosen arbitrary values of the dark-matter mass and annihilation cross-section. The thermal scenario of cold dark-matter production can be summarized as follows:

- $T \gg m_{\mathrm{DM}}$ : at early times, both dark-matter and Standard-Model particles are relativistic. If their interactions are strong enough, dark matter is maintained chemically in thermal equilibrium with the Standard-Model bath so that $n_{\mathrm{DM}}=n_{\mathrm{DM}, \mathrm{eq}} \propto T^{d-1}$. The entropy density of the universe evolving as $s \propto T^{d-1}$, the dark-matter yield $Y_{\mathrm{DM}}=n / s$ is initially constant, as can be seen on the left-hand side of figure 5 . Quantitatively, the interaction is strong enough when $(d-1) H<n_{\mathrm{DM}}\left\langle\sigma_{\mathrm{DM} s \mathrm{Sm}} v\right\rangle$, where $v$ stands for the dark-matter particles relative velocities and the brackets $\langle\cdots\rangle$ denote the mean over velocity distribution.

[^46]- $T \lesssim m_{\mathrm{DM}}$ : when the temperature drops under the dark-matter mass, dark-matter particles become non-relativistic. The Boltzmann distribution becomes exponentially suppressed, $n_{\mathrm{DM}, \mathrm{eq}} \sim e^{-m / T}$, and dark-matter particles tend to annihilate more and more into Standard-Model particles in order to maintain equilibrium, therefore lowering their number density (see figure 5, where the black-dotted and green-solid lines drop together). Standard-Model particles which have energy $\langle E\rangle \sim T$ are less and less able to produce them back. Again, such number depletion is possible as long as interactions are strong enough i.e. the condition $(d-1) H<n_{\mathrm{DM}}\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle$ is still satisfied.
- $T \lesssim m_{\mathrm{DM}}$ and $(d-1) H \gtrsim n_{\mathrm{DM}}\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle$ : after dark-matter particles started annihilating significantly into Standard Model particles, the expansion rate of the universe can dominate over the annihilation rate, which leads to a chemical decoupling. In figure 5, this corresponds to the point where the red dashed curve is crossed. The universe being radiation dominated before chemical decoupling, this curve turns out to satisfy $Y_{\mathrm{DM}} \propto x^{\frac{d}{2}-1}$, which is linear for $d=4$. At the crossing, the annihilation of dark matter stops, dark-matter particles freeze-out, and a relic density of dark-matter particles remains as a non-relativistic component of the universe. Thus, the number density evolves again as $n_{\mathrm{DM}} \propto 1 / a^{d-1} \propto T^{d-1}$ and the yield becomes constant.

Formally speaking, such a freeze-out can be described by the Boltzmann equation, in terms of the dark-matter number density $n_{\mathrm{DM}}(t)$,

$$
\begin{equation*}
\frac{\mathrm{d} n_{\mathrm{DM}}}{\mathrm{~d} t}+(d-1) H n_{\mathrm{DM}}=-\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle\left[n_{\mathrm{DM}}^{2}-n_{\mathrm{DM}, \mathrm{eq}}^{2}\right] . \tag{4.2}
\end{equation*}
$$

In this formulation, Standard-Model particles are assumed to be in thermal equilibrium. Moreover, the dark-matter particles number density at equilibrium is defined as

$$
\begin{equation*}
n_{\mathrm{DM}, \mathrm{eq}}(t)=\tilde{n} \int \frac{\mathrm{~d}^{d-1} \vec{k}}{(2 \pi)^{d-1}} \frac{1}{e^{\frac{\sqrt{m_{\mathrm{DM}}^{2}+\vec{k}^{2}}}{T(t)}} \pm 1} \tag{4.3}
\end{equation*}
$$

where $\tilde{n}$ is the number of dark-matter degrees of freedom, with either Bose-Einstein of Fermi-Dirac statistics and the integration runs over the momentum $\vec{k}$ of the particles. Neglecting the expansion rate $(d-1) H n_{\mathrm{DM}}$ in eq. (4.2), an over-density (under-density) of dark-matter particles as compared to the equilibrium value would pull (push) the darkmatter density back to its equilibrium value. Therefore, as long as the expansion term can be neglected as compared to the interaction term in the right-hand side of eq. (4.2), the dark-matter density follows its equilibrium value,

$$
\begin{equation*}
n_{\mathrm{DM}} \simeq n_{\mathrm{DM}, \mathrm{eq}} \quad(\text { before freeze-out }) \tag{4.4}
\end{equation*}
$$

Conversely, when the expansion starts dominating over interactions in the equation, one can neglect the right-hand side and obtain

$$
\begin{equation*}
n_{\mathrm{DM}} \propto \frac{1}{a^{d-1}} \quad \text { (after freeze-out) } \tag{4.5}
\end{equation*}
$$

The neutrino case. So far, we have been discussing the case of a cold dark matter, decoupling from the thermal bath after it becomes non-relativistic. This guarantees that the dark matter is cold enough for not streaming freely on large distances after it is produced, ensuring that the large scale structures are preserved, in agreement with present cosmological measurements [64].

Nevertheless, the condition that a particle becomes non-relativistic before it decouples from the thermal bath is not necessary. In fact, as long as its interaction with StandardModel particles becomes weak enough at a temperature larger than the dark-matter mass, dark-matter particles can still be relativistic when they freeze-out. This is exactly what happens to neutrinos, which decouple at a temperature $T \sim \mathrm{MeV}$ from the thermal bath, far before they become non-relativistic. This mechanism will take place in some circumstances in the string theory framework we are now turning to.

Our string theory scenario. As mentioned above, experimental constraints on structure formation impose that dark matter constitutes today a large, non-relativistic component of the energy density.

Moreover, we have seen that the key point for a cold dark-matter scenario to be successful is to have at some point the temperature lower than the dark-matter mass, and to ensure that its interaction with radiation is weak enough, for a significant amount of dark-matter particles to remain frozen after they decouple. In string theory, gauge interactions between the dark and visible sectors may or may not exist. In the examples we have constructed in section 2, our main motivation was to present the simplest realization of a phase transition responsible for a mass generation of initially massless states. Being maximally supersymmetric (in a spontaneously broken version, e.g. $\mathcal{N}=4 \rightarrow \mathcal{N}=0$ in 4 dimensions), massless matter cannot be chiral and there is no Standard-Model to discuss in this context. However, models compatible with chirality [65-68] and realizing an $\mathcal{N}=1 \rightarrow \mathcal{N}=0$ spontaneous breaking of supersymmetry in four dimensions may be considered. For instance, they can be realized via orbifold compactifications or fermionic constructions. Implementing the mass generation mechanism in such models, dark and Standard-Model sectors may for instance be unified prior to the phase transition in a gauge theory based on $E_{6}, \mathrm{SO}(10)$, a Pati-Salam gauge group, etc. In such a case, a significant annihilation cross section $\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}}$ is then natural. In the following, we assume the string theory model to be realistic enough for such a non-trivial cross-section to exist. Other possibilities may however be considered, as noticed in footnote 11.

In the standard thermal scenario, before freeze-out, when the universe is radiation dominated, as well as after dark matter decouples, the (approximate) relations $s \propto T^{d-1} \propto$ $1 / a^{d-1}$ we have used extensively hold. Instead, the cosmological evolution derived from string theory before freeze-out is radiation-like dominated and satisfies eq. (3.16). To be specific, prior to the phase transition, $\zeta$ oscillates in the well, and the evolution approaches the critical, radiation-like solution (3.20). Similarly, if the destabilization process ends and $\zeta$ is stuck on a plateau, the evolution is attracted towards the second critical, radiation-like evolution, eq. (3.27). Hence, before freeze-out, the (approximate) relations $s \propto T^{d-1} \propto$ $1 / a^{d-1}$ hold and the yield definition in eq. (4.1) can be used as in the standard thermal
scenario. However, after dark matter decouples from the thermal bath and eventually dominates, $z(t)$ and $\Phi_{\perp}(t)$ have no more reason to be static, implying $S /(a T)^{d-1}$ not to be a constant. Consequently, we will use in this regime an alternative definition of the yield,

$$
\begin{equation*}
Y_{\mathrm{DM}} \propto n_{\mathrm{DM}} a^{d-1} \tag{4.6}
\end{equation*}
$$

which clearly matches with eq. (4.1) before freeze-out.
The main difference of our scenario with the usual thermal case is that the dark-matter particles masses are driven by the value of $\zeta=\ln R_{d}$ and suddenly increase after the phase transition described in section 3.3 takes place. Since we have shown that the transition is sufficient to render part of the spectrum spontaneously non-relativistic, such particles can freeze-out and constitute a dark component of the universe. To describe qualitatively this mechanism, we consider in the following the limit case where the condensation of $\zeta$, i.e. the mass jump, is much faster than all other processes, such as the evolutions of the temperature and number density $n_{\mathrm{DM}}$. Hence, we assume from now on that while the temperature drops, $\tilde{n}_{\mathrm{F}}$ and $\tilde{n}_{\mathrm{B}}$ (with $\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}>0$ ) dark-matter fermionic and bosonic degrees of freedom are massless before the phase transition, and acquire "instantaneously" a mass $m_{\text {DM }}$ at a temperature $T=T_{\mathrm{c}}$ (both measured in Einstein frame)

$$
m(T)=\left\{\begin{array}{cc}
0 & \text { for } T>T_{\mathrm{c}}  \tag{4.7}\\
m_{\mathrm{DM}} & \text { for } T<T_{\mathrm{c}}
\end{array}\right.
$$

Notice that $T_{\mathrm{c}}$ is not determined a priori. Our assumption of instantaneity supposes $\zeta(t)$ starts sliding from the top of the hill when $z(t) \simeq z_{\text {c }}$ (its final value after the transition) but this condition fixes only the ratio $M / T$ to its critical value $e^{z_{\mathrm{c}}}=M_{\mathrm{c}} / T_{\mathrm{c}}$ at the transition. It turns out that depending on the ratio $x_{\mathrm{c}}=m_{\mathrm{DM}} / T_{\mathrm{c}}$, two qualitatively different situations may occur, as can be seen in figure 6, which represents the evolution of the yield. For completeness, a third case is also shown on this figure. To describe them, we define the dark-matter number densities right before and right after the transition as $n_{\mathrm{DM}, \mathrm{eq}}^{0}$ and $n_{\mathrm{DM}, \mathrm{eq}}^{m_{\mathrm{DM}}}$, respectively. Moreover, we treat $\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle$ as not varying at the transition.

- Case 1. At $T=T_{\mathrm{c}}, \quad \begin{aligned} & n_{\mathrm{DM}, \mathrm{eq}}^{0}\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle>(d-1) H \\ & n_{\mathrm{DM}, \mathrm{eq}}^{m_{\mathrm{D}}}\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle>(d-1) H \text {. }\end{aligned}$

In figure 6 , this corresponds to the case where the black dotted curve is above the red dashed curve at $x_{\mathrm{c}}=m_{\mathrm{DM}} / T_{\mathrm{c}}$ : before $x_{\mathrm{c}}$, the dark-matter constituent being thermal radiation, the yield is constant. After the dark matter acquires its mass, it can annihilate sufficiently for its number density to drop all the way down to its new equilibrium value (see the violet line in figure 6). Then, one recovers the case of a standard thermal cold dark-matter scenario. Chemical decoupling eventually occurs, the density quits equilibrium and the yield of eq. (4.6) freezes-out.

- Case 2. At $T=T_{\mathrm{c}}$,

$$
\begin{gathered}
n_{\mathrm{DM}, \mathrm{eq}}^{0}\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle>(d-1) H \\
n_{\mathrm{DM}, \mathrm{eq}}^{m_{\mathrm{DM}}}\left\langle\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}} v\right\rangle<(d-1) H .
\end{gathered}
$$

In figure 6 , the black dotted curve is below the red dashed curve at $x_{\mathrm{c}}=m_{\mathrm{DM}} / T_{\mathrm{c}}$ : in this case, the massless dark matter acquires a mass while its number density is


$$
x=m_{\mathrm{DM}} / T
$$

Figure 6. Evolution of the dark-matter yield $Y_{\mathrm{DM}}=n_{\mathrm{DM}} a^{d-1}\left(\propto n_{\mathrm{DM}} / s\right.$ before freeze-out $)$ as a function of $x=m_{\mathrm{DM}} / T$ in the string theory scenario, in 4 dimensions. The black-dotted line represents the value that the yield would follow if the dark-matter particles always had a constant mass equal to $m_{\mathrm{DM}}$, and if thermal equilibrium could be maintained all along the history of the universe. In Cases 1 (violet line) and 2 (yellow line), two different values of the phase transition temperature $T_{\mathrm{c}}$ are considered. In Case 3 (green line), the decoupling from the thermal bath takes place while dark matter is still relativistic, and no phase transition can take place thereafter.
still sufficient for the annihilation process to be efficient for a while. However, while decreasing, the chemical decoupling limit is reached before a new thermal equilibrium can be established. Therefore, dark matter freezes-out at an intermediate relic density (see the yellow line in figure 6).

- Case 3. Thermal decoupling may also occur while dark-matter particles are still massless. In figure 6, the red dashed curve intersects the green horizontal line, while $\zeta$ has not been destabilized yet. Before decoupling, the number density follows the relativistic equilibrium value $n_{\mathrm{DM}, \mathrm{eq}} \propto T^{d-1}$. Then, dark-matter decouples while still relativistic, similarly to the neutrino case. The particle number gets frozen and its density keeps evolving as $1 / a^{d-1}$ due to the universe expansion. Therefore, the alternative definition of the yield, eq. (4.6), remains constant. In fact, it turns out that no mass generation can take place after decoupling, and we recover a usual hot dark-matter scenario. To reach these conclusions, let us focus on the free energy density component associated with the $\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}$ massless states, accompanied with their KK modes along the supersymmetry breaking direction $X^{9}$. Before freeze-out, the result (in string frame) can be extracted from eq. (2.28),

$$
\begin{align*}
\mathcal{F}_{\mathrm{DM}(\sigma)}=T_{(\sigma)}^{d}\{ & -\left(\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}\right) f_{\mathrm{T}}^{(d)}(z)+\left(\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}\right) f_{\mathrm{V}}^{(d)}(z) \\
& \left.+\frac{\zeta^{2}}{\pi T_{(\sigma)}^{2}}\left[\left(\tilde{n}_{\mathrm{F}}+\tilde{n}_{\mathrm{B}}\right) f_{\mathrm{T}}^{(d-2)}(z)-\left(\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}\right) f_{\mathrm{V}}^{(d-2)}(z)\right]+\mathcal{O}\left(\zeta^{4}\right)\right\} \tag{4.8}
\end{align*}
$$

where $\zeta \simeq 0$ is massive. If at the decoupling from the thermal bath the dark-matter energy density $\rho_{\mathrm{DM}(\sigma)}^{\mathrm{f}}$ and pressure $P_{\mathrm{DM}(\sigma)}^{\mathrm{f}}=-\mathcal{F}_{\mathrm{DM}(\sigma)}^{\mathrm{f}}$ can be derived from the above formula, the corresponding expressions at later times are

$$
\begin{equation*}
\rho_{\mathrm{DM}(\sigma)}=\rho_{\mathrm{DM}(\sigma)}^{\mathrm{f}}\left(\frac{a_{(\sigma)}^{\mathrm{f}}}{a_{(\sigma)}}\right)^{d-1}, \quad P_{\mathrm{DM}(\sigma)}=P_{\mathrm{DM}(\sigma)}^{\mathrm{f}}\left(\frac{a_{(\sigma)}^{\mathrm{f}}}{a_{(\sigma)}}\right)^{d-1} . \tag{4.9}
\end{equation*}
$$

In our notations, $a_{(\sigma)}^{\mathrm{f}}$ is the scale factor when dark matter freezes out, and the scaling rule of the energy density and pressure results from the dilution arising from the universe expansion. Therefore, Friedmann equations (3.8) and (3.9) are affected. However, more important to us is that the potential of $\zeta$ in this regime is nothing but

$$
\begin{equation*}
\mathcal{F}_{\mathrm{DM}(\sigma)}=\mathcal{F}_{\mathrm{DM}(\sigma)}^{\mathrm{f}}\left(\frac{a_{(\sigma)}^{\mathrm{f}}}{a_{(\sigma)}}\right)^{d-1} . \tag{4.10}
\end{equation*}
$$

Up to an irrelevant overall scaling, its shape is frozen to that given at the decoupling, which we know is of a well shape around $\zeta=0$. As a result, the possibility that any phase transition would be responsible for the mass generation of dark-matter particles is ruled out. In fact, when decoupling occurs in the massive phase of $\zeta$, dark matter remains hot, no matter the sign of $\tilde{n}_{\mathrm{F}}-\tilde{n}_{\mathrm{B}}$ is.

Let us finally comment on the fact that, so far, we have assumed the phase transition to happen instantaneously, as compared to the time scale necessary for dark-matter particles to readjust their number density to its equilibrium value. Indeed, while the mass of dark matter varies with time, the shape of the equilibrium density as defined in eq. (4.3) also changes with time. If the mass variation is slow enough, dark-matter particles could adiabatically annihilate into Standard-Model particles (i.e. with $n_{\text {DM }}$ following its massdependent equilibrium value), modifying the temperature at which the chemical decoupling would happen, and therefore the final value of the relic density. A careful solving of Boltzmann equation, together with a precise computation of the annihilation cross-section would be necessary to describe correctly such a situation, which will be addressed in a more complete study of the phenomenon in the future.

### 4.2 Dark-matter relic energy density

Our aim is now to partially compute the relic energy density after phase transition and freeze-out, in Cases 1 and 2. In the examples of section 2, the dark-particles spectrum for $\epsilon$ odd amounts to $\tilde{n}_{\mathrm{F}}$ KK towers of fermionic degrees of freedom, together with their bosonic superpartners. The former have KK momentum $m_{9} / R_{9}$ along the Scherk-Schwarz direction $X^{9}$, while the latter have shifted momentum $\left(m_{9}+\frac{1}{2}\right) / R_{9} .{ }^{13}$

To proceed, we need to specify the velocity distribution of each dark-matter KK species after the phase transition. Since the lowest string-frame mass $\left|R_{d}-1 / R_{d}\right|$ of the KK modes is already much higher than the temperature $T_{(\sigma)}$, we will simply assume a Dirac distribution of all velocities i.e. that all dark-matter particles are at rest. The total energy

[^47]associated to the dark sector has then two origins. On the one hand, for each KK species, the mass has to be weighted by the particle number obtained when all particles have decoupled from the thermal bath (see the final constant values reached by the yield in Cases 1,2 in figure 6). On the other hand, the vacuum energy of all degrees of freedom also contributes. The latter is the effective potential at zero-temperature associated to the KK towers of fermionic and bosonic modes. As can be seen from section 2, such an energy is exponentially suppressed in $R_{9}\left|R_{d}-1 / R_{d}\right| \gg 1$, since the mass of the zeromomentum mode along $X^{9}$ is much larger than the supersymmetry breaking scale $M_{(\sigma)}{ }^{14}$ To be consistent with the fact that we have neglected throughout this paper all such exponentially suppressed heavy modes contributions, we restrict to the energy arising from the relic particles at rest.

From the above considerations, the total relic dark-matter energy measured in string frame can be expressed in terms of the particle numbers and dynamical radii $R_{d}, R_{9}$ as follows, ${ }^{15}$

$$
\begin{align*}
E_{(\sigma)}=\tilde{n}_{\mathrm{F}}\left(a_{(\sigma)}^{\mathrm{f}}\right)^{d-1} \int \mathrm{~d}^{d-1} \vec{k}_{(\sigma)} \sum_{m_{9}}[ & \mathcal{N}_{\mathrm{B}, m_{9}+\frac{1}{2}}^{\mathrm{f}}\left(\vec{k}_{(\sigma)}\right) \sqrt{\left(R_{d}-\frac{1}{R_{d}}\right)^{2}+\left(\frac{m_{9}+\frac{1}{2}}{R_{9}}\right)^{2}}  \tag{4.11}\\
& \left.-\mathcal{N}_{\mathrm{F}, m_{9}}^{\mathrm{f}}\left(\vec{k}_{(\sigma)}\right) \sqrt{\left(R_{d}-\frac{1}{R_{d}}\right)^{2}+\left(\frac{m_{9}}{R_{9}}\right)^{2}}\right]
\end{align*}
$$

Of course, a precise computation of the cross-section $\sigma_{\mathrm{DM}} \leftrightarrow \mathrm{SM}$ is required to determine when decoupling takes place. This is compulsory to derive the value of the scale factor $a_{(\sigma)}^{\mathrm{f}}$ at this time. Knowledge of $\sigma_{\mathrm{DM} \leftrightarrow \mathrm{SM}}$ is also necessary to figure out the final value of the yield (see figure 6) i.e. the distributions $\mathcal{N}_{\mathrm{B}, m_{9}+\frac{1}{2}}^{\mathrm{f}}, \mathcal{N}_{\mathrm{F}, m_{9}}^{\mathrm{f}}$. However, computing the cross section and distributions goes beyond the scope of the present paper and we leave this study for later works.

In the end, the dark-matter contribution to the action for a homogeneous and isotropic universe is

$$
\begin{equation*}
\mathcal{S}_{\mathrm{DM}}=-\int N_{(\sigma)} a_{(\sigma)}^{d-1} \mathrm{~d} x^{d} \rho_{\mathrm{DM}(\sigma)}=-\int N a^{d-1} \mathrm{~d} x^{d} \rho_{\mathrm{DM}}, \tag{4.12}
\end{equation*}
$$

where we have expressed the result in either string or Einstein frames, with arbitrary definition of time i.e. generic lapse functions $N_{(\sigma)}$ and $N$, respectively. From eq. (3.2), the relic dark-matter energy densities are

$$
\begin{equation*}
\rho_{\mathrm{DM}(\sigma)}=\tilde{n}_{\mathrm{F}} \mathscr{E}(\eta, \zeta)\left(\frac{a_{(\sigma)}^{\mathrm{f}}}{a_{(\sigma)}}\right)^{d-1}, \quad \rho_{\mathrm{DM}}=\tilde{n}_{\mathrm{F}}\left(a_{(\sigma)}^{\mathrm{f}}\right)^{d-1} \mathscr{E}(\eta, \zeta) \frac{e^{\frac{2}{d-2} \phi}}{a^{d-1}}, \tag{4.13}
\end{equation*}
$$

[^48]where we have defined
\[

$$
\begin{align*}
\mathscr{E}(\eta, \zeta)=\int \frac{\mathrm{d}^{d-1} \vec{k}_{(\sigma)}}{(2 \pi)^{d-1}} \sum_{m_{9}}[ & \mathcal{N}_{\mathrm{B}, m_{9}+\frac{1}{2}}^{\mathrm{f}}\left(\vec{k}_{(\sigma)}\right) \sqrt{\left(R_{d}-\frac{1}{R_{d}}\right)^{2}+\left(\frac{m_{9}+\frac{1}{2}}{R_{9}}\right)^{2}}  \tag{4.14}\\
& \left.-\mathcal{N}_{\mathrm{F}, m_{9}}^{\mathrm{f}}\left(\vec{k}_{(\sigma)}\right) \sqrt{\left(R_{d}-\frac{1}{R_{d}}\right)^{2}+\left(\frac{m_{9}}{R_{9}}\right)^{2}}\right] .
\end{align*}
$$
\]

Of course, varying $\mathcal{S}_{\mathrm{DM}}$ with respect to either of the scale factors, one derives trivial pressures for cold dark-matter,

$$
\begin{equation*}
P_{\mathrm{DM}(\sigma)}=0, \quad P_{\mathrm{DM}}=0 . \tag{4.15}
\end{equation*}
$$

However, in string frame, the dark-matter energy density sources the equations of motion for $\zeta=\ln R_{d}$ and $M_{(\sigma)}=1 /\left(2 \pi R_{9}\right)$. In the Einstein frame, it affects the dynamics of $\zeta$, the no-scale modulus $\Phi$ and $\Phi_{\perp}$, as follows from eq. (3.3) and the relation

$$
\begin{equation*}
e^{2 \frac{d-1}{d-2} \phi(t)}=2 \pi M(t) e^{\sqrt{d-1} \Phi_{\perp}} . \tag{4.16}
\end{equation*}
$$

## 5 Conclusions and perspectives

The mechanism we have presented for generating non-relativistic dark matter may be relevant for describing an intermediate era of the cosmological history of the universe. At earlier times, the standard scenario assumes the existence of a period of inflation followed by reheating. While the possibility of realizing this picture in a ultraviolet complete theory is not clear so far $[1,2,5-8]$, other possibilities, inherently stringy by nature, have also been considered. Among these proposals, various pre-big bang scenarios [61, 62, 70-77] have been analyzed, or Hagedorn phase transitions [57-60] may take place.

Whatever the very early eras look like, assuming that at some later time the universe is flat, homogeneous, isotropic and thermalized, we have found that the mechanism that triggers the phase transition responsible for the dark matter mass is preceded by a "Radiation-like Dominated" evolution, which is an attractor of the dynamics. This means that the motion of the supersymmetry breaking scale $M(t)$ together with the thermal energy density and pressure associated to KK towers of states conspire for the universe to evolve as if it was dominated by pure radiation. In this regime, the temperature $T(t)$ and the supersymmetry breaking scale $M(t)$ are of the same order of magnitude. However, when the dark-matter particles suddenly become massive and freeze-out, their energy density eventually dominates over radiation and a preliminary numerical analysis of the system seems to yield a rapid increase of the ratio $M(t) / T(t)$. Hence, a large hierarchy $M \gg T$ is dynamically generated, as must be the case to account for the smallness of the cosmic microwave background temperature, as compared to the very large supersymmetry breaking scale.

For the matter domination to end once dark energy takes over, the motion of $M(t)$ should come to a halt. We let for future work the proposal of a mechanism responsible
for the stabilization of $M$. However, models yielding an extremely small (and positive) cosmological constant should be very peculiar. It could be that they satisfy conditions similar, and actually stronger, than those considered in [41, 42, 44, 49-52], which have vanishing effective potential at 1-loop.
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#### Abstract

We consider an open-string realisation of $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ spontaneous breaking of supersymmetry in four-dimensional Minkowski spacetime. It is based on type IIB orientifold theory compactified on $T^{2} \times T^{4} / \mathbb{Z}_{2}$, with Scherk-Schwarz supersymmetry breaking implemented along $T^{2}$. We show that in the regions of moduli space where the supersymmetry breaking scale is lower than the other scales, there exist configurations with minima that have massless Bose-Fermi degeneracy and hence vanishing one-loop effective potential, up to exponentially suppressed corrections. These backgrounds describe non-Abelian gauge theories, with all open-string moduli and blowing up modes of $T^{4} / \mathbb{Z}_{2}$ stabilized, while all untwisted closed-string moduli remain flat directions. Other backgrounds with strictly positive effective potentials exist, where the only instabilities arising at one loop are associated with the supersymmetry breaking scale, which runs away. All of these backgrounds are consistent non-perturbatively. © 2020 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP ${ }^{3}$.


## 1. Introduction

The question of how moduli come to acquire masses in the true vacuum is central in the context of string phenomenology. Indeed the working hypothesis in much of string phenomenology

[^49]is that the system is initially supersymmetric, with supersymmetry being a powerful guarantor of vacuum stability. Non-perturbative effects then induce a spontaneous breaking of supersymmetry at a scale much below the string scale $M_{\mathrm{s}}$ [1-6], introducing mild instabilities in only a very limited number of moduli that lead to phenomenologically desirable effects such as the Brout-Englert-Higgs mechanism. An alternative and arguably more honest approach is to implement spontaneous supersymmetry breaking from the outset, at the classical level in flat space, and rely on perturbative calculations to derive interesting quantum physics. In this approach, loop corrections generate an effective potential for the entire system, in which one must seek local minima for the moduli. Moreover, very few of these minima would be expected to yield a cosmological constant that is close to zero.

This general route was advocated in Refs. [7-17], and the question of stability was addressed in the heterotic string in [9,10,18-22], and more recently in the type I framework in [23,24]. In all these works, supersymmetry breaking was implemented by the string versions [25-37] of the Scherk-Schwarz mechanism [38], with the effective potential being studied directly using string perturbation theory at one loop. The type I framework has the advantage of providing via T-dualities geometric descriptions of open-string moduli as positions of D-branes in the internal space [39]. The purpose of this paper is to demonstrate how the discussion can be extended to more phenomenologically interesting cases that also contain orbifolds.

Let us begin by making some general remarks and observations about the setup. In practice, the scale $M$ of spontaneous supersymmetry breaking will be assumed to be lower than the other scales present, namely the string scale $M_{\mathrm{s}}=1 / \sqrt{\alpha^{\prime}}$, and the other scales arising from compactification. In other words the directions involved in the Scherk-Schwarz supersymmetry breaking are large compared to $\sqrt{\alpha^{\prime}}$ and the other directions (or their T-duals). This restriction implies that the one-loop potential is dominated by the massless states and their Kaluza-Klein (KK) modes along the large "Scherk-Schwarz directions", and its dependence on the moduli fields becomes tractable. Moreover, any potential tree-level instabilities occurring when $M=\mathcal{O}\left(M_{\mathrm{s}}\right)$ [40,41], which are related to the Hagedorn transition, are avoided. Under this assumption, in the string frame the effective potential will inevitably take the following form at an extremal point [7-16,18-24]:

$$
\begin{equation*}
\mathcal{V}=\xi\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) M^{d}+\mathcal{O}\left(\left(M_{\mathrm{s}} M\right)^{\frac{d}{2}} e^{-2 \pi c \frac{M_{\mathrm{s}}}{M}}\right) \tag{1.1}
\end{equation*}
$$

where $d$ is the spacetime dimension. In this expression, $n_{\mathrm{F}}$ and $n_{\mathrm{B}}$ are the numbers of precisely massless fermionic and bosonic degrees of freedom, while $\xi>0$ is a constant that accounts for the KK towers. Moreover, the exponentially suppressed terms arise from all other string states, where $c$ is an $\mathcal{O}(1)$ moduli-dependent quantity, with the exponential factor corresponding to their Yukawa potential across the compact Scherk-Schwarz volume. ${ }^{1}$

Now let us summarise the specific results for toroidal compactification in type I found in Ref. [23], and then anticipate and review those that we will find here. Ref. [23] presented the rules for perturbatively consistent models to be tachyon free, which were based upon the fact that, when an odd number of $\mathrm{D} p$-branes is stacked on an orientifold plane ( $\mathrm{O} p$-plane), the position of one of the branes is rigid [42], thus enhancing the stability of the setup. Most of these configurations yield $n_{\mathrm{F}}-n_{\mathrm{B}}<0$, while some others satisfy $n_{\mathrm{F}}-n_{\mathrm{B}}=0$, which is an interesting

[^50]choice for generating a small cosmological constant. The idea being that, if the one-loop effective potential is exponentially suppressed, then it may conspire with higher loops effects to stabilise $M$ and the dilaton, and eventually yield a cosmological term smaller than in generic models. However, after imposing all known non-perturbative consistency conditions [43-47] on configurations satisfying $n_{\mathrm{F}}-n_{\mathrm{B}} \geq 0$ for $d \geq 5$, it was found that there is only one survivor which has dimension $d=5$, and $n_{\mathrm{F}}-n_{\mathrm{B}}=8 \times 8$ [48]. T-dualizing the internal $T^{5}$, it corresponds to rendering all of the 32 D5-branes ${ }^{2}$ rigid, by distributing them one by one on 32 distant O5-planes. The open-string "gauge group" denoted $S O(1)^{32}$ is trivial, where $S O(1)=\{e\}$, with $e$ being the neutral element.

In the present work, we extend the above analysis to $d=4$ dimensions, when $\mathcal{N}=2$ supersymmetry is spontaneously broken to $\mathcal{N}=0$. We show that there exist non-perturbatively consistent models that are tachyon free at one loop, with exponentially suppressed ( $n_{\mathrm{F}}-n_{\mathrm{B}}=0$ ) or positive ( $n_{\mathrm{F}}-n_{\mathrm{B}}>0$ ) potentials $\mathcal{V}$. We will construct them in the framework of the Bianchi-Sagnotti-Gimon-Polchinski (BSGP) model [49-51], with the type I theory being compactified on the partially orbifolded space $T^{2} \times T^{4} / \mathbb{Z}_{2}$. We choose the Scherk-Schwarz mechanism to act along the $T^{2}$ [30-37,53,54], which implies that the entire spectrum (including the "twisted states") is sensitive to the supersymmetry breaking. As well as the usual closed strings, the model contains open strings that have Neumann (N) (or Dirichlet (D)) boundary conditions when they are attached to one of the 32 D9-branes (or 32 D5-branes) [39]. There are corresponding moduli fields of various kinds, which will be the focus of our attention. Their masses arise at the quantum level once supersymmetry is broken, and can be studied from various perspectives. Indeed one of the more general aspects of this paper is the array of tools that can be brought to bear on these questions. These will allow us to make the following conclusions about the behaviour of the zoo of moduli:

- Applying suitable T-dualities, all Wilson lines (WL's) on the worldvolumes of the D9- and D5-branes can be mapped into positions of $32+32$ D3-branes. The one-loop effective potential is extremal with respect to these moduli when all D3-branes sit on O3-planes. We will derive the signs and magnitudes of the quadratic mass terms at one loop using two different (but related) methods. The first, which is purely algebraic, is based on the knowledge of the massless spectrum that is charged under the Cartan $U(1)$ 's associated with the WL's. The second method is to evaluate the one-loop Coleman-Weinberg effective potential with WL's switched on, and take the double-derivative at the origin of the WL moduli space. The mass matrices of these states is derived also taking into account the effect of six-dimensional anomaly-induced masses.
- In general the open-string sector also contains moduli in the ND sector, whose condensation if they are tachyonic would correspond to "recombinations of branes" [55-58]. One way to determine the masses of these states when the D3-branes sit on O3-planes is to compute the two points functions of "boundary changing vertex operators". The computation of such amplitudes in non-supersymmetric backgrounds is an interesting and delicate question, that will be presented in a companion paper [59].
- The closed strings also yield moduli, namely the internal metric and the dilaton in the Neveu-Schwarz-Neveu-Schwarz (NS-NS) sector, as well as the internal components of the Ramond-Ramond (RR) two-form. The expression of the one-loop potential $\mathcal{V}$ as a function of the metric can be derived explicitly. However, because this dependence becomes trivial when the

[^51]potential is extremal with respect to the open-string WL's (see Eq. (1.1)), all degrees of freedom of the internal metric are flat directions (up to exponentially suppressed terms), except the supersymmetry breaking scale $M$ itself when $n_{\mathrm{F}} \neq n_{\mathrm{B}}$. Of course, the dilaton remains a flat direction at one loop. To study the dependence of $\mathcal{V}$ on the RR moduli, we use type I/heterotic duality [60-67], which maps the RR two-form to the antisymmetric tensor. At one loop, the heterotic effective potential receives contributions from winding modes running in the virtual loop, whose masses depend on the antisymmetric tensor. Up to exponentially suppressed terms, there is no additional dependence of the potential on this tensor. Hence, because winding modes on the heterotic side are dual to non-perturbative D1-branes in type I , we will conclude that $\mathcal{V}$ does not depend on the RR moduli (up to the exponentially suppressed terms).

- Finally the moduli arising in the twisted closed-string sector belong to the quaternionic scalars of the 16 twisted hypermultiplets localized at the 16 fixed points of $T^{2} \times T^{4} / \mathbb{Z}_{2}$ in the BSGP model. Thanks to the generalized Green-Schwarz mechanism taking place in six dimensions [51], between two and sixteen of these moduli acquire a large supersymmetric mass. We do not analyze the masses, which are generated at one loop by the supersymmetry breaking, of the remaining (up to fourteen) twisted quaternions.

The plan of this work is as follows. In Sect. 2, we describe the BSGP model on $T^{2} \times T^{4} / \mathbb{Z}_{2}$, with the Scherk-Schwarz mechanism implemented along $T^{2}$ to break $\mathcal{N}=2 \rightarrow \mathcal{N}=0$. In particular, we derive the massless spectrum and the one-loop effective potential when all D3-branes (in suitable T-dual descriptions) sit on O3-planes. In Sect. 3, we determine the mass terms of the open-string WL's, the effects of the Green-Schwarz mechanism, and derive the flatness of the untwisted closed-string sector moduli. In Sect. 4, we first discuss the stability/instability of representative examples of brane configurations, which belong to distinct non-perturbatively consistent components of the open-string moduli space [51].

We then perform a full scan of the hundreds of billions of possible distributions of the D3-branes on the O3-planes, which correspond to extremal points of the one-loop effective potential. ${ }^{1}$ We find that at the one-loop level, there are only two non-perturbatively consistent marginally stable setups with exponentially suppressed effective potential ( $n_{\mathrm{F}}-n_{\mathrm{B}}=0$ ). All open-string moduli are stabilised, together with the blowing up modes of the orbifold, while all untwisted closed-string moduli are flat directions. The anomaly free gauge symmetries are $U(1) \times S U(2) \times S U(5)^{2} \times S U(7)$ and $U(1) \times S U(3) \times S U(5)^{2} \times S U(6)$. There also exist four configurations that are tachyon free and have positive potential at one loop ( $n_{\mathrm{F}}-n_{\mathrm{B}}>0$ ), implying that $M$ runs away. There are two further brane distributions that are tachyon free, but modulo possible instabilities associated with moduli existing in the ND sector: the relevant oneloop masses will be studied elsewhere [59]. One of these models has $n_{\mathrm{F}}-n_{\mathrm{B}}=0$, while the other has $n_{\mathrm{F}}-n_{\mathrm{B}}>0$.

Our conclusions can be found in Sect. 5. The core of the paper is accompanied by Appendices A and B, which collect those technical details required for Sects. 2 and 3, respectively.

## 2. $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ open-string model

In this section, we will describe the broad features of toroidal orbifold models of type I that realize $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ spontaneous breaking of supersymmetry in four dimensions. We will consider the partition function that takes into account arbitrary marginal deformations arising from the NN and DD sectors of the open strings, as well as from the NS-NS closed-string sector i.e. the internal metric. We also discuss the associated spectrum of the states that are massless at
tree level. This will prepare us for the following sections, where we consider the response of the system to the breaking of supersymmetry, in particular its one-loop stability.

### 2.1. The supersymmetric setup

Original BSGP model: Before implementation of the spontaneous breaking of supersymmetry, our framework is the Bianchi-Sagnotti-Gimon-Polchinski model [49-51] compactified down to four dimensions. It is obtained by applying an orientifold projection to the type IIB theory, with background

$$
\begin{equation*}
\mathbb{R}^{1,3} \times T^{2} \times \frac{T^{4}}{\mathbb{Z}_{2}} \tag{2.1}
\end{equation*}
$$

where we will take Minkowski spacetime to span the directions $X^{0}, X^{1}, X^{2}, X^{3}$, while the $T^{2}$ torus directions are $X^{4}, X^{5}$. The remaining coordinates, corresponding to the $T^{4}$ torus, are twisted by the $\mathbb{Z}_{2}$ orbifold generator,

$$
\begin{equation*}
g: \quad\left(X^{6}, X^{7}, X^{8}, X^{9}\right) \longrightarrow\left(-X^{6},-X^{7},-X^{8},-X^{9}\right) \tag{2.2}
\end{equation*}
$$

implying that the model has $\mathcal{N}=2$ supersymmetry. The background contains orientifold planes, which are the fixed loci of the orientifold generator $\Omega$ and of the combination $\Omega g$. Hence, an O9-plane lies along the nine spatial directions (the "fixed locus" of $\Omega$ ), while an O5-plane is located at each of the 16 fixed points of $T^{4} / \mathbb{Z}_{2}$. In order to cancel their RR charges, the openstring sector comprises 32 D9-branes, as well as 32 D5-branes transverse to the $T^{4} / \mathbb{Z}_{2}$ factor. Consistency conditions require the algebra of Chan-Paton factors to correspond to unitary or symplectic gauge groups rather than orthogonal ones [50]. The simplest configuration, which has a $U(16) \times U(16)$ open-string gauge group, is obtained when no WL deformations are introduced on the worldvolumes of the D9-branes and D5-branes, and when all D5-branes are coincident on a single O5-plane. The only marginal deformations in this system would be those associated with the NS-NS internal metric $G_{\mathcal{I} \mathcal{J}}, \mathcal{I}, \mathcal{J}=4, \ldots, 9$, which we can split into its $T^{2}$ components $G_{I^{\prime} J^{\prime}}, I^{\prime}, J^{\prime}=4,5$, and $T^{4}$ components $G_{I J}, I, J=6, \ldots, 9$.

At one loop, the partition function includes contributions arising from worldsheets of closed strings and open strings, with the topologies of a torus and Klein bottle, and an annulus and Möbius strip respectively. Accordingly, the one-loop effective potential (which of course vanishes at this stage) involves four vacuum-to-vacuum amplitudes $\mathcal{T}, \mathcal{K}, \mathcal{A}, \mathcal{M}$, as shown in Eq. (A.2). Using the conventions for lattices and characters given in Appendix A.1, these contributions in the "undeformed" BSGP model are displayed in Appendix A.2.

Marginal deformations: The original model with $U(16) \times U(16)$ open-string gauge group can be deformed by turning on (i.e. giving a vev to) any of the available marginal deformations arising from the open-string or closed-string sectors. In the effective supersymmetric theory these correspond to exactly $F$ - and $D$-flat directions. Let us first enumerate them and then describe them in detail:
(i) Generic positions of the D5-branes in $T^{4} / \mathbb{Z}_{2}$.
(ii) Wilson lines along $T^{2}$ for the gauge group associated with the D5-branes (in the DD sector).
(iii) WL's along all of the six internal directions for the gauge group generated by the D9-branes (in the NN sector). In fact "Wilson line" is a misnomer along $T^{4} / \mathbb{Z}_{2}$ since we will see that
non-trivial vev's of these moduli reduce the rank of the gauge group. It is only in the $\mathcal{N}=4$ parent theory, without the orbifold generated by $g$, that these moduli are truly WL's.
(iv) Non-trivial vev's of the moduli in the ND sector. When the latter condense, the background can be described in terms of brane recombinations or magnetized branes [55-58].
(v) Non-trivial vev's of the RR moduli, namely the 2-form components $C_{I^{\prime} J^{\prime}}, I^{\prime}, J^{\prime}=4,5$, and $C_{I J}, I, J=6, \ldots, 9$.
(vi) Non-trivial vev's of the quaternionic scalars of the 16 twisted hypermultiplets in the closedstring sector. These are the blowing up modes of the orbifold, which are localized at the 16 fixed points of $T^{4} / \mathbb{Z}_{2}$. When they are turned on, the $T^{4} / \mathbb{Z}_{2}$ is deformed into a smooth $K 3$ manifold.

In the present work, we will not consider deformations of the ND sector moduli (iv). ${ }^{3}$ On the contrary, we will justify that the RR moduli ( $v$ ) do not yield relevant effects. We will also discuss how the twisted quaternionic moduli in (vi) acquire supersymmetric masses thanks to a generalized Green-Schwarz mechanism.

Let us start the detailed discussion of actual deformations, with the moduli (i) corresponding to the positions along directions $X^{6}, X^{7}, X^{8}, X^{9}$ of the 32 D5-branes of the type IIB theory. These must be symmetric with respect to the generators $\Omega$ and $g$, hence the orientifold projection requires that if a brane is located at $X^{I}, I=6, \ldots, 9$, then a distinct brane sits at $-X^{I}$ [39]. ${ }^{4}$ Similarly, the $\mathbb{Z}_{2}$ twist projection correlates the position of a brane at $X^{I}$, with that of a brane (distinct or otherwise) at $-X^{I}$. Broadly speaking, in the type I string theory, D5-brane positions in $T^{4} / \mathbb{Z}_{2}$ vary in 4's. For instance, if $2 n$ D5-branes are sitting at a fixed point, they support a gauge symmetry $U(n)$ that can be broken to $U(n-2 k) \times U S p(2 k)$, with rank reduced to $n-k$, if $2 k$ branes move away from the fixed point together with their $2 k$ "mirror branes" at the opposite coordinates. Hence the moduli space splits into disconnected components characterized by the value of $2 n$ modulo 4 , which can be either 0 or 2 . In other words, the parity of $n$ matters. ${ }^{5}$

The Wilson lines (ii) along the $T^{2}$ of the D5 gauge groups parameterise the Coulomb branch of the gauge symmetry, and therefore preserve the rank. These also have a geometric interpretation. Upon T-dualizing $T^{2}$, the D5-branes become D3-branes transverse to the six-dimensional internal space, and the WL's can then be thought of as the positions of the D3-branes along the T-dual torus $\tilde{T}^{2}$ of coordinates $\tilde{X}^{4}, \tilde{X}^{5}$. Moreover, the 16 O5-planes become 64 O3-planes sitting at the fixed loci of $\Omega I_{45} g$, where $I_{45}$ is the inversion $\left(\tilde{X}^{4}, \tilde{X}^{5}\right) \rightarrow\left(-\tilde{X}^{4},-\tilde{X}^{5}\right)$. Similarly to the deformations (i), the position of a D3-brane in $\tilde{X}^{I^{\prime}}, I^{\prime}=4,5$, is correlated with that of a distinct partner D3-brane at $-\tilde{X}^{I^{\prime}}$. Hence, brane positions along $\tilde{T}^{2} / I_{45}$ vary in 2's. In this T-dual geometric picture, the six-dimensional internal space can be thought of as a "box", a generalization of a one-dimensional segment, with an O3-plane sitting at each of its 64 corners. This box along with the D3-branes sitting on O3-planes is depicted in Fig. 1a.

In the original type I picture, D5-branes and D9-branes are on an equal footing, in the sense that a T-duality on $T^{4} / \mathbb{Z}_{2}$ turns the former into the latter and vice versa. Hence, the moduli
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(a) A configuration of D3-branes associated with the D5-branes of the initial type I theory, once $T^{2}$ is T-dualized. In this example, the D3-branes sit on O3-planes.

(c) Superposition of pictures (a) and (b). D3-branes associated with the D5-branes (D9-branes) of the initial type I theory are shown in orange (green).

(b) A configuration of D3-branes associated with the D9-branes of the initial type I theory, once both $T^{2}$ and $T^{4} / \mathbb{Z}_{2}$ are T-dualized. In this example, the D3-branes sit on O3-planes.

(d) Labelling of the $\tilde{T}^{2} / I_{45}$ fixed points $i^{\prime}=$ $1,2,3,4$, and schematic labelling of the $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$ fixed points $i=1, \ldots, 16$. Odd $i^{\prime}$ correspond to points located at $\tilde{X}^{5}=0$, while even $i^{\prime}$ are associated with points at $\tilde{X}^{5}=\pi$, where $\tilde{X}^{5}$ is the coordinate T-dual to the direction along which the Scherk-Schwarz mechanism is implemented.

Fig. 1. Geometric T-dual description of the moduli arising from the NN and DD sectors of the orientifold theory. (For interpretation of the colours in the figure, the reader is referred to the web version of this article. This is valid for all subsequent figures in this article as they follow the same colour code.)
(iii) associated with the gauge group induced by the D 9 -branes can also be given a geometric interpretation in terms of positions of D3-branes, upon T-dualizing all the directions of $T^{2} \times$ $T^{4} / \mathbb{Z}_{2}$. An example of a configuration in which the resulting D3-branes sit on O3-planes is shown in Fig. 1b, where $\tilde{T}^{4}$ denotes the T-dual four-dimensional torus.

Despite the fact that Figs. 1a and 1b refer to T-dual theories, it is convenient to represent all the D-branes on a single picture, as shown in Fig. 1c. Although this depiction is certainly abusive, it turns out to be very useful to understand and manipulate various moduli configurations. In practice, we will refer interchangeably to "positions" and "Wilson lines" bearing in mind that they refer to the appropriate T-dual pictures.

Let us now define the Wilson lines in detail. We should repeat that the denomination "Wilson line" is only fully justified along the $T^{2}$, or in the parent type I model, when no orbifold action is implemented. In such an $\mathcal{N}=4$ theory, a Wilson line matrix living in the Cartan subgroup of the D9-brane $S O(32)$ gauge group can be associated with every direction in $T^{2} \times T^{4}$. For $\mathcal{I}=4, \ldots, 9$, it can be parameterised as

$$
\begin{align*}
\mathcal{W}_{\mathcal{I}}^{\mathrm{D} 9} & =\operatorname{diag}\left(e^{2 i \pi a_{\alpha}^{\mathcal{I}}}, \alpha=1, \ldots, 32\right) \\
& =\operatorname{diag}\left(e^{2 i \pi a_{1}^{\mathcal{I}}}, e^{-2 i \pi a_{1}^{\mathcal{I}}}, e^{2 i \pi a_{2}^{\mathcal{I}}}, e^{-2 i \pi a_{2}^{\mathcal{I}}}, \ldots, e^{2 i \pi a_{16}^{\mathcal{I}}}, e^{-2 i \pi a_{16}^{\mathcal{I}}}\right), \tag{2.3}
\end{align*}
$$

where $\alpha$ labels the 32 D9-branes, and the corresponding D3-brane positions in $\tilde{T}^{2} \times \tilde{T}^{4}$ are $\tilde{X}^{\mathcal{I}}=2 \pi a_{\alpha}^{\mathcal{I}}$. In the orbifold model, the number of degrees of freedom of the matrices associated with the $T^{4} / \mathbb{Z}_{2}$ directions is reduced, and there are nine disconnected components in the moduli space corresponding to different numbers of fixed points supporting 2 modulo 4 branes:

- The first component of moduli space contains a Higgs branch parameterised by

$$
\begin{equation*}
\mathcal{W}_{I}^{\mathrm{D} 9}=\operatorname{diag}\left(e^{2 i \pi a_{1}^{I}}, e^{-2 i \pi a_{1}^{I}}, \ldots, e^{2 i \pi a_{8}^{I}}, e^{-2 i \pi a_{8}^{I}}, e^{-2 i \pi a_{1}^{I}}, e^{2 i \pi a_{1}^{I}}, \ldots, e^{-2 i \pi a_{8}^{I}}, e^{2 i \pi a_{8}^{I}}\right), \tag{2.4}
\end{equation*}
$$

where $I=6, \ldots, 9$. Generically this yields a gauge symmetry $\operatorname{USp}(2)^{8}$ of rank 8 , whose Coulomb branch is parameterised by the WL matrices $I^{\prime}=4,5$,

$$
\begin{equation*}
\mathcal{W}_{I^{\prime}}^{\mathrm{D} 9}=\operatorname{diag}\left(e^{2 i \pi a_{1}^{I^{\prime}}}, e^{-2 i \pi a_{1}^{I^{\prime}}}, \ldots, e^{2 i \pi a_{8}^{I^{\prime}}}, e^{-2 i \pi a_{8}^{I^{\prime}}}, e^{2 i \pi a_{1}^{I^{\prime}}}, e^{-2 i \pi a_{1}^{I^{\prime}}}, \ldots, e^{2 i \pi a_{8}^{I^{\prime}}}, e^{-2 i \pi a_{8}^{I^{\prime}}}\right) \tag{2.5}
\end{equation*}
$$

and along which the gauge symmetry is reduced at generic points to $U(1)^{8}$. However, $U \operatorname{Sp}(2)^{8}$ can be initially enhanced up to $U(16)$ of rank 16 at the points $a_{1}^{I}=\cdots=a_{8}^{I} \in\left\{0, \frac{1}{2}\right\}, I=$ $6, \ldots, 9$, and the Coulomb branch is then parameterised by

$$
\begin{equation*}
\mathcal{W}_{I^{\prime}}^{\mathrm{D} 9}=\operatorname{diag}\left(e^{2 i \pi a_{1}^{I^{\prime}}}, e^{-2 i \pi a_{1}^{I^{\prime}}}, e^{2 i \pi a_{2}^{I^{\prime}}}, e^{-2 i \pi a_{2}^{I^{\prime}}}, \ldots, e^{2 i \pi a_{16}^{I^{\prime}}}, e^{-2 i \pi a_{16}^{I^{\prime}}}\right) \tag{2.6}
\end{equation*}
$$

for $I^{\prime}=4,5$. This leads generically to an Abelian symmetry $U(1)^{16}$, with the 8 positions in $\tilde{T}^{4} / \mathbb{Z}_{2}$ stabilised. ${ }^{6}$

- A second component of the moduli space contains a Higgs branch that may be parameterised as

$$
\begin{align*}
& \mathcal{W}_{I}^{\mathrm{D} 9}=\operatorname{diag}\left(e^{2 i \pi a_{1}^{I}}, e^{-2 i \pi a_{1}^{I}}, \ldots, e^{2 i \pi a_{7}^{I}}, e^{-2 i \pi a_{7}^{I}}, \eta_{8}^{I}, \eta_{8}^{I},\right. \\
&\left.e^{-2 i \pi a_{1}^{I}}, e^{2 i \pi a_{1}^{I}}, \ldots, e^{-2 i \pi a_{7}^{I}}, e^{2 i \pi a_{7}^{I}}, \eta_{16}^{I}, \eta_{16}^{I}\right), \tag{2.7}
\end{align*}
$$

where $\quad \eta_{8}^{I}, \eta_{16}^{I} \in\{1,-1\}, \quad\left(\eta_{8}^{6}, \eta_{8}^{7}, \eta_{8}^{8}, \eta_{8}^{9}\right) \neq\left(\eta_{16}^{6}, \eta_{16}^{7}, \eta_{16}^{8}, \eta_{16}^{9}\right)$.

[^53]Generically, the gauge symmetry is $U S p(2)^{7} \times U(1)^{2}$, which can again be enhanced up to $U(15) \times U(1)$. In the former case, the gauge group in the Coulomb branch is $U(1)^{9}$ for generic matrices $\mathcal{W}_{I^{\prime}}^{\mathrm{D} 9}$, while in the second case it is $U(1)^{16}$ with all positions in $\tilde{T}^{4} / \mathbb{Z}_{2}$ stabilised.

- There are seven more disconnected components of moduli space. In the ultimate one, the Higgs branch is zero-dimensional, the positions of all 32 branes in $\tilde{T}^{4} / \mathbb{Z}_{2}$ being rigid. To be specific, we have

$$
\begin{align*}
& \mathcal{W}_{I}^{\mathrm{D} 9}=\operatorname{diag}\left(\eta_{1}^{I}, \eta_{1}^{I}, \ldots, \eta_{16}^{I}, \eta_{16}^{I}\right) \\
\text { where } \quad & \eta_{\alpha}^{I} \in\{1,-1\}, \alpha=1, \ldots, 16, \quad\left(\eta_{\alpha}^{6}, \eta_{\alpha}^{7}, \eta_{\alpha}^{8}, \eta_{\alpha}^{9}\right) \neq\left(\eta_{\beta}^{6}, \eta_{\beta}^{7}, \eta_{\beta}^{8}, \eta_{\beta}^{9}\right), \alpha \neq \beta \tag{2.8}
\end{align*}
$$

There is only a Coulomb branch with the gauge symmetry always being $U(1)^{16}$, regardless of the WL's along $T^{2}$,

$$
\begin{equation*}
\mathcal{W}_{I^{\prime}}^{\mathrm{D} 9}=\operatorname{diag}\left(e^{2 i \pi a_{1}^{I^{\prime}}}, e^{-2 i \pi a_{1}^{I^{\prime}}}, e^{2 i \pi a_{2}^{I^{\prime}}}, e^{-2 i \pi a_{2}^{I^{\prime}}}, \ldots, e^{2 i \pi a_{16}^{I^{\prime}}}, e^{-2 i \pi a_{16}^{I^{\prime}}}\right) \tag{2.9}
\end{equation*}
$$

Similarly, the positions in $\tilde{T}^{2} \times T^{4} / \mathbb{Z}_{2}$ of the D3-branes T-dual to D5-branes $\alpha=1, \ldots, 32$ can be written as $\tilde{X}^{I^{\prime}}=2 \pi b_{\alpha}^{I^{\prime}}, I^{\prime}=4,5, X^{I}=2 \pi b_{\alpha}^{I}, I=6, \ldots, 9$. They span 9 disconnected components that admit various Higgs, Coulomb or mixed Higgs/Coulomb branches. The latter can be parameterised with matrices $\mathcal{W}_{\mathcal{I}}^{\text {D5 }}$ exactly analogous to those of the D9-branes, up to the exchange $a_{\alpha}^{\mathcal{I}} \rightarrow b_{\alpha}^{\mathcal{I}}$.
Discrete deformations: In what follows we will be mostly interested in configurations where all branes are located at the corners of the appropriate six-dimensional "boxes". ${ }^{7}$ In order to write the corresponding one-loop amplitudes, we label the 64 corners by a pair of indices $i i^{\prime}$, where $i \in\{1, \ldots, 16\}$ refers to the $T^{4} / \mathbb{Z}_{2}$ (or its T-dual counterpart) fixed points, and $i^{\prime} \in\{1, \ldots, 4\}$ specifies the $\tilde{T}^{2} / I_{45}$ fixed points. Fig. 1d shows schematically how the labelling works. At a given corner $i i^{\prime}$, we denote $N_{i i^{\prime}}$ the number of D3-branes T-dual to D9-branes, and $D_{i i^{\prime}}$ the number of D3-branes T-dual to D5-branes. In this setup, the Wilson lines/D3-brane positions $2 \pi a_{\alpha}^{\mathcal{I}}$ and $2 \pi b_{\alpha}^{\mathcal{I}}, \alpha=1, \ldots, 32$, associated with the D9-branes and D5-branes take values equivalent to the coordinates of some corner $i i^{\prime}$, which we denote by the six-vectors $2 \pi \vec{a}_{i i^{\prime}}$. It is also convenient to write $\vec{a}_{i i^{\prime}} \equiv\left(\vec{a}_{i^{\prime}}, \vec{a}_{i}\right)$, where $\vec{a}_{i^{\prime}}, \vec{a}_{i}$ are two- and four-vectors, whose components take values 0 or $\frac{1}{2}$. With these definitions, the amplitudes $\mathcal{A}$ and $\mathcal{M}$ arising from the open-string sector are as shown in Appendix A.3. In the closed-string sector, the amplitudes $\mathcal{T}$ and $\mathcal{K}$ are independent of the WL's/brane positions, and their expressions are simply those of the "undeformed" $U(16) \times$ $U(16)$ BSGP model (see Appendix A.2). On the contrary, $\mathcal{A}$ and $\mathcal{M}$ involve the numbers of branes $N_{i i^{\prime}}, D_{i i^{\prime}}$, as well as their counterparts $R_{i i^{\prime}}^{\mathrm{N}}$ and $R_{i i^{\prime}}^{\mathrm{D}}$ under the orbifold action. These coefficients can be parameterised as

$$
\begin{equation*}
N_{i i^{\prime}}=n_{i i^{\prime}}+\bar{n}_{i i^{\prime}}, \quad D_{i i^{\prime}}=d_{i i^{\prime}}+\bar{d}_{i i^{\prime}}, \quad R_{i i^{\prime}}^{\mathrm{D}}=i\left(n_{i i^{\prime}}-\bar{n}_{i i^{\prime}}\right), \quad R_{i i^{\prime}}^{\mathrm{D}}=i\left(d_{i i^{\prime}}-\bar{d}_{i i^{\prime}}\right), \tag{2.10}
\end{equation*}
$$

where $n_{i i^{\prime}}=\bar{n}_{i i^{\prime}}$ and $d_{i i^{\prime}}=\bar{d}_{i i^{\prime}}$ are positive integers. The tadpole cancellation condition then implies

[^54]\[

$$
\begin{equation*}
\sum_{i, i^{\prime}} n_{i i^{\prime}}=16, \quad \sum_{i, i^{\prime}} d_{i i^{\prime}}=16 \tag{2.11}
\end{equation*}
$$

\]

which leads to the open-string gauge group

$$
\begin{equation*}
\mathcal{G}_{\text {open }}=\prod_{i i^{\prime} / n_{i i^{\prime}} \neq 0} U\left(n_{i i^{\prime}}\right) \times \prod_{j j^{\prime} / d_{j j^{\prime}} \neq 0} U\left(d_{j j^{\prime}}\right) . \tag{2.12}
\end{equation*}
$$

Non-perturbative consistency: Although consistent at the perturbative level, the models constructed so far must satisfy additional requirements to remain valid at the non-perturbative level [51]. To state these additional constraints, let us first consider the BSGP model in six dimensions. We have seen that the moduli space of the positions of the D5-branes in $T^{4} / \mathbb{Z}_{2}$ splits into 9 disconnected pieces. These are characterized by the even number $\mathcal{R}=0,2, \ldots, 16$ of pairs of D5-branes mirror to each other with respect to $\Omega$ that have rigid positions at distinct fixed points of $T^{4} / \mathbb{Z}_{2}$. To be consistent non-perturbatively, a model must have $\mathcal{R}=0,8$ or 16 . When $\mathcal{R}=8$, the mirror pairs must sit on the 8 corners of one of the hyperplanes $X^{I}=0$ or $\pi, I=6, \ldots, 9$. Similarly, the number of mirror pairs of D5-branes T-dual to the D9-branes with rigid positions in $\tilde{T}^{4} / \mathbb{Z}_{2}$ must be $\tilde{\mathcal{R}}=0,8$ or 16 . Hence, there are only $3 \times 3$ fully consistent components in the moduli space, which can be further reduced to 6 by T-duality ${ }^{8}$ :

$$
\begin{equation*}
(\mathcal{R}, \tilde{\mathcal{R}})=(0,0), \quad(0,8), \quad(0,16), \quad(8,8), \quad(8,16), \quad(16,16) \tag{2.13}
\end{equation*}
$$

Compactifying down to four dimensions and T-dualizing $T^{2}$, there are no additional constraints on the distribution of D3-branes. The latter, including the $2 \mathcal{R}+2 \tilde{\mathcal{R}}$ ones with rigid positions in $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$, can move in pairs along the directions of $\tilde{T}^{2} / I_{45}$.

### 2.2. Spontaneous breaking of supersymmetry

What remains to be implemented is the spontaneous breaking of $\mathcal{N}=2$ supersymmetry. This can be done via a stringy version [30-37] of the Scherk-Schwarz mechanism [38]. To this end, we consider an additional $\mathbb{Z}_{2}$ orbifold shift on the fifth direction, $X^{5} \rightarrow X^{5}+\pi$, coupled to $(-1)^{F}$, where $F$ is the spacetime fermion number. Denoting the integer momenta along $T^{2}$ in the "undeformed" supersymmetric BSGP model by $\vec{m}^{\prime} \equiv\left(m_{4}, m_{5}\right)$, the combined effects of the continuous deformations considered so far plus the extra freely acting orbifold action amounts to the following shifts:

$$
\begin{array}{ll}
\vec{m}^{\prime} \longrightarrow \vec{m}^{\prime}+F \vec{a}_{S}^{\prime} & \text { in the closed-string sector }, \\
\vec{m}^{\prime} \longrightarrow \vec{m}^{\prime}+F \vec{a}_{S}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{a}_{\beta}^{\prime} & \text { in the NN sector } \\
\vec{m}^{\prime} \longrightarrow \vec{m}^{\prime}+F \vec{a}_{S}^{\prime}+\vec{b}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime} & \text { in the DD sector }  \tag{2.14}\\
\vec{m}^{\prime} \longrightarrow \vec{m}^{\prime}+F \vec{a}_{S}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime} & \text { in the ND sector }
\end{array}
$$

In the above, we have defined

$$
\begin{equation*}
\vec{a}_{\mathrm{S}}^{\prime}=\left(0, \frac{1}{2}\right) \tag{2.15}
\end{equation*}
$$

while $\vec{a}_{\alpha}^{\prime} \equiv\left(a_{\alpha}^{4}, a_{\alpha}^{5}\right)$ and $\vec{b}_{\alpha}^{\prime} \equiv\left(b_{\alpha}^{4}, b_{\alpha}^{5}\right), \alpha=1, \ldots, 32$, denote the WL's along $T^{2}$. Equivalently, in the D3-brane picture where $2 \pi \vec{a}_{\alpha}^{\prime}$ (or $2 \pi \vec{b}_{\alpha}^{\prime}$ ) and $2 \pi \vec{a}_{\beta}^{\prime}$ (or $2 \pi \vec{b}_{\beta}^{\prime}$ ) are the positions of the two

[^55]ends of the open strings in $\tilde{T}^{2}$, the components of $\vec{m}^{\prime}$ are winding numbers. The key point is of course that the gravitini have acquired masses
\[

$$
\begin{equation*}
M=\frac{\sqrt{G^{55}}}{2} M_{\mathrm{s}} \tag{2.16}
\end{equation*}
$$

\]

showing that the breaking of $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ supersymmetry is spontaneous. Moreover, $M$ itself is one of the marginal deformations, provided it is less than the critical value of order of the string scale $M_{\mathrm{s}}$, at which a tree-level tachyonic instability arises [40,41]. In the language of supergravity, the background is then a "no-scale model" [68], which means that the tree-level potential is positive, semi-definite, and admits a flat direction parameterised by $M$.

As described above, when the WL deformations are discrete (the D3-branes sit on the O3planes of the six-dimensional boxes), the vectors $\vec{a}_{\alpha}^{\prime}$ and $\vec{b}_{\alpha}^{\prime}$ take values equal to the appropriate $\vec{a}_{i^{\prime}}, i^{\prime}=1, \ldots, 4$. This has an important consequence for the light spectrum, because KK modes in the open-string sector are massless if

$$
\begin{equation*}
\vec{m}^{\prime}+F \vec{a}_{S}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}=\overrightarrow{0} \tag{2.17}
\end{equation*}
$$

This equation admits solutions for both bosons $(F=0)$ and fermions $(F=1)$ depending on the relative displacements. This will be detailed in the next paragraph.

The potential and tree-level massless spectrum: The one-loop effective potential in the nonsupersymmetric case no longer vanishes. For discrete WL deformations, the amplitudes $\mathcal{T}, \mathcal{K}$, $\mathcal{A}$ and $\mathcal{M}$ take the form displayed in Appendix A.4. They are expressed in terms of partition functions, from which we can derive the massless bosonic and fermionic spectra. To this end, it is useful to specify the labelling of the $\tilde{T}^{2} / I_{45}$ fixed points as follows: we will denote by $i^{\prime}=1,3$ those located at the origin of the T-dual Scherk-Schwarz direction, $\tilde{X}^{5}=0$, and by $i^{\prime}=2,4$ those at $\tilde{X}^{5}=\pi$ (see Fig. 1d). From Eqs. (A.23)-(A.26), we can then read off the massless spectrum of the $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ model when the WL's take discrete values as described above. Knowledge of the massless-state representations will be important to derive conditions for the stability of the one-loop potential using a simple algebraic method in Sect. 3.1.

In the open-string sector, the massless states arise from characters appearing in $\mathcal{A}$ and $\mathcal{M}$ at the origin of the $T^{2}$ and $T^{4}$ lattices. Eq. (2.17), which defines the origin of the $T^{2}$ lattice, implies that massless bosons require the ends of the strings (in the D3-brane picture) to be located on fixed points of coordinates $\vec{a}_{i i^{\prime}} \equiv\left(\vec{a}_{i^{\prime}}, \vec{a}_{i}\right)$ and $\vec{a}_{j j^{\prime}} \equiv\left(\vec{a}_{j^{\prime}}, \vec{a}_{j}\right)$ satisfying

$$
\begin{equation*}
\text { massless bosons: } \quad \vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}=\overrightarrow{0} \Longleftrightarrow i^{\prime}=j^{\prime} \tag{2.18}
\end{equation*}
$$

On the contrary, massless fermions require

$$
\text { massless fermions: } \quad \vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}=\mp \vec{a}_{\mathrm{S}}^{\prime} \Longleftrightarrow\left\{\begin{array}{l}
i^{\prime}=2 i^{\prime \prime}-1, j^{\prime}=2 i^{\prime \prime}  \tag{2.19}\\
\text { or } \\
i^{\prime}=2 i^{\prime \prime}, j^{\prime}=2 i^{\prime \prime}-1
\end{array}, \quad i^{\prime \prime}=1,2,\right.
$$

implying that in the $\tilde{T}^{2} / I_{45}$, the string is stretched along the T-dual Scherk-Schwarz direction $\tilde{X}^{5}$. For such states the contributions to the mass induced by the spontaneous breaking of supersymmetry and by the WL's cancel exactly, i.e. the Superhiggs and the Higgs mechanisms offset each other. In the NN and DD sectors, whose contributions to the partition functions involve respectively $T^{4}$ momentum and $T^{4}$ winding number lattices (in the D9- and D5-brane picture), massless states must also satisfy

(a) Bosonic NN and DD states (solid strings) are massless when they correspond in the D3brane picture to strings with both ends attached to the same stack of branes. By contrast fermionic NN and DD states (dashed strings) are massless when they correspond to strings stretched between corners of the sixdimensional box that are adjacent along the T-dual Scherk-Schwarz direction.

(b) ND states correspond to strings stretched between a stack of D3-branes T-dual to D9branes and a stack of D3-branes T-dual to D5branes. Bosonic ND states (solid strings) are massless when the stacks are located on corners with common coordinates in $\tilde{T}^{2} / I_{45}$. Fermionic ND states (dashed strings) are massless when the corners have common coordinate $\tilde{X}^{4}$ and distinct coordinate $\tilde{X}^{5}$.

Fig. 2. Open-string massless modes.

$$
\begin{equation*}
\text { massless NN or DD states: } \quad \vec{a}_{i}-\vec{a}_{j}=\overrightarrow{0} \Longleftrightarrow i=j \tag{2.20}
\end{equation*}
$$

Finally, because the ND sector does not involve $T^{4}$ lattices, $i$ and $j$ need not be correlated to yield massless states, hence

$$
\begin{equation*}
\text { massless ND states: } \quad i, j \text { arbitrary . } \tag{2.21}
\end{equation*}
$$

To illustrate the above considerations, Fig. 2a displays massless states arising in the NN sector (green) and DD sector (orange) that are bosonic (solid strings) or fermionic (dashed strings). Similarly, Fig. 2b shows massless strings in the ND sector (khaki) which are bosonic (solid strings) or fermionic (dashed strings).

At the origin of the lattices appearing in the amplitude $\mathcal{A}+\mathcal{M}$, the massless states arise from the constant terms in the combinations of characters $O_{4} / \eta^{4}, V_{4} / \eta^{4}, S_{4} / \eta^{4}, C_{4} / \eta^{4}$ (see Eqs. (A.25), (A.26)) (i.e. the terms $q^{0}$ in the notations of Appendix A, where $q=e^{-\pi \tau_{2}}$ and $\tau_{2}$ is the Schwinger parameter). ${ }^{9}$ These combinations are dressed with coefficients which can be expressed using the unitary parameterisation (2.10). For the bosons and fermions, the relevant characters are respectively

$$
\text { Bosons: } \frac{1}{\eta^{8}} \sum_{i, i^{\prime}}\left\{V_{4} O_{4}\left[n_{i i^{\prime}} \bar{n}_{i i^{\prime}}+d_{i i^{\prime}} \bar{d}_{i i^{\prime}}\right]\right.
$$

[^56]\[

$$
\begin{aligned}
& +O_{4} V_{4}\left[\frac{n_{i i^{\prime}}\left(n_{i i^{\prime}}-1\right)}{2}+\frac{\bar{n}_{i i^{\prime}}\left(\bar{n}_{i i^{\prime}}-1\right)}{2}+\frac{d_{i i^{\prime}}\left(d_{i i^{\prime}}-1\right)}{2}+\frac{\bar{d}_{i i^{\prime}}\left(\bar{d}_{i i^{\prime}}-1\right)}{2}\right] \\
& \left.+O_{4} C_{4} \sum_{j}\left[\frac{1-e^{4 i \pi} \vec{a}_{i} \cdot \vec{a}_{j}}{2}\left(n_{i i^{\prime}} d_{j i^{\prime}}+\bar{n}_{i i^{\prime}} \bar{d}_{j i^{\prime}}\right)+\frac{1+e^{4 i \pi \vec{a}_{i}} \cdot \vec{a}_{j}}{2}\left(n_{i i^{\prime}} \bar{d}_{j i^{\prime}}+\bar{n}_{i i^{\prime}} d_{j i^{\prime}}\right)\right]\right\}
\end{aligned}
$$
\]

$$
\text { Fermions: } \frac{1}{\eta^{8}} \sum_{i, i^{\prime \prime}}\left\{C_{4} C_{4}\left[n_{i, 2 i^{\prime \prime}-1} \bar{n}_{i, 2 i^{\prime \prime}}+\bar{n}_{i, 2 i^{\prime \prime}-1} n_{i, 2 i^{\prime \prime}}+d_{i, 2 i^{\prime \prime}-1} \bar{d}_{i, 2 i^{\prime \prime}}+\bar{d}_{i, 2 i^{\prime \prime}-1} d_{i, 2 i^{\prime \prime}}\right]\right.
$$

$$
+S_{4} S_{4}\left[n_{i, 2 i^{\prime \prime}-1} n_{i, 2 i^{\prime \prime}}+\bar{n}_{i, 2 i^{\prime \prime}-1} \bar{n}_{i, 2 i^{\prime \prime}}+d_{i, 2 i^{\prime \prime}-1} d_{i, 2 i^{\prime \prime}}+\bar{d}_{i, 2 i^{\prime \prime}-1} \bar{d}_{i, 2 i^{\prime \prime}}\right]
$$

$$
+S_{4} O_{4} \sum_{j}\left[\frac{1-e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}}{2}\left(n_{i, 2 i^{\prime \prime}-1} d_{j, 2 i^{\prime \prime}}+\bar{n}_{i, 2 i^{\prime \prime}-1} \bar{d}_{j, 2 i^{\prime \prime}}+n_{i, 2 i^{\prime \prime}} d_{j, 2 i^{\prime \prime}-1}+\bar{n}_{i, 2 i^{\prime \prime}} \bar{d}_{j, 2 i^{\prime \prime}-1}\right)\right.
$$

$$
\left.\left.+\frac{1+e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}}{2}\left(n_{i, 2 i^{\prime \prime}-1} \bar{d}_{j, 2 i^{\prime \prime}}+\bar{n}_{i, 2 i^{\prime \prime}-1} d_{j, 2 i^{\prime \prime}}+n_{i, 2 i^{\prime \prime}} \bar{d}_{j, 2 i^{\prime \prime}-1}+\bar{n}_{i, 2 i^{\prime \prime}} d_{j, 2 i^{\prime \prime}-1}\right)\right]\right\}
$$

We can immediately read off from these formulae the numbers of massless bosonic and fermionic open-string degrees of freedom:

$$
\begin{align*}
& n_{\mathrm{B}}^{\mathrm{open}}=4\left[2 \sum_{i i^{\prime}}\left(n_{i i^{\prime}}^{2}+d_{i i^{\prime}}^{2}\right)+\sum_{i, i^{\prime}, j} n_{i i^{\prime}} d_{j i^{\prime}}-32\right], \\
& n_{\mathrm{F}}^{\mathrm{open}}=4\left[4 \sum_{i, i^{\prime \prime}}\left(n_{i, 2 i^{\prime \prime}-1} n_{i, 2 i^{\prime \prime}}+d_{i, 2 i^{\prime \prime}-1} d_{i, 2 i^{\prime \prime}}\right)+\sum_{i, i^{\prime \prime}, j}\left(n_{i, 2 i^{\prime \prime}-1} d_{j, 2 i^{\prime \prime}}+n_{i, 2 i^{\prime \prime}} d_{j, 2 i^{\prime \prime}-1}\right)\right] . \tag{2.23}
\end{align*}
$$

We can also deduce the representations in which these massless modes are organized. For the bosons, the first line in Eq. (2.22) corresponds to the bosonic content of $\mathcal{N}=2$ vector multiplets in the adjoint representations of the $U\left(n_{i i^{\prime}}\right)$ and $U\left(d_{i i^{\prime}}\right)$ gauge groups. The second line is associated with the scalars of $\mathcal{N}=2$ hypermultiplets in the antisymmetric $\oplus$ antisymmetric representations of $U\left(n_{i i^{\prime}}\right)$ and $U\left(d_{i i^{\prime}}\right)$. Finally, the last line corresponds to the scalars of hypermultiplets in the ND sector, which are in bifundamental representations of $U\left(n_{i i^{\prime}}\right) \times U\left(d_{j i^{\prime}}\right)$. To be more precise, they are in tensor products of fundamental $\otimes$ fundamental or fundamental representations, depending on the parity of $4 \vec{a}_{i} \cdot \vec{a}_{j} \in \mathbb{Z}$. The massless fermions in the NN, DD and ND sectors are those of hypermultiplets, all in various bifundamental representations of unitary gauge groups supported on stacks of D3-branes separated along the T-dual Scherk-Schwarz direction (and possibly for the ND states also along $T^{4}$ or $\tilde{T}^{4}$ ).

For later use in Sect. 3.1, it is relevant to perform a precise counting of the representations of each individual unitary gauge group factor. In Table 1 we gather the massless states charged under $U\left(n_{i, 2 i^{\prime \prime}-1}\right)$ and $U\left(n_{i, 2 i^{\prime \prime}}\right)$ for given $i=1, \ldots, 16$ and $i^{\prime \prime}=1,2$, which are found from Eq. (2.22). The counting for the gauge groups $U\left(d_{i, 2 i^{\prime \prime}-1}\right)$ and $U\left(d_{i, 2 i^{\prime \prime}}\right)$, which are generated by the D5-branes, is of course identical, up to the exchange of all coefficients $n_{k k^{\prime}} \leftrightarrow d_{k k^{\prime}}$.

In the closed-string sector, all the initially massless fermions in the BSGP model acquire a mass $M$ after implementation of the Scherk-Schwarz mechanism. The massless spectrum thus reduces to the bosonic one encountered in the BSGP model, and is more easily described from a six-dimensional point of view. In the untwisted sector, we have the components of $(G+C)_{\hat{\mu} \hat{\nu}}$, $\hat{\mu}, \hat{v}=2, \ldots, 5$, and the internal components $(G+C)_{I J}, I, J=6, \ldots, 9$, which yield in lightcone gauge $(6-2) \times(6-2)+4 \times 4$ degrees of freedom. Moreover, there are also the scalars of the 16 twisted hypermultiplets. Hence, we obtain a total of

Table 1
Representations of $U\left(n_{i, 2 i^{\prime \prime}-1}\right)$ and $U\left(n_{i, 2 i^{\prime \prime}}\right)$ into which the massless degrees of freedom are organized.

| Massless representations of $U\left(n_{i, 2 i^{\prime \prime}-1}\right)$ |  |
| :---: | :---: |
| Bosonic degrees of freedom: | Fermionic degrees of freedom: |
| - 4 adjoint | - $8 n_{i, 2 i^{\prime \prime}}$ (fundamental $\left.\oplus \overline{\text { fundamental }}\right)$ |
| - 4 (antisymmetric $\oplus \overline{\text { antisymmetric }}$ ) | - $2 \sum_{j} d_{j, 2 i^{\prime \prime}}($ fundamental $\oplus \overline{\text { fundamental })}$ |
| - $2 \sum_{j} d_{j, 2 i^{\prime \prime}-1}$ (fundamental $\oplus \overline{\text { fundament }}$ |  |
| Massless representations of $U\left(n_{i, 2 i^{\prime \prime}}\right)$ |  |
| Bosonic degrees of freedom: | Fermionic degrees of freedom: |
| - 4 adjoin | - $8 n_{i, 2 i^{\prime \prime}-1}$ (fundamental $\oplus \overline{\text { fundamenta }}$ |
| - 4 (antisymmetric $\oplus \overline{\text { antisymmetric }})$ | - $2 \sum_{j} d_{j, 2 i^{\prime \prime}-1}($ fundamental $\oplus \overline{\text { fundamental })}$ |
| - $2 \sum_{j} d_{j, 2 i^{\prime \prime}}($ fundamental $\oplus \overline{\text { fundamental })}$ |  |

$$
\begin{equation*}
n_{\mathrm{B}}^{\text {closed }}=4 \times(4+4+16), \quad n_{\mathrm{F}}^{\text {closed }}=0 \tag{2.24}
\end{equation*}
$$

bosonic and fermionic degrees of freedom. In terms of six dimensional $\mathcal{N}=1$ supermultiplets, the $n_{\mathrm{B}}^{\text {closed }}$ states comprise the bosonic components of the gravity multiplet $\left(g_{\hat{\mu} \hat{\nu}}, C_{\hat{\mu} \hat{\nu}}^{+}\right)$, where $g_{\hat{\mu} \hat{\nu}}$ is the traceless graviton and $C_{\hat{\mu} \hat{\nu}}^{+}$is a self-dual 2-form, a tensor multiplet $\left(C_{\hat{\mu} \hat{\nu}}^{-}, \phi\right)$, where $C_{\hat{\mu} \hat{v}}^{-}$is an anti self-dual 2-form and $\phi$ is the dilaton, and $4+16$ hypermultiplets.

Taking into account both the closed-string and open-string sectors, the numbers $n_{\mathrm{F}}$ and $n_{\mathrm{B}}$ of massless fermionic and bosonic degrees of freedom in the $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ model that includes discrete WL deformations satisfy

$$
\begin{align*}
n_{\mathrm{F}}-n_{\mathrm{B}}=4[8 & -2 \sum_{i, i^{\prime \prime}}\left(n_{i, 2 i^{\prime \prime}-1}-n_{i, 2 i^{\prime \prime}}\right)^{2}-2 \sum_{i, i^{\prime \prime}}\left(d_{i, 2 i^{\prime \prime}-1}-d_{i, 2 i^{\prime \prime}}\right)^{2}  \tag{2.25}\\
& \left.-\sum_{i, i^{\prime \prime}, j}\left(n_{i, 2 i^{\prime \prime}-1}-n_{i, 2 i^{\prime \prime}}\right)\left(d_{j, 2 i^{\prime \prime}-1}-d_{j, 2 i^{\prime \prime}}\right)\right] .
\end{align*}
$$

## 3. Stability conditions

Let us now consider the model described in the previous section at those points in moduli space where the WL's take discrete values. In this section we will show that, at such points, the one-loop effective potential is extremal with respect to the WL's, ${ }^{10}$ and we will derive the masses of these moduli at the quantum level. We will also determine the masses of (some of) the 16 twisted quaternionic moduli acquired by a generalized Green-Schwarz mechanism in six dimensions. For the WL's, we use an algebraic method based on our knowledge of the representations of the massless spectrum, as well as a direct derivation from the one-loop effective potential. We will see that the final answer for the WL masses is obtained by combining these results with a detailed analysis of the one-loop anomaly cancellation mechanism that involves couplings of anomalous $U(1)$ gauge bosons to twisted Stueckelberg fields.

[^57]
### 3.1. Signs of the Wilson line masses

In this and the following subsection, we consider the WL mass terms arising from the oneloop Coleman-Weinberg effective potential. However, we will see in Sect. 3.3 that additional large contributions (still proportional to the open-string coupling) arise from a generalized Green-Schwarz mechanism that takes place in six dimensions. This effect implies that tachyonic instabilities at the one-loop level can only arise in submanifolds of the WL moduli space described in Sect. 2.1. Therefore, negative signs of the WL mass terms derived in the present subsection do not necessarily imply tachyonic instabilities, as will be seen in Sect. 4.

In Refs. [9,10,21], an expression for the one-loop effective potential $\mathcal{V}$ was derived for heterotic string compactified on a torus, when supersymmetry is broken by the Scherk-Schwarz mechanism acting along one compact coordinate, say $X^{5}$. It applies in the local neighbourhood of points in moduli space where extra massless states arise, and is valid provided the size of $X^{5}$ is greater than the string length as well as all the other compactification length scales (or their T-dual counterparts). In four dimensions, denoting the WL of the $r$-th Cartan $U(1)$ of the gauge group $\mathcal{G}$ along the internal direction $X^{\mathcal{I}}$ by $y_{r}^{\mathcal{I}}$, we can develop the potential to second order around a point of enhanced massless spectrum as follows:

$$
\begin{equation*}
\mathcal{V}=M^{4}\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) \xi+M^{4}\left(\sum_{\text {weights } Q \in \mathcal{R}_{\mathrm{B}}}-\sum_{\text {weights } Q \in \mathcal{R}_{\mathrm{F}}}\right) \xi^{\prime} Q_{r} Q_{s}\left(\sum_{\substack{\mathcal{I}=4 \\ \neq 5}}^{9} \frac{y_{r}^{\mathcal{I}} y_{s}^{\mathcal{I}}}{3 G^{55}}+y_{r}^{5} y_{s}^{5}\right)+\cdots, \tag{3.1}
\end{equation*}
$$

where $\xi, \xi^{\prime}>0$, the supersymmetry breaking scale is $M$, and where $n_{\mathrm{F}}, n_{\mathrm{B}}$ denote the numbers of massless fermionic and bosonic degrees of freedom at $y_{r}^{\mathcal{I}}=0$, living respectively in reducible representations $\mathcal{R}_{\mathrm{F}}, \mathcal{R}_{\mathrm{B}}$ of $\mathcal{G}$. Note that there is no WL tadpole. This follows from the fact that linear terms in WL's are also linear in Cartan charges $Q_{r}$ and that the latter can be paired for particles and antiparticles. Writing the gauge group as $\mathcal{G} \equiv \prod_{\kappa} \mathcal{G}_{\kappa}$, the sums over the weights of $\mathcal{R}_{\mathrm{F}}, \mathcal{R}_{\mathrm{B}}$ can be expressed in terms of Dynkin indices $T_{\mathcal{R}_{u}^{(\kappa)}}$ of irreducible representations $\mathcal{R}_{u}^{(\kappa)}$ of the gauge group factors $\mathcal{G}_{\kappa}$, using the relation

$$
\begin{equation*}
T_{\mathcal{R}_{u}^{(\kappa)} \delta_{r s}}=\frac{1}{2} \sum_{\text {weights } Q \in \mathcal{R}_{u}^{(\kappa)}} Q_{r} Q_{s}, \quad r, s=1, \ldots, \operatorname{rank} \mathcal{G}_{\kappa} . \tag{3.2}
\end{equation*}
$$

Indeed, we may write (with no sum over $r$ and $\mathcal{I}$ )

$$
\begin{equation*}
\left.\frac{\partial^{2} \mathcal{V}}{\left(\partial y_{r}^{\mathcal{I}}\right)^{2}}\right|_{y=0} \propto \sum_{u} T_{\mathcal{R}_{\mathrm{B} u}^{(\kappa)}}-\sum_{u} T_{\mathcal{R}_{\mathrm{F} u}^{(\kappa)}}, \quad r=1, \ldots, \operatorname{rank} \mathcal{G}_{\kappa}, \quad \mathcal{I}=4, \ldots, 9, \tag{3.3}
\end{equation*}
$$

where $\mathcal{R}_{\mathrm{B} u}^{(\kappa)}$ and $\mathcal{R}_{\mathrm{Fu} u}^{(\kappa)}$ are the bosonic and fermionic massless representations of $\mathcal{G}_{\kappa}$.
Note that in Eq. (3.1) the coefficients $\xi, \xi^{\prime}$ capture the contributions of the KK modes propagating along the large extra dimension $X^{5}$, while all corrections arising from the other massive states (level-matched or not) are exponentially suppressed. Therefore, the resulting expression holds in more general contexts, such as the type I string theory compactified on tori studied in Ref. [23], or in the orbifold model considered in the present work, for the WL's along $T^{2}$. In particular, the signs of the one-loop contributions to their squared masses can be found by subtracting the Dynkin indices of the fermionic representations from those of the bosonic ones. From

Table 2
Dimensions and Dynkin indices of representations of special orthogonal and unitary groups. The Dynkin indices of the fundamental representations are normalized to 1 by convention.

| Gauge factor $\mathcal{G}_{\kappa}$ | Representation $\mathcal{R}_{u}^{(\kappa)}$ | $\operatorname{dim} \mathcal{R}_{u}^{(\kappa)}$ | $T_{\mathcal{R}_{u}}^{(\kappa)}$ |
| :--- | :--- | :--- | :--- |
| $S O(p), p \geq 2$ | fundamental | $p$ | 1 |
|  | adjoint | $\frac{p(p-1)}{2}$ | $p-2$ |
| $S U(q), q \geq 2$ | fundamental | $q$ | 1 |
|  | fundamental | $q$ | 1 |
|  | adjoint | $q^{2}-1$ | $2 q$ |
|  | antisymmetric | $\frac{q(q-1)}{2}$ | $q-2$ |
|  | antisymmetric | $\frac{q(q-1)}{2}$ | $q-2$ |

Table 1, which lists the relevant representations of $\operatorname{SU}(q)$, and Table 2 which gives the associated Dynkin indices, we find that the one-loop contributions to the squared masses of the WL's along $T^{2}$, of the special unitary groups supported by the stacks of D9-branes and D5-branes are proportional (up to positive dressing factors) to ${ }^{11}$

$$
\begin{align*}
& 4\left(n_{i, 2 i^{\prime \prime}-1}-n_{i, 2 i^{\prime \prime}}-1\right)+\sum_{j=1}^{16}\left(d_{j, 2 i^{\prime \prime}-1}-d_{j, 2 i^{\prime \prime}}\right) \quad \text { for } \quad U\left(n_{i, 2 i^{\prime \prime}-1}\right), \\
& 4\left(n_{i, 2 i^{\prime \prime}}-n_{i, 2 i^{\prime \prime}-1}-1\right)+\sum_{j=1}^{16}\left(d_{j, 2 i^{\prime \prime}}-d_{j, 2 i^{\prime \prime}-1}\right) \quad \text { for } \quad U\left(n_{i, 2 i^{\prime \prime}}\right) \text {, } \\
& 4\left(d_{i, 2 i^{\prime \prime}-1}-d_{i, 2 i^{\prime \prime}}-1\right)+\sum_{j=1}^{16}\left(n_{j, 2 i^{\prime \prime}-1}-n_{j, 2 i^{\prime \prime}}\right) \quad \text { for } \quad U\left(d_{i, 2 i^{\prime \prime}-1}\right) \text {, }  \tag{3.4}\\
& 4\left(d_{i, 2 i^{\prime \prime}}-d_{i, 2 i^{\prime \prime}-1}-1\right)+\sum_{j=1}^{16}\left(n_{j, 2 i^{\prime \prime}}-n_{j, 2 i^{\prime \prime}-1}\right) \quad \text { for } \quad U\left(d_{i, 2 i^{\prime \prime}}\right) .
\end{align*}
$$

Note that at this stage, these mass-term coefficients have been derived assuming $n_{i i^{\prime}} \geq 2$ and $d_{i i^{\prime}} \geq 2$. To extend them to the case where $n_{i i^{\prime}}=1$ or $d_{i i^{\prime}}=1$, one may consider Eq. (3.3) where the adjoint representations have vanishing charges and the antisymmetric representations are zero-dimensional, so that only "fundamental" or "fundamental" representations contribute. Then Eq. (3.3) is still applicable but the corresponding coefficients $T_{\mathcal{R}_{\mathrm{Bu} u}^{(\kappa)}}$ and $T_{\mathcal{R}_{\mathrm{Fu}}^{(\kappa)}}$ are no longer strictly speaking Dynkin indices. As the associated $U(1)$ charges are universal Chan-Paton factors, one finds that the conditions (3.4) remain valid.

On the contrary, because WL is a misnomer for the moduli describing the positions of the D3-branes along $\tilde{T}^{4} / \mathbb{Z}_{2}$ (or $T^{4} / \mathbb{Z}_{2}$ ), the signs of their squared masses cannot be determined by applying Eq. (3.3) for unitary groups. However, inspecting the amplitude $\mathcal{A}+\mathcal{M}$ in Eqs. (A.25), (A.26), we see that small (continuous) deformations of these positions appear only

[^58]in the NN sector (or DD sector), when the $\mathbb{Z}_{2}$-orbifold generator $g$ does not act. ${ }^{12}$ Consequently, up to an overall factor of $\frac{1}{2}$, the NN sector contribution is simply that of the open-string sector in the parent $\mathcal{N}=4 \rightarrow \mathcal{N}=0$ model studied in [23], which has orthogonal gauge groups. The signs of the moduli masses arising at one loop can therefore be found using Dynkin indices of representations of special orthogonal groups, which are shown in Table 2. In the parent $\mathcal{N}=4 \rightarrow \mathcal{N}=0$ model, a pair of stacks of $N_{i, 2 i^{\prime \prime}-1}$ and $N_{i, 2 i^{\prime \prime}}$ D3-branes T-dual to D9-branes produces an $S O\left(N_{i, 2 i^{\prime \prime}-1}\right) \times S O\left(N_{i, 2 i^{\prime \prime}}\right)$ gauge factor. The states charged under $S O\left(N_{i, 2 i^{\prime \prime}-1}\right)$ are 8 bosons in the adjoint representation, and $8 N_{i, 2 i^{\prime \prime}}$ fermions in the fundamental arising from bifundamentals of $S O\left(N_{i, 2 i^{\prime \prime}-1}\right) \times S O\left(N_{i, 2 i^{\prime \prime}}\right)$. The representations of the degrees of freedom charged under $S O\left(N_{i, 2 i^{\prime \prime}}\right)$ are identical, up to the exchange $N_{i, 2 i^{\prime \prime}-1} \leftrightarrow N_{i, 2 i^{\prime \prime}}$. The end result is that the masses of the WL's along $T^{4}$ of the special orthogonal groups are non-negative when
\[

$$
\begin{array}{lll}
N_{i, 2 i^{\prime \prime}-1}-N_{i, 2 i^{\prime \prime}}-2 \geq 0 & \text { for } & S O\left(N_{i, 2 i^{\prime \prime}-1}\right),  \tag{3.5}\\
N_{i, 2 i^{\prime \prime}}-N_{i, 2 i^{\prime \prime}-1}-2 \geq 0 & \text { for } & S O\left(N_{i, 2 i^{\prime \prime}}\right) .
\end{array}
$$
\]

In the $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ orbifold model, this result implies that the masses of the position moduli of the D3-branes in $\tilde{T}^{4} / \mathbb{Z}_{2}$ (or $T^{4} / \mathbb{Z}_{2}$ ) are non-negative when

$$
\begin{array}{llll}
n_{i, 2 i^{\prime \prime}-1}-n_{i, 2 i^{\prime \prime}} \geq 1 & \text { for } & U\left(n_{i, 2 i^{\prime \prime}-1}\right), & n_{i, 2 i^{\prime \prime}-1} \geq 2 \\
n_{i, 2 i^{\prime \prime}}-n_{i, 2 i^{\prime \prime}-1} \geq 1 & \text { for } & U\left(n_{i, 2 i^{\prime \prime}}\right), & n_{i, 2 i^{\prime \prime}} \geq 2  \tag{3.6}\\
d_{i, 2 i^{\prime \prime}-1}-d_{i, 2 i^{\prime \prime}} \geq 1 & \text { for } & U\left(d_{i, 2 i^{\prime \prime}-1}\right), & d_{i, 2 i^{\prime \prime}-1} \geq 2 \\
d_{i, 2 i^{\prime \prime}}-d_{i, 2 i^{\prime \prime}-1} \geq 1 & \text { for } & U\left(d_{i, 2 i^{\prime \prime}}\right), & d_{i, 2 i^{\prime \prime}} \geq 2
\end{array}
$$

In the above, the conditions for the D5-brane locations are deduced by T-dualizing $T^{4} / \mathbb{Z}_{2}$, which amounts to changing all coefficients $n_{k k^{\prime}} \rightarrow d_{k k^{\prime}}$. Finally we recall the special cases: namely that when $n_{i, 2 i^{\prime}-1}, n_{i, 2 i^{\prime}}, d_{i, 2 i^{\prime}-1}$ or $d_{i, 2 i^{\prime}}=1$, the antisymmetric and antisymmetric representations are zero-dimensional, so the positions of the D3-branes in $\tilde{T}^{4} / \mathbb{Z}_{2}$ or $T^{4} / \mathbb{Z}_{2}$ are no longer moduli fields. ${ }^{13}$ Notice that the conditions (3.6) are valid even when there are fewer than 8 dynamical positions in $\tilde{T}^{4} / \mathbb{Z}_{2}$ or $T^{4} / \mathbb{Z}_{2}$ (see Sect. 2.1), i.e. when there are $U(k)$ gauge group factors with odd $k$ 's. This follows from the fact that the remaining dynamical positions of the branes generating the $U(k)$ 's must not be tachyonic.

Notice that the two first (last) inequalities in (3.6) are incompatible. Hence, one of them must be absent, which means that either $n_{i, 2 i^{\prime \prime}-1}$ or $n_{i, 2 i^{\prime \prime}}\left(d_{i, 2 i^{\prime \prime}-1}\right.$ or $\left.d_{i, 2 i^{\prime \prime}}\right)$ must be 0 or 1 . In other words, the WL positions along $\tilde{T}^{4} / \mathbb{Z}_{2}$ and $T^{4} / \mathbb{Z}_{2}$ are non-tachyonic if and only if the configuration satisfies

$$
\begin{equation*}
\forall i, i^{\prime \prime}:\left(n_{i, 2 i^{\prime \prime}-1}, n_{i, 2 i^{\prime \prime}}\right),\left(d_{i, 2 i^{\prime \prime}-1}, d_{i, 2 i^{\prime \prime}}\right) \in\{(0, p),(p, 0),(1, p),(p, 1) \text { where } p \in \mathbb{N}\} \tag{3.7}
\end{equation*}
$$

### 3.2. Wilson line masses and effective potential

Prior to taking into account the effect of the Green-Schwarz mechanism in the next subsection, let us also discuss how the signs and absolute values of the open-string WL masses may

[^59]be inferred from the one-loop Coleman-Weinberg effective potential $\mathcal{V}$. This is a check on the above stability conditions. To this end, the potential may be evaluated for arbitrary (continuous) D3-brane positions $2 \pi a_{\alpha}^{\mathcal{I}}, 2 \pi b_{\alpha}^{\mathcal{I}}, \alpha=1, \ldots, 32$, and Taylor expanded at quadratic order around the backgrounds of interest corresponding to branes localized on O3-planes. Hence, we define the WL fluctuations as
\[

$$
\begin{array}{ll}
a_{\alpha}^{\mathcal{I}}=\left\langle a_{\alpha}^{\mathcal{I}}\right\rangle+\epsilon_{\alpha}^{\mathcal{I}}, & \left\langle a_{\alpha}^{\mathcal{I}}\right\rangle \in\left\{0, \frac{1}{2}\right\},  \tag{3.8}\\
b_{\alpha}^{\mathcal{I}}=\left\langle b_{\alpha}^{\mathcal{I}}\right\rangle+\xi_{\alpha}^{\mathcal{I}}, & \left\langle b_{\alpha}^{\mathcal{I}}\right\rangle \in\left\{0, \frac{1}{2}\right\} .
\end{array}
$$
\]

As in the previous subsection, we are interested in regions of moduli space in which the KK mass scale associated with the large Scherk-Schwarz direction $X^{5}$ is lower than the string scale as well as all other mass scales induced by the compactification moduli $G_{\mathcal{I} \mathcal{J}}$. In practice, this translates to the conditions

$$
\begin{equation*}
G^{55} \ll G_{44},\left|G_{I J}\right| \ll G_{55}, \quad\left|G_{45}\right|,\left|G_{5 J}\right| \ll \sqrt{G_{55}}, \quad I, J=6, \ldots, 9, \quad G_{55} \gg 1 \tag{3.9}
\end{equation*}
$$

The detailed computation of the open-string contribution to the one-loop potential is performed in Appendix B. For the closed-string sector, the derivation proceeds as in the $\mathcal{N}=4$ case in four dimensions which can be found in Ref. [23]. The full result takes the form

$$
\begin{equation*}
\mathcal{V}=\frac{\Gamma\left(\frac{5}{2}\right)}{\pi^{\frac{13}{2}}} M^{4} \sum_{l_{5}} \frac{\mathcal{N}_{2 l_{5}+1}(\epsilon, \xi, G)}{\left|2 l_{5}+1\right|^{5}}+\mathcal{O}\left(\left(M_{\mathrm{s}} M\right)^{2} e^{-2 \pi c \frac{M_{\mathrm{s}}}{M}}\right), \tag{3.10}
\end{equation*}
$$

where $c$ is a positive constant of order 1. In this expression, we have defined

$$
\begin{equation*}
\mathcal{N}_{2 l_{5}+1}(\epsilon, \xi, G)=n_{\mathrm{F}}^{\text {closed }}-n_{\mathrm{B}}^{\text {closed }}+\mathcal{N}_{2 l_{5}+1}^{\text {open }}(\epsilon, \xi, G), \tag{3.11}
\end{equation*}
$$

where $\mathcal{N}_{2 l_{5}+1}^{\text {open }}(\epsilon, \xi, G)$ is given in Eq. (B.19). The above quantity captures the dominant contributions to $\mathcal{V}$, which arise from the massless states as well as their towers of KK modes propagating along the direction $X^{5}$. As compared to $M$, all other string modes are super heavy, yielding (together with the non level-matched states in the closed-string sector) exponentially suppressed corrections, as indicated in Eq. (3.10). Hence, $\mathcal{N}_{2 l_{5}+1}^{\text {open }}(\epsilon, \xi, G)$ is expressed as a sum over massless open strings stretched between pairs $(\alpha, \beta)$ of branes in the NN, DD or ND sectors. The dependencies on the WL fluctuations $\epsilon_{\alpha}^{\mathcal{I}}, \xi_{\alpha}^{\mathcal{I}}$ appear in the arguments taken by a function $\mathcal{H}_{\frac{5}{2}}$ given in Eq. (B.9), which is dressed by oscillatory cosines. Finally, the definition of $\hat{G}^{44}$ can be found in Eq. (B.11).

In order to find the effective potential contribution to the WL masses, we must expand $\mathcal{N}_{2 l_{5}+1}(\epsilon, \xi, G)$ to quadratic order using the small argument behaviour of the function $\mathcal{H}_{\frac{5}{2}}$ shown in Eq. (B.13). As seen in Sect. 2.1, the $\epsilon_{\alpha}^{\mathcal{I}}, \xi_{\alpha}^{\mathcal{I}}$ are however correlated or frozen to zero. To take this fact into account, we label the independent degrees of freedom with indices $r$ and $r^{\prime}$ as follows,

$$
\begin{array}{ll}
\epsilon_{r}^{I}, & I=6, \ldots, 9, \quad r=1, \ldots, \sum_{i, i^{\prime}}\left\lfloor\frac{N_{i i^{\prime}}}{4}\right\rfloor=\sum_{i, i^{\prime}}\left\lfloor\frac{n_{i i^{\prime}}}{2}\right\rfloor \leq 8-\frac{\tilde{\mathcal{R}}}{2}, \\
\xi_{r}^{I}, \quad I=6, \ldots, 9, \quad r=1, \ldots, \sum_{i, i^{\prime}}\left\lfloor\frac{D_{i i^{\prime}}}{4}\right\rfloor=\sum_{i, i^{\prime}}\left\lfloor\frac{d_{i i^{\prime}}}{2}\right\rfloor \leq 8-\frac{\mathcal{R}}{2}  \tag{3.12}\\
\epsilon_{r^{\prime}}^{I^{\prime}}, \quad \xi_{r^{\prime}}^{I^{\prime}}, \quad I^{\prime}=4,5, \quad r^{\prime}=1, \ldots, 16
\end{array}
$$

where $\tilde{\mathcal{R}}$ and $\mathcal{R}$ were defined previously as the numbers of pairs of D 3 -branes with rigid positions either in $\tilde{T}^{4} / \mathbb{Z}_{2}$ or $T^{4} / \mathbb{Z}_{2}$. To write the expansion in compact notations, it is convenient to introduce the following notations:
$\bullet i(r) i^{\prime}(r)$ denotes the corner of $\tilde{T}^{2} / I_{45} \times \tilde{T}^{4} / \mathbb{Z}_{2}$ around which $2 \pi \epsilon_{r}^{I}$ fluctuates, and $i(r) \hat{\imath}^{\prime}(r)$ denotes the adjacent corner along the Scherk-Schwarz direction $\tilde{X}^{5}$. Note that because $\epsilon_{r}^{I}$ is dynamical, the two pairs of D3-branes whose position it describes are at the same fixed point of $\tilde{T} / I_{45}$.

- Similarly, $j(r) j^{\prime}(r)$ denotes the corner of $\tilde{T}^{2} / I_{45} \times T^{4} / \mathbb{Z}_{2}$ around which $2 \pi \xi_{r}^{I}$ fluctuates, and $j(r) \hat{\jmath}^{\prime}(r)$ denotes the adjacent corner along the Scherk-Schwarz direction $\tilde{X}^{5}$.
- $i\left(r^{\prime}\right) i^{\prime}\left(r^{\prime}\right)$ denotes the corner of $\tilde{T}^{2} / I_{45} \times \tilde{T}^{4} / \mathbb{Z}_{2}$ around which $2 \pi \epsilon_{r^{\prime}}^{I^{\prime}}$ fluctuates, and $i\left(r^{\prime}\right) \hat{\imath}^{\prime}\left(r^{\prime}\right)$ the adjacent corner along the Scherk-Schwarz direction $\tilde{X}^{5}$.
- Similarly, $j\left(r^{\prime}\right) j^{\prime}\left(r^{\prime}\right)$ denotes the corner of $\tilde{T}^{2} / I_{45} \times T^{4} / \mathbb{Z}_{2}$ around which $2 \pi \xi_{r^{\prime}}^{I^{\prime}}$ fluctuates, and $j\left(r^{\prime}\right) \hat{\jmath}^{\prime}\left(r^{\prime}\right)$ the adjacent corner along the Scherk-Schwarz direction $\tilde{X}^{5}$.

With these conventions, we obtain

$$
\begin{align*}
\mathcal{N}_{2 l_{5}+1}(\epsilon, \xi, G)= & n_{\mathrm{F}}-n_{\mathrm{B}}+32 \pi^{2}\left(2 l_{5}+1\right)^{2}\{ \\
& \sum_{r}\left(n_{i(r) i^{\prime}(r)}-n_{i(r) \hat{i}^{\prime}(r)}-1\right) \epsilon_{r}^{I} \Delta^{I J} \epsilon_{r}^{J} \\
& +\sum_{r}\left(d_{j(r) j^{\prime}(r)}-d_{j(r) \hat{j}^{\prime}(r)}-1\right) \xi_{r}^{I} \Delta_{I J} \xi_{r}^{J} \\
+ & \sum_{r^{\prime}}\left(n_{i\left(r^{\prime}\right) i^{\prime}\left(r^{\prime}\right)}-n_{i\left(r^{\prime}\right) \hat{i}^{\prime}\left(r^{\prime}\right)}-1+\frac{1}{4} \sum_{i}\left(d_{i i^{\prime}\left(r^{\prime}\right)}-d_{i \hat{\imath}^{\prime}\left(r^{\prime}\right)}\right)\right) \epsilon_{r^{\prime}}^{I^{\prime}} \Delta^{I^{\prime} J^{J^{\prime}} \epsilon_{r^{\prime}}^{J^{\prime}}}  \tag{3.13}\\
& +\sum_{r^{\prime}}\left(d_{j\left(r^{\prime}\right) j^{\prime}\left(r^{\prime}\right)}-d_{j\left(r^{\prime}\right) \hat{j}^{\prime}\left(r^{\prime}\right)}-1+\frac{1}{4} \sum_{j}\left(n_{j j^{\prime}\left(r^{\prime}\right)}-n_{j \hat{j}^{\prime}\left(r^{\prime}\right)}\right)\right) \xi_{r^{\prime}}^{I^{\prime}} \Delta^{I^{\prime} J^{\prime}} \xi_{r^{\prime}}^{J^{\prime}} \\
& \left.+\mathcal{O}\left(\epsilon^{4}, \xi^{4}\right)\right\}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
\Delta^{I^{\prime} J^{\prime}}=\frac{1}{3}\left(\frac{G^{I^{\prime} J^{\prime}}}{G^{55}}+2 \frac{G^{5 I^{\prime}}}{G^{55}} \frac{G^{5 J^{\prime}}}{G^{55}}\right), \quad \Delta^{I J}=\frac{2}{3} \frac{G^{I J}}{G^{55}}, \quad \Delta_{I J}=\frac{2}{3} \frac{G_{I J}}{G^{55}} . \tag{3.14}
\end{equation*}
$$

Because the above tensors have positive eigenvalues, the signs of the WL masses reproduce exactly the results displayed in Eqs. (3.6) and (3.4).

### 3.3. Mass generation via generalized Green-Schwarz mechanism

In this subsection, we discuss how Abelian vector bosons in six dimensions become massive thanks to a generalized Green-Schwarz mechanism [51]. As a result, their WL's along $T^{2}$ are automatically heavy, improving the overall stability of the models.

Since all $\mathcal{N}=1$ supersymmetric theories are chiral, anomaly cancellations in the BSGP type IIB orientifold model proceed in a non-trivial way. For any values of the WL's along $T^{4} / \mathbb{Z}_{2}$ for the D9-brane gauge group, and arbitrary positions of the D5-branes in $T^{4} / \mathbb{Z}_{2}$, the fermionic spectrum ensures the cancellation of the irreducible gauge and gravitational anomalies. However, there are residual reducible anomalies, which are described by an anomaly polynomial $I_{8}$ explicitly written down in Ref. [51]. When the WL's and positions take discrete values $\vec{a}_{i}$, the gauge symmetry generated by the D9-branes and D5-branes is a product of unitary groups,

$$
\begin{equation*}
\prod_{i / n_{i} \neq 0} U\left(n_{i}\right) \times \prod_{j / d_{j} \neq 0} U\left(d_{j}\right), \quad \text { where } \quad \sum_{i} n_{i}=\sum_{i} d_{i}=16 \tag{3.15}
\end{equation*}
$$

and where the rank is 32 . As usual in six dimensions, the anomaly polynomial $I_{8}$ does not factorise, reflecting the fact that massless forms transform nonlinearly under gauge transformations and diffeomorphisms. In the case at hand, these forms are RR fields belonging to the closedstring spectrum: there is the 2-form $C$ in the untwisted sector, as well as sixteen 4-forms $C_{4}^{i}$ in the twisted sector. By Hodge duality $\left(\mathrm{d} C_{4}^{i}=* \mathrm{~d} C_{0}^{i}\right)$, the magnetic 4-form degrees of freedom are equivalent to electric pseudoscalars $C_{0}^{i}$. Each of them combines with 3 NS-NS scalars of the twisted sector, thus realizing the bosonic part of the massless twisted hypermultiplet localized at the fixed point $i$ of $T^{4} / \mathbb{Z}_{2}$.

Anomaly cancellation requires the effective action to contain tree-level couplings proportional to

$$
\begin{equation*}
\int C \wedge X_{4} \quad \text { or } \quad \sum_{i, a} c_{i a} \int C_{0}^{i} \wedge F_{a}^{3}+\sum_{i, a} c_{i a} \int C_{4}^{i} \wedge F_{a} \tag{3.16}
\end{equation*}
$$

where $F_{a}, a=1, \ldots, 16$, are the field strengths of the Cartan $U(1)$ generators of $\prod_{i / d_{i} \neq 0} U\left(d_{i}\right)$, while $F_{a}, a=17, \ldots, 32$, are those of $\prod_{i / n_{i} \neq 0} U\left(n_{i}\right)$. Similar couplings involving $\operatorname{tr} R^{2}$ also exist. In the above expressions, the coefficients are

$$
\begin{array}{ll}
c_{i a}=4 \delta_{a \in i}, & \text { for } a=1, \ldots, 16, \\
c_{i a}=-e^{4 i \pi \vec{a}_{i} \cdot} \cdot \vec{a}_{j(a)} & \text { for } a=17, \ldots, 32, \tag{3.17}
\end{array}
$$

where $\delta_{a \in i}=1$ when the $a$-th $U(1)$ belongs to the Cartan subalgebra of $U\left(d_{i}\right)$, and $\delta_{a \in i}=$ 0 otherwise. Moreover, we denote by $2 \pi \vec{a}_{j(a)}$ the coordinate vector of the corner of $\tilde{T}^{4} / \mathbb{Z}_{2}$ which supports the Cartan $U(1)$ labelled by $a$ of $\prod_{j / n_{j} \neq 0} U\left(n_{j}\right)$ (in a T-dual description). The Lagrangian can be cast into a local form by dualizing the last term in Eq. (3.16), which becomes

$$
\begin{equation*}
\sum_{i} \int\left(C_{0}^{i}+\sum_{a} c_{i a} A_{a}\right) \wedge *\left(C_{0}^{i}+\sum_{b} c_{i b} A_{b}\right) \tag{3.18}
\end{equation*}
$$

where the $A_{a}$ 's denote the Abelian vector potentials, $F_{a}=\mathrm{d} A_{a}$. As a result, the latter admit a tree-level mass term

$$
\begin{equation*}
\frac{1}{2} \sum_{a, b} A_{a} \mathcal{M}_{a b}^{2} A_{b}, \quad \text { where } \quad \mathcal{M}_{a b}^{2}=\sum_{i} c_{i a} c_{i b} \tag{3.19}
\end{equation*}
$$

The mass matrix $\mathcal{M}^{2}$ can be diagonalized by an orthogonal transformation, $A_{a}=\mathcal{P}_{a b} \hat{A}_{b}$. Denoting the eigenvalues by $\hat{\mathcal{M}}_{a}^{2}$, the nonzero ones (which are actually positive) are in one-to-one correspondence with the Stueckelberg fields $C_{0}^{i}$ which are eaten by the $\hat{A}_{a}$ 's that gain a mass. One can see that if there are 16 or fewer unitary factors in Eq. (3.15), all of them are broken to $S U$ groups, while if there are more than 16 unitary factors, exactly 16 are broken to $S U$ groups [51]. By supersymmetry, all twisted hypermultiplets initially containing the $C_{0}^{i}$,s which are eaten also become massive. They combine with Abelian vector multiplets to become long massive vector multiplets. As a result, there are between 2 and 16 twisted quaternionic scalars for which stability is automatically guaranteed.

Compactifying down to four dimensions, we may define the WL's along $T^{2}$ as $\hat{A}_{a}^{I^{\prime}}=\hat{\xi}_{a}^{I^{\prime}}$, and write their total mass terms by adding the tree-level contributions to the one-loop effective potential corrections,

$$
\begin{equation*}
\hat{\xi}_{a}^{I^{\prime}}\left[\hat{\mathcal{M}}_{a}^{2} \delta_{a b} \delta_{I^{\prime} J^{\prime}}+\mathcal{P}_{c a} \frac{\partial V}{\partial \xi_{c}^{I^{\prime} \partial \xi_{d}^{J^{\prime}}}} \mathcal{P}_{d b}\right] \hat{\xi}_{b}^{J^{\prime}}, \tag{3.20}
\end{equation*}
$$

where $\left(\xi_{1}^{I^{\prime}}, \ldots, \xi_{32}^{I^{\prime}}\right) \equiv\left(\xi_{1}^{I^{\prime}}, \ldots, \xi_{16}^{I^{\prime}}, \epsilon_{1}^{I^{\prime}}, \ldots, \epsilon_{16}^{I^{\prime}}\right)$. In the above formula, both contributions are proportional to the open-string coupling. However, while the first one is a supersymmetric mass term proportional to $M_{\mathrm{s}}^{2}$, the second one scales like $\left(M^{2} / M_{\mathrm{s}}\right)^{2}$, which is always subdominant in the regime $M<M_{\mathrm{s}}$. Hence, all WL's of massive $\hat{A}_{a}$ 's are super heavy and can be safely set to zero in a study of moduli stability,

$$
\begin{equation*}
\hat{\xi}_{a}^{I^{\prime}} \equiv 0, \quad \text { when } \hat{\mathcal{M}}_{a}^{2}>0 \tag{3.21}
\end{equation*}
$$

For the remaining WL's denoted $\hat{\xi}_{u}^{I^{\prime}}$ to be non-tachyonic at one loop, one needs to find brane configurations such that the mass matrix

$$
\begin{equation*}
\mathcal{P}_{c u} \frac{\partial V}{\partial \xi_{c}^{I^{\prime}} \partial \xi_{d}^{J^{\prime}}} \mathcal{P}_{d v}, \quad \text { for } u, v \text { such that } \hat{\mathcal{M}}_{u}^{2}, \hat{\mathcal{M}}_{v}^{2}=0 \tag{3.22}
\end{equation*}
$$

has non-negative eigenvalues.

### 3.4. Untwisted closed-string moduli

So far, we have mainly discussed the generation of masses for the open-string moduli, as well as for those arising in the closed-string twisted sector. We continue the discussion by considering the dependencies of the effective potential on the closed-string untwisted moduli.

We see from Eqs. (3.10) and (3.13) that when the vev's of the WL's vanish, the one-loop effective potential reduces to

$$
\begin{equation*}
\mathcal{V}=\xi\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) M^{4}+\mathcal{O}\left(\left(M_{\mathrm{s}} M\right)^{2} e^{-2 \pi c \frac{M_{\mathrm{s}}}{M}}\right), \quad \text { where } \quad \xi=\frac{\Gamma\left(\frac{5}{2}\right)}{\pi^{\frac{13}{2}}} \sum_{l_{5}} \frac{1}{\left|2 l_{5}+1\right|^{5}} \tag{3.23}
\end{equation*}
$$

Up to the exponentially suppressed corrections, the dependence on the NS-NS internal metric $G_{\mathcal{I} \mathcal{J}}$ has disappeared, except via the supersymmetry breaking scale $M$. Therefore, when the D3-branes sit on O3-planes, all components of the (inverse) metric except $G^{55}$ are flat directions. Moreover, unless the potential vanishes i.e. $n_{\mathrm{F}}=n_{\mathrm{B}}, G^{55}=4 M^{2}$ has a tadpole and must run away. In the NS-NS sector, the remaining untwisted modulus is the dilaton. However, since the one-loop potential is independent of it, that remains a flat direction at this order.

The components $C_{I^{\prime} J^{\prime}}$ of the RR two-form along $T^{2}$ can be interpreted as Wilson lines of Abelian vector bosons $C_{\hat{\mu} J^{\prime}}$ in six dimensions. Therefore the algebraic method presented in Sect. 3.1 can be applied to determine their masses at the quantum level. Using the fact that the perturbative type I spectrum does not admit charged states under the RR gauge fields, we can conclude that the moduli $C_{I^{\prime} J^{\prime}}$ remain massless at one loop. It is however possible to draw much stronger statements using heterotic/type I duality as follows. For the case at hand, we have been careful to consider type I models that are expected to be well defined at the non-perturbative level, so that heterotic duals should exist. In four dimensions, the above equivalence of the two theories compactified on $T^{2} \times T^{4} / \mathbb{Z}_{2}$ turns out to be a weak coupling/weak coupling duality [6467]. Using the adiabatic argument [69], the equivalence remains valid once the Scherk-Schwarz breaking of supersymmetry is implemented along the large periodic direction $X^{5}$.

Let us consider first the case when the $\mathbb{Z}_{2}$ action generated by $g$ is not implemented yet. The duality maps the type I variables $(G+C)_{\mathcal{I} \mathcal{J}}$ into $(G+B)_{\mathcal{I} \mathcal{J}}$ on the heterotic side, where $B_{\mathcal{I} \mathcal{J}}$ is the internal antisymmetric tensor. The moduli deformations of the Narain lattice $\Gamma_{6,6+16}$ can be parameterised by $(G+B)_{\mathcal{I J}} \equiv Y_{\mathcal{I} \mathcal{J}}, \mathcal{I}, \mathcal{J}=6, \ldots, 9$, as well as the WL's of $S O$ (32) along $T^{6}$ denoted as $Y_{\mathcal{I} \mathcal{J}}, \mathcal{J}=10, \ldots, 25$. Actually, all of these $6 \times(6+16)$ moduli are the WL's of $S O(44)$ along $T^{6}$. At a generic point in moduli space (the Coulomb branch), the gauge symmetry is reduced to $U(1)^{6} \times U(1)^{16}$. Conversely, non-Abelian gauge symmetries are restored at enhanced gauge symmetry points. In particular, non-Cartan states charged under $U(1)^{6}$, which are generically massive, become massless at special values of $(G+B)_{\mathcal{I} \mathcal{J}} \equiv Y_{\mathcal{I} \mathcal{J}}$. Their Cartan charges are the winding numbers $n_{\mathcal{I}}, \mathcal{I}=4, \ldots, 9$. Because the Coleman-Weinberg effective potential is expressed in terms of the tree-level mass spectrum, its dependence on $(G+B)_{\mathcal{I J}} \equiv Y_{\mathcal{I} \mathcal{J}}$ can arise only from the aforementioned non-Cartan states running in the loop. ${ }^{14}$ Turning back to the type I picture, these windings states are D1-branes, which belong to the non-perturbative spectrum. As a result, when $M<M_{\mathrm{s}}$, the one-loop effective potential does not depend on $C_{\mathcal{I} \mathcal{J}}, I, J=6, \ldots, 9$, up to exponentially suppressed corrections.

Notice however that even though the masses of these D1-branes scale like the inverse string coupling, there is a moduli-dependent dressing that can vanish, implying such states to be in principle observable in low energy experiments. In the spirit of the seminal works of Seiberg and Witten [70] or Strominger [71], their effects in virtual loops are also captured by the heterotic effective potential [72,73]. In that case, some of the scalars $(G+C)_{\mathcal{I} \mathcal{J}}$, or rather $(G+B)_{\mathcal{I} \mathcal{J}}$, can be stabilised at the enhanced gauge symmetry points described above [74]. As shown in Ref. [21], all components $(G+B)_{\mathcal{I} \mathcal{J}}, \mathcal{I} \neq 5, \mathcal{J} \neq 5$ can be stabilised. Moreover, the potential is periodic in all $(G+B)_{\mathcal{I} 5}$ and the latter can also be stabilised. Finally, the moduli $(G+B)_{5 \mathcal{J}}$ remain flat directions. ${ }^{15}$

Re-introducing the $\mathbb{Z}_{2}$-orbifold action generated by $g$, none of the states arising from the twisted sector in heterotic string can induce an enhancement of the gauge symmetry. ${ }^{16}$ They can however have non-trivial winding numbers along $T^{2}$ and thus introduce extra dependencies of the Coleman-Weinberg effective potential on the WL's $(G+B)_{I^{\prime} J^{\prime}}, I^{\prime}, J^{\prime}=4$, 5 . However, due to their high masses, their contributions are exponentially suppressed. The type I counterparts of these states are "twisted D1-branes", which would not be taken into account in perturbation theory.

[^60]One might question the extensive use of heterotic/type I duality, because the open-string side contains a D5-brane sector, which is mapped to a non-perturbative NS5-brane sector on the heterotic side. However, the states that are potentially responsible for the non-perturbative stabilisation of type I moduli $(G+C)_{I^{\prime} J^{\prime}}, I^{\prime}, J^{\prime}=4,5$ and $(G+C)_{I J}, I, J=6, \ldots, 9$, are D1-branes. The latter are electrically charged under the two-form $C$, and magnetically neutral (they are not dyonic D1-D5 bound states). As a result, the stabilisation mechanism is independent of the existence of a D5-brane sector.

## 4. Stability analysis of the models

Let us now turn to the analysis of the one-loop stability of the moduli (or at least a sub-set of them) encountered when all D3-branes are located at corners of the six-dimensional box depicted schematically in Fig. 1d. We will restrict the discussion to the configurations satisfying the nonperturbative constraints presented at the end of Sect. 2.1. The mass terms of the WL's can be read from Eq. (3.13), but a projection on the submanifold of the moduli not acquiring a sixdimensional supersymmetric mass from the Green-Schwarz mechanism must simultaneously be applied. In our study, stability of the twisted quaternionic moduli is only guaranteed when they become massive due to this mechanism. We will not determine their stability at one loop when they remain massless in six dimension. Finally, a sufficient condition for instabilities not to arise from the ND sector of the theory is simply the absence of ND moduli, which is ensured if none of the D3-branes T-dual to the D9-branes and none of the D3-branes T-dual to the D5-branes share the same position in $\tilde{T}^{2} / I_{45}$,

$$
\begin{equation*}
\text { no ND-sector moduli: } \quad n_{i i^{\prime}} d_{j i^{\prime}}=0 \quad \text { for all } i, j, i^{\prime}\left(\text { no sum on } i^{\prime}\right) . \tag{4.1}
\end{equation*}
$$

If this condition is not satisfied, then the radiatively induced masses-squared of the moduli in the ND sector must be computed. This can be done by considering the two-point functions of "boundary changing vertex operators". This is an interesting problem in its own right, which will be studied in a companion paper [59].

In what follows, we will first present simple examples lying in the $(\mathcal{R}, \tilde{\mathcal{R}})=(0,0)$ and $(\mathcal{R}, \tilde{\mathcal{R}})=(16,16)$ components of the moduli space to get familiar with the implementation of the generalized Green-Schwarz mechanism. Thanks to a numerical exploration of all brane configurations, we then list all setups that yield a vanishing or positive one-loop potential and that are tachyon free (up to exponentially suppressed terms).

### 4.1. Simple configurations in the component $(\mathcal{R}, \tilde{\mathcal{R}})=(0,0)$

At tree level in the branch $(\mathcal{R}, \tilde{\mathcal{R}})=(0,0)$ of the WL moduli space, all $32+32$ D3-branes are free to move in 4 's in $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$. Let us consider the simplest configuration where all D3branes T-dual to the D5-branes have the same positions $2 \pi \vec{a}_{i_{0}}$ in $T^{4} / \mathbb{Z}_{2}$, while those T-dual to the D9-branes have common positions $2 \pi \vec{a}_{j_{0}}$ in $\tilde{T}^{4} / \mathbb{Z}_{2}$. In six dimensions, the open-string gauge group before taking into account the Green-Schwarz mechanism is thus $U(16) \times U(16)$. To determine the anomalous $U(1)$ 's that become massive, we need to write the mass matrix squared $\mathcal{M}_{a b}^{2}$ of the 32 Abelian vector potentials $A_{a}$ in six dimensions. To this end, it is convenient to refine our labelling as follows:

$$
\begin{array}{ll}
a \equiv r^{\prime}=1, \ldots, 16 & : \text { Cartan generators of the } U(16) \text { arising from the D5-branes, } \\
a \equiv \tilde{r}^{\prime}+16=17, \ldots, 32 & : \text { Cartan generators of the } U(16) \text { arising from the D9-branes. }
\end{array}
$$

With this notation the mass matrix squared is

$$
\mathcal{M}^{2}=\left(\begin{array}{c|c}
\mathcal{M}_{r^{\prime}, s^{\prime}}^{2} & \mathcal{M}_{r^{\prime} \tilde{s}^{\prime}}^{2}  \tag{4.2}\\
\hline \mathcal{M}_{\tilde{r}^{\prime} s^{\prime}}^{2} & \mathcal{M}_{\tilde{r}^{\prime} \tilde{s}^{\prime}}^{2}
\end{array}\right),
$$

where the $16 \times 16$ blocks are given by

$$
\begin{array}{ll}
\mathcal{M}_{r^{\prime} s^{\prime}}^{2}=16, & \mathcal{M}_{r^{\prime} s^{\prime}}^{2}=-4 e^{4 i \pi \vec{a}_{i_{0}} \cdot \vec{a}_{j_{0}}} \\
\mathcal{M}_{\tilde{r}^{\prime} s^{\prime}}^{2}=-4 e^{4 i \pi \vec{a}_{j_{0}} \cdot \vec{a}_{i_{0}}}, & \mathcal{M}_{\tilde{r}^{\prime} s^{\prime}}^{2}=16 \tag{4.3}
\end{array}
$$

Among the 32 eigenvalues, 2 are positive while the others vanish. Setting to zero the vev's of the massive eigenvectors yields the conditions

$$
\begin{equation*}
-\sum_{r^{\prime}} A_{r^{\prime}}+\sum_{\tilde{r}^{\prime}} A_{\tilde{r}^{\prime}}=0 \quad \text { and } \quad \sum_{r^{\prime}} A_{r^{\prime}}+\sum_{\tilde{r}^{\prime}} A_{\tilde{r}^{\prime}}=0 \tag{4.4}
\end{equation*}
$$

implying that $U(16) \times U(16)$ is actually reduced to $S U(16) \times S U(16)$, as expected.
To proceed, let us consider the examples where all D3-branes T-dual to the D5-branes are coincident at $2 \pi \vec{a}_{i_{0}^{\prime}}$ in $\tilde{T}^{2} / I_{45}$, and similarly those T-dual to the D9-branes are stacked at $2 \pi \vec{a}_{j_{0}^{\prime}}$. The gauge symmetry in four dimensions is therefore still $S U(16) \times S U(16)$. The mass terms of the moduli/positions $\xi_{r}^{I}$ along $T^{4} / \mathbb{Z}_{2}$ and $\epsilon_{r}^{I}$ along $\tilde{T}^{4} / \mathbb{Z}_{2}$ (see Eq. (3.12)), $I=6, \ldots, 9$, $r=1, \ldots, 8$, can be read from Eq. (3.13). Omitting all dressing factors, they are given by $n_{i i^{\prime}-}$ and $d_{j j^{\prime}}$-dependent coefficients equal to $(16-0-1)=15$, which is positive. Hence, the positions of the D 3 -branes along the internal directions $I=6, \ldots, 9$ are stabilised.

As seen in Eq. (3.13), the mass terms of the $T^{2}$ WL's $\xi_{r^{\prime}}^{I^{\prime}}$ and $\epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}$ arising from the one-loop effective potential depend on the precise locations of the stacks in $\tilde{T}^{2} / I_{45}$. Omitting irrelevant dressings as earlier, they are given by coefficients $\left(16-0-1+\frac{\delta}{4} 16\right)=15+4 \delta$, where
(a) $\delta=+1$ if $i_{0}^{\prime}=j_{0}^{\prime}$,
(b) $\delta=-1$ if the corners $i_{0}^{\prime}$ and $j_{0}^{\prime}$ of $\tilde{T}^{2} / I_{45}$ are facing each other along the Scherk-Schwarz direction $\tilde{X}^{5}$,
(c) $\delta=0$ if the corners $i_{0}^{\prime}$ and $j_{0}^{\prime}$ of $\tilde{T}^{2} / I_{45}$ have distinct positions along $\tilde{X}^{4}$.

The three possibilities are depicted in Fig. 3. Note that $\delta=+1(\delta=-1)$ in Case (a) (Case (b)) thanks to the existence at tree level of massless scalars (fermions) in the ND sector. Because these mass terms are positive, we can immediately conclude that all positions in $\tilde{T}^{2} / I_{45}$ are stabilised. However, it is instructive to also take into account the effect of the generalized Green-Schwarz mechanism, which makes the components $I^{\prime}=4,5$ of the linear combinations of six-dimensional vector bosons of Eq. (4.4) even more massive. Indeed, this can be used to eliminate say $\xi_{1}^{I^{\prime}}$ and $\epsilon_{1}^{I^{\prime}}$,

$$
\begin{equation*}
\xi_{1}^{I^{\prime}}=-\sum_{r^{\prime} \neq 1} \xi_{r^{\prime}}^{I^{\prime}}, \quad \epsilon_{1}^{I^{\prime}}=-\sum_{\tilde{r}^{\prime} \neq 1} \epsilon_{\tilde{r}^{\prime}}^{I^{\prime}} \tag{4.5}
\end{equation*}
$$

in the mass terms of Eq. (3.13). This results in a new $30 \times 30$ mass matrix squared for the remaining moduli $\xi_{r^{\prime}}^{I^{\prime}}, \epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}$, which of course has only strictly positive eigenvalues. ${ }^{17}$
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(a) The two stacks of 32 D3branes T-dual to the D5- or D9branes have common positions in $\tilde{T}^{2} / I_{45}$.

(b) The two stacks have the same coordinates along $\tilde{X}^{4}$ and distinct coordinates along $\tilde{X}^{5}$.

(c) The two stacks have distinct coordinates along $\tilde{X}^{4}$.

Fig. 3. D3-brane configurations in component $(\mathcal{R}, \tilde{\mathcal{R}})=(0,0)$ of the WL moduli space.

To conclude on the above examples, the masses of the moduli we have not analyzed are those of the 14 remaining hypermultiplets in the twisted closed-string sector, as well as those of the hypermultiplet in the single bifundamental of $S U(16) \times S U(16)$ arising from the open-string ND sector in Case (a). Using Eq. (2.25), we have $n_{\mathrm{F}}-n_{\mathrm{B}}=-4064-1024 \delta<0$, which implies that the supersymmetry breaking scale (i.e. gravitino mass) $M$ runs away, while all other components of the NS-NS metric $G_{\mathcal{I} \mathcal{J}}$ and the dilaton as well as the RR two-form $C_{\mathcal{I J}}$ are flat directions.

### 4.2. Simple configurations in the component $(\mathcal{R}, \tilde{\mathcal{R}})=(16,16)$

In this case, all D3-branes positions in $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$ are rigid. Indeed, there is a mirror pair (with respect to the orientifold projection) of D3-branes T-dual to the D5-branes at each of the 16 fixed point of $T^{4} / \mathbb{Z}_{2}$, and similarly a mirror pair of D3-branes T-dual to the D9branes at each fixed point of $\tilde{T}^{4} / \mathbb{Z}_{2}$. Before taking into account the effect of the Green-Schwarz mechanism, the gauge symmetry is $U(1)^{16} \times U(1)^{16}$. Hence, all antisymmetric representations are zero dimensional (see Eq. (2.22) or Table 1) and there is indeed no position modulus among them to consider. In this component of the moduli space, the only freedom is in the coordinates of the mirror pairs in $\tilde{T}^{2} / I_{45}$, which in our case of interest coincide with the positions of the four fixed points.

To study the masses of the moduli/positions along $\tilde{T}^{2} / I_{45}$, as well as those of the twisted quaternionic scalars in the closed-string sector, our starting point is the mass matrix squared $\mathcal{M}_{a b}^{2}$ of the 32 Abelian vector potentials present in the six-dimensional theory. Its components are given by

$$
\begin{array}{ll}
\mathcal{M}_{r^{\prime} s^{\prime}}^{2}=16 \delta_{r^{\prime} s^{\prime}}, & \mathcal{M}_{r^{\prime} s^{\prime}}^{2}=-4 e^{4 i \pi \vec{a}_{i\left(r^{\prime}\right)} \cdot \vec{a}_{i\left(\tilde{s}^{\prime}\right)}}, \\
\mathcal{M}_{\tilde{r}^{\prime} s^{\prime}}^{2}=-4 e^{4 i \pi \vec{a}_{i\left(r^{\prime}\right)} \cdot \vec{a}_{i\left(s^{\prime}\right)}}, & \mathcal{M}_{\tilde{r}^{\prime} s^{\prime}}=16 \delta_{\tilde{r}^{\prime} \tilde{s}^{\prime}} . \tag{4.6}
\end{array}
$$

Because the gauge group contains more than 16 unitary factors, the matrix has 16 positive eigenvalues and 16 vanishing ones. This implies that the gauge symmetry $U(1)^{32}$ is actually reduced to $U(1)^{16}$, and that all of the 16 twisted quaternionic scalars are massive, ensuring that $T^{4} / \mathbb{Z}_{2}$ will not undergo deformation into a smooth K 3 manifold. Setting to zero all massive linear combinations of vector potentials, we obtain for their components along $\tilde{T}^{2} / I_{45}$ the relations

$$
\begin{equation*}
4 \epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}=-\sum_{s^{\prime}} e^{4 i \pi \vec{a}_{i\left(\tilde{r}^{\prime}\right)} \cdot \vec{a}_{i\left(s^{\prime}\right)}} \xi_{s^{\prime}}^{I^{\prime}}, \tag{4.7}
\end{equation*}
$$

showing that all $\epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}$ can be eliminated in terms of the $\xi_{r^{\prime}}^{I^{\prime}}$ s. Let us now consider various D3-brane configurations and explore their stability along $\tilde{T}^{2} / I_{45}$.
Example 1: The simplest setup amounts to having all D3-branes T-dual to the D5-branes at the same position $2 \pi \vec{a}_{i_{0}^{\prime}}$ of $\tilde{T}^{2} / I_{45}$, and similarly all D3-branes T-dual to the D9-branes at some common position $2 \pi \vec{a}_{j_{0}^{\prime}}$. Three cases (a), (b), (c) can be distinguished however, since all massterm coefficients of the $\xi_{r^{\prime}}^{I^{\prime}}$ and $\epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}$ read from Eq. (3.13) are $\left(1-0-1+\frac{\delta}{4} 16\right)=4 \delta$, where $\delta$ is defined as explained below Eq. (4.4). Fig. 4 shows the three possibilities for distributing the pairs of branes. Therefore, we can conclude even before taking into account the Green-Schwarz mechanism that the positions of all the D3-branes are stabilised in Case (a), are unstable in Case (b), and are massless in Case (c). However, eliminating the $\epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}$ thanks to the relations (4.7), it turns out that the mass terms of the remaining degrees of freedom $\xi_{r^{\prime}}^{I^{\prime}}$ are simply multiplied by a factor of 2 . Moreover, $n_{\mathrm{F}}-n_{\mathrm{B}}=-224-1024 \delta$, implying that $M$ has a tadpole and runs away. In detail the behaviour of the configurations are as follows:

- In Case (a), the potential is negative, and there are $16^{2}$ massless quaternionic scalars charged under $U(1)^{16}$ arising from the ND sector. Their masses must be determined to make a conclusion about the stability/instability of the configuration, which we discuss in [59]. Note however that in component $(\mathcal{R}, \tilde{\mathcal{R}})=(16,16)$ of the moduli space, Case (a) yields the most negative value of $n_{\mathrm{F}}-n_{\mathrm{B}}$. Hence, we do not expect the moduli of the ND sector to be tachyonic at one loop, and expect the configuration to be stable, except for the supersymmetry breaking scale $M$, and for the remaining closed-string moduli $G_{\mathcal{I} \mathcal{J}}, C_{\mathcal{I} \mathcal{J}}$ and $\phi$ which are flat directions. The possibility that the model leads to brane recombination via condensation of the ND-sector moduli remains a possibility that is discussed further in [59].
- In Case (b), the potential is positive but the D3-brane positions are unstable, so the distribution will evolve in $\tilde{T}^{2} / I_{45}$.
- In Case (c), the potential is negative and the WL's are massless. It turns out that (up to exponentially suppressed terms) the one-loop effective potential does not depend on these moduli, which are therefore flat directions. ${ }^{18}$ Hence, the configuration is marginally stable.
Example 2: Thus far, conclusions about the stability/instability of the WL positions in $\tilde{T}^{2} / I_{45}$ could be drawn without taking into account the effect of the Green-Schwarz mechanism. In fact, this is possible only for particularly simple choices of brane setups, when all mass terms of the $\xi_{r^{\prime}}^{I^{\prime}}, \epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}$ in Eq. (3.13) have the same sign. To construct a more generic brane configuration,
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$\xrightarrow[\text { Direction of Scherk-Schwarz }]{ }$
(a) The $16+16$ pairs of D3branes T-dual to the D5- or D9branes have common positions in $\tilde{T}^{2} / \mathcal{I}_{45}$.

(b) Compared to Case (a), all D3branes T-dual to the D9-branes are displaced along the ScherkSchwarz direction $\tilde{X}^{5}$.

(c) Compared to either Case (a) or (b), all D3-branes T-dual to the D9-branes are displaced along $\tilde{X}^{4}$.

fifteen $\epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}$ are $\frac{15}{4}$, while those of the last two positions are $-\frac{1}{4}$. Hence, a priori the configuration seems unstable. However, eliminating in Eq. (3.13) all $\epsilon_{\tilde{r}^{\prime}}^{I^{\prime}}$ 's by using Eq. (4.7) yields a new $16 \times 16$ mass-squared matrix for the $\xi_{r^{\prime}}^{I^{\prime}}$ 's which has only positive eigenvalues. As a result, the brane configuration turns out to actually be stable, provided the $15^{2}$ quaternionic moduli of the ND sector do not introduce instabilities, as already mentioned in Case (a) of Example 1. In the present Case (d), $n_{\mathrm{F}}-n_{\mathrm{B}}=-1120$ is higher than in Case (a), but it remains negative.

### 4.3. Full scan of the six components of the moduli space

Among the configurations that have been presented so far, none of them is tachyon free with a positive or exponentially suppressed potential at one loop. In fact, setups with these properties are expected to be rare. For instance, in the case of a compactification on $T^{6}$ realising $\mathcal{N}=$ $4 \rightarrow \mathcal{N}=0$ breaking, this fact can be understood qualitatively by inspecting Eq. (3.1), where the massless fermions contribute positively to the potential and negatively to the WL squared masses, and vice versa for the massless bosons. Hence, the more positive the potential is, the more tachyonic instabilities are likely to arise. For instance, for toroidal compactifications in dimension $d \geq 5$, it was shown in Refs. [23,48] that there exists only one orientifold model ${ }^{19}$ which is non-perturbatively consistent, tachyon-free at one loop and which has non-negative potential. It is defined in five dimensions, has a trivial open-string gauge group ${ }^{20} S O(1)^{32}$, and satisfies $n_{F}-n_{B}=8 \times 8$.

To determine if tachyon free brane configurations with zero or positive one-loop potentials exist in the $\mathbb{Z}_{2}$-orbifold case, we have performed a computer scan of all brane configurations as follows:
(i) In each of the six non-perturbatively consistent components of the moduli space, we loop over all distributions of mirror pairs (with respect to the orientifold action) of D3-branes in $T^{4} / \mathbb{Z}_{2}$ and $\tilde{T}^{4} / \mathbb{Z}_{2}$.
(ii) For each configuration, we derive the squared-mass matrix $\mathcal{M}^{2}$ of the 32 Cartan $U(1)$ 's.
(iii) We then loop over all possible distributions of the pairs along $\tilde{T}^{2} / I_{45}$. We restrict to the configurations that respect the condition (3.7) for the positions in $T^{4} / \mathbb{Z}_{2}$ and $\tilde{T}^{4} / \mathbb{Z}_{2}$ not to be tachyonic, and eliminate those for which $n_{\mathrm{F}}-n_{\mathrm{B}}<0$.
(iv) For each distribution satisfying the above constraints, we then compute the one-loop contributions to the mass terms of the brane positions in $\tilde{T}^{2} / I_{45}$ (see Eq. (3.13)), and project out those combinations of moduli that become massive via the Green-Schwarz mechanism. We obtain the true squared-mass matrix of the remaining dynamical positions in $\tilde{T}^{2} / I_{45}$ and eliminate all configurations for which this matrix admits at least one strictly negative eigenvalue.

Among the hundreds of billions of initial possibilities, ${ }^{21}$ only eight emerge from the scan: six of them are tachyon free, and two are tachyon free up to possible instabilities that may arise from
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(a) Configuration tachyon free at one loop, with $n_{\mathrm{F}}-n_{\mathrm{B}}=0$.

(b) Configuration tachyon free at one loop, with $n_{\mathrm{F}}-n_{\mathrm{B}}=0$.

(c) Configuration with $n_{\mathrm{F}}-n_{\mathrm{B}}=$ 0 but admitting moduli in the ND sector.

Fig. 5. Two brane configurations (a) and (b) in component $(\mathcal{R}, \tilde{\mathcal{R}})=(8,8)$ of the moduli space, and one configuration (c) in component $(\mathcal{R}, \tilde{\mathcal{R}})=(0,8)$.

ND-sector moduli. Most interestingly, two out of the six, and one out of the two configurations have vanishing one-loop potential ( $n_{\mathrm{F}}-n_{\mathrm{B}}=0$ ), up to exponentially suppressed terms. Let us summarise them:

Exponentially suppressed one-loop potentials:

- In the component $(\mathcal{R}, \tilde{\mathcal{R}})=(8,8)$ the scan finds two configurations referred to as Case (a) and (b), which are free of tachyons and satisfy $n_{F}-n_{B}=0$. The gauge groups generated by the D5-branes and D9-branes are

$$
\begin{array}{ll}
\text { Case (a) : } & {\left[U(1)^{7} \times U(2) \times U(7)\right]_{\mathrm{DD}} \times\left[U(1)^{6} \times U(5)^{2}\right]_{\mathrm{NN}},} \\
\text { Case (b) : } & {\left[U(1)^{7} \times U(3) \times U(6)\right]_{\mathrm{DD}} \times\left[U(1)^{6} \times U(5)^{2}\right]_{\mathrm{NN}} .} \tag{4.8}
\end{array}
$$

The D3-brane configurations are depicted in Figs. 5a and 5b, respectively. In the first case, the D3-branes T-dual to the D5-branes are distributed in $T^{4} / \mathbb{Z}_{2}$ as 7 pairs and one stack of 18 D3branes, which is split in $\tilde{T}^{2} / I_{45}$ into $14+4$ branes. The D3-branes T-dual to the D9-branes are distributed as 6 pairs and two stacks of 10 . The second configuration is identical to the previous one, up to the splitting of the 18 D3-branes now into $12+6$.

In both cases, all dynamical brane positions in $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$ are stabilised. They are associated with the stacks of $2 n$ branes with $n \geq 2$, and their masses read from Eq. (3.6) are proportional to $n-1>0$. All other pairs of branes have rigid positions in $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$ from the outset. Because there are initially 17 unitary gauge group factors, there are 16 anomalous $U(1)$ 's becoming massive thanks to the Green-Schwarz mechanism, together with the 16 blowing-up modes arising from the twisted closed-string sector. The true gauge symmetries are therefore

Case (a): $\quad U(1) \times S U(2) \times S U(7) \times S U(5)^{2}$,
Case (b) : $\quad U(1) \times S U(3) \times S U(6) \times S U(5)^{2}$.

Along $\tilde{T}^{2} / I_{45}$, all D3-brane positions are also stabilised, after freezing the super heavy combinations associated with the anomalous $U(1)$ 's. The ND sector does not contain moduli fields since condition (4.1) is satisfied. Thus, in Cases (a) and (b) and at the one-loop level, no tachyons are present and the potential admits flat directions parameterised by the internal metric (including $G^{55}$ i.e. $M$, as justified in the next paragraph), the dilaton, and the RR two-form moduli. Notice that these configurations exist in four dimensions but not in five.

The massless spectrum of these two models contains the bosonic parts of $\mathcal{N}=2$ vector multiplets transforming under the adjoint representations of the groups given in Eq. (4.9), along with the scalars of $\mathcal{N}=2$ hypermultiplets in antisymmetric $\oplus$ antisymmetric representations of each non-Abelian factors. In terms of degrees of freedom, this yields $n_{\mathrm{B}}^{\text {open }}=800$ in Case (a), and $n_{\mathrm{B}}^{\text {open }}=736$ in Case (b). To this, one must add the 96 degrees of freedom coming from the closedstring sector yielding $n_{\mathrm{B}}=896$ in Case (a), and $n_{\mathrm{B}}=832$ in Case (b). Finally, the massless spectrum contains the fermionic degrees of freedom of hypermultiplets in the ND sector. They transform under bifundamental representations of all pairs of gauge group factors supported by stacks of D3-branes (T-dual to D5-branes) and stacks of D3-branes (T-dual to D9-branes) facing each other along the T-dual Scherk-Schwarz direction $\tilde{X}^{5}$. This leads to $n_{\mathrm{F}}=4 \times 14 \times 16=896$ in Case (a), and $n_{\mathrm{F}}=4 \times 13 \times 16=832$ in Case (b), which exactly equals the numbers of bosonic degrees of freedom.

- The scan also selects a third configuration with $n_{\mathrm{F}}-n_{\mathrm{B}}=0$, in component $(\mathcal{R}, \tilde{\mathcal{R}})=(0,8)$ of the moduli space, which we will refer to as Case (c). The gauge symmetry (including anomalous $U(1)$ 's) is

$$
\begin{equation*}
\text { Case (c) : }\left[U(4)^{4}\right]_{\mathrm{DD}} \times\left[U(1)^{11} \times U(5)\right]_{\mathrm{NN}} \tag{4.10}
\end{equation*}
$$

and the configuration of branes is shown in Fig. 5c. The D3-branes T-dual to the D5-branes are distributed in $T^{4} / \mathbb{Z}_{2}$ as 4 stacks of 8 . The D3-branes T-dual to the D9-branes are distributed as 8 pairs (with rigid positions in $\tilde{T}^{4} / \mathbb{Z}_{2}$ ), one stack of 4 split in $\tilde{T}^{2} / I_{45}$ into $2+2$, and one stack of 12 split in $\tilde{T}^{2} / I_{45}$ into $10+2$.

All positions along $T^{4} / \mathbb{Z}_{2}$ and $\tilde{T}^{4} / \mathbb{Z}_{2}$ are rigid or massive. Because there are 16 unitary factors in Eq. (4.10), there are 16 anomalous $U$ (1)'s which are actually massive, together with the 16 twisted moduli in the closed-string sector. The true gauge symmetry is thus

$$
\begin{equation*}
\text { Case (c) : } \quad S U(4)^{4} \times S U(5) \tag{4.11}
\end{equation*}
$$

Taking into account the Green-Schwarz mechanism, the remaining positions along $\tilde{T}^{2} / I_{45}$ are all massless at one loop, except one which is massive. The internal metric and RR two-form, as well as the dilaton are flat directions of the one-loop potential (up to exponentially suppressed terms). However, we cannot determine if this configuration is fully marginally stable without also considering the masses of the ND sector moduli which are also present in this case: this is left for future work.

The massless bosonic degrees of freedom include those of an $\mathcal{N}=2$ vector multiplet in the adjoint representation of the group (4.10), along with the scalars of $\mathcal{N}=2$ hypermultiplets in antisymmetric $\oplus$ antisymmetric representations for each non-Abelian factor. There are also bosonic degrees of freedom transforming under four bifundamental representations of $U(4)_{\mathrm{DD}} \times U(1)_{\mathrm{NN}}$. Taking into account the closed-string degrees of freedom, we obtain $n_{\mathrm{B}}=832$. The massless fermionic degrees of freedom are in the bifundamental representations of all pairs of gauge group factors supported by stacks of D3-branes (T-dual to D5-branes) and stacks of D3- branes (T-dual to D9-branes) facing each other along the T-dual Scherk-Schwarz direction $\tilde{X}^{5}$. Their number is given by $n_{\mathrm{F}}=4 \times 16 \times 13=832$, again equating to $n_{\mathrm{B}}$.

Positive potentials: There also exist five configurations with strictly positive potential. They all lie in component $(\mathcal{R}, \tilde{\mathcal{R}})=(8,8)$ and have an identical open-string (anomalous) gauge group

$$
\begin{equation*}
\left[U(1)^{6} \times U(5)^{2}\right]_{\mathrm{DD}} \times\left[U(1)^{6} \times U(5)^{2}\right]_{\mathrm{NN}} \tag{4.12}
\end{equation*}
$$

The configurations are depicted in Figs. 6a-6e. All position moduli along $T^{4} / \mathbb{Z}_{2}$ and $\tilde{T}^{4} / \mathbb{Z}_{2}$ are massive. Taking into account the Green-Schwarz mechanism, the gauge symmetry is reduced to

$$
\begin{equation*}
S U(5)^{4} \tag{4.13}
\end{equation*}
$$

all twisted closed-string moduli are massive, and the positions along $\tilde{T}^{2} / I_{45}$ are either massive or massless, depending on the case at hand.

The configuration in Fig. 6a yields $n_{\mathrm{F}}-n_{\mathrm{B}}=40$. Notice that it may be considered in five dimensions by decompactifying the direction $X^{4}$. In the case shown in Fig. 6b, the direction $\tilde{X}^{4}$ is used to isolate one pair of D3-branes, which leads to $n_{\mathrm{F}}-n_{\mathrm{B}}=24$. By displacing a second pair of the same kind as shown in Fig. 6c, one obtains $n_{\mathrm{F}}-n_{\mathrm{B}}=8$. Starting from the distribution in Fig. 6c and displacing a pair of D3-branes of the other kind as shown in Fig. 6d, one obtains $n_{\mathrm{F}}-n_{\mathrm{B}}=10$. Finally, the configuration in Fig. 6e yields $n_{\mathrm{F}}-n_{\mathrm{B}}=8$, but contains moduli fields in the ND sector whose masses need to be analysed at one loop in order to make a conclusion about its stability/instability.

## 5. Conclusions

In this work, we have studied from various perspectives the generation at the quantum level of moduli masses in type I string theory compactified on $T^{2} \times T^{4} / \mathbb{Z}_{2}$, when $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ supersymmetry is spontaneously broken by the Scherk-Schwarz mechanism implemented along $T^{2}$. Our analysis is perturbative, restricted to the one-loop level, and our conclusions are valid when the supersymmetry breaking scale $M$ is the lowest mass scale of the background. We have considered gauge-field backgrounds on the worldvolumes of the 32 D9-branes and 32 D5-branes, as well as positions of the D5-branes in $T^{4} / \mathbb{Z}_{2}$, that can be described from T-dual points of view as positions of $32+32$ D3-branes distributed on 64 O3-planes. At such points in moduli space, the effective potential is extremal, except with respect to $M$ which runs away when $n_{\mathrm{F}} \neq n_{\mathrm{B}}$.

We find that the D3-brane positions/moduli that are not already heavy thanks to a generalized Green-Schwarz mechanism in six dimensions can be stabilised at one loop. However, up to exponentially suppressed corrections, all degrees of freedom of the internal metric $G_{\mathcal{I} \mathcal{J}}$ (except $M$ when $n_{\mathrm{F}} \neq n_{\mathrm{B}}$ ), of the two-form $C_{\mathcal{I} \mathcal{J}}$ and of the dilaton remain flat directions. From heterotic/type I duality, it is however possible to infer that some of the moduli $(G+C)_{\mathcal{I} \mathcal{J}}$ can be stabilised non-perturbatively at points where D1-branes become massless [21,48]. When moduli occur in the ND sector of the (non T-dualized) theory, their quantum masses can be derived by computing two-point functions. This will be presented elsewhere [59]. Finally, the models contain blowing-up modes, which belong to quaternionic scalars arising in the twisted closedstring sector. While those involved in the Green-Schwarz mechanism are very heavy, we have not studied the masses generated for the remaining ones (if any).

Among the plethora of allowed distributions of D3-branes on O3-planes, only two are tachyon free at one loop, with an exponentially suppressed effective potential, i.e. with $n_{\mathrm{F}}=n_{\mathrm{B}}$. Recall that such set-ups may be interesting candidates for generating, after stabilisation of $M$ and the dilaton, a cosmological constant which is orders of magnitude smaller than in generic models. Four more brane configurations lead to positive potentials, i.e. $n_{\mathrm{F}}>n_{\mathrm{B}}$, where the only instabilities are associated with the run away of the supersymmetry-breaking no-scale modulus $M$.

(a) Configuration tachyon free at one loop, with $n_{\mathrm{F}}-n_{\mathrm{B}}=40$.

(b) Configuration tachyon free at one loop, with $n_{\mathrm{F}}-n_{\mathrm{B}}=24$.

(c) Configuration tachyon free at one loop, with $n_{\mathrm{F}}-n_{\mathrm{B}}=8$.

(d) Brane configuration tachyon free with $n_{\mathrm{F}}-n_{\mathrm{B}}=10$.

(e) Brane configuration with $n_{\mathrm{F}}-n_{\mathrm{B}}=8$ and moduli in the ND sector.

Fig. 6. Brane configurations in component $(\mathcal{R}, \tilde{\mathcal{R}})=(8,8)$ of the moduli space.
Finally, two brane distributions with similar properties contain moduli in the ND sector, whose one-loop masses remain to be analysed. It is worth mentioning that in a phenomenological setup, these moduli would naturally contain the Standard-Model Higgs field, so it is not a priori obvi-
ous that one needs to banish tachyonic masses from these states entirely. All of the above models are interesting in the sense that they describe non-Abelian gauge theories, with fermions that are massless at tree level transforming in bifundamental representations. It would be interesting to derive the masses acquired at one loop by this fermionic matter.

To explore further possibilities, it would also be interesting to relax some of the assumptions we have made. For instance, one may seek type I vacua that include "exotic" orientifold planes, often referred to as $\mathrm{O}_{+}$-planes, which can support even or odd numbers of branes [43]. $\mathrm{O}_{+}$-planes have RR charges and tensions opposite to those of the $\mathrm{O}_{-}$-planes we have used in the present work. Alternatively, when moduli in the ND sector are tachyonic and condense, branes recombine and the theory admits new vacua. Another possibility is to switch on discrete backgrounds for the internal components of the NSNS antisymmetric tensor (whose degrees of freedom are projected out by the orientifold action). Finally, one may analyze the theory when $T^{4} / \mathbb{Z}_{2}$ is deformed to a smooth K3 manifold.
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## Appendix A. One-loop effective potential

In this appendix, our goal is to present in some details the expression of the one-loop effective potential arising in a four-dimensional orientifold model of type IIB that realizes the $\mathcal{N}=2 \rightarrow$ $\mathcal{N}=0$ spontaneous breaking of supersymmetry. The background is

$$
\begin{equation*}
\mathbb{R}^{1,3} \times T^{2} \times \frac{T^{4}}{\mathbb{Z}_{2}} \tag{A.1}
\end{equation*}
$$

where a Scherk-Schwarz mechanism is implemented along one of the internal $T^{2}$ directions.
In an orientifold theory (see Refs. [52,75-80] for original papers and Refs. [39,53,54] for reviews), the one-loop effective potential may be divided into the contributions arising from the torus, Klein bottle, annulus and Möbius strip partition functions,

$$
\begin{array}{ll}
\mathcal{V}=-\frac{M_{\mathrm{s}}^{4}}{2(2 \pi)^{4}}(\mathcal{T}+\mathcal{K}+\mathcal{A}+\mathcal{M}), & \text { where } \\
\mathcal{T}=\frac{1}{2} \int_{\mathcal{F}} \frac{\mathrm{d} \tau_{1} \mathrm{~d} \tau_{2}}{\tau_{2}^{3}} \operatorname{Str} \frac{1+g}{2} q^{L_{0}-\frac{1}{2}} \bar{q}^{\tilde{L}_{0}-\frac{1}{2}}, & \mathcal{K}=\frac{1}{2} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \operatorname{Str} \Omega \frac{1+g}{2} q^{L_{0}-\frac{1}{2}} \bar{q}^{\tilde{L}_{0}-\frac{1}{2}},
\end{array}
$$

$$
\begin{equation*}
\mathcal{A}=\frac{1}{2} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \operatorname{Str} \frac{1+g}{2} q^{\frac{1}{2}\left(L_{0}-1\right)}, \quad \mathcal{M}=\frac{1}{2} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \operatorname{Str} \Omega \frac{1+g}{2} q^{\frac{1}{2}\left(L_{0}-1\right)} . \tag{A.2}
\end{equation*}
$$

In the above formula, $\tau_{1}, \tau_{2}$ are the real and imaginary parts of the Teichmüller parameter $\tau$, $q=e^{2 i \pi \tau}, \mathcal{F}$ is the fundamental domain of $S L(2, \mathbb{Z}), L_{0}, \tilde{L}_{0}$ are the zero frequency Virasoro operators, $\Omega$ is the orientifold generator and $g$ is the twist generator acting on the $T^{4}$ coordinates as $\left(X^{6}, X^{7}, X^{8}, X^{9}\right) \rightarrow\left(-X^{6},-X^{7},-X^{8},-X^{9}\right)$. The factors $\frac{1}{2}$ are due to the orientifold projection. In the following, we first introduce our notations and present the amplitudes in the supersymmetric BSGP model compactified down to four dimensions. Then, we implement discrete deformations as well as the spontaneous breaking of $\mathcal{N}=2$ supersymmetry, and display the associated amplitudes.

## A.1. Summary of conventions and notations

It is useful for reference to summarise the notation for the lattices of zero modes and for the characters that account for the oscillator excitations, that we use to write the one-loop amplitudes:

Indices: The metric of $T^{2} \times T^{4}$ is defined as $G_{\mathcal{I} \mathcal{J}}, \mathcal{I}, \mathcal{J}=4, \ldots 9$. However, due to the factorization of the internal space, it is convenient to introduce non-calligraphic indices that refer either to the $T^{2}$ or $T^{4}$ directions only. Hence, we will also use $G_{I^{\prime} J^{\prime}}, I^{\prime}, J^{\prime}=4,5$ and $G_{I J}$, $I, J=6, \ldots, 9$.

Internal momentum and winding numbers along $T^{2} \times T^{4}$ are organized in six-vectors, $\vec{M}$ and $\vec{N}$, respectively. They can be split according to the tori factorization in the following way: $\vec{M}=\left(\vec{m}^{\prime}, \vec{m}\right)$ and $\vec{N}=\left(\vec{n}^{\prime}, \vec{n}\right)$, where primed vectors components are two-vectors and the not primed ones are four-vectors.

Lattices: For the genus-1 Riemann surface, the expression of the amplitude $\mathcal{T}$ involves

$$
\begin{align*}
& \Lambda_{\vec{M}, \vec{N}}^{(6,6)}(\tau)=q^{\frac{1}{4} P_{\mathcal{I}}^{L} G^{\mathcal{I} \mathcal{J}} P_{\mathcal{J}}^{L}} \bar{q}^{\frac{1}{4} P_{\mathcal{I}}^{R} G^{\mathcal{I} \mathcal{J}} P_{\mathcal{J}}^{R}},  \tag{A.3}\\
& P_{\mathcal{I}}^{L}=m_{\mathcal{I}}+G_{\mathcal{I} \mathcal{J}} n_{\mathcal{J}}, \quad P_{\mathcal{I}}^{R}=m_{\mathcal{I}}-G_{\mathcal{I J}} n_{\mathcal{J}}, \quad \mathcal{I}=4, \ldots, 9,
\end{align*}
$$

where $G^{\mathcal{I J}}=G_{\mathcal{I} \mathcal{J}}^{-1}$. Due to the orientifold projection, the NS-NS antisymmetric tensor $B_{\mathcal{I} \mathcal{J}}$ present in the type IIB string vanishes. The $(6,6)$ lattice can again be divided into $(2,2)$ and $(4,4)$ lattices of zero modes associated with $T^{2}$ and $T^{4}$, as follows:

$$
\begin{equation*}
\Lambda_{\vec{M}, \vec{N}}^{(6,6)}(\tau)=\Lambda_{\vec{m}^{\prime}, \vec{n}^{\prime}}^{(2,2)}(\tau) \Lambda_{\vec{m}, \vec{n}}^{(4,4)}(\tau)=q^{\frac{1}{4} P_{I^{\prime}}^{L} G^{I^{\prime} J^{\prime}} P_{J^{\prime}}^{L}} \bar{q}^{\frac{1}{4}} P_{I^{\prime}}^{R} G^{I^{\prime} J^{\prime}} P_{J^{\prime}}^{R} \times q^{\frac{1}{4} P_{I}^{L} G^{I J} P_{J}^{L}} \bar{q}^{\frac{1}{4} P_{I}^{R} G^{I J} P_{J}^{R}} . \tag{A.4}
\end{equation*}
$$

By contrast, the states that are running in the Klein bottle, annulus or Möbius strip amplitudes have a vanishing momentum or winding number along each internal direction, so the relevant lattices can be defined as

$$
\begin{align*}
P_{\vec{M}}^{(6)}\left(i \tau_{2}\right) & =\Lambda_{\vec{M}, \overrightarrow{0}}^{(6,6)}(\tau)=e^{-\pi \tau_{2} m_{\mathcal{I}} G^{\mathcal{I} \mathcal{J}_{m_{\mathcal{J}}}},} \\
W_{\vec{n}}^{(4)}\left(i \tau_{2}\right) & =\Lambda_{\overrightarrow{0}, \vec{n}}^{(4,4)}(\tau)=e^{-\pi \tau_{2} n_{I} G_{I J} n_{J}} . \tag{A.5}
\end{align*}
$$

As before, the momentum lattice can be factorized as

$$
\begin{equation*}
P_{\vec{M}}^{(6)}\left(i \tau_{2}\right)=P_{\vec{m}^{\prime}}^{(2)}\left(i \tau_{2}\right) P_{\vec{m}}^{(4)}\left(i \tau_{2}\right)=e^{-\pi \tau_{2} m_{I^{\prime}} G^{I^{\prime} J^{\prime}} m_{J^{\prime}}} \times e^{-\pi \tau_{2} m_{I} G^{I J} m_{J}} \tag{A.6}
\end{equation*}
$$

Throughout this work, the implicit arguments of the lattices are as indicated in the above definitions.

Characters: Our definitions of the Jacobi modular forms and Dedekind function are

$$
\vartheta\left[\begin{array}{l}
\alpha  \tag{A.7}\\
\beta
\end{array}\right](z \mid \tau)=\sum_{m} q^{\frac{1}{2}(m+\alpha)^{2}} e^{2 i \pi(z+\beta)(m+\alpha)}, \quad \eta(\tau)=q^{\frac{1}{24}} \prod_{n=1}^{+\infty}\left(1-q^{n}\right)
$$

It is standard to denote

$$
\begin{align*}
& \vartheta\left[\begin{array}{l}
0 \\
0
\end{array}\right](z \mid \tau)=\vartheta_{3}(z \mid \tau), \quad \vartheta\left[\begin{array}{l}
0 \\
\frac{1}{2}
\end{array}\right](z \mid \tau)=\vartheta_{4}(z \mid \tau), \\
& \vartheta\left[\begin{array}{l}
\frac{1}{2} \\
0
\end{array}\right](z \mid \tau)=\vartheta_{2}(z \mid \tau), \quad \vartheta\left[\begin{array}{c}
\frac{1}{2} \\
\frac{1}{2}
\end{array}\right](z \mid \tau)=\vartheta_{1}(z \mid \tau), \tag{A.8}
\end{align*}
$$

and to keep implicit both arguments when $z=0$. In these notations, the $S O(2 n)$ affine characters can be written as

$$
\begin{equation*}
O_{2 n}=\frac{\vartheta_{3}^{n}+\vartheta_{4}^{n}}{2 \eta^{n}}, \quad V_{2 n}=\frac{\vartheta_{3}^{n}-\vartheta_{4}^{n}}{2 \eta^{n}}, \quad S_{2 n}=\frac{\vartheta_{2}^{n}+i^{-n} \vartheta_{1}^{n}}{2 \eta^{n}}, \quad C_{2 n}=\frac{\vartheta_{2}^{n}-i^{-n} \vartheta_{1}^{n}}{2 \eta^{n}} . \tag{A.9}
\end{equation*}
$$

They satisfy the following modular properties:

$$
\begin{align*}
& \left(\begin{array}{c}
O_{2 n} \\
V_{2 n} \\
S_{2 n} \\
C_{2 n}
\end{array}\right)(\tau+1)=e^{-i n \pi / 12} \operatorname{diag}\left(1,-1, e^{i n \pi / 4}, e^{i n \pi / 4}\right)\left(\begin{array}{c}
O_{2 n} \\
V_{2 n} \\
S_{2 n} \\
C_{2 n}
\end{array}\right)(\tau), \\
& \left(\begin{array}{c}
O_{2 n} \\
V_{2 n} \\
S_{2 n} \\
C_{2 n}
\end{array}\right)\left(-\frac{1}{\tau}\right)=\frac{1}{2}\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & i^{-n} & -i^{-n} \\
1 & -1 & -i^{-n} & i^{-n}
\end{array}\right)\left(\begin{array}{c}
O_{2 n} \\
V_{2 n} \\
S_{2 n} \\
C_{2 n}
\end{array}\right)(\tau), \tag{A.10}
\end{align*}
$$

which are relevant for the amplitudes $\mathcal{T}, \mathcal{K}$ and $\mathcal{A}$. For the Möbius strip, it is convenient to switch from the characters $\chi$ to the real "hatted" characters $\hat{\chi}$ defined by [53,54]

$$
\begin{equation*}
\hat{\chi}\left(\frac{1}{2}+i \tau_{2}\right)=e^{-i \pi\left(h-\frac{c}{24}\right)} \chi\left(\frac{1}{2}+i \tau_{2}\right), \tag{A.11}
\end{equation*}
$$

where $h$ is the weight of the associated primary state and $c$ is the central charge. The so-called P-transformation then takes the form

$$
\begin{align*}
& \left(\begin{array}{l}
\hat{O}_{2 n} \\
\hat{V}_{2 n} \\
\hat{S}_{2 n} \\
\hat{C}_{2 n}
\end{array}\right)\left(\frac{1}{2}+\frac{i}{2 \tau_{2}}\right)=\left(\begin{array}{cccc}
c & s & 0 & 0 \\
s & -c & 0 & 0 \\
0 & 0 & \zeta c & i \zeta s \\
0 & 0 & i \zeta s & \zeta c
\end{array}\right)\left(\begin{array}{l}
\hat{O}_{2 n} \\
\hat{V}_{2 n} \\
\hat{S}_{2 n} \\
C_{2 n}
\end{array}\right)\left(\frac{1}{2}+i \frac{\tau_{2}}{2}\right), \\
& \hat{\eta}\left(\frac{1}{2}+\frac{i}{2 \tau_{2}}\right)=\sqrt{\tau_{2}} \hat{\eta}\left(\frac{1}{2}+i \frac{\tau_{2}}{2}\right), \tag{A.12}
\end{align*}
$$

where $c=\cos (n \pi / 4), s=\sin (n \pi / 4)$ and $\zeta=e^{-i n \pi / 4}$. Throughout this work, the implicit arguments of the characters are $\tau, 2 i \tau_{2}, i \tau_{2} / 2$ and $\left(1+i \tau_{2}\right) / 2$ for the torus, Klein bottle, annulus and Möbius strip amplitudes respectively.

## A.2. Bianchi-Sagnotti-Gimon-Polchinski model

Let us first consider the amplitudes arising in the simplest version of the BSGP model [49-51] compactified on $T^{2}$. The background is as given in Eq. (A.1), with at this stage no Wilson lines switched on in the worldvolumes of the D9- and D5-branes, all D5-branes coincident on a single O5-plane, and as yet no implementation of the Scherk-Schwarz mechanism. Of course, in the absence of any breaking of supersymmetry, ultimately the total effective potential vanishes.

To write the one-loop vacuum amplitudes, we decompose the worldsheet fermion $S O$ (8) affine characters into characters of $S O(4) \times S O(4)$, where the first factor is the little group in six dimensions and the second is associated with the internal directions 6, 7, 8, 9:

$$
\begin{array}{ll}
O_{8}=O_{4} O_{4}+V_{4} V_{4}, & V_{8}=V_{4} O_{4}+O_{4} V_{4}  \tag{A.13}\\
S_{8}=S_{4} S_{4}+C_{4} C_{4}, & C_{8}=S_{4} C_{4}+C_{4} S_{4}
\end{array}
$$

It is convenient to define characters that mix NS and R sectors but which diagonalize the action of the $\mathbb{Z}_{2}$ orbifold generator $g$. The transformations of the $T_{4} / \mathbb{Z}_{2}$ characters under $g$ is

$$
g \cdot\left(\begin{array}{c}
O_{4}  \tag{A.14}\\
V_{4} \\
S_{4} \\
C_{4}
\end{array}\right)=\left(\begin{array}{c}
O_{4} \\
-V_{4} \\
-S_{4} \\
C_{4}
\end{array}\right),
$$

so that defining

$$
\begin{array}{ll}
Q_{\mathrm{O}}=V_{4} O_{4}-C_{4} C_{4}, & Q_{\mathrm{V}}=O_{4} V_{4}-S_{4} S_{4}  \tag{A.15}\\
Q_{\mathrm{S}}=O_{4} C_{4}-S_{4} O_{4}, & Q_{\mathrm{C}}=V_{4} S_{4}-C_{4} V_{4}
\end{array}
$$

the states belonging to the characters $Q_{\mathrm{O}}, Q_{\mathrm{s}}$ on the one hand, and $Q_{\mathrm{V}}, Q_{\mathrm{C}}$ on the other, have $\mathbb{Z}_{2}$ eigenvalues +1 and -1 respectively.

With these definitions and the conventions of Appendix A.1, the torus and Klein bottle amplitudes read

$$
\begin{align*}
\mathcal{T}= & \frac{1}{4} \int_{\mathcal{F}} \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{3}}\left\{\left|Q_{\mathrm{O}}+Q_{\mathrm{V}}\right|^{2} \sum_{\vec{m}, \vec{n}} \frac{\Lambda_{\vec{m}, \vec{n}}^{(4,4)}}{\left.\eta^{4}\right|^{2}}+\left|Q_{\mathrm{O}}-Q_{\mathrm{V}}\right|^{2}\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4}+16\left|Q_{\mathrm{S}}+Q_{\mathrm{C}}\right|^{2}\left|\frac{\eta}{\vartheta_{4}}\right|^{4}\right. \\
& \left.+16\left|Q_{\mathrm{S}}-Q_{\mathrm{C}}\right|^{2}\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right\} \sum_{\vec{m}^{\prime}, \vec{n}^{\prime}} \frac{\Lambda_{\vec{m}^{\prime}, \vec{n}^{\prime}}^{(2,}}{\left.\eta^{4}\right|^{2}},  \tag{A.16}\\
\mathcal{K}= & \frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}}\left\{\left(Q_{\mathrm{O}}+Q_{\mathrm{V}}\right)\left(\sum_{\vec{m}} \frac{P_{\vec{m}}^{(4)}}{\eta^{4}}+\sum_{\vec{n}} \frac{W_{\vec{n}}^{(4)}}{\eta^{4}}\right)+32\left(Q_{\mathrm{S}}+Q_{\mathrm{C}}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2}\right\} \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}}^{(2)}}{\eta^{4}} .
\end{align*}
$$

In the torus expression, the first term in the braces is the usual $\left|V_{8}-S_{8}\right|^{2}$ contribution occurring in type IIB. The second term is obtained by acting with the orbifold generator $g$, which imposes to be at the origin of the $T^{4}$ lattice. The last two terms correspond to the twisted sector and are also at the origin of the $T^{4}$ lattice.

The model contains D9-branes and D5-branes in order to cancel the RR charges of an O9plane and 32 O5-planes that are respectively the fixed point loci of $\Omega$ and $\Omega g$. Denoting by $N$ and $D$ the numbers of D9-branes and D5-branes, and by $R_{N}$ and $R_{D}$ their counterparts under the action of $g$ on the associated Chan-Paton charges [52-54], the amplitudes are

$$
\begin{gathered}
\mathcal{A}=\frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}}\left\{\left(Q_{\mathrm{O}}+Q_{\mathrm{V}}\right)\left(N^{2} \sum_{\vec{m}} \frac{P_{\vec{m}}^{(4)}}{\eta^{4}}+D^{2} \sum_{\vec{n}} \frac{W_{\vec{n}}^{(4)}}{\eta^{4}}\right)+2 N D\left(Q_{\mathrm{S}}+Q_{\mathrm{C}}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2}\right. \\
\left.+\left(R_{\mathrm{N}}^{2}+R_{\mathrm{D}}^{2}\right)\left(Q_{\mathrm{O}}-Q_{\mathrm{V}}\right)\left(\frac{2 \eta}{\vartheta_{2}}\right)^{2}+2 R_{\mathrm{N}} R_{\mathrm{D}}\left(Q_{\mathrm{S}}-Q_{\mathrm{C}}\right)\left(\frac{\eta}{\vartheta_{3}}\right)^{2}\right\} \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}}^{(2)}}{\eta^{4}} \\
\mathcal{M}=-\frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}}\left\{\left(\hat{Q}_{\mathrm{O}}+\hat{Q}_{\mathrm{V}}\right)\left(N \sum_{\vec{m}} \frac{P_{\vec{m}}^{(4)}}{\hat{\eta}^{4}}+D \sum_{\vec{n}} \frac{W_{\vec{n}}^{(4)}}{\hat{\eta}^{4}}\right)\right. \\
\left.-(N+D)\left(\hat{Q}_{\mathrm{O}}-\hat{Q}_{\mathrm{V}}\right)\left(\frac{2 \hat{\eta}}{\hat{\vartheta}_{2}}\right)^{2}\right\} \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}}^{(2)}}{\hat{\eta}^{4}} .
\end{gathered}
$$

The first line in the amplitude $\mathcal{A}(\mathcal{M})$ contains the contributions of the NN, DD and ND sectors ( N and D sectors), while the second line arises by acting with the orbifold generator $g$ on these sectors.

The RR tadpole cancellation condition fixes the number of D9- and D5-branes to be $N=$ $D=32$. Moreover, the structure of the open-string partition functions prevents orthogonal gauge groups. Unitary gauge group parameterisation of the Chan-Paton multiplicities is the only possibility, with

$$
\begin{equation*}
N=n+\bar{n}, \quad D=d+\bar{d}, \quad R_{\mathrm{N}}=i(n-\bar{n}), \quad R_{\mathrm{D}}=i(d-\bar{d}) \tag{A.18}
\end{equation*}
$$

which gives $n=\bar{n}=d=\bar{d}=16$. In this undeformed model, the open-string gauge group is $U(16) \times U(16)$.

## A.3. Deformations of the BSGP model

The previous model can be deformed in various ways. In particular, the D5-branes can be displaced in $T^{4} / \mathbb{Z}_{2}$, Wilson lines along $T^{2}$ can be turned on for the gauge group associated with the D5-branes, and "Wilson lines" along all of the six internal directions can be switched on for the gauge group generated by the D9-branes. All these deformations spontaneously break the original gauge group. As described in Sect. 2.1 we are using a T-dual language in which all brane positions and WL's are understood as D3-brane positions, with the understanding that this is merely a convenience, and that there is no common physical prescription where this is actually the case.

We are mostly interested in the case where the deformations take discrete values corresponding to all $32+32$ D3-branes (T-dual to the D9- and D5-branes) sitting on the corners of a six-dimensional box (T-dual to $T^{2} \times T^{4} / \mathbb{Z}_{2}$ ). The WL's are equal to the components of $\vec{a}_{i i^{\prime}} \equiv\left(\vec{a}_{i^{\prime}}, \vec{a}_{i}\right)$ which are 0 or $\frac{1}{2}$, where the corners of the box are labelled by a double index $i i^{\prime}$, in the notation of Sect. 2.1. The annulus amplitude in this case becomes

$$
\begin{align*}
\mathcal{A}= & \frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{\substack{i, i^{\prime} \\
j, j^{\prime}}}\left\{( Q _ { \mathrm { O } } + Q _ { \mathrm { V } } ) \left(N_{i i^{\prime}} N_{j j^{\prime}} \sum_{\vec{m}} \frac{\left.P_{\vec{m}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}+D_{i i^{\prime}} D_{j j^{\prime}} \sum_{\vec{n}} \frac{W_{\vec{n}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}}{\eta^{4}}\right)}{}\right.\right. \\
& +2 N_{i i^{\prime}} D_{j j^{\prime}}\left(Q_{\mathrm{S}}+Q_{\mathrm{C}}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2}+\delta_{i j}\left(R_{i i^{\prime}}^{\mathrm{N}} R_{j j^{\prime}}^{\mathrm{N}}+R_{i i^{\prime}}^{\mathrm{D}} R_{j j^{\prime}}^{\mathrm{D}}\right)\left(Q_{\mathrm{O}}-Q_{\mathrm{V}}\right)\left(\frac{2 \eta}{\vartheta_{2}}\right)^{2} \\
& \left.+2 e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}} R_{i i^{\prime}}^{\mathrm{N}} R_{j j^{\prime}}^{\mathrm{D}}\left(Q_{\mathrm{s}}-Q_{\mathrm{C}}\right)\left(\frac{\eta}{\vartheta_{3}}\right)^{2}\right\} \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}}^{\eta^{4}},}{} \tag{A.19}
\end{align*}
$$

and the Möbius amplitude reads

$$
\begin{align*}
\mathcal{M}=-\frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{i, i^{\prime}}\left\{\left(\hat{Q}_{\mathrm{O}}+\hat{Q}_{\mathrm{V}}\right)\right. & \left(N_{i i^{\prime}} \sum_{\vec{m}} \frac{P_{\vec{m}}^{(4)}}{\hat{\eta}^{4}}+D_{i i^{\prime}} \sum_{\vec{n}} \frac{W_{\vec{n}}^{(4)}}{\hat{\eta}^{4}}\right) \\
& \left.-\left(N_{i i^{\prime}}+D_{i i^{\prime}}\right)\left(\hat{Q}_{\mathrm{O}}-\hat{Q}_{\mathrm{V}}\right)\left(\frac{2 \hat{\eta}}{\hat{\vartheta}_{2}}\right)^{2}\right\} \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}}^{(2)}}{\hat{\eta}^{4}} . \tag{A.20}
\end{align*}
$$

By contrast, the amplitudes $\mathcal{T}$ and $\mathcal{K}$ in the closed-string sector are independent of the deformations (discrete or otherwise) that we have introduced, and are the same as the expressions given in Eq. (A.16).

There are two subtleties in the annulus amplitude of Eq. (A.19): first, in the term that corresponds to the action of the generator $g$ on the NN and DD sectors (the last term on the second line), the orbifold action enforces being at the origin of the $T^{4}$ or $\tilde{T}^{4}$ lattice. This explains the presence of a Krönecker symbol $\delta_{i j}$. Second, the last contribution, which arises from the action of $g$ on the ND sector, is dressed by signs $e^{4 i \pi \vec{a}_{i}} \cdot \vec{a}_{j}$ which are necessary in the presence of discrete D9-brane WL's [51].

This leads to the following open-string gauge symmetry in the presence of discrete deformations:

$$
\begin{equation*}
\mathcal{G}_{\text {open }}=\prod_{i i^{\prime} / n_{i i^{\prime}} \neq 0} U\left(n_{i i^{\prime}}\right) \times \prod_{j j^{\prime} / d_{j j^{\prime}} \neq 0} U\left(d_{j j^{\prime}}\right), \quad \text { where } \quad n_{i i^{\prime}}=\frac{N_{i i^{\prime}}}{2}, \quad d_{j j^{\prime}}=\frac{D_{j j^{\prime}}}{2} . \tag{A.21}
\end{equation*}
$$

## A.4. Supersymmetry breaking

As anticipated in Sect. 2.2, the $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ spontaneous breaking of supersymmetry is induced by the Scherk-Schwarz mechanism [30-37]. Implementing the associated shifts in Eq. (2.14), the $T^{2}$ lattices of zero modes in presence of discrete WL's are modified as follows:

$$
\begin{align*}
& \Lambda_{\vec{m}^{\prime},\left(n_{4}, 2 n_{5}+h\right)}^{(2)} \longrightarrow \quad \Lambda_{\vec{m}^{\prime}+F \vec{a}_{\mathrm{S}}^{\prime},\left(n_{4}, 2 n_{5}+h\right)}^{(2,2)}, \quad h=0,1,  \tag{A.22}\\
& P_{\vec{m}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}}^{(2)} \longrightarrow \quad P_{\vec{m}^{\prime}+F \vec{a}_{\mathrm{S}}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}}^{(2)} .
\end{align*}
$$

As a result, the mass of the gravitino, which we may take as defining the scale of spontaneous supersymmetry breaking, is $M=M_{\mathrm{s}} \sqrt{G^{55}} / 2$.

To write the amplitudes, we work in the so called "Scherk-Schwarz basis" [53] and change $\left(G_{54}, G_{55}, G_{5 I}\right) \rightarrow\left(G_{54} / 2, G_{55} / 4, G_{5 I} / 2\right), I=6, \ldots, 9$. Moreover, for the massless spectrum to be easily readable, we split the result into the contributions of the bosonic and fermionic degrees of freedom running in the loops. The torus amplitude is lengthy, being given by

$$
\begin{align*}
\mathcal{T} & =\frac{1}{4} \int_{\mathcal{F}} \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{3}}\left\{\left[\left(\left|V_{4} O_{4}+O_{4} V_{4}\right|^{2}+\left|S_{4} S_{4}+C_{4} C_{4}\right|^{2}\right) \sum_{\vec{m}, \vec{n}} \frac{\Lambda_{\vec{m}, \vec{n}}^{(4,4)}}{\left|\eta^{4}\right|^{2}}\right.\right. \\
& +\left(\left|V_{4} O_{4}-O_{4} V_{4}\right|^{2}+\left|S_{4} S_{4}-C_{4} C_{4}\right|^{2}\right)\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4} \\
& +16\left(\left|O_{4} C_{4}+V_{4} S_{4}\right|^{2}+\left|S_{4} O_{4}+C_{4} V_{4}\right|^{2}\right)\left|\frac{\eta}{\vartheta_{4}}\right|^{4} \\
& \left.+16\left(\left|O_{4} C_{4}-V_{4} S_{4}\right|^{2}+\left|S_{4} O_{4}-C_{4} V_{4}\right|^{2}\right)\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right] \sum_{\vec{m}^{\prime}, \vec{n}^{\prime}} \frac{\Lambda_{\bar{m}^{\prime},\left(n_{4}, 2 n 5\right)}^{(2,2)}}{\left|\eta^{4}\right|^{2}} \\
& -\left[\left(\left(V_{4} O_{4}+O_{4} V_{4}\right)\left(\bar{S}_{4} \bar{S}_{4}+\bar{C}_{4} \bar{C}_{4}\right)+\left(S_{4} S_{4}+C_{4} C_{4}\right)\left(\bar{V}_{4} \bar{O}_{4}+\bar{O}_{4} \bar{V}_{4}\right)\right) \sum_{\vec{m}, \vec{n}} \frac{\Lambda_{\bar{m}, \vec{n}}^{(4,4)}}{\left.\eta^{4}\right|^{2}}\right. \\
& +\left(\left(V_{4} O_{4}-O_{4} V_{4}\right)\left(\bar{S}_{4} \bar{S}_{4}-\bar{C}_{4} \bar{C}_{4}\right)+\left(S_{4} S_{4}-C_{4} C_{4}\right)\left(\bar{V}_{4} \bar{O}_{4}-\bar{O}_{4} \bar{V}_{4}\right)\right)\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4} \\
& +16\left(\left(O_{4} C_{4}+V_{4} S_{4}\right)\left(\bar{S}_{4} \bar{O}_{4}+\bar{C}_{4} \bar{V}_{4}\right)+\left(S_{4} O_{4}+C_{4} V_{4}\right)\left(\bar{O}_{4} \bar{C}_{4}+\bar{V}_{4} \bar{S}_{4}\right)\right)\left|\frac{\eta}{\vartheta_{4}}\right|^{4}(\mathrm{~A}  \tag{A.23}\\
& \left.+16\left(\left(O_{4} C_{4}-V_{4} S_{4}\right)\left(\bar{S}_{4} \bar{O}_{4}-\bar{C}_{4} \bar{V}_{4}\right)+\left(S_{4} O_{4}-C_{4} V_{4}\right)\left(\bar{O}_{4} \bar{C}_{4}-\bar{V}_{4} \bar{S}_{4}\right)\right)\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right]
\end{align*}
$$

$$
\times \sum_{\vec{m}^{\prime}, \vec{n}^{\prime}} \frac{\Lambda_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime},\left(n_{4}, 2 n_{5}\right)}^{(2,2)}}{\left|\eta^{4}\right|^{2}}
$$

$$
+\left[\left(\left|O_{4} O_{4}+V_{4} V_{4}\right|^{2}+\left|C_{4} S_{4}+S_{4} C_{4}\right|^{2}\right) \sum_{\vec{m}, \vec{n}} \frac{\Lambda_{\vec{m}, \vec{n}}^{(4,4)}}{\left|\eta^{4}\right|^{2}}\right.
$$

$$
+\left(\left|O_{4} O_{4}-V_{4} V_{4}\right|^{2}+\left|S_{4} C_{4}-C_{4} S_{4}\right|^{2}\right)\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4}
$$

$$
+16\left(\left|O_{4} S_{4}+V_{4} C_{4}\right|^{2}+\left|S_{4} V_{4}+C_{4} O_{4}\right|^{2}\right)\left|\frac{\eta}{\vartheta_{4}}\right|^{4}
$$

$$
\left.+16\left(\left|O_{4} S_{4}-V_{4} C_{4}\right|^{2}+\left|S_{4} V_{4}-C_{4} O_{4}\right|^{2}\right)\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right] \sum_{\vec{m}^{\prime}, \vec{n}^{\prime}} \frac{\Lambda_{\overrightarrow{m^{\prime}},\left(n_{4}, 2 n_{5}+1\right)}^{(2,2)}}{\left|\eta^{4}\right|^{2}}
$$

$$
-\left[\left(\left(O_{4} O_{4}+V_{4} V_{4}\right)\left(\bar{C}_{4} \bar{S}_{4}+\bar{S}_{4} \bar{C}_{4}\right)+\left(C_{4} S_{4}+S_{4} C_{4}\right)\left(\bar{O}_{4} \bar{O}_{4}+\bar{V}_{4} \bar{V}_{4}\right)\right) \sum_{\vec{m}, \vec{n}} \frac{\Lambda_{\vec{m}, \vec{n}}^{(4,4)}}{\left|\eta^{4}\right|^{2}}\right.
$$

$$
\begin{aligned}
& +\left(\left(O_{4} O_{4}-V_{4} V_{4}\right)\left(\bar{S}_{4} \bar{C}_{4}-\bar{C}_{4} \bar{S}_{4}\right)+\left(S_{4} C_{4}-C_{4} S_{4}\right)\left(\bar{O}_{4} \bar{O}_{4}-\bar{V}_{4} \bar{V}_{4}\right)\right)\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4} \\
& +16\left(\left(O_{4} S_{4}+V_{4} C_{4}\right)\left(\bar{S}_{4} \bar{V}_{4}+\bar{C}_{4} \bar{O}_{4}\right)+\left(S_{4} V_{4}+C_{4} O_{4}\right)\left(\bar{O}_{4} \bar{S}_{4}+\bar{V}_{4} \bar{C}_{4}\right)\right)\left|\frac{\eta}{\vartheta_{4}}\right|^{4} \\
& \left.+16\left(\left(O_{4} S_{4}-V_{4} C_{4}\right)\left(\bar{S}_{4} \bar{V}_{4}-\bar{C}_{4} \bar{O}_{4}\right)+\left(S_{4} V_{4}-C_{4} O_{4}\right)\left(\bar{O}_{4} \bar{S}_{4}-\bar{V}_{4} \bar{C}_{4}\right)\right)\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right] \\
& \left.\times \sum_{\vec{m}^{\prime}, \vec{n}^{\prime}} \frac{\Lambda_{\bar{m}^{\prime}+a_{\mathrm{S}}^{\prime},\left(n_{4}, 2 n_{5}+1\right)}^{(2,2)}}{\left|\eta^{4}\right|^{2}}\right\} .
\end{aligned}
$$

The proliferation of terms is due to the presence of an untwisted sector along with three twisted sectors, either twisted by $g$, the Scherk-Schwarz generator, or the combination of the two. The only states flowing in the Klein bottle are left/right-symmetric, leading to the simpler contribution

$$
\begin{align*}
\mathcal{K}= & \frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}}\left\{\left(V_{4} O_{4}+O_{4} V_{4}\right)\left(\sum_{\vec{m}} \frac{P_{\vec{m}}^{(4)}}{\eta^{4}}+\sum_{\vec{n}} \frac{W_{\vec{n}}^{(4)}}{\eta^{4}}\right)+32\left(O_{4} C_{4}+V_{4} S_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2}\right. \\
& \left.-\left(S_{4} S_{4}+C_{4} C_{4}\right)\left(\sum_{\vec{m}} \frac{P_{\vec{m}}^{(4)}}{\eta^{4}}+\sum_{\vec{n}} \frac{W_{\vec{n}}^{(4)}}{\eta^{4}}\right)-32\left(S_{4} O_{4}+C_{4} V_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2}\right\} \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}}^{(2)}}{\eta^{4}} . \tag{A.24}
\end{align*}
$$

Finally, the open-string amplitudes are

$$
\begin{align*}
\mathcal{A}= & \frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{\substack{i, i^{\prime} \\
j, j^{\prime}}}\left\{\left[\left(V_{4} O_{4}+O_{4} V_{4}\right)\left(N_{i i^{\prime}} N_{j j^{\prime}} \sum_{\vec{m}} \frac{P_{\vec{m}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}}{\eta^{4}}+D_{i i^{\prime}} D_{j j^{\prime}} \sum_{\vec{n}} \frac{W_{\vec{n}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}}{\eta^{4}}\right)\right.\right. \\
& +\left(V_{4} O_{4}-O_{4} V_{4}\right) \delta_{i j}\left(R_{i i^{\prime}}^{\mathrm{N}} \mathrm{~N}_{j j^{\prime}}^{\mathrm{N}}+R_{i i^{\prime}}^{\mathrm{D}} R_{j j^{\prime}}^{\mathrm{D}}\right)\left(\frac{2 \eta}{\vartheta_{2}}\right)^{2} \\
& +2 N_{i i^{\prime}} D_{j j^{\prime}}\left(O_{4} C_{4}+V_{4} S_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \\
& \left.+2 e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}} R_{i i^{\prime}}^{\mathrm{N}} R_{j j^{\prime}}^{\mathrm{D}}\left(O_{4} C_{4}-V_{4} S_{4}\right)\left(\frac{\eta}{\vartheta_{3}}\right)^{2}\right] \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}}^{(2)}}{\eta^{4}}  \tag{A.25}\\
& -\left[( S _ { 4 } S _ { 4 } + C _ { 4 } C _ { 4 } ) \left(N_{i i^{\prime}} N_{j j^{\prime}} \sum_{\vec{m}} \frac{\left.P_{\vec{m}+\vec{a}_{i}-\vec{a}_{j}}^{\eta^{4}}+D_{i i^{\prime}} D_{j j^{\prime}} \sum_{\vec{n}} \frac{W_{\vec{n}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}}{\eta^{4}}\right)}{}\right.\right. \\
& +\left(C_{4} C_{4}-S_{4} S_{4}\right) \delta_{i j}\left(R_{i i^{\prime}}^{\mathrm{N}} R_{j j^{\prime}}^{\mathrm{N}}+R_{i i^{\prime}}^{\mathrm{D}} R_{j j^{\prime}}^{\mathrm{D}}\right)\left(\frac{2 \eta}{\vartheta_{2}}\right)^{2} \\
& +2 N_{i i^{\prime}} D_{j j^{\prime}}\left(S_{4} O_{4}+C_{4} V_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \\
& \left.+2 e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}} R_{i i^{\prime}}^{\mathrm{N}} R_{j j^{\prime}}^{\mathrm{D}}\left(S_{4} O_{4}-C_{4} V_{4}\right)\left(\frac{\eta}{\vartheta_{3}}\right)^{2}\right] \sum_{\vec{m}^{\prime}} \frac{\left.P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}}^{\eta^{4}}\right\},}{\eta^{2}}
\end{align*}
$$

$$
\begin{align*}
\mathcal{M}=-\frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{i, i^{\prime}} & \left\{\left[\left(\hat{V}_{4} \hat{O}_{4}+\hat{O}_{4} \hat{V}_{4}\right)\left(N_{i i^{\prime}} \sum_{\vec{m}} \frac{P_{\vec{m}}^{(4)}}{\hat{\eta}^{4}}+D_{i i^{\prime}} \sum_{\vec{n}} \frac{W_{\vec{n}}^{(4)}}{\hat{\eta}^{4}}\right)\right.\right. \\
& \left.-\left(N_{i i^{\prime}}+D_{i i^{\prime}}\right)\left(\hat{V}_{4} \hat{O}_{4}-\hat{O}_{4} \hat{V}_{4}\right)\left(\frac{2 \hat{\eta}}{\hat{\vartheta}_{2}}\right)^{2}\right] \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}}^{(2)}}{\hat{\eta}^{4}}  \tag{A.26}\\
& -\left[\left(\hat{C}_{4} \hat{C}_{4}+\hat{S}_{4} \hat{S}_{4}\right)\left(N_{i i^{\prime}} \sum_{\vec{m}} \frac{P_{\vec{m}}^{(4)}}{\hat{\eta}^{4}}+D_{i i^{\prime}} \sum_{\vec{n}} \frac{W_{\vec{n}}^{(4)}}{\hat{\eta}^{4}}\right)\right. \\
& \left.\left.-\left(N_{i i^{\prime}}+D_{i i^{\prime}}\right)\left(\hat{C}_{4} \hat{C}_{4}-\hat{S}_{4} \hat{S}_{4}\right)\left(\frac{2 \hat{\eta}}{\hat{\vartheta}_{2}}\right)^{2}\right] \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}+\vec{a}_{S}^{\prime}}^{(2)}}{\hat{\eta}^{4}}\right\} .
\end{align*}
$$

## Appendix B. Potential and continuous Wilson lines

In this appendix, we derive the effective potential of the model realizing the $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ spontaneous breaking of supersymmetry, when continuous open-string WL's are switched on. Our aim is to obtain expressions suitable for the derivation in Sect. 3.2 of the WL mass terms by taking two derivatives with respect to these moduli at points in moduli space where all D3-branes are coincident with O3-planes.

When generalizing the open-string amplitudes $\mathcal{A}$ and $\mathcal{M}$ given in Eqs. (A.25) and (A.26) to arbitrary positions of the D3-branes, the lattice deformations cannot be defined anymore by the positions $2 \pi \vec{a}_{i i^{\prime}} \equiv\left(\vec{a}_{i^{\prime}}, \vec{a}_{i}\right)$ of the fixed points $i i^{\prime}$. Instead, the deformations must be parameterised by the locations $2 \pi a_{\alpha}^{\mathcal{I}}$ and $2 \pi b_{\alpha}^{\mathcal{I}}, \alpha=1, \ldots, 32$, of the D3-branes in their appropriate six-dimensional boxes. However, as described in Sect. 2.1, the moduli space of WL's admits disconnected components, themselves admitting various Higgs, Coulomb and mixed HiggsCoulomb branches. The number of moduli fields at tree level is thus highly dependent on the branch under interest. To capture the information needed to Taylor expand the potential at any point in moduli space where all D3-branes are stacked on O3-planes, we denote

$$
\begin{array}{rlr}
\vec{a}_{\alpha}^{\prime} \equiv\left(a_{\alpha}^{4}, a_{\alpha}^{5}\right), & \vec{a}_{\alpha} \equiv\left(a_{\alpha}^{6}, a_{\alpha}^{7}, a_{\alpha}^{8}, a_{\alpha}^{9}\right) \\
\vec{b}_{\alpha}^{\prime} \equiv\left(b_{\alpha}^{4}, b_{\alpha}^{5}\right), & \vec{b}_{\alpha} \equiv\left(b_{\alpha}^{6}, b_{\alpha}^{7}, b_{\alpha}^{8}, b_{\alpha}^{9}\right), \tag{B.1}
\end{array}
$$

and write the annulus amplitude as follows,

$$
\begin{align*}
\mathcal{A}= & \frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{\alpha, \beta} \sum_{\vec{m}^{\prime}}\left\{\frac { ( V _ { 4 } O _ { 4 } + O _ { 4 } V _ { 4 } ) } { \eta ^ { 8 } } \left(\sum_{\vec{m}} P_{\vec{m}+\vec{a}_{\alpha}-\vec{a}_{\beta}}^{(4)} P_{\vec{m}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{a}_{\beta}^{\prime}}^{(2)}\right.\right. \\
& \left.+\sum_{\vec{n}} W_{\vec{n}+\vec{b}_{\alpha}-\vec{b}_{\beta}}^{(4)} P_{\vec{m}^{\prime}+\vec{b}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}^{(2)}\right) \\
& +2\left(O_{4} C_{4}+V_{4} S_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \frac{P_{\overrightarrow{m^{\prime}}+\vec{a}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}^{\eta^{4}}}{\eta^{8}}  \tag{B.2}\\
& -\left[\frac{\left(S_{4} S_{4}+C_{4} C_{4}\right)}{\eta^{8}}\left(\sum_{\vec{m}} P_{\vec{m}+\vec{a}_{\alpha}-\vec{a}_{\beta}}^{(4)} P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{a}_{\beta}^{\prime}}^{(2)}+\sum_{\vec{n}} W_{\vec{n}+\vec{b}_{\alpha}-\vec{b}_{\beta}}^{(4)} P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+\vec{b}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}^{(2)}\right)\right.
\end{align*}
$$

$$
\left.\left.+2\left(S_{4} O_{4}+C_{4} V_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \frac{P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}}^{(2)}+\vec{a}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}{\eta^{4}}\right]\right\} .
$$

Some remarks are in order:

- In this expression, even if all components $a_{\alpha}^{\mathcal{I}}, b_{\alpha}^{\mathcal{I}}$ appear formally as independent variables, it is understood that they are correlated 4 by 4 or 2 by 2 , or identically equal to 0 or $\frac{1}{2}$, according to the point in moduli space around which fluctuations are considered.
- All terms appearing in the braces are continuous deformations of the contributions proportional to $N_{i i^{\prime}}$ or $D_{i i^{\prime}}$ coefficients in Eq. (A.25).
- When continuous WL's are switched on only along $T^{2}$, the model sits in a Coulomb branch where the unitary nature of all gauge group factors persists. Hence, all terms proportional to coefficients $R_{i i^{\prime}}^{\mathrm{N}}$ or $R_{i i^{\prime}}^{\mathrm{D}}$ in Eq. (A.25) yield after deformation contributions vanishing identically. ${ }^{22}$
- When continuous WL's are switched on only along $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} \mathbb{Z}_{2}$, the model sits in a Higgs branch where unitary and symplectic gauge group factors cohabit. In that case, the coefficients $R_{i i^{\prime}}^{\mathrm{N}}$ and $R_{i i^{\prime}}^{\mathrm{D}}$ need to be re-evaluated with the numbers of D 3 -branes that remain localized on the O3-planes. Therefore, all terms proportional to coefficients $R_{i i^{\prime}}^{\mathrm{N}}$ or $R_{i i^{\prime}}^{\mathrm{D}}$ in Eq. (A.25) yield after deformation contributions vanishing identically. ${ }^{22}$

Similarly, the Möbius strip amplitude (A.26) reads in presence of continuous deformations

$$
\begin{align*}
\mathcal{M}= & -\frac{1}{4} \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{\alpha} \sum_{\vec{m}^{\prime}}\left\{\frac{\left(\hat{V}_{4} \hat{O}_{4}+\hat{O}_{4} \hat{V}_{4}\right)}{\hat{\eta}^{8}}\left(\sum_{\vec{m}} P_{\vec{m}+2 \vec{a}_{\alpha}}^{(4)} P_{\vec{m}^{\prime}+2 \vec{a}_{\alpha}^{\prime}}^{(2)}+\sum_{\vec{n}} W_{\vec{n}+2 \vec{b}_{\alpha}}^{(4)} P_{\vec{m}^{\prime}+2 \vec{b}_{\alpha}^{\prime}}^{(2)}\right)\right. \\
& \left.-\frac{\left(\hat{C}_{4} \hat{C}_{4}+\hat{S}_{4} \hat{S}_{4}\right)}{\hat{\eta}^{8}}\left(\sum_{\vec{m}} P_{\vec{m}+2 \vec{a}_{\alpha}}^{(4)} P_{\vec{m}^{\prime}+\vec{a}_{S}^{\prime}+2 \vec{a}_{\alpha}^{\prime}}^{(2)}+\sum_{\vec{n}} W_{\vec{n}+2 \vec{b}_{\alpha}}^{(4)} P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+2 \vec{b}_{\alpha}^{\prime}}^{(2)}\right)\right\}, \tag{B.3}
\end{align*}
$$

where all $a_{\alpha}^{\mathcal{I}}, b_{\alpha}^{\mathcal{I}}$ are again formally treated as free variables. In this expression, the terms proportional to the combinations of $S O(4) \times S O(4)$ characters $\hat{V}_{4} \hat{O}_{4}-\hat{O}_{4} \hat{V}_{4}$ or $\hat{C}_{4} \hat{C}_{4}-\hat{S}_{4} \hat{S}_{4}$ are omitted, since they vanish identically. ${ }^{22}$

Next, we may expand the characters as follows,

$$
\begin{align*}
& \frac{V_{4} O_{4}+O_{4} V_{4}}{\eta^{8}}=\frac{C_{4} C_{4}+S_{4} S_{4}}{\eta^{8}}=8 \sum_{k \geq 0} c_{k} e^{-\pi k \tau_{2}}, \\
& \frac{\hat{V}_{4} \hat{O}_{4}+\hat{O}_{4} \hat{V}_{4}}{\hat{\eta}^{8}}=\frac{\hat{C}_{4} \hat{C}_{4}+\hat{S}_{4} \hat{S}_{4}}{\hat{\eta}^{8}}=8 \sum_{k \geq 0}(-1)^{k} c_{k} e^{-\pi k \tau_{2}},  \tag{B.4}\\
& 2\left(O_{4} C_{4}+V_{4} S_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \frac{1}{\eta^{4}}=2\left(S_{4} O_{4}+C_{4} V_{4}\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \frac{1}{\eta^{4}}=4 \sum_{k \geq 0} d_{k} e^{-\frac{\pi}{2} k \tau_{2}},
\end{align*}
$$

where $c_{0}=d_{0}=1$, to obtain

[^64]\[

$$
\begin{align*}
& \mathcal{A}=2 \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{k \geq 0} \sum_{\alpha, \beta} \sum_{\vec{m}^{\prime}}\left\{c _ { k } e ^ { - \pi k \tau _ { 2 } } \left[\sum_{\vec{m}} P_{\vec{m}+\vec{a}_{\alpha}-\vec{a}_{\beta}}^{(4)}\left(P_{\vec{m}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{a}_{\beta}^{\prime}}^{(2)}-P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{a}_{\beta}^{\prime}}^{(2)}\right)\right.\right. \\
& \left.+\sum_{\vec{n}} W_{\vec{n}+\vec{b}_{\alpha}-\vec{b}_{\beta}}^{(4)}\left(P_{\vec{m}^{\prime}+\vec{b}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}^{(2)}-P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+\vec{b}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}^{(2)}\right)\right] \\
& \left.+d_{k} e^{-\frac{\pi}{2} k \tau_{2}}\left(P_{\vec{m}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}^{(2)}-P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+\vec{a}_{\alpha}^{\prime}-\vec{b}_{\beta}^{\prime}}^{(2)}\right)\right\}, \tag{B.5}
\end{align*}
$$
\]

and

$$
\begin{align*}
\mathcal{M}=-2 \int_{0}^{+\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} \sum_{k \geq 0} \sum_{\alpha} \sum_{\vec{m}^{\prime}}\left\{(-1)^{k} c_{k}\right. & {\left[\sum_{\vec{m}} P_{\vec{m}+2 \vec{a}_{\alpha}}^{(4)}\left(P_{\vec{m}^{\prime}+2 \vec{a}_{\alpha}^{\prime}}^{(2)}-P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+2 \vec{a}_{\alpha}^{\prime}}^{(2)}\right)\right.} \\
& \left.\left.+\sum_{\vec{n}} W_{\vec{n}+2 \vec{b}_{\alpha}}^{(4)}\left(P_{\vec{m}^{\prime}+2 \vec{b}_{\alpha}^{\prime}}^{(2)}-P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+2 \vec{b}_{\alpha}^{\prime}}^{(2)}\right)\right]\right\} . \tag{B.6}
\end{align*}
$$

The moduli space region in which we are interested to find the WL masses is where the lightest non-vanishing scale of the model is the supersymmetry breaking scale $M=M_{\mathrm{s}} \sqrt{G^{55}} / 2$. In terms of internal metric components, this means that

$$
\begin{equation*}
G^{55} \ll G_{44},\left|G_{I J}\right| \ll G_{55}, \quad\left|G_{45}\right|,\left|G_{5 J}\right| \ll \sqrt{G_{55}}, \quad I, J \in\{6, \ldots, 9\}, \quad G_{55} \gg 1 \tag{B.7}
\end{equation*}
$$

The Scherk-Schwarz compact direction $X^{5}$ being large, it is convenient to Poisson sum over the momentum $m_{5}$ (the new sum index is denoted $l_{5}$ ). The annulus amplitude becomes

$$
\begin{align*}
\mathcal{A} & =\left(G^{55}\right)^{2} \frac{\Gamma\left(\frac{5}{2}\right)}{\pi^{\frac{5}{2}}} 4 \sum_{k \geq 0} \sum_{\alpha, \beta} \sum_{m_{4}} \sum_{l_{5}} \frac{1}{\left|2 l_{5}+1\right|^{5}} \\
& \left\{\sum_{\vec{m}} c_{k} \cos \left[2 \pi\left|2 l_{5}+1\right|\left(a_{\alpha}^{5}-a_{\beta}^{5}+\frac{G^{54}}{G^{55}}\left(m_{4}+a_{\alpha}^{4}-a_{\beta}^{4}\right)\right)\right] \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\mathcal{M}_{\mathcal{A}_{1}}}{\sqrt{G^{55}}}\right)\right. \\
& +\sum_{\vec{n}} c_{k} \cos \left[2 \pi\left|2 l_{5}+1\right|\left(b_{\alpha}^{5}-b_{\beta}^{5}+\frac{G^{54}}{G^{55}}\left(m_{4}+b_{\alpha}^{4}-b_{\beta}^{4}\right)\right)\right] \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\mathcal{M}_{\mathcal{A}_{2}}}{\sqrt{G^{55}}}\right) \\
& \left.+\frac{d_{k}}{2} \cos \left[2 \pi\left|2 l_{5}+1\right|\left(a_{\alpha}^{5}-b_{\beta}^{5}+\frac{G^{54}}{G^{55}}\left(m_{4}+a_{\alpha}^{4}-b_{\beta}^{4}\right)\right)\right] \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\mathcal{M}_{\mathcal{A}_{3}}}{\sqrt{G^{55}}}\right)\right\}, \tag{B.8}
\end{align*}
$$

where the function $\mathcal{H}_{v}$ can be expressed in terms of $K_{v}$, a modified Bessel function of the second kind,

$$
\begin{equation*}
\mathcal{H}_{v}(z)=\frac{1}{\Gamma(v)} \int_{0}^{+\infty} \frac{d x}{x^{1+v}} e^{-\frac{1}{x}-z^{2} x}=\frac{2}{\Gamma(v)} z^{v} K_{v}(2 z) \tag{B.9}
\end{equation*}
$$

In Eq. (B.8), $\mathcal{M}_{\mathcal{A}_{1}}, \mathcal{M}_{\mathcal{A}_{2}}$ and $\mathcal{M}_{\mathcal{A}_{3}}$ define three characteristic mass scales (in string units) satisfying

$$
\begin{align*}
& \mathcal{M}_{\mathcal{A}_{1}}^{2}=\left(m_{I}+a_{\alpha}^{I}-a_{\beta}^{I}\right) G^{I J}\left(m_{J}+a_{\alpha}^{J}-a_{\beta}^{J}\right)+\left(m_{4}+a_{\alpha}^{4}-a_{\beta}^{4}\right)^{2} \hat{G}^{44}+k \\
& \mathcal{M}_{\mathcal{A}_{2}}^{2}=\left(n_{I}+b_{\alpha}^{I}-b_{\beta}^{I}\right) G_{I J}\left(n_{J}+b_{\alpha}^{J}-b_{\beta}^{J}\right)+\left(m_{4}+b_{\alpha}^{4}-b_{\beta}^{4}\right)^{2} \hat{G}^{44}+k  \tag{B.10}\\
& \mathcal{M}_{\mathcal{A}_{3}}^{2}=\left(m_{4}+a_{\alpha}^{4}-b_{\beta}^{4}\right)^{2} \hat{G}^{44}+\frac{k}{2}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{G}^{44}=G^{44}-\frac{G^{45}}{G^{55}} G^{55} \frac{G^{54}}{G^{55}} . \tag{B.11}
\end{equation*}
$$

Because we are interested in motions of D3-brane around O3-planes, we split the WL moduli into background values and fluctuations,

$$
\begin{array}{ll}
a_{\alpha}^{\mathcal{I}}=\left\langle a_{\alpha}^{\mathcal{I}}\right\rangle+\epsilon_{\alpha}^{\mathcal{I}}, & \left\langle a_{\alpha}^{\mathcal{I}}\right\rangle \in\left\{0, \frac{1}{2}\right\},  \tag{B.12}\\
b_{\alpha}^{\mathcal{I}}=\left\langle b_{\alpha}^{\mathcal{I}}\right\rangle+\xi_{\alpha}^{\mathcal{I}}, \quad\left\langle b_{\alpha}^{\mathcal{I}}\right\rangle \in\left\{0, \frac{1}{2}\right\},
\end{array}
$$

which allow us to determine when the masses (B.10) are large or small compared to $M$. This is relevant since $\mathcal{H}_{\nu}$ is finite for small argument and exponentially suppressed for large argument:

$$
\begin{equation*}
\mathcal{H}_{\nu}(z)=1-\frac{z^{2}}{v-1}+\mathcal{O}\left(z^{4}\right) \quad \text { as } \quad|z| \ll 1, \quad \mathcal{H}_{v}(z) \sim \frac{\sqrt{\pi}}{\Gamma(v)} z^{v-\frac{1}{2}} e^{-2 z} \quad \text { as } \quad z \gg 1 \tag{B.13}
\end{equation*}
$$

For $\mathcal{M}_{\mathcal{A}_{1}} / \sqrt{G^{55}}$ not to yield exponentially suppressed contributions to $\mathcal{A}$, we need $k=0, m_{I}+$ $\left\langle a_{\alpha}^{I}\right\rangle-\left\langle a_{\beta}^{I}\right\rangle=0$ and $m_{4}+\left\langle a_{\alpha}^{4}\right\rangle-\left\langle a_{\beta}^{4}\right\rangle=0$. This amounts to having $\vec{m}=\overrightarrow{0}, m_{4}=0$ and $(\alpha, \beta)$ in the set $L_{\mathrm{NN}}$ such that the D3-branes $\alpha, \beta$ T-dual to D 9 -branes

- belong to the same stack of $N_{i i^{\prime}}$ branes, $i=1, \ldots, 16, i^{\prime}=1, \ldots, 4$,
- or belong respectively to stacks of $N_{i, 2 i^{\prime \prime}-1}$ and $N_{i, 2 i^{\prime \prime}}$ branes, $i=1, \ldots, 16, i^{\prime \prime}=1,2$,
- or belong respectively to stacks of $N_{i, 2 i^{\prime \prime}}$ and $N_{i, 2 i^{\prime \prime}-1}$ branes, $i=1, \ldots, 16, i^{\prime \prime}=1,2$.

Similarly, for $\mathcal{M}_{\mathcal{A}_{2}} / \sqrt{G^{55}}$ not to yield exponentially suppressed terms in $\mathcal{A}$, we need $k=0$, $\vec{n}=\overrightarrow{0}, m_{4}=0$ and $(\alpha, \beta)$ in the set $L_{\mathrm{DD}}$ such that the D3-branes $\alpha, \beta$ T-dual to D5-branes

- belong to the same stack of $D_{i i^{\prime}}$ branes, $i=1, \ldots, 16, i^{\prime}=1, \ldots, 4$,
- or belong respectively to stacks of $D_{i, 2 i^{\prime \prime}-1}$ and $D_{i, 2 i^{\prime \prime}}$ branes, $i=1, \ldots, 16, i^{\prime \prime}=1,2$,
- or belong respectively to stacks of $D_{i, 2 i^{\prime \prime}}$ and $D_{i, 2 i^{\prime \prime}-1}$ branes, $i=1, \ldots, 16, i^{\prime \prime}=1,2$.

Finally, terms involving $\mathcal{M}_{\mathcal{A}_{3}} / \sqrt{G^{55}}$ are relevant when $k=0$ and $m_{4}+\left\langle a_{\alpha}^{4}\right\rangle-\left\langle b_{\beta}^{4}\right\rangle=0$. This is achieved if $m_{4}=0$ and $(\alpha, \beta)$ is in the set $L_{\text {ND }}$ such that the D3-branes $\alpha, \beta$ T-dual to a D9-brane and a D5-brane

- belong respectively to stacks of $N_{i i^{\prime}}$ and $D_{j i^{\prime}}$ branes, $i, j=1, \ldots, 16, i^{\prime}=1, \ldots, 4$,
- or belong respectively to stacks of $N_{i, 2 i^{\prime \prime}-1}$ and $D_{j, 2 i^{\prime \prime}}$ branes, $i, j=1, \ldots, 16, i^{\prime \prime}=1,2$,
- or belong respectively to stacks of $N_{j, 2 i^{\prime \prime}}$ and $D_{i, 2 i^{\prime \prime}-1}$ branes, $i, j=1, \ldots, 16, i^{\prime \prime}=1,2$.

Up to exponentially suppressed terms, we thus obtain

$$
\begin{align*}
& \mathcal{A}=\left(G^{55}\right)^{2} \frac{\Gamma\left(\frac{5}{2}\right)}{\pi^{\frac{5}{2}}} \\
& \times \sum_{l_{5}} \frac{4}{\left|2 l_{5}+1\right|^{5}}\left\{\sum_{(\alpha, \beta) \in L_{\mathrm{NN}}}(-)^{2\left(\left\langle a_{\alpha}^{5}\right\rangle-\left\langle a_{\beta}^{5}\right\rangle\right)} \cos \left[2 \pi\left|2 l_{5}+1\right|\left(\epsilon_{\alpha}^{5}-\epsilon_{\beta}^{5}+\frac{G^{54}}{G^{55}}\left(\epsilon_{\alpha}^{4}-\epsilon_{\beta}^{4}\right)\right)\right]\right. \\
& \times \sum_{(\alpha, \beta) \in L_{\mathrm{DD}}}(-)^{2\left(\left(b_{\alpha}^{5}\right\rangle-\left\langle b_{\beta}^{5}\right\rangle\right)} \cos \left[\pi\left|2 l_{5}+1\right| \frac{\left[\left(\epsilon_{\alpha}^{I}-\epsilon_{\beta}^{I}\right) G^{I J}\left(\epsilon_{\alpha}^{J}-\epsilon_{\beta}^{J}\right)+\left(\epsilon_{\alpha}^{4}-\epsilon_{\beta}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\sqrt{G^{55}}}\right) \\
& \times \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right|\left(\xi_{\alpha}^{5}-\xi_{\beta}^{5}+\frac{G^{54}}{G^{55}}\left(\xi_{\alpha}^{4}-\xi_{\beta}^{4}\right)\right)\right] \\
&+\frac{\left[\left(\xi_{\alpha}^{I}-\xi_{\beta}^{I}\right) G_{I J}\left(\xi_{\alpha}^{J}-\xi_{\beta}^{J}\right)+\left(\xi_{\alpha}^{4}-\xi_{\beta}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\left.\sum_{(\alpha, \beta) \in L_{\mathrm{ND}}}^{G^{55}}\right)}  \tag{B.14}\\
&(-)^{2\left(\left\langle a_{\alpha}^{5}\right\rangle-\left\langle b_{\beta}^{5}\right\rangle\right)} \cos \left[2 \pi\left|2 l_{5}+1\right|\left(\epsilon_{\alpha}^{5}-\xi_{\beta}^{5}+\frac{G^{54}}{G^{55}}\left(\epsilon_{\alpha}^{4}-\xi_{\beta}^{4}\right)\right)\right]
\end{align*}
$$

where $c$ is positive of order one.
Proceeding in a similar way with the Möbius amplitude, we may write

$$
\begin{align*}
\mathcal{M}= & -\left(G^{55}\right)^{2} \frac{\Gamma\left(\frac{5}{2}\right)}{\pi^{\frac{5}{2}}} 4 \sum_{k \geq 0}(-1)^{k} c_{k} \sum_{\alpha} \sum_{m_{4}} \sum_{l_{5}} \frac{1}{\left|2 l_{5}+1\right|^{5}} \\
& \left\{\sum_{\vec{m}} \cos \left[2 \pi\left|2 l_{5}+1\right|\left(2 a_{\alpha}^{5}+\frac{G^{54}}{G^{55}}\left(m_{4}+2 a_{\alpha}^{4}\right)\right)\right] \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\mathcal{M}_{\mathcal{M}_{1}}}{\sqrt{G^{55}}}\right)\right. \\
& \left.+\sum_{\vec{n}} \cos \left[2 \pi\left|2 l_{5}+1\right|\left(2 b_{\alpha}^{5}+\frac{G^{54}}{G^{55}}\left(m_{4}+2 b_{\alpha}^{4}\right)\right)\right] \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\mathcal{M}_{\mathcal{M}_{2}}}{\sqrt{G^{55}}}\right)\right\}, \tag{B.15}
\end{align*}
$$

which involves characteristic mass scales

$$
\begin{align*}
& \mathcal{M}_{\mathcal{M}_{1}}^{2}=\left(m_{I}+2 a_{\alpha}^{I}\right) G^{I J}\left(m_{J}+2 a_{\alpha}^{J}\right)+\left(m_{4}+2 a_{\alpha}^{4}\right)^{2} \hat{G}^{44}+k, \\
& \mathcal{M}_{\mathcal{M}_{2}}^{2}=\left(n_{I}+2 b_{\alpha}^{I}\right) G_{I J}\left(n_{J}+2 b_{\alpha}^{J}\right)+\left(m_{4}+2 b_{\alpha}^{4}\right)^{2} \hat{G}^{44}+k \tag{B.16}
\end{align*}
$$

The functions $\mathcal{H}_{\frac{5}{2}}$ are exponentially suppressed unless their arguments satisfy $k=0$ and $m_{I}=$ $-2\left\langle a_{\alpha}^{I}\right\rangle, m_{4}=-2\left\langle a_{\alpha}^{4}\right\rangle$, or $n_{I}=-2\left\langle b_{\alpha}^{I}\right\rangle, m_{4}=-2\left\langle b_{\alpha}^{4}\right\rangle$. As a result, the amplitude takes the following form

$$
\begin{align*}
\mathcal{M}= & -\left(G^{55}\right)^{2} \frac{\Gamma\left(\frac{5}{2}\right)}{\pi^{\frac{5}{2}}} \sum_{\alpha} \sum_{l_{5}} \frac{4}{2 l_{5}+\left.1\right|^{5}}\left\{\cos \left[4 \pi\left|2 l_{5}+1\right|\left(\epsilon_{\alpha}^{5}+\frac{G^{54}}{G^{55}} \epsilon_{\alpha}^{4}\right)\right]\right. \\
& \times \mathcal{H}_{\frac{5}{2}}\left(2 \pi\left|2 l_{5}+1\right| \frac{\left[\epsilon_{\alpha}^{I} G^{I J} \epsilon_{\alpha}^{J}+\left(\epsilon_{\alpha}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\sqrt{G^{55}}}\right) \\
& +\cos \left[4 \pi\left|2 l_{5}+1\right|\left(\xi_{\alpha}^{5}+\frac{G^{54}}{G^{55}} \xi_{\alpha}^{4}\right)\right]  \tag{B.17}\\
& \left.\times \mathcal{H}_{\frac{5}{2}}\left(2 \pi\left|2 l_{5}+1\right| \frac{\left[\xi_{\alpha}^{I} G_{I J} \xi_{\alpha}^{J}+\left(\xi_{\alpha}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\sqrt{G^{55}}}\right)\right\} \\
& +\mathcal{O}\left(G^{55} e^{\left.-\frac{2 \pi c}{\sqrt{G^{55}}}\right) .}\right.
\end{align*}
$$

Adding the annulus and Möbius strip amplitudes, the contribution of the open-string sector to the one-loop effective potential can be written as

$$
\begin{equation*}
-\frac{M_{\mathrm{s}}^{4}}{2(2 \pi)^{4}}(\mathcal{A}+\mathcal{M})=\frac{\Gamma\left(\frac{5}{2}\right)}{\pi^{\frac{13}{2}}} M^{4} \sum_{l_{5}} \frac{\mathcal{N}_{2 l_{5}+1}^{\text {open }}(\epsilon, \xi, G)}{\left|2 l_{5}+1\right|^{5}}+\mathcal{O}\left(\left(M_{\mathrm{s}} M\right)^{2} e^{-2 \pi c \frac{M_{\mathrm{s}}}{M}}\right) \tag{B.18}
\end{equation*}
$$

where $\mathcal{N}_{2 l_{5}+1}^{\text {open }}(\epsilon, \xi, G)$ is given by

$$
\begin{align*}
& \mathcal{N}_{2 l_{5}+1}^{\text {open }}(\epsilon, \xi, G)=2\{ -\sum_{(\alpha, \beta) \in L_{\mathrm{NN}}}(-)^{F} \cos \left[2 \pi\left|2 l_{5}+1\right| \frac{G^{5 I^{\prime}}}{G^{55}}\left(\epsilon_{\alpha}^{I^{\prime}}-\epsilon_{\beta}^{I^{\prime}}\right)\right] \\
& \times \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\left[\left(\epsilon_{\alpha}^{I}-\epsilon_{\beta}^{I}\right) G^{I J}\left(\epsilon_{\alpha}^{J}-\epsilon_{\beta}^{J}\right)+\left(\epsilon_{\alpha}^{4}-\epsilon_{\beta}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\sqrt{G^{55}}}\right) \\
&- \sum_{(\alpha, \beta) \in L_{\mathrm{DD}}}(-)^{F} \cos \left[2 \pi\left|2 l_{5}+1\right| \frac{G^{5 I^{\prime}}}{G^{55}}\left(\xi_{\alpha}^{I^{\prime}}-\xi_{\beta}^{\left.I^{\prime}\right)}\right]\right. \\
& \times \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\left[\left(\xi_{\alpha}^{I}-\xi_{\beta}^{I}\right) G_{I J}\left(\xi_{\alpha}^{J}-\xi_{\beta}^{J}\right)+\left(\xi_{\alpha}^{4}-\xi_{\beta}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\sqrt{G^{55}}}\right)  \tag{B.19}\\
&-\frac{1}{2} \sum_{(\alpha, \beta) \in L_{\mathrm{ND}}}(-)^{F} \cos \left[2 \pi\left|2 l_{5}+1\right| \frac{G^{5 I^{\prime}}}{G^{55}}\left(\epsilon_{\alpha}^{I^{\prime}}-\xi_{\beta}^{I^{\prime}}\right)\right] \\
& \times \mathcal{H}_{\frac{5}{2}}\left(\pi\left|2 l_{5}+1\right| \frac{\left[\left(\epsilon_{\alpha}^{4}-\xi_{\beta}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\sqrt{G^{55}}}\right)
\end{align*}
$$

$$
\begin{aligned}
& +\sum_{\alpha} \cos \left[4 \pi\left|2 l_{5}+1\right| \frac{G^{5 I^{\prime}}}{G^{55}} \epsilon_{\alpha}^{I^{\prime}}\right] \\
& \quad \times \mathcal{H}_{\frac{5}{2}}\left(2 \pi\left|2 l_{5}+1\right| \frac{\left[\epsilon_{\alpha}^{I} G^{I J} \epsilon_{\alpha}^{J}+\left(\epsilon_{\alpha}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\sqrt{G^{55}}}\right) \\
& +\sum_{\alpha} \cos \left[4 \pi\left|2 l_{5}+1\right| \frac{G^{5 I^{\prime}}}{G^{55}} \xi_{\alpha}^{I^{\prime}}\right] \\
& \left.\quad \times \mathcal{H}_{\frac{5}{2}}\left(2 \pi\left|2 l_{5}+1\right| \frac{\left[\xi_{\alpha}^{I} G_{I J} \xi_{\alpha}^{J}+\left(\xi_{\alpha}^{4}\right)^{2} \hat{G}^{44}\right]^{\frac{1}{2}}}{\sqrt{G^{55}}}\right)\right\}
\end{aligned}
$$

In this expression, $F$ is the fermionic number of the string $(\alpha, \beta) \in L_{\mathrm{NN}} \cup L_{\mathrm{DD}} \cup L_{\mathrm{ND}}$.
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#### Abstract

We derive the masses acquired at one loop by massless scalars in the NeumannDirichlet sector of open strings, when supersymmetry is spontaneously broken. It is done by computing two-point functions of "boundary-changing vertex operators" inserted on the boundaries of the annulus and Möbius strip. This requires the evaluation of correlators of "excited boundary-changing fields," which are analogous to excited twist fields for closed strings. We work in the type IIB orientifold theory compactified on $T^{2} \times T^{4} / \mathbb{Z}_{2}$, where $\mathcal{N}=2$ supersymmetry is broken to $\mathcal{N}=0$ by the Scherk-Schwarz mechanism implemented along $T^{2}$. Even though the full expression of the squared masses is complicated, it reduces to a very simple form when the lowest scale of the background is the supersymmetry breaking scale $M_{3 / 2}$. We apply our results to analyze in this regime the stability at the quantum level of the moduli fields arising in the Neumann-Dirichlet sector. This completes the study of Ref. [32], where the quantum masses of all other types of moduli arising in the open- or closed-string sectors are derived. Ultimately, we identify all brane configurations that produce backgrounds without tachyons at one loop and yield an effective potential exponentially suppressed, or strictly positive with runaway behavior of $M_{3 / 2}$.


## 1 Introduction

Superstring-theory models based on two-dimensional conformal field theories of free fields have the advantage of allowing, at least in principle, string amplitudes to be computed exactly in string tension $\alpha^{\prime}$ by including all worldsheet instantons. Backgrounds whose internal spaces are $\mathbb{Z}_{N}$-twist orbifolds of tori are of particular interest since their numbers of spacetime supersymmetries are reduced in a "hard way" compared to the case of toroidal compactifications. In this framework, twisted states in the closed-string Hilbert space are mandatory for modular invariance to hold, which implies "twist fields" to exist in the conformal field theory to create them [1]. String amplitudes involving external states in the twisted sectors are based on correlation functions of twist fields, which are notoriously difficult to handle. Indeed, the seminal work of Ref. [2] presents results only for the case of twist fields creating ground states in the closed-string sector.

In open-string theory, the consistency of orbifold models also implies the presence of distinct D-brane sectors. For instance, in the type IIB orientifold on $T^{4} / \mathbb{Z}_{2}[3-5]$, open strings have either Neumann (N) or Dirichlet (D) boundary conditions in the orbifold directions, and are thus attached to D9- or D5-branes. In particular, strings with Neumann boundary conditions at one end and Dirichlet conditions at the other end populate the ND sector. In string amplitudes involving external states of this type, a conformal transformation maps the legs of the diagram to vertex operators localized along the worldsheet boundary. The key point is that the nature of an ND-sector state implies that the worldsheet boundary condition changes from Neumann on one side of the vertex to Dirichlet on the other side. Hence, vertex operators creating states in the ND sector involve "boundary-changing fields" [6] dressed by other objects encoding the quantum numbers.

It turns out that twist fields and boundary-changing fields have identical OPE's [2,6], up to the fact that the former are inserted in the bulk of the worldsheet and the latter on the boundary. Combining this with the method of images which defines surfaces with boundaries as Rienmann surfaces modded by involutions $[7,8]$, correlation functions of boundarychanging fields can be related to those of twist fields. In the literature, this point of view was applied for computing amplitudes with external states of ND sectors in supersymmetric theories at tree level [9-12] and one loop [13-18], while other approaches were followed in Refs. [19-21].

In the present work, we consider the type IIB orientifold model of Refs. [3-5] compactified on $T^{2} \times T^{4} / \mathbb{Z}_{2}$, when $\mathcal{N}=2$ supersymmetry is spontaneously broken to $\mathcal{N}=0$. The implementation of the breaking consists of a string version [22-29] of the Scherk-Schwarz mechanism [30,31] along one direction of $T^{2}$. In this case, the supersymmetry breaking scale, $M_{3 / 2}$, is a modulus inversely proportional to the size of the compact direction involved in the mechanism. Moreover, the free nature of the bosonic and fermionic fields defining the worldsheet conformal field theory is preserved and the results of Ref. [2] apply. An effective potential which depends on all moduli fields is generated by quantum corrections and the question of their stability must be addressed. Assuming the string coupling to be in perturbative regime, loci in moduli space where the one-loop effective potential is extremal with respect to all moduli fields except $M_{3 / 2}$ have been determined in Ref. [32], up to exponentially suppressed terms. At these points, the potential reads

$$
\begin{equation*}
\mathcal{V}_{1 \text {-loop }}=v\left(n_{\mathrm{F}}-n_{\mathrm{B}}\right) M_{3 / 2}^{4}+\mathcal{O}\left(\left(M_{\mathrm{s}} M_{3 / 2}\right)^{2} e^{-\pi \frac{c M_{\mathrm{s}}}{M_{3} / 2}}\right) \tag{1.1}
\end{equation*}
$$

where $n_{\mathrm{F}}$ and $n_{\mathrm{B}}$ are the numbers of massless fermionic and bosonic degrees of freedom present at genus- 0 . Moreover, $v>0$ is a constant, $M_{\mathrm{s}} \equiv 1 / \sqrt{\alpha^{\prime}}$ is the string scale, and $c M_{\mathrm{s}}$ is the lowest non-vanishing mass scale other than $M_{3 / 2}, 0<c \leq 1$. Hence, Eq. (1.1) is of interest in all regions in moduli space where $c M_{\mathrm{s}}$, which is a compactification scale, is greater than $M_{3 / 2}$. When this is the case and the exponential contributions are neglected, $M_{3 / 2}$ runs away, except when the background satisfies a Bose/Fermi degeneracy at genus-0, $n_{\mathrm{F}}-n_{\mathrm{B}}=0$, implying $M_{3 / 2}$ to be a flat direction (for other theories, see Refs. [33-43]). For arbitrary $n_{\mathrm{F}}-n_{\mathrm{B}}$, though, stability of all remaining moduli fields can be analyzed from different points of view.

In Ref. [32], the mass terms of all moduli fields in the NN and DD open-string sectors were derived by direct computation of the potential for arbitrary backgrounds of these scalars. The untwisted closed-string sector contains three types of moduli fields: Firstly, since the internal metric components do not show up in the dominant term of Eq. (1.1) (except the combination $M_{3 / 2}$ ), they parametrize flat directions up to the suppressed terms. Secondly, heterotic/type I duality was used to show that the Ramond-Ramond (RR) two-form moduli are also flat directions. Finally, the same conclusion definitely applies to the dilaton at one loop. The twisted closed-string sector contains 16 blowing-up modes of $T^{4} / \mathbb{Z}_{2}$ among which 2 to 16 are absorbed by anomalous $U(1)$ 's, which become massive vector fields thanks to
a generalized Green-Schwarz mechanism. In this regard, the present work can be seen as a companion paper of Ref. [32], as it provides a derivation of the mass terms generated at one loop by the remaining moduli fields, namely those belonging to the ND + DN open-string sector. This will be done by computing two-point functions of boundary-changing vertex operators of massless scalars in the ND+DN sector, on the annulus and Möbius strip.

In Sect. 2, we review the description of the type IIB orientifold model with broken $\mathcal{N}=2$ supersymmetry, which involves D9- and D5-branes. Alternative T-dual pictures are also introduced for describing the NN- and DD-sector moduli as positions of D3-branes in the internal space. Sect. 3 defines the string amplitudes we are interested in. Sect. 4 presents all correlators needed to calculate these amplitudes on the double-cover tori of the annulus and Möbius strip. In particular, we review the derivation of Ref. [2] of the correlation function of twist fields that create ground states in the twisted sectors of closed strings. Following the method introduced in Refs. [13-17], we extend the result to the case of "excited twist fields" i.e. operators appearing as higher order terms in the OPE of ordinary twist fields.

In Sect. 5 we compute the two-point functions of interest. While the formulas can be used to extract the one-loop corrections to the Kähler metric and masses of the classically massless scalars of the ND + DN sector, they turn out to be rather cumbersome and obscure. For this reason, we derive in Sect. 6 a simplified expression of the squared masses at one loop that is valid when $M_{3 / 2}$ is lower than all other non-vanishing mass scales present in the background, precisely in the spirit of Eq. (1.1) which holds in this regime.

In Sect. 7, we apply this result to the last two models highlighted in Ref. [32], which presented all brane configurations that are tachyon free (or potentially tachyon free) at one loop $^{1}$ and satisfy $n_{\mathrm{F}}-n_{\mathrm{B}} \geq 0$. The outcome of the two papers is that among the $\mathcal{O}\left(10^{11}\right)$ non-perturbatively consistent brane configurations, there exist 2 tachyon free setups with $n_{\mathrm{F}}-n_{\mathrm{B}}=0$, and 5 with $n_{\mathrm{F}}-n_{\mathrm{B}}>0$. A third configuration with $n_{\mathrm{F}}-n_{\mathrm{B}}=0$ and ND+DNsector moduli is tachyon free at one loop, up to 2 blowing-up modes of $T^{4} / \mathbb{Z}_{2}$ for which we have not computed the quantum mass terms.

Finally, our conclusions can be found in Sect. 8, while technical points are reported in three appendices.
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## 2 The $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ open-string model

In this section, we review the open-string model considered in Ref. [32,44], which realizes at tree level the spontaneous breaking of $\mathcal{N}=2$ supersymmetry in four-dimensional Minkowski spacetime. Our goals are to fix our notations, list the massless spectrum at genus- 0 , and specify the moduli fields whose masses will be computed at one loop in the sections to come.

### 2.1 The supersymmetric parent model

At the supersymmetric level, our starting point is the type IIB orientifold model constructed in six dimensions by Bianchi and Sagnotti [3], as well as by Gimon and Polchinski [4, 5]. Compactified down to four dimensions, the full gravitational background becomes

$$
\begin{equation*}
\mathbb{R}^{1,3} \times T^{2} \times \frac{T^{4}}{\mathbb{Z}_{2}} \tag{2.1}
\end{equation*}
$$

whose coordinates will be labeled by Greek, primed Latin and unprimed Latin indices

$$
\begin{array}{lll}
\text { spacetime: } & X^{\mu}, & \mu \in\{0, \ldots, 3\}, \\
\text { two-torus: } & X^{I^{\prime}}, & I^{\prime} \in\{4,5\}  \tag{2.2}\\
\text { four-torus: } & X^{I}, & I \in\{6, \ldots, 9\}
\end{array}
$$

and where the $\mathbb{Z}_{2}$-orbifold generator is defined as

$$
\begin{equation*}
g: \quad\left(X^{6}, X^{7}, X^{8}, X^{9}\right) \longrightarrow\left(-X^{6},-X^{7},-X^{8},-X^{9}\right) \tag{2.3}
\end{equation*}
$$

The background also contains orientifold planes and D-branes. First of all, there is an O9-plane and 32 D9-branes spanned along all spatial directions. Second, there is an O5plane localized at each of the 16 fixed points of $T^{4} / \mathbb{Z}_{2}$, and 32 D 5 -branes transverse to $T^{4} / \mathbb{Z}_{2}$. Open strings with one end attached to a D9-brane have Neumann boundary conditions in all spacetime coordinates, while those stuck to a D5-brane have Dirichlet boundary conditions along the directions of $T^{4} / \mathbb{Z}_{2}$ (and Neumann along $\mathbb{R}^{1,3} \times T^{2}$ ).

## Moduli fields:

- On the worldvolumes of the 32 D5-branes, the gauge bosons can develop vacuum expectation values (vev's) along $T^{2}$, which are Wilson lines. T-dualizing the two-torus,
the 32 D5-branes become D3-branes whose positions along $\tilde{X}^{I^{\prime}}$, the coordinates along the T-dual torus $\tilde{T}^{2}$ of metric $\tilde{G}_{I^{\prime} J^{\prime}} \equiv G^{I^{\prime} J^{\prime}}$, are nothing but the Wilson-line moduli of the original description [45]. Because in the T-dual picture a D3-brane at ( $\tilde{X}^{I^{\prime}}, X^{I}$ ) is transformed under $\Omega$, the orientifold generator, into an "orientifold-mirror" D3-brane located at $\left(-\tilde{X}^{I^{\prime}},-X^{I}\right)$ [45], there are 64 fixed points in this description, all supporting one O3-plane. ${ }^{2}$ Moreover, at genus-0, there are only 16 independent positions along $\tilde{T}^{2}$, which are associated with the brane/mirror brane pairs.
- The locations of the 32 D3-branes (T-dual to the D5-branes) in $T^{4} / \mathbb{Z}_{2}$ are also allowed to vary, provided this is done consistently with the symmetries generated by $g$ and $\Omega$. Indeed, a D 3 -brane sitting at $\left(\tilde{X}^{I^{\prime}}, X^{I}\right)$ must be paired with an image brane under $g$ at $\left(\tilde{X}^{I^{\prime}},-X^{I}\right)$. Moreover, both admit "mirror branes" under $\Omega$, which are located at $\left(-\tilde{X}^{I^{\prime}},-X^{I}\right)$ and $\left(-\tilde{X}^{I^{\prime}}, X^{I}\right)$. Hence, there are at most 8 independent D3-brane positions in $T^{4} / \mathbb{Z}_{2}$. Notice that this number is lowered when there are 2 modulo 4 D3branes sitting on one of the 64 O 3 -planes, since such a configuration is still symmetric under $g$ and $\Omega$ but does not allow 2 D3-branes to move in the bulk of $T^{4} / \mathbb{Z}_{2}$. In other words, 2 D3-branes have rigid positions in $T^{4} / \mathbb{Z}_{2}$.
- Applying a T-duality on the four-torus of the background (2.1), D5-branes and D9branes are turned into each other. Therefore, all moduli fields described for the D5branes admit counterparts for the D9-branes. In particular, the D9-brane moduli are mapped into positions of 32 D 3 -branes in $\tilde{T}^{2} \times \tilde{T}^{4} / \mathbb{Z}_{2}$, where $\tilde{T}^{4}$ is the dual four-torus with metric $\tilde{G}_{I J} \equiv G^{I J}$ and coordinates $\tilde{X}^{I}$. In this alternative T-dual picture, there are again 64 O3-planes at the fixed points of the inversion $\left(\tilde{X}^{I^{\prime}}, \tilde{X}^{I}\right) \rightarrow\left(-\tilde{X}^{I^{\prime}},-\tilde{X}^{I}\right) .{ }^{3}$
- In the original picture involving D5- and D9-branes, all open-string moduli described so far correspond to modes realized in the DD and NN sectors. However, open strings stretched between one D5-brane and one D9-brane can also lead to moduli fields. The present paper is devoted to the study of these moduli. To be specific, we will derive the masses they acquire at one loop, when supersymmetry is spontaneously broken and their vev's vanish. When these moduli condense, the backgrounds can be described in terms of brane recombinations or magnetized branes [46-49].

[^66]
(a) Configuration of D3-branes associated with D5branes (orange) and D9-branes (green) in T-dual pictures. In this example, all D3-branes sit on O3planes (blue dots).

(b) Labelling of the fixed points $i^{\prime} \in\{1, \ldots, 4\}$ along the directions of $\tilde{T}^{2}$, and schematic labelling of the fixed points $i \in\{1, \ldots, 16\}$ along the directions of $T^{4}$ or $\tilde{T}^{4} . i^{\prime}=1$ or 3 correspond to points at $\tilde{X}^{5}=0$, while $i^{\prime}=2$ or 4 correspond to points at $\tilde{X}^{5}=\pi$, where $\tilde{X}^{5}$ is the coordinate T-dual to the direction along which the Scherk-Schwarz mechanism is implemented.

Figure 1: Description in terms of D3-brane positions of the moduli arising from the NN and DD sectors of the orientifold theory.

Geometric picture: In order to specify a particular set of vev's for the moduli arising from the DD and NN sectors, we will use a pictorial representation [32], as shown in Fig. 1a. We represent the fundamental domain of $\tilde{T}^{2} \times T^{4} / \mathbb{Z}_{2}$ modded by the involution $\left(\tilde{X}^{I^{\prime}}, X^{I}\right) \rightarrow$ $\left(-\tilde{X}^{I^{\prime}},-X^{I}\right)$ by a schematic six-dimensional "box", with an O3-plane represented by a dot at each fixed point i.e. corner of the box. The moduli in the DD sector correspond to the positions of the 32 D 3 -branes (drawn in orange) T-dual to the D5-branes. Similarly, we consider a second box corresponding to the fundamental domain of $\tilde{T}^{2} \times \tilde{T}^{4} / \mathbb{Z}_{2}$ modded by the involution $\left(\tilde{X}^{I^{\prime}}, \tilde{X}^{I}\right) \rightarrow\left(-\tilde{X}^{I^{\prime}},-\tilde{X}^{I}\right)$, with the moduli of the NN sector given by the positions of the 32 D3-branes (drawn in green) T-dual to the D9-branes. Finally, we
superpose the two boxes, keeping in mind that the resulting picture combines information from two distinct T-dual descriptions of the same theory.

In the schematic example of Fig. 1a, all D3-branes are located on O3-planes. Indeed, it has been shown in Ref. [32] that in presence of supersymmetry breaking (to be introduced in the next subsection) these configurations are of particular interest, since they yield extrema of the one-loop effective potential with respect to the moduli arising from the NN and DD sectors (except for $M_{3 / 2}$ when $n_{\mathrm{F}} \neq n_{\mathrm{B}}$ ), up to exponentially suppressed terms (see Eq. (1.1)). Therefore, from now on, we will consider background values of the moduli in the DD and NN sectors corresponding to stacks of D3-branes all located on corners of the six-dimensional boxes. To this end, we label the 64 corners by a double index $i i^{\prime}$, where $i \in\{1, \ldots, 16\}$ refers to the fixed points of $T^{4} / \mathbb{Z}_{2}$ ( or $\tilde{T}^{4} / \mathbb{Z}_{2}$ ), and $i^{\prime} \in\{1, \ldots, 4\}$ is associated with those in the $\tilde{T}^{2}$ directions. Hence, the coordinates of corner $i i^{\prime}$ are captured by a two-vector $2 \pi \vec{a}_{i^{\prime}}$ and a four-vector $2 \pi \vec{a}_{i}$, whose components satisfy

$$
\begin{equation*}
a_{i^{\prime}}^{I^{\prime}}, a_{i}^{I} \in\left\{0, \frac{1}{2}\right\}, \quad i^{\prime} \in\{1, \ldots, 4\}, \quad i \in\{1, \ldots, 16\} . \tag{2.4}
\end{equation*}
$$

Fig. 1b shows how the labelling looks like when the fixed points $i \in\{1, \ldots, 16\}$ are schematically arranged linearly along a vertical axis. In these notations, we will denote by $D_{i i^{\prime}}$ and $N_{i i^{\prime}}$ the numbers of D3-branes T-dual to the D5-branes and D9-branes that are located at corners $i i^{\prime}$ of the appropriate boxes.

### 2.2 Spontaneous supersymmetry breaking

In quantum field theory, the Scherk-Schwarz mechanism amounts to imposing fields to satisfy boundary conditions along compact directions that are compatible with global symmetries and depend on associated conserved charges [30,31]. When charges vary between superpartners, distinct Kaluza-Klein masses arise in lower dimension and supersymmetry is spontaneously broken. The implementation of this mechanism in closed-string theory was developed in Refs. [50-54], and extended to the open-string framework in Refs. [22-29].

In the model based on the background (2.1), we make the choice to implement the ScherkSchwarz mechanism along the periodic direction $X^{5}$ only, and to use the fermionic number $F$ as conserved charge. In practice, $F=0$ for the bosonic degrees of freedom and $F=1$ for the fermionic ones. Denoting $\vec{m}^{\prime}$ the two-vector whose components are the Kaluza-Klein
momenta $\left(m_{4}, m_{5}\right) \in \mathbb{Z}^{2}$ along $T^{2}$, the lattices of zero modes appearing in the one-loop partition function are shifted according to the rules ${ }^{4}$

$$
\begin{array}{ll}
\vec{m}^{\prime}+F \vec{a}_{\mathrm{S}}^{\prime} & \text { for closed string },  \tag{2.5}\\
\vec{m}^{\prime}+F \vec{a}_{\mathrm{S}}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}} & \text { for open string },
\end{array}
$$

where we have defined

$$
\begin{equation*}
\vec{a}_{\mathrm{S}}^{\prime}=\left(0, \frac{1}{2}\right) . \tag{2.6}
\end{equation*}
$$

As a result, the two gravitino masses are

$$
\begin{equation*}
M_{3 / 2}=\frac{\sqrt{G^{55}}}{2} M_{\mathrm{s}} \tag{2.7}
\end{equation*}
$$

which is the scale of $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ spontaneous breaking of supersymmetry. In the open-string case, the extra shift $\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}$ arises from the Wilson-line background along $T^{2}$ of the gauge fields living on the worldvolumes of the D5- and D9-branes. In the D3-brane T-dual pictures, it means that an open string is stretched between D3-branes sitting on corners $i i^{\prime}$ and $j j^{\prime}$, regardless of whether they are dual to D5- or D9-branes. ${ }^{5}$ Because of the particular role played by the direction $\tilde{X}^{5}$, which is T-dual to the Scherk-Schwarz direction $X^{5}$ of the original picture, it is convenient to specify our labelling of the fixed points along the directions of $\tilde{T}^{2}$. We will denote by $i^{\prime}=1$ and 3 those located at $\tilde{X}^{5}=0$, and by $i^{\prime}=2$ and 4 those located at $\tilde{X}^{5}=\pi$ (see Fig. 1b).

Partition function: The one-loop partition function can be divided into four contributions $Z_{\Sigma}$, which can be derived from path integrals on worldsheets whose topologies are those of a torus $(\mathcal{T})$, Klein bottle $(\mathcal{K})$, annulus $(\mathcal{A})$ and Möbius strip $(\mathcal{M})$. These contributions can also be expressed as supertraces over the modes belonging to the untwisted and twisted closed-string sectors, as well as over those in the NN, DD, ND and DN open-string sectors. For the closed strings, we have

$$
\begin{equation*}
Z_{\mathcal{T}}=\frac{1}{\tau_{2}^{2}} \operatorname{Str} \frac{1}{2} \frac{1+g}{2} q^{L_{0}-\frac{1}{2}} \bar{q}^{\tilde{L}_{0}-\frac{1}{2}}, \quad Z_{\mathcal{K}}=\frac{1}{\tau_{2}^{2}} \operatorname{Str} \frac{\Omega}{2} \frac{1+g}{2} q^{L_{0}-\frac{1}{2}} \bar{q}^{\tilde{L}_{0}-\frac{1}{2}}, \quad q=e^{2 i \pi \tau} \tag{2.8}
\end{equation*}
$$

[^67]where $\tau$ is the Teichmüller parameter of the worldsheet torus with real and imaginary parts denoted $\tau_{1}$ and $\tau_{2}>0$, while for the open strings we have
\[

$$
\begin{equation*}
Z_{\mathcal{A}}=\frac{1}{\tau_{2}^{2}} \operatorname{Str} \frac{1}{2} \frac{1+g}{2} q^{\frac{1}{2}\left(L_{0}-1\right)}, \quad Z_{\mathcal{M}}=\frac{1}{\tau_{2}^{2}} \operatorname{Str} \frac{\Omega}{2} \frac{1+g}{2} q^{\frac{1}{2}\left(L_{0}-1\right)}, \quad q=e^{-2 \pi \tau_{2}} . \tag{2.9}
\end{equation*}
$$

\]

In these formulas, $L_{0}, \tilde{L}_{0}$ are the zero-frequency Virasoro operators.
In order to give explicit expressions of $Z_{\mathcal{A}}$ and $Z_{\mathcal{M}}$, we first define four-vectors $\vec{m}$ and $\vec{n}$ whose components are the Kaluza-Klein momenta $m_{I} \in \mathbb{Z}$ and winding numbers $n_{I} \in \mathbb{Z}$ along the directions of $T^{4}$. The lattices of zero modes (to be shifted by Wilson lines) of the bosonic coordinates are then given by

$$
\begin{align*}
\sum_{\vec{m}} P_{\vec{m}}^{(4)}\left(i \tau_{2}\right) & =\sum_{\vec{m}} e^{-\pi \tau_{2} m_{I} G^{I J} m_{J}} & \text { for the NN sector, } \\
\sum_{\vec{n}} W_{\vec{n}}^{(4)}\left(i \tau_{2}\right) & =\sum_{\vec{n}} e^{-\pi \tau_{2} n_{I} G_{I J} n_{J}} & \text { for the DD sector, }  \tag{2.10}\\
1 & & \text { for the ND and DN sectors },
\end{align*}
$$

while the lattice of momenta along $T^{2}$ is

$$
\begin{equation*}
\sum_{\vec{m}^{\prime}} P_{\overrightarrow{m^{\prime}}}^{(2)}\left(i \tau_{2}\right)=\sum_{\overrightarrow{\vec{m}^{\prime}}} e^{-\pi \tau_{2} m_{I^{\prime}} G^{I^{\prime} J^{\prime}} m_{J^{\prime}}} \tag{2.11}
\end{equation*}
$$

in all open-string sectors.
In the annulus contribution to the partition function, the actions of the neutral group element 1 and generator $g$ on the Chan-Paton indices can be represented by matrices acting on each Neumann or Dirichlet sector $i i^{\prime}[4,5]$,

$$
\begin{array}{ll}
\gamma_{\mathrm{N}, 1}^{i i^{\prime}}=I_{N_{i i^{\prime}}}, & \gamma_{\mathrm{N}, g}^{i i^{\prime}}=J_{N_{i i^{\prime}}},  \tag{2.12}\\
\gamma_{\mathrm{D}, 1}^{i i^{\prime}}=I_{D_{i i^{\prime}}}, & \gamma_{\mathrm{D}, g}^{i i^{\prime}}=J_{D_{i i^{\prime}}},
\end{array}
$$

where $I_{k}$ is the $k \times k$ identity matrix while for $k$ even

$$
J_{k}=\left(\begin{array}{cc}
0 & I_{\frac{k}{2}}  \tag{2.13}\\
-I_{\frac{k}{2}} & 0
\end{array}\right) .
$$

Actually, the precise dictionary between the above matrices and those defined in Refs. [4, 5] can be found in Appendix A. To be specific, by labelling the branes with Greek indices, the actions of $G=1$ or $g$ are represented in the NN sector as follows:

$$
\begin{equation*}
\forall \alpha \in\left\{1, \ldots, N_{i i^{\prime}}\right\}, \forall \beta \in\left\{1, \ldots, N_{j j^{\prime}}\right\}, \quad|\alpha \beta\rangle \rightarrow \sum_{\alpha^{\prime}=1}^{N_{i i^{\prime}}} \sum_{\beta^{\prime}=1}^{N_{j j^{\prime}}}\left(\gamma_{\mathrm{N}, G}^{i i^{\prime}}\right)_{\alpha \alpha^{\prime}}\left|\alpha^{\prime} \beta^{\prime}\right\rangle\left(\gamma_{\mathrm{N}, G}^{j j^{\prime}-1}\right)_{\beta^{\prime} \beta} . \tag{2.14}
\end{equation*}
$$

Similar expressions apply to the DD sector for $G=1, g$, as well as to the ND and DN sectors for $G=1$. There exists only one subtlety in the ND and DN sectors for $G=g$, where one has to multiply all Neumann matrices by signs in the transformation rules,

$$
\begin{equation*}
\gamma_{\mathrm{N}, g}^{i i^{\prime}} \quad \longrightarrow \quad e^{4 i \pi \vec{a}_{\cdot} \cdot \vec{a}_{j}} \gamma_{\mathrm{N}, g}^{i i^{\prime}} \tag{2.15}
\end{equation*}
$$

where the index $j$ refers to the fixed point of $T^{4} / \mathbb{Z}_{2}$ where the stack of D 5 -branes sits. This is explained in Ref. [5] and translated into the notations of our paper in Appendix A. Moreover, the worldsheet fermions associated with the directions $X^{2}, \ldots, X^{5}$ on the one-hand, and those associated with the directions $X^{6}, \ldots, X^{9}$ on the other hand, yield contributions expressed as characters of the $S O(4)$ affine algebra. The latter are associated with a singlet (O), vectorial (V) and two spinorial (S and C) conjugacy classes [55-57]. For the annulus partition function, these characters denoted $O_{4}, V_{4}, S_{4}, C_{4}$ are defined in Eq. (B.4) and evaluated at argument $i \tau_{2} / 2$. Altogether, one obtains

$$
\begin{align*}
& Z_{\mathcal{A}}=\frac{1}{4} \frac{1}{\tau_{2}^{2}} \sum_{\substack{i, i^{\prime} \\
j, j^{\prime}}} \\
& \left\{\left[\left(V_{4} O_{4}+O_{4} V_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{j j^{\prime}-1}\right) \sum_{\vec{m}} \frac{P_{\vec{m}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}}{\eta^{4}}+\operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{j j^{\prime}-1}\right) \sum_{\vec{n}} \frac{W_{\vec{n}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}}{\eta^{4}}\right)\right.\right. \\
& -\left(V_{4} O_{4}-O_{4} V_{4}\right) \delta_{i j}\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{j j^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{j j^{\prime}-1}\right)\right)\left(\frac{2 \eta}{\vartheta_{2}}\right)^{2} \\
& +\left(O_{4} C_{4}+V_{4} S_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{j j^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{j j^{\prime}-1}\right)\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2}  \tag{2.16}\\
& \left.-\left(O_{4} C_{4}-V_{4} S_{4}\right) e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{j j^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{j j^{\prime}-1}\right)\right)\left(\frac{\eta}{\vartheta_{3}}\right)^{2}\right] \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}}^{(2)}}{\eta^{4}} \\
& -\left[\left(S_{4} S_{4}+C_{4} C_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{j j^{\prime}-1}\right) \sum_{\vec{m}} \frac{P_{\vec{m}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}}{\eta^{4}}+\operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{j j^{\prime}-1}\right) \sum_{\vec{n}} \frac{W_{\vec{n}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}}{\eta^{4}}\right)\right. \\
& -\left(C_{4} C_{4}-S_{4} S_{4}\right) \delta_{i j}\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{j j^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{j j^{\prime}-1}\right)\right)\left(\frac{2 \eta}{\vartheta_{2}}\right)^{2} \\
& +\left(S_{4} O_{4}+C_{4} V_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{j j^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{j j^{\prime}-1}\right)\right)\left(\frac{\eta}{\vartheta_{4}}\right)^{2} \\
& \left.\left.-\left(S_{4} O_{4}-C_{4} V_{4}\right) e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{j j^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, g}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{j j^{\prime}-1}\right)\right)\left(\frac{\eta}{\vartheta_{3}}\right)^{2}\right] \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}}^{(2)}}{\eta^{4}}\right\} .
\end{align*}
$$

In the the Möbius-strip contribution to the partition function, the actions of $\Omega$ and $\Omega g$ on the Chan-Paton indices can be represented by matrices associated with each Neumann
or Dirichlet sector $i i^{\prime}$,

$$
\begin{array}{ll}
\gamma_{\mathrm{N}, \Omega}^{i i^{\prime}}=I_{N_{i i^{\prime}}}, & \gamma_{\mathrm{N}, \Omega g}^{i i^{\prime}}=J_{N_{i i^{\prime}}}  \tag{2.17}\\
\gamma_{\mathrm{D}, \Omega g}^{i i^{\prime}}=I_{D_{i i^{\prime}}}, & \gamma_{\mathrm{D}, \Omega}^{i i^{\prime}}=J_{D_{i i^{\prime}}}
\end{array}
$$

Notice the inverted roles of $\Omega$ and $\Omega g$ in the Neumann and Dirichlet sectors. The precise actions of $\Omega G$ for $G=1$ or $g$ on the NN sector are [4]

$$
\begin{equation*}
\forall \alpha \in\left\{1, \ldots, N_{i i^{\prime}}\right\}, \forall \beta \in\left\{1, \ldots, N_{j j^{\prime}}\right\}, \quad|\alpha \beta\rangle \rightarrow \sum_{\alpha^{\prime}=1}^{N_{i i^{\prime}}} \sum_{\beta^{\prime}=1}^{N_{j j^{\prime}}}\left(\gamma_{\mathrm{N}, \Omega G}^{i i^{\prime}}\right)_{\alpha \alpha^{\prime}}\left|\beta^{\prime} \alpha^{\prime}\right\rangle\left(\gamma_{\mathrm{N}, \Omega G}^{j j^{\prime}-1}\right)_{\beta^{\prime} \beta}, \tag{2.18}
\end{equation*}
$$

and similarly for the DD sector. As compared to Eq. (2.14), note the reversal $\alpha^{\prime} \beta^{\prime} \rightarrow \beta^{\prime} \alpha^{\prime}$ in the transformation rule. As a result, the ND and DN sectors automatically yield vanishing contributions in the defining trace of $Z_{\mathcal{M}}$. Moreover, all characters denoted generically as $\hat{\chi}$ appearing in the Möbius strip partition function can be defined in terms of their counterparts $\chi$ in the annulus amplitude by the relation $[58,59]$

$$
\begin{equation*}
\hat{\chi}\left(\frac{1}{2}+i \frac{\tau_{2}}{2}\right)=e^{-i \pi\left(h-\frac{c}{24}\right)} \chi\left(\frac{1}{2}+i \frac{\tau_{2}}{2}\right), \tag{2.19}
\end{equation*}
$$

where $h$ is the weight of the associated primary state and $c$ the central charge of the Verma module. With these notations, one obtains

$$
\begin{align*}
Z_{\mathcal{M}}= & -\frac{1}{4} \sum_{i, i^{\prime}}\left\{\left[\left(\hat{V}_{4} \hat{O}_{4}+\hat{O}_{4} \hat{V}_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{N}, \Omega}^{i i^{\prime}-1}\right) \sum_{\vec{m}} \frac{P_{\vec{m}}^{(4)}}{\hat{\eta}^{4}}+\operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega \Omega}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{D}, \Omega g}^{i i^{\prime}-1}\right) \sum_{\vec{n}} \frac{W_{\vec{n}}^{(4)}}{\hat{\eta}^{4}}\right)\right.\right. \\
& \left.-\left(\hat{V}_{4} \hat{O}_{4}-\hat{O}_{4} \hat{V}_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega g}^{i i^{\prime} \mathrm{T}} \mathrm{~T}_{\mathrm{N}, \Omega g}^{i i^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{D}, \Omega}^{i i^{\prime}-1}\right)\right)\left(\frac{2 \hat{\eta}}{\hat{\vartheta}_{2}}\right)^{2}\right] \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}}^{(2)}}{\hat{\eta}^{4}} \\
& -\left[\left(\hat{C}_{4} \hat{C}_{4}+\hat{S}_{4} \hat{S}_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{N}, \Omega}^{i i^{\prime}-1}\right) \sum_{\vec{m}} \frac{P_{\vec{m}}^{(4)}}{\hat{\eta}^{4}}+\operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega g}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{D}, \Omega g}^{i i^{\prime},-1}\right) \sum_{\vec{n}} \frac{W_{\vec{n}}^{(4)}}{\hat{\eta}^{4}}\right)\right.  \tag{2.20}\\
& \left.\left.-\left(\hat{C}_{4} \hat{C}_{4}-\hat{S}_{4} \hat{S}_{4}\right)\left(\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega g}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{N}, \Omega g}^{i i^{\prime}-1}\right)+\operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{D}, \Omega}^{i i^{\prime},-1}\right)\right)\left(\frac{2 \hat{\eta}}{\hat{\vartheta}_{2}}\right)^{2}\right] \sum_{\vec{m}^{\prime}} \frac{P_{\vec{m}^{\prime}+\vec{a}_{\mathrm{S}}^{\prime}}^{(2)}}{\hat{\eta}^{4}}\right\},
\end{align*}
$$

where the arguments of all hatted characters are $\left(1+i \tau_{2}\right) / 2$, and the superscript T stands for the transposition of the matrix to which it applies.

For completeness, the closed-string sector contributions to the partition function $Z_{\mathcal{T}}$ and $Z_{\mathcal{K}}$ are displayed in Appendix B.

Spectrum: The classical massless spectrum can be read from the partition function. To this end, it is useful to evaluate the traces over the Chan-Paton indices in the open string
sector, which yields

$$
\begin{align*}
N_{i i^{\prime}} \equiv n_{i i^{\prime}}+\bar{n}_{i i^{\prime}} & =\operatorname{tr} \gamma_{\mathrm{N}, 1}^{i i^{\prime}}=\operatorname{tr} \gamma_{\mathrm{N}, 1}^{i i^{\prime}-1}=\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega}^{i i^{\prime}} \gamma_{\mathrm{N}, \Omega}^{i i^{\prime}-1}\right)=\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega g}^{i i^{\prime}} \gamma_{\mathrm{N}, \Omega g}^{i i^{\prime}}-1\right. \\
0 \equiv i\left(n_{i i^{\prime}}-\bar{n}_{i i^{\prime}}\right) & =\operatorname{tr} \gamma_{\mathrm{N}, g}^{i i^{\prime}}=-\operatorname{tr} \gamma_{\mathrm{N}, g}^{i \mathrm{i}^{\prime}-1}  \tag{2.21}\\
D_{i i^{\prime}} \equiv d_{i i^{\prime}}+\bar{d}_{i i^{\prime}} & =\operatorname{tr} \gamma_{\mathrm{D}, 1}^{i i^{\prime}}=\operatorname{tr} \gamma_{\mathrm{D}, 1}^{i i^{\prime}-1}=\operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega g}^{i i^{\prime} T} \gamma_{\mathrm{D}, \Omega g}^{i i^{\prime}-1}\right)=\operatorname{tr}\left(\gamma_{\mathrm{D}, \Omega}^{i i^{\prime} T} \gamma_{\mathrm{D}, \Omega}^{i i^{\prime}-1}\right), \\
0 \equiv i\left(d_{i i^{\prime}}-\bar{d}_{i i^{\prime}}\right) & =\operatorname{tr} \gamma_{\mathrm{D}, g}^{i i^{\prime},}=-\operatorname{tr} \gamma_{\mathrm{D}, g}^{i i^{\prime}-1},
\end{align*}
$$

where we use the fact that the matrix $J_{k}$ for $k$ even has equal number of eigenvalues $i$ and $-i$.
From $Z_{\mathcal{A}}+Z_{\mathcal{M}}$, one finds that the massless bosonic degrees of freedom are the low-lying modes of the combinations of characters

$$
\begin{align*}
& \frac{1}{\eta^{8}} \sum_{i, i^{\prime}}\left\{V_{4} O_{4}\left[n_{i i^{\prime}} \bar{n}_{i i^{\prime}}+d_{i i^{\prime}} \bar{d}_{i i^{\prime}}\right]\right. \\
& +O_{4} V_{4}\left[\frac{n_{i i^{\prime}}\left(n_{i i^{\prime}}-1\right)}{2}+\frac{\bar{n}_{i i^{\prime}}\left(\bar{n}_{i i^{\prime}}-1\right)}{2}+\frac{d_{i i^{\prime}}\left(d_{i i^{\prime}}-1\right)}{2}+\frac{\bar{d}_{i i^{\prime}}\left(\bar{d}_{i i^{\prime}}-1\right)}{2}\right]  \tag{2.22}\\
& \left.+O_{4} C_{4} \sum_{j}\left[\frac{1-e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}}{2}\left(n_{i i^{\prime}} d_{j i^{\prime}}+\bar{n}_{i i^{\prime}} \bar{d}_{j i^{\prime}}\right)+\frac{1+e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}}{2}\left(n_{i i^{\prime}} \bar{d}_{j i^{\prime}}+\bar{n}_{i i^{\prime}} d_{j i^{\prime}}\right)\right]\right\} .
\end{align*}
$$

In the products of $S O(4)$ characters, the first is telling us whether the states belong to vectorial or singlet representations of the six-dimensional Lorentz group. Hence, the first line corresponds to the bosonic parts of an $\mathcal{N}=2$ vector multiplet in the adjoint representation of the open-string gauge group

$$
\begin{equation*}
\prod_{i i^{\prime} / n_{i i^{\prime}} \neq 0} U\left(n_{i i^{\prime}}\right) \times \prod_{j j^{\prime} / d_{j j^{\prime}} \neq 0} U\left(d_{j j^{\prime}}\right), \quad \text { where } \quad \sum_{i i^{\prime}} n_{i i^{\prime}}=\sum_{i i^{\prime}} d_{i i^{\prime}}=16, \tag{2.23}
\end{equation*}
$$

while the second line corresponds to the bosonic parts of one hypermultiplet in the antisymmetric $\oplus \overline{\text { antisymmetric }}$ representation of each unitary factor. All of these states, which arise in the NN and DD sectors, are visualized in Fig. 2a as strings drawn in green (NN) or orange (DD) solid lines with both ends attached to the same stacks of D3-branes. On the contrary, the third line in (2.22), which is associated with the ND + DN sector, corresponds to the bosonic part of one hypermultiplet in the fundamental $\otimes$ fundamental representation of each $U\left(n_{i i^{\prime}}\right) \times U\left(d_{j i^{\prime}}\right)$ if $e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}=-1$, and in the fundamental $\otimes \overline{\text { fundamental }}$ of this group product if $e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}=1 .{ }^{6}$ They are depicted in Fig. 2b as khaki strings drawn in solid lines stretched between corners $i i^{\prime}$ and $j i^{\prime}$, i.e. fixed points with identical positions in $\tilde{T}^{2}$. As

[^68]already mentioned in Footnote 5, even if convenient, the visualization in terms of stretched strings is abusive in this case since corners $i i^{\prime}$ and $j i^{\prime}$ are understood in distinct T-dual descriptions. Notice that the moduli whose masses we want to calculate in the present work are among these scalars.

(a) Bosonic states in the NN and DD sectors are massless when their ends are attached to the same stack of branes. By contrast, fermionic states in the NN and DD sectors are massless when they are realized as strings stretched between corners of the sixdimensional boxes that are facing each other along the T-dual Scherk-Schwarz direction.

(b) Massless bosonic states in the ND + DN sector are symbolized as strings attached to stacks of D3branes T-dual to D9-branes and D5-branes that are located at corners having the same coordinates $\tilde{X}^{4}$ and $\tilde{X}^{5}$. For the massless fermionic states in the $\mathrm{ND}+\mathrm{DN}$ sector, the corners have same coordinate $\tilde{X}^{4}$ and distinct coordinate $\tilde{X}^{5}$.

Figure 2: Visualization of the massless open-string states in the D3-brane pictures. The scalars are depicted as solid lines and the fermions as dashed lines.

To proceed the same way for the fermions, it is convenient to define a new double-primed index $i^{\prime \prime} \in\{1,2\}$ and write $i^{\prime}=2 i^{\prime \prime}$ or $2 i^{\prime \prime}-1$. The massless fermionic degrees of freedom extracted from $Z_{\mathcal{A}}+Z_{\mathcal{M}}$ are then identified as the low-lying modes of the following characters,

$$
\begin{align*}
& \frac{1}{\eta^{8}} \sum_{i, i^{\prime \prime}}\left\{C_{4} C_{4}\left[n_{i, 2 i^{\prime \prime}-1} \bar{n}_{i, 2 i^{\prime \prime}}+\bar{n}_{i, 2 i^{\prime \prime}-1} n_{i, 2 i^{\prime \prime}}+d_{i, 2 i^{\prime \prime}-1} \bar{d}_{i, 2 i^{\prime \prime}}+\bar{d}_{i, 2 i^{\prime \prime}-1} d_{i, 2 i^{\prime \prime}}\right]\right. \\
& +S_{4} S_{4}\left[n_{i, 2 i^{\prime \prime}-1} n_{i, 2 i^{\prime \prime}}+\bar{n}_{i, 2 i^{\prime \prime}-1} \bar{n}_{i, 2 i^{\prime \prime}}+d_{i, 2 i^{\prime \prime}-1} d_{i, 2 i^{\prime \prime}}+\bar{d}_{i, 2 i^{\prime \prime}-1} \bar{d}_{i, 2 i^{\prime \prime}}\right] \\
& +S_{4} O_{4} \sum_{j}\left[\frac{1-e^{4 i \pi a_{i} \cdot \vec{a}_{j}}}{2}\left(n_{i, 2 i^{\prime \prime}-1} d_{j, 2 i^{\prime \prime}}+\bar{n}_{i, 2 i^{\prime \prime}-1} \bar{d}_{j, 2 i^{\prime \prime}}+n_{i, 2 i^{\prime \prime}} d_{j, 2 i^{\prime \prime}-1}+\bar{n}_{i, 2 i^{\prime \prime}} \bar{d}_{j, 2 i^{\prime \prime}-1}\right)\right.  \tag{2.24}\\
& \left.\left.\quad+\frac{1+e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}}{2}\left(n_{i, 2 i^{\prime \prime}-1} \bar{d}_{j, 2 i^{\prime \prime}}+\bar{n}_{i, 2 i^{\prime \prime}-1} d_{j, 2 i^{\prime \prime}}+n_{i, 2 i^{\prime \prime}} \bar{d}_{j, 2 i^{\prime \prime}-1}+\bar{n}_{i, 2 i^{\prime \prime}} d_{j, 2 i^{\prime \prime}-1}\right)\right]\right\} .
\end{align*}
$$

They all correspond to fermionic parts of hypermultiplets in fundamental $\otimes$ fundamental or fundamental $\otimes \overline{\text { fundamental }}$ representations of pairs of unitary groups supported by stacks of D3-branes (in the T-dual pictures) located at corners with distinct coordinates along the Scherk-Schwarz direction $\tilde{X}^{5}$ (and possibly distinct positions in $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$ in the ND + DN sector). They appear as strings drawn in dashed lines in Fig. 2: Green and orange for the NN and DD sectors in Fig. 2a, and khaki for the ND+DN sector in Fig. 2b. Actually, massless fermions are realized as string stretched along the $\tilde{X}^{5}$ direction, translating the fact that the shifts of $m_{5}^{\prime}$ arising from the Wilson lines and the Scherk-Schwarz mechanism compensate each other (see Eq. (2.5)).

Because the closed-string spectrum is neutral with respect to the gauge group generated by the open strings, it is independent of the deformations $\vec{a}_{i}$ and $\vec{a}_{i^{\prime}}$. As a result, all fermions initially massless in the parent supersymmetric model of Sect. 2.1 acquire tree-level masses equal to $M_{3 / 2}$ thanks to the Scherk-Schwarz mechanism. At the massless level, we are left with bosons, which are easily listed from a six-dimensional point of view. The untwisted sector contains the components $(G+C)_{\hat{\mu} \hat{\nu}}, \hat{\mu}, \hat{\nu} \in\{2, \ldots, 5\}$, and the internal components $(G+C)_{I J}$, which yield $(6-2) \times(6-2)+4 \times 4$ degrees of freedom. Moreover, there are $4 \times 16$ real scalars arising from the twisted hypermultiplets.

## 3 Two-point functions of massless ND and DN states

In Ref. [32] the masses at one loop of the open-string moduli arising from the NN and DD sectors were derived by using the background field method. However, in the case of the moduli in the ND+DN sector, the partition function for arbitrary vev's of these scalars is not known and this approach cannot be applied. Therefore, we will derive in Sects. 5 and 6
the one-loop masses of all classically massless scalars in the bifundamental representations of unitary groups supported by D9- and D5-branes by computing two-point correlation functions with external states in the massless ND and DN bosonic sectors. This will be done by applying techniques first introduced in classical open-string theories in Refs. [9-11], and at one loop in Refs. [13-17]. For now, we define the relevant vertex operators and open-string amplitudes.

### 3.1 Vertex operators and amplitudes

In the T-dual pictures, let us consider two corners $i_{0} i_{0}^{\prime}$ and $j_{0} i_{0}^{\prime}$ on which are located $N_{i_{0} i_{0}^{\prime}} \geq 2$ and $D_{j_{0} i_{0}^{i}} \geq 2$ D3-branes T-dual to D9-branes and D5-branes, respectively. As seen in the third line of Eq. (2.22), the open strings "stretched" between these stacks give rise to $2 n_{i_{0} i_{0}^{\prime}} d_{j_{0} j_{0}^{\prime}}$ massless complex scalars (depicted as solid strings in Fig. 2b). In the initial description in terms of D9- and D5-branes, we are interested in correlation functions of vertex operators in ghost pictures $p$ and $-p$ of the form

$$
\begin{equation*}
\sum_{\alpha_{0}=1}^{N_{i_{0} i_{0}^{\prime}}} \sum_{\beta_{0}=1}^{D_{j_{0} i_{0}^{\prime}}}\left\langle V_{p}^{\alpha_{0} \beta_{0}}\left(z_{1}, k, \epsilon\right) V_{-p}^{\beta_{0} \alpha_{0}}\left(z_{2},-k,-\epsilon\right)\right\rangle^{\Sigma}, \tag{3.1}
\end{equation*}
$$

where $z_{1}, z_{2}$ are insertion points on the boundary of a worldsheet whose topology is either that of the annulus or Möbius strip, $\Sigma \in\{\mathcal{A}, \mathcal{M}\}$, and

$$
\begin{align*}
V_{-1}^{\alpha_{0} \beta_{0}}\left(z_{1}, k, \epsilon\right) & =\lambda_{\alpha_{0} \beta_{0}} e^{-\phi} e^{i k \cdot X} e^{\epsilon \frac{i}{2}\left(H_{3}-H_{4}\right)} \sigma^{3} \sigma^{4}\left(z_{1}\right), \\
V_{-1}^{\beta_{0} \alpha_{0}}\left(z_{2},-k,-\epsilon\right) & =\lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} e^{-\phi} e^{-i k \cdot X} e^{-\epsilon \frac{i}{2}\left(H_{3}-H_{4}\right)} \sigma^{3} \sigma^{4}\left(z_{2}\right) . \tag{3.2}
\end{align*}
$$

In the above definitions, we use the following notations:

- $k^{\mu}$ is the external momentum satisfying on-shell the condition $k^{\mu} k_{\mu}=0$.
- $\phi(z)$ is the ghost field encountered in the bosonization of the superconformal ghosts [60].
- $\lambda$ is the matrix

$$
\lambda=\left(\begin{array}{cc}
\Lambda_{1} & \Lambda_{2}  \tag{3.3}\\
-\Lambda_{2} & \Lambda_{1}
\end{array}\right)
$$

where $\Lambda_{1}, \Lambda_{2}$ are arbitrary $n_{i_{0} i_{0}^{\prime}} \times d_{j_{0} i_{0}^{\prime}}$ real matrices [4]. It labels the states that transform as the $\left(\boldsymbol{n}_{i_{0} i_{0}^{\prime}}, \boldsymbol{d}_{\boldsymbol{j}_{0} i_{0}^{\prime}}\right) \oplus\left(\overline{\boldsymbol{n}}_{i_{0} i_{0}^{\prime}}, \overline{\boldsymbol{d}}_{j_{0} i_{0}^{\prime}}\right)$ or $\left(\boldsymbol{n}_{\boldsymbol{i}_{0} i_{0}^{\prime}}, \overline{\boldsymbol{d}}_{j_{0} i_{0}^{\prime}}\right) \oplus\left(\overline{\boldsymbol{n}}_{\boldsymbol{i}_{0} i_{0}^{\prime}}, \boldsymbol{d}_{j_{0} i_{0}^{\prime}}\right)$ bifundamental representation of $U\left(n_{i_{0} i_{0}^{i}}\right) \times U\left(d_{j_{0} i_{0}^{i}}\right)$.

- From now until Sect. 6, we restrict our analysis to the case where the internal metric is diagonal,

$$
\begin{equation*}
G_{I^{\prime} J^{\prime}} \equiv \delta_{I^{\prime} J^{\prime}} \frac{R_{I^{\prime}}^{2}}{\alpha^{\prime}}, \quad G_{I J} \equiv \delta_{I J} \frac{R_{I}^{2}}{\alpha^{\prime}}, \tag{3.4}
\end{equation*}
$$

for some radii $R_{I^{\prime}}, R_{I}$. In this case, the formalism of Ref. [2] applies without having to generalize it. Denoting $\psi^{\mu}(z), \psi^{I^{\prime}}(z), \psi^{I}(z)$ the Grassmann fields superpartners of the bosonic-coordinate fields $X^{\mu}(z), X^{I^{\prime}}(z), X^{I}(z)$, we define a new basis of degrees of freedom

$$
\begin{array}{rlrl}
Z^{u} & \equiv \frac{X^{2 u}+i X^{2 u+1}}{\sqrt{2}}, & \bar{Z}^{u} \equiv \frac{X^{2 u}-i X^{2 u+1}}{\sqrt{2}}, \\
\Psi^{u} \equiv \frac{\psi^{2 u}+i \psi^{2 u+1}}{\sqrt{2}} \equiv e^{i H_{u}}, & \bar{\Psi}^{u} \equiv \frac{\psi^{2 u}-i \psi^{2 u+1}}{\sqrt{2}} \equiv e^{-i H_{u}}, \quad u \in\{0, \ldots, 4\}, \tag{3.5}
\end{array}
$$

where $H_{u}$ are scalars introduced to bosonize the fermionic fields. ${ }^{7}$

- The characters $O_{4} C_{4}$ tell us that the scalars we are interested in are organized as singlet from a six-dimensional point of view, and spinors of the $T^{4} / \mathbb{Z}_{2}$ orbifold space. The operators $e^{ \pm \epsilon i\left(H_{3}-H_{4}\right)}$ are therefore spin fields, which means that the coefficients of $H_{3}$, $H_{4}$ in the exponentials are the weights of the dimension-two spinorial representation of negative chirality of $S O(4)$, which are $\epsilon\left(\frac{1}{2},-\frac{1}{2}\right), \epsilon \in\{-1,+1\} .^{8}$
- $\sigma^{u}, u \in\{3,4\}$, are so-called "boundary-changing fields" associated with the complex directions $Z^{u}[6]$.

To understand the meaning and necessity of introducing operators $\sigma^{u}$, the open-string diagrams we want to compute are displayed in Fig. 3 for some given $\alpha_{0} \in\left\{1, \ldots, N_{i_{0} i_{0}^{\prime}}\right\}$ and $\beta_{0} \in\left\{1, \ldots, D_{j 0 i_{0}}\right\}$. The left panel shows two annuli and one Möbius strip amplitudes. Because the external legs bring quantum numbers $\left(\lambda_{\alpha_{0} \beta_{0}}, \epsilon\right)$ and ( $\lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}},-\epsilon$ ) of the ND and DN sectors, they must be attached to the same boundary of the annulus. Therefore, the second boundary is sticked to another brane labelled $\gamma$, which can be any of the 32 D9branes (in green) or 32 D 5 -branes (in orange). On the center and right panels, the same three diagrams are displayed, with the open-string worldsheets seen as fundamental domains of the involution

$$
\begin{equation*}
z \longrightarrow \mathcal{I}(z) \equiv 1-\bar{z} \tag{3.6}
\end{equation*}
$$

[^69]acting on double-cover tori of Teichmüller parameters [7,8,58,61]
\[

$$
\begin{equation*}
\tau^{\mathrm{dc}}=i \frac{\tau_{2}}{2} \text { for the annulus } \quad \text { and } \quad \tau^{\mathrm{dc}}=\frac{1}{2}+i \frac{\tau_{2}}{2} \text { for the Möbius strip } \tag{3.7}
\end{equation*}
$$

\]

In this description, the external legs are conformally mapped to points $z_{1}, z_{2}$, where vertex operators change the boundary conditions of the worldsheet fields $X^{I}(z)\left(i . e . Z^{3}(z), Z^{4}(z)\right)$



Figure 3: Open-string diagrams with two external legs in the ND and DN sectors (left panel). On the double-cover tori (center and right panels), the external legs are mapped to boundary-changing vertex operators at $z_{1}, z_{2}$. One switches from center to right panel by transporting $z_{2}$ along the entire edge it belongs to.
at one end of the intermediate open string running in the loop, from Neumann to Dirichlet or vice versa. The diagrams in the center and right panels are obtained from one another by transporting continuously $z_{2}$ along its entire boundary: $z_{2} \rightarrow z_{2}+i \operatorname{Im} \tau^{\mathrm{dc}}$ for the annulus and $z_{2} \rightarrow z_{2}+2 i \operatorname{Im} \tau^{\mathrm{dc}}$ for the Möbius strip, modulo 1 and $\tau^{\mathrm{dc}}$.

To conclude this subsection, notice that for consistency of the diagrams, the numbers of boundary-changing vertex operators must be even on each connected component of an openstring surface. Hence, all one-point functions i.e. tadpoles of states in the ND or DN sectors vanish, which shows that the backgrounds we consider, i.e. where no brane recombination is taking place [46-49], imply the effective potential to be extremal with respect to the scalars in the ND + DN sector.

### 3.2 OPE's and ghost-picture changing

In order to treat symmetrically both vertex operators when computing the correlation functions (3.1), we switch to the ghost picture $p=0$. This is done by applying the formula

$$
\begin{align*}
V_{0}^{\alpha_{0} \beta_{0}}(z, k, \epsilon) & =\lim _{w \rightarrow z} e^{\phi} T_{\mathrm{F}}(w) V_{-1}^{\alpha_{0} \beta_{0}}(z, k, \epsilon), \\
V_{0}^{\beta_{0} \alpha_{0}}(z,-k,-\epsilon) & =\lim _{w \rightarrow z} e^{\phi} T_{\mathrm{F}}(w) V_{-1}^{\beta_{0} \alpha_{0}}(z,-k,-\epsilon), \tag{3.8}
\end{align*}
$$

where $T_{\mathrm{F}}$ is the supercurrent given by

$$
\begin{equation*}
T_{\mathrm{F}}(z)=\frac{1}{\sqrt{\alpha^{\prime}}} \partial X^{\mu} \psi_{\mu}(z)=\frac{1}{\sqrt{\alpha^{\prime}}}\left(\partial \bar{Z}^{u} \Psi^{u}(z)+\partial Z^{u} \bar{\Psi}^{u}(z)\right) . \tag{3.9}
\end{equation*}
$$

To this end, we display all necessary operator product expansions (OPE's). First of all, for the "ground-state boundary-changing fields", we have

$$
\begin{align*}
& \partial Z^{u}(z) \sigma^{u}(w) \underset{z \rightarrow w}{\sim}(z-w)^{-\frac{1}{2}} \tau^{u}(w)+\text { finite } \\
& \partial \bar{Z}^{u}(z) \sigma^{u}(w) \underset{z \rightarrow w}{\sim}(z-w)^{-\frac{1}{2}} \tau^{\prime u}(w)+\text { finite } \tag{3.10}
\end{align*}
$$

which introduces "excited boundary-changing fields" $\tau^{u}, \tau^{\prime u}$. Moreover, the other fields satisfy $[13,14]^{9}$

$$
\begin{align*}
& e^{a \phi}(z) e^{b \phi}(w) \underset{z \rightarrow w}{\sim}(z-w)^{-a b} e^{(a+b) \phi}(w)+\text { finite }, \\
& e^{i a H_{u}}(z) e^{i b H_{u}}(w) \underset{z \rightarrow w}{\sim}(z-w)^{a b} e^{i(a+b) H_{u}}(w)+\text { finite }, \quad u \in\{3,4\}, \tag{3.11}
\end{align*}
$$

[^70]$\partial Z^{u}(z) e^{i k \cdot X}(w) \underset{z \rightarrow w}{\sim} \frac{i K^{u}}{z-w} e^{i k \cdot X}(w)+$ finite,$\quad$ where $\quad K^{u}=\frac{k^{2 u}+i k^{2 u+1}}{\sqrt{2}}$,
$\partial \bar{Z}^{u}(z) e^{i k \cdot X}(w) \underset{z \rightarrow w}{\sim} \frac{i \bar{K}^{u}}{z-w} e^{i k \cdot X}(w)+$ finite,$\quad$ where $\quad \bar{K}^{u}=\frac{k^{2 u}-i k^{2 u+1}}{\sqrt{2}}, \quad u \in\{0,1,2\}$.
Using these relations, we obtain for $\epsilon=+1$
\[

$$
\begin{align*}
V_{0}^{\alpha_{0} \beta_{0}}\left(z_{1}, k,+1\right) & =V_{0, \mathrm{ext}}^{\alpha_{0} \beta_{0}}\left(z_{1}, k,+1\right)+V_{0, \text { int }}^{\alpha_{0} \beta_{0}}\left(z_{1}, k,+1\right), \\
V_{0}^{\beta_{0} \alpha_{0}}\left(z_{2},-k,-1\right) & =V_{0, \text { ext }}^{\beta_{0} \alpha_{0}}\left(z_{1},-k,-1\right)+V_{0, \text { int }}^{\beta_{0} \alpha_{0}}\left(z_{1},-k,-1\right), \tag{3.12}
\end{align*}
$$
\]

where we have defined

$$
\begin{gather*}
V_{0, \mathrm{ext}}^{\alpha_{0} \beta_{0}}\left(z_{1}, k,+1\right)=\sqrt{\alpha^{\prime}} \lambda_{\alpha_{0} \beta_{0}} e^{i k \cdot X} i \sum_{u=0}^{1}\left(K^{u} \bar{\Psi}^{u}+\bar{K}^{u} \Psi^{u}\right) e^{\frac{i}{2}\left(H_{3}-H_{4}\right)} \sigma^{3} \sigma^{4}\left(z_{1}\right), \\
V_{0, \text { int }}^{\alpha_{0} \beta_{0}}\left(z_{1}, k,+1\right)=\frac{\lambda_{\alpha_{0} \beta_{0}}}{\sqrt{\alpha^{\prime}}} e^{i k \cdot X}\left(e^{-\frac{i}{2}\left(H_{3}+H_{4}\right)} \tau^{3} \sigma^{4}\left(z_{1}\right)+e^{\frac{i}{2}\left(H_{3}+H_{4}\right)} \sigma^{3} \tau^{\prime 4}\left(z_{1}\right)\right), \\
V_{0, \text { ext }}^{\beta_{0} \alpha_{0}}\left(z_{2},-k,-1\right)=\sqrt{\alpha^{\prime}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} e^{-i k \cdot X}(-i) \sum_{u=0}^{1}\left(K^{u} \bar{\Psi}^{u}+\bar{K}^{u} \Psi^{u}\right) e^{-\frac{i}{2}\left(H_{3}-H_{4}\right)} \sigma^{3} \sigma^{4}\left(z_{2}\right),  \tag{3.13}\\
V_{0, \text { int }}^{\beta_{0} \alpha_{0}}\left(z_{2},-k,-1\right)=\frac{\lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}}}{\sqrt{\alpha^{\prime}}} e^{-i k \cdot X}\left(e^{-\frac{i}{2}\left(H_{3}+H_{4}\right)} \sigma^{3} \tau^{4}\left(z_{2}\right)+e^{\frac{i}{2}\left(H_{3}+H_{4}\right)} \tau^{\prime 3} \sigma^{4}\left(z_{2}\right)\right),
\end{gather*}
$$

while the expressions for $\epsilon=-1$ are obtained by exchanging all subscripts and superscripts 3 and 4. Because we are interested in states massless at tree level, the Kaluza-Klein momentum in the $T^{2}$ complex direction $u=2$ is set to 0 in the "external" parts of the vertex operators. In the "internal" parts, notice the appearance of "excited boundary-changing operators" $\tau^{3}, \tau^{\prime 3}, \tau^{4}, \tau^{\prime 4}$.

Given the above definitions, the correlation functions (3.1) split accordingly into external and internal pieces. The former,

$$
\begin{align*}
& A_{\text {ext } \Sigma}^{\alpha_{0} \beta_{0}} \equiv\left\langle V_{0, \text { ext }}^{\alpha_{0} \beta_{0}}\left(z_{1}, k,+1\right) V_{0, \mathrm{ext}}^{\beta_{0} \alpha_{0}}\left(z_{2},-k,-1\right)\right\rangle^{\Sigma} \\
&=\alpha^{\prime} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}}\left\langle e^{i k \cdot X}\left(z_{1}\right) e^{-i k \cdot X}\left(z_{2}\right)\right\rangle\left\langle e^{\frac{i}{2} H_{3}}\left(z_{1}\right) e^{-\frac{i}{2} H_{3}}\left(z_{2}\right)\right\rangle\left\langle e^{-\frac{i}{2} H_{4}}\left(z_{1}\right) e^{\frac{i}{2} H_{4}}\left(z_{2}\right)\right\rangle \times  \tag{3.14}\\
&\left\langle\sigma^{3}\left(z_{1}\right) \sigma^{3}\left(z_{2}\right)\right\rangle\left\langle\sigma^{4}\left(z_{1}\right) \sigma^{4}\left(z_{2}\right)\right\rangle \sum_{u=0}^{1} K^{u} \bar{K}^{u}\left[\left\langle e^{i H_{u}}\left(z_{1}\right) e^{-i H_{u}}\left(z_{2}\right)\right\rangle+\left\langle e^{-i H_{u}}\left(z_{1}\right) e^{i H_{u}}\left(z_{2}\right)\right\rangle\right],
\end{align*}
$$

are useful to derive the one-loop corrections to the Kähler potential of the ND+DN sector massless scalars. Note that in order to bypass the issue that on shell $\sum_{u=0}^{1}\left|K^{u}\right|^{2} \equiv k^{2} / 2=0$, we may have kept the Kaluza-Klein momenta along $T^{2}$ arbitrary. On the contrary, the
internal parts,

$$
\begin{align*}
A_{\mathrm{int} \Sigma}^{\alpha_{0} \beta_{0}} \equiv & \left\langle V_{0, \text { int }}^{\alpha_{0} \beta_{0}}\left(z_{1}, k,+1\right) V_{0, \text { int }}^{\beta_{0} \alpha_{0}}\left(z_{2},-k,-1\right)\right\rangle^{\Sigma} \\
= & \frac{1}{\alpha^{\prime}} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}}\left\langle e^{i k \cdot X}\left(z_{1}\right) e^{-i k \cdot X}\left(z_{2}\right)\right\rangle  \tag{3.15}\\
& \times\left[\left\langle e^{-\frac{i}{2} H_{3}}\left(z_{1}\right) e^{\frac{i}{2} H_{3}}\left(z_{2}\right)\right\rangle\left\langle e^{-\frac{i}{2} H_{4}}\left(z_{1}\right) e^{\frac{i}{2} H_{4}}\left(z_{2}\right)\right\rangle\left\langle\tau^{3}\left(z_{1}\right) \tau^{\prime 3}\left(z_{2}\right)\right\rangle\left\langle\sigma^{4}\left(z_{1}\right) \sigma^{4}\left(z_{2}\right)\right\rangle\right. \\
& \left.+\left\langle e^{\frac{i}{2} H_{3}}\left(z_{1}\right) e^{-\frac{i}{2} H_{3}}\left(z_{2}\right)\right\rangle\left\langle e^{\frac{i}{2} H_{4}}\left(z_{1}\right) e^{-\frac{i}{2} H_{4}}\left(z_{2}\right)\right\rangle\left\langle\sigma^{3}\left(z_{1}\right) \sigma^{3}\left(z_{2}\right)\right\rangle\left\langle\tau^{\prime 4}\left(z_{1}\right) \tau^{4}\left(z_{2}\right)\right\rangle\right]
\end{align*}
$$

capture the mass corrections we are interested in. The amplitudes for $\epsilon=-1$ are obtained by exchanging all subscripts 3 and 4 in Eq. (3.14) and all superscripts 3 and 4 in Eq. (3.15). For $\Sigma=\mathcal{A}$, an implicit sum over a second boundary condition $\gamma$ is understood. Likewise, for $\Sigma=\mathcal{A}, \mathcal{M}$, sums over the spin structures of the fermions $\Psi^{0}, \Psi^{1}, \Psi^{2}$ on the one hand, and $\Psi^{3}, \Psi^{4}$ on the other hand are implicit.

## 4 Genus-1 twist-field correlation functions

The main difficulty in computing the two-point functions in Eqs. (3.14) and (3.15) is to evaluate the correlators of the boundary changing operators. However, it turns out that the OPE's of $\partial Z^{u}, \partial \bar{Z}^{u}$ on these operators are identical to those found for the holomorphic part of " $\mathbb{Z}_{2}$-twist fields" inserted on a closed-string worldsheet, i.e. for operators creating closed strings in the twisted sector of a $T^{4} / \mathbb{Z}_{2}$ orbifold. As a result, we may apply techniques relevant for the computation of correlation functions of twist fields in closed-string theory to our open-string case. In the present section, we review the relevant ingredients for computing correlators of twist fields at genus- 1 in closed-string theory, or in the closed-string sector of an open-string theory, compactified on toroidal $\mathbb{Z}_{N}$ orbifolds, following the original works of Refs. [1,2].

### 4.1 Instanton decomposition of correlators

In closed-string theory compactified on $T^{2} \times T^{4} / \mathbb{Z}_{N}$ where $N \in \mathbb{N}^{*}$, the complex fields defined in Eq. (3.5) depend on holomorphic and antiholomorphic worldsheet coordinates, $Z^{u}(z, \bar{z})$. Moreover, upon parallel transport, the internal $Z^{u}$ undergo some $\mathbb{Z}_{N}$ rotations and
translations,

$$
\begin{align*}
& Z^{2} \longrightarrow Z^{2}+v^{2},  \tag{4.1}\\
& Z^{u} \longrightarrow e^{2 i \pi \kappa / N} Z^{u}+v^{u}, \quad u \in\{3,4\}, \quad \kappa \in\{0, \ldots, N-1\},
\end{align*}
$$

where the shifts $v^{u}$ and $v^{2}$ implement the $T^{4}$ and $T^{2}$ periodicities.
The twist fields create the states in the twisted sectors of the closed-string Hilbert space. For some given $\kappa \in\{1, \ldots, N-1\}$ and $u \in\{3,4\}$, let us denote by $\sigma^{u}(z, \bar{z})$ the one that creates the ground state in the $\kappa$-th twisted sector. The requirement that positive frequency modes in the expansions of $\partial Z^{u}$ and $\partial \bar{Z}^{u}$ annihilate the twisted ground state determines the OPE of $\partial Z^{u}(z)$ and $\partial \bar{Z}^{u}(z)$ acting on $\sigma^{u}(w, \bar{w})$ as $z$ approaches $w$,

$$
\begin{array}{ll}
\partial Z^{u}(z) \sigma^{u}(w, \bar{w}) \underset{z \rightarrow w}{\sim}(z-w)^{-(1-\kappa / N)} \tau^{u}(w, \bar{w}) & + \text { finite }, \\
\partial \bar{Z}^{u}(z) \sigma^{u}(w, \bar{w}) \underset{z \rightarrow w}{\sim}(z-w)^{-\kappa / N} \tau^{\prime u}(w, \bar{w}) & \text { + finite }, \\
\bar{\partial} Z^{u}(\bar{z}) \sigma^{u}(w, \bar{w}) \underset{\bar{z} \rightarrow \bar{w}}{\sim}(\bar{z}-\bar{w})^{-\kappa / N} \tilde{\tau}^{u}(w, \bar{w}) & \text { + finite },  \tag{4.2}\\
\bar{\partial} \bar{Z}^{u}(\bar{z}) \sigma^{u}(w, \bar{w}) \underset{\bar{z} \rightarrow \bar{w}}{\sim}(\bar{z}-\bar{w})^{-(1-\kappa / N)} \tilde{\tau}^{\prime u}(w, \bar{w})+\text { finite } .
\end{array}
$$

In the right-hand sides, $\tau^{u}, \tau^{\prime u}, \tilde{\tau}^{u}, \tilde{\tau}^{\prime u}$ create excited states in the $\kappa$-th twisted sector. The OPE's capture the local behavior corresponding to the rotations of the coordinates $Z^{u}$ but do not carry information about the global translations $v^{u}$. This data is recovered by imposing global monodromy conditions which describe how $Z^{u}(z, \bar{z})$ and $\bar{Z}^{u}(z, \bar{z})$ change when they are carried around a set of twist fields with vanishing total twist. Splitting the coordinates of $T^{2}$ and $T^{4}$ into background values and quantum fluctuations,

$$
\begin{equation*}
Z^{u}(z, \bar{z})=Z_{\mathrm{cl}}^{u}(z, \bar{z})+Z_{\mathrm{qu}}^{u}(z, \bar{z}), \quad u \in\{2,3,4\} \tag{4.3}
\end{equation*}
$$

the whole global displacements arise from the classical parts $Z_{\mathrm{cl}}^{u}(z, \bar{z})$.
With this decomposition, the correlators of interest on a Riemann surface $\Sigma$ of genus $g \geq 0$ involve, for each complex direction $u \in\{3,4\}, L \geq 2$ ground-state twist fields $\sigma_{A}^{u}$ of the $\kappa_{A}$-th twisted sector,

$$
\begin{equation*}
\sum_{Z_{\mathrm{cl}}} e^{-S_{\mathrm{cl}}^{\Sigma}} \prod_{u=3}^{4}\left\langle\prod_{A=1}^{L} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}, \tag{4.4}
\end{equation*}
$$

where the total twist is trivial, $\sum_{A} \kappa_{A}=0$ modulo $N$, for the result not to vanish [1]. In this expression, the sum is over instantons with worldsheet actions

$$
\begin{equation*}
S_{\mathrm{cl}}^{\Sigma}=\frac{i}{2 \pi \alpha^{\prime}} \int_{\Sigma} \mathrm{d} z \wedge \mathrm{~d} \bar{z} \sum_{u=2}^{4}\left(\partial Z_{\mathrm{cl}}^{u} \bar{\partial} \bar{Z}_{\mathrm{cl}}^{u}+\partial \bar{Z}_{\mathrm{cl}}^{u} \bar{\partial} Z_{\mathrm{cl}}^{u}\right) . \tag{4.5}
\end{equation*}
$$

In the following, we first compute the "quantum parts" of the correlation functions and then derive the classical actions.

### 4.2 Stress-tensor method

To determine for a given $u \in\{3,4\}$ the quantum part $\left\langle\prod_{A=1}^{L} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\text {qu }}$ of the correlator (4.4), Ref. [2] uses the stress-tensor method. It consists in exploiting the OPE's between the stress tensor $T^{u}(z)$ and the primary fields $\sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)$ of conformal weights $h_{A}=\frac{1}{2}\left(\kappa_{A} / N\right)\left(1-\kappa_{A} / N\right)$, namely

$$
\begin{equation*}
T^{u}(z) \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right) \underset{z \rightarrow z_{A}}{\sim} \frac{h_{A}}{\left(z-z_{A}\right)^{2}} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)+\frac{1}{z-z_{A}} \partial_{A} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)+\text { finite } . \tag{4.6}
\end{equation*}
$$

To this end, one considers the quantity

$$
\begin{equation*}
\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle \equiv \frac{\left\langle T^{u}(z) \Pi_{A} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}}{\left\langle\prod_{A} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}}, \tag{4.7}
\end{equation*}
$$

in terms of which we may write

$$
\begin{equation*}
\partial_{B} \ln \left\langle\prod_{A} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}=\lim _{z \rightarrow z_{B}}\left[\left(z-z_{B}\right)\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle-\frac{h_{B}}{\left(z-z_{B}\right)}\right], \tag{4.8}
\end{equation*}
$$

upon using Eq. (4.6). To evaluate $\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle$, one considers the Green's function in the presence of twist fields, ${ }^{10}$

$$
\begin{equation*}
g(z, w) \equiv \frac{\left\langle-\partial Z_{\mathrm{qu}}^{u}(z) \partial \bar{Z}_{\mathrm{qu}}^{u}(w) \Pi_{A} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}}{\alpha^{\prime}\left\langle\Pi_{A} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}}, \tag{4.9}
\end{equation*}
$$

and exploits the OPE

$$
\begin{equation*}
-\frac{1}{\alpha^{\prime}} \partial Z_{\mathrm{qu}}^{u}(z) \partial \bar{Z}_{\mathrm{qu}}^{u}(w) \underset{z \rightarrow w}{\sim} \frac{1}{(z-w)^{2}}+T^{u}(w)+\mathcal{O}(z-w) \tag{4.10}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle=\lim _{w \rightarrow z}\left[g(z, w)-\frac{1}{(z-w)^{2}}\right] . \tag{4.11}
\end{equation*}
$$

To summarise, the stress-tensor method amounts to determining the Green's function $g(z, w)$, then deduce $\left\langle\left\langle T^{u}(z)\right\rangle\right\rangle$, and finally integrate the differential equations (4.8).

[^71]
### 4.3 Ground-state twist field quantum correlators on the torus

Let us specialize to the case where $\Sigma$ is a genus- 1 surface. We will denote its Teichmüller parameter as $\tau^{\mathrm{dc}}$ for future use, when we see the genus-1 Riemann surface as the double cover of open-string surfaces. ${ }^{11}$

In order to derive the quantum part of the correlator (4.4) for a given $u \in\{3,4\}$, $\left\langle\Pi_{A=1}^{L} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}$, the starting point is to write the most general ansätze for $g(z, w)$ and the companion Green's function

$$
\begin{equation*}
h(\bar{z}, w) \equiv \frac{\left\langle-\bar{\partial} Z_{\mathrm{qu}}^{u}(\bar{z}) \partial \bar{Z}_{\mathrm{qu}}^{u}(w) \Pi_{A} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}}{\alpha^{\prime}\left\langle\Pi_{A} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}}, \tag{4.12}
\end{equation*}
$$

satisfying the following properties:

- Double periodicity $z \rightarrow z+1, z \rightarrow z+\tau^{\mathrm{dc}}$ and $w \rightarrow w+1, w \rightarrow w+\tau^{\mathrm{dc}}$ (and similarly for $\bar{z}$ in $h$ ).
- Local monodromies consistent with the OPE's given in Eq. (4.2). For instance, when $z$ is transported along a tiny closed loop encircling some $z_{A}, g$ must transform as $e^{-2 i \pi\left(1-\kappa_{A} / N\right)} g$.
- A double pole for $g(z, w)$ as $z \rightarrow w$ dictated by Eq. (4.10), and finiteness of $h(\bar{z}, w)$ as $\bar{z} \rightarrow w$ thanks to the OPE $\bar{\partial} Z_{\mathrm{qu}}^{u}(\bar{z}) \partial \bar{Z}_{\mathrm{qu}}^{u}(w) \underset{\bar{z} \rightarrow w}{\sim}$ finite.

This can be done by defining cut differentials [2] which form a basis of holomorphic one-forms on the torus that possess suitable monodromy behaviors as their arguments approach each of the insertion points $z_{A}$. Denoting

$$
\begin{equation*}
M=\sum_{A=1}^{L} \frac{\kappa_{A}}{N}, \tag{4.13}
\end{equation*}
$$

which takes some value in the set $\{1, \ldots, L-1\}$, and following the notations of Ref. [2], such a basis is given by

$$
\begin{align*}
\omega_{N-\kappa}^{\alpha_{A}}(z) & =\gamma_{N-\kappa}(z) \vartheta_{1}\left(z-z_{\alpha_{A}}-y_{N-\kappa}\right) \prod_{B \neq A}^{L-M} \vartheta_{1}\left(z-z_{\alpha_{B}}\right), & A \in\{1, \ldots, L-M\}, \\
\omega_{\kappa}^{\beta_{A}}(z) & =\gamma_{\kappa}(z) \vartheta_{1}\left(z-z_{\beta_{A}}-y_{\kappa}\right) \prod_{B \neq A}^{M} \vartheta_{1}\left(z-z_{\beta_{B}}\right), & A \in\{1, \ldots, M\}, \tag{4.14}
\end{align*}
$$

[^72]where the second argument at $\tau^{\mathrm{dc}}$ in the modular forms is implicit. In these formulas, we have defined the functions
\[

$$
\begin{equation*}
\gamma_{N-\kappa}(z)=\prod_{A=1}^{L} \vartheta_{1}\left(z-z_{A}\right)^{-\left(1-\kappa_{A} / N\right)}, \quad \gamma_{\kappa}(z)=\prod_{A=1}^{L} \vartheta_{1}\left(z-z_{A}\right)^{-\kappa_{A} / N} \tag{4.15}
\end{equation*}
$$

\]

and denoted

$$
\begin{equation*}
y_{N-\kappa}=\sum_{A=1}^{L}\left(1-\frac{k_{A}}{N}\right) z_{A}-\sum_{B=1}^{L-M} z_{\alpha_{B}}, \quad y_{\kappa}=\sum_{A=1}^{L} \frac{\kappa_{A}}{N} z_{A}-\sum_{B=1}^{M} z_{\beta_{B}}, \tag{4.16}
\end{equation*}
$$

while $\left\{z_{\alpha_{1}}, \ldots, z_{\alpha_{L-M}}\right\}$ and $\left\{z_{\beta_{1}}, \ldots, z_{\beta_{M}}\right\}$ are subsets of twist insertion points chosen arbitrarily. ${ }^{12}$ The functions $\gamma_{N-\kappa}$ and $\gamma_{\kappa}$ implement the monodromies around the $z_{A}$ 's, while the extra $\vartheta_{1}$ modular forms in the definitions (4.14) lead to the double periodicity with respect to the variable $z .{ }^{13}$ Given these notations, the Green's functions may be expressed as

$$
\begin{align*}
& g(z, w)=g_{s}(z, w)+\sum_{A=1}^{L-M} \sum_{B=1}^{M} C_{A B} \omega_{N-\kappa}^{\alpha_{A}}(z) \omega_{\kappa}^{\beta_{B}}(w),  \tag{4.17}\\
& h(\bar{z}, w)=\sum_{A=1}^{M} \sum_{B=1}^{M} B_{A B} \bar{\omega}_{\kappa}^{\beta_{A}}(\bar{z}) \omega_{\kappa}^{\beta_{B}}(w),
\end{align*}
$$

where $C_{A B}$ and $B_{A B}$ are "constant coefficients." ${ }^{14}$ The function $g_{s}(z, w)$ is doubly periodic in $z$ and $w$ and handles the double-pole structure of $g(z, w)$ as $z$ approaches $w$. It can be expressed as [2]

$$
\begin{equation*}
g_{s}(z, w)=\gamma_{N-\kappa}(z) \gamma_{\kappa}(w)\left(\frac{\vartheta_{1}^{\prime}(0)}{\vartheta_{1}(z-w)}\right)^{2} P(z, w) \tag{4.18}
\end{equation*}
$$

where explicit knowledge of the function $P(z, w)$ is not required in the computation of correlation functions of ground-state twist fields. However, it does matter for correlators of excited twist fields, as will be seen in Sect. 4.5. We will come back to this issue at that stage.

The next step is to implement the global monodromy conditions, which by definition are "trivial" for the quantum fluctuations $Z_{\mathrm{qu}}^{u}(z, \bar{z})$ (see below Eq. (4.3)). In practice, this implies that

$$
\begin{equation*}
0=\oint_{\gamma_{a}} \mathrm{~d} z g(z, w)+\oint_{\gamma_{a}} \mathrm{~d} \bar{z} h(\bar{z}, w), \quad a \in\{1, \ldots, L\} \tag{4.19}
\end{equation*}
$$

[^73]where $\left\{\gamma_{a}, a=1, \ldots, L\right\}$ is a basis of the homology group of the genus-1 surface with $L$ punctures. ${ }^{15}$ To solve these equations, it is convenient to define an $L \times L$ cut-period matrix $W_{a}{ }^{A}$ as follows,
\[

$$
\begin{align*}
W_{a}^{A} & =\oint_{\gamma_{a}} \mathrm{~d} z \omega_{N-\kappa}^{\alpha_{A}}(z), & A \in\{1, \ldots, L-M\}, \\
W_{a}{ }^{L-M+A} & =\oint_{\gamma_{a}} \mathrm{~d} \bar{z} \bar{\omega}_{\kappa}^{\beta_{A}}(\bar{z}), & A \in\{1, \ldots, M\} . \tag{4.20}
\end{align*}
$$
\]

Indeed, it is easily checked that the expressions

$$
\begin{align*}
& g(z, w)=g_{s}(z, w)-\sum_{A=1}^{L-M} \omega_{N-\kappa}^{\alpha_{A}}(z) \sum_{a=1}^{L}\left(W^{-1}\right)_{A}{ }^{a} \oint_{\gamma_{a}} \mathrm{~d} \zeta g_{s}(\zeta, w), \\
& h(\bar{z}, w)=-\sum_{A=1}^{M} \omega_{\kappa}^{\beta_{A}}(\bar{z}) \sum_{a=1}^{L}\left(W^{-1}\right)_{L-M+A}{ }^{a} \oint_{\gamma_{a}} \mathrm{~d} \zeta g_{s}(\zeta, w), \tag{4.21}
\end{align*}
$$

satisfy the global monodromy conditions.
Finally, the correlator can be found by applying the stress-tensor method to find the holomorphic dependence on the $z_{A}$ 's, and then a second time using the Green's functions $\bar{g}(\bar{z}, \bar{w})$ and $\bar{h}(z, \bar{w})$ to determine the antiholomorphic part. The result is for $u \in\{3,4\}$

$$
\begin{align*}
\left\langle\prod_{A=1}^{L} \sigma_{A}^{u}\left(z_{A}, \bar{z}_{A}\right)\right\rangle_{\mathrm{qu}}= & f\left(\tau^{\mathrm{dc}} ; \kappa_{1}, \ldots, \kappa_{L}\right) \frac{1}{\operatorname{det} W} \vartheta_{1}\left(y_{N-\kappa}\right)^{L-M-1} \overline{\vartheta_{1}\left(y_{\kappa}\right)^{M-1}} \\
& \times \prod_{\substack{A, B=1 \\
A<B}}^{L-M} \vartheta_{1}\left(z_{\alpha_{A}}-z_{\alpha_{B}}\right) \prod_{\substack{A, B=1 \\
A<B}}^{M} \overline{\vartheta_{1}\left(z_{\beta_{A}}-z_{\beta_{B}}\right)}  \tag{4.22}\\
& \times \prod_{\substack{A, B=1 \\
A<B}}^{L} \vartheta_{1}\left(z_{A}-z_{B}\right)^{-\left(1-\kappa_{A} / N\right)\left(1-\kappa_{B} / N\right)} \overline{\vartheta_{1}\left(z_{A}-z_{B}\right)^{-\left(\kappa_{A} / N\right)\left(\kappa_{B} / N\right)}},
\end{align*}
$$

where $f\left(\tau^{\mathrm{dc}}, \kappa_{1}, \ldots, \kappa_{L}\right)$ is a function arising as an "integration constant". The latter can be determined by coalescing all insertion points, since the left-hand side reduces in this case to $\langle 1\rangle$, which is the partition function.

### 4.4 Instanton actions

In the OPE's (4.2), the actions of the background parts $\partial Z_{\mathrm{cl}}^{u}(z)$ and $\partial \bar{Z}_{\mathrm{cl}}^{u}(z)$ on $\sigma^{u}(w, \bar{w})$ for $u \in\{3,4\}$ are trivial multiplications. Hence, for the monodomy properties to be satisfied as

[^74]$z$ is transported along a tiny closed loop encircling any $z_{A}$, the doubly-periodic $\partial Z_{\mathrm{cl}}^{u}(z)$ and $\partial \bar{Z}_{\mathrm{cl}}^{u}(z)$ must be linear sums of cut differentials. To determine the coefficients, one imposes the global monodromy conditions
\[

$$
\begin{equation*}
\oint_{\gamma_{a}} \mathrm{~d} z \partial Z_{\mathrm{cl}}^{u}+\oint_{\gamma_{a}} \mathrm{~d} \bar{z} \bar{\partial} Z_{\mathrm{cl}}^{u}=v_{a}^{u}, \quad a \in\{1, \ldots, L\}, \tag{4.23}
\end{equation*}
$$

\]

where the $v_{a}^{u}$,s are displacement vectors. The solution of these equations can be expressed in terms of the inverse cut-period matrix,

$$
\begin{equation*}
\partial Z_{\mathrm{cl}}^{u}(z)=\omega_{A^{\prime}}(z)\left(W^{-1}\right)_{A^{\prime}}{ }^{a} v_{a}^{u}, \quad \bar{\partial} Z_{\mathrm{cl}}^{u}(\bar{z})=\bar{\omega}_{A^{\prime \prime}}(\bar{z})\left(W^{-1}\right)_{A^{\prime \prime}}{ }^{a} v_{a}^{u}, \tag{4.24}
\end{equation*}
$$

where in the present context the index $A^{\prime}$ is summed over $1, \ldots, L-M$, and $A^{\prime \prime}$ is summed over $L-M+1, \ldots, L$. Moreover, we have redefined in the above formulas

$$
\begin{align*}
\omega_{A}(z) & \equiv \omega_{N-\kappa}^{\alpha_{A}}(z), & & A \in\{1, \ldots, L-M\}, \\
\omega_{L-M+A}(z) & \equiv \omega_{\kappa}^{\beta_{A}}(z), & & A \in\{1, \ldots, M\} . \tag{4.25}
\end{align*}
$$

With the definition of the Hermitian product

$$
\begin{equation*}
\left(\omega_{i}, \omega_{j}\right) \equiv i \int_{\Sigma} \mathrm{d} z \wedge \mathrm{~d} \bar{z} \omega_{i}(z) \bar{\omega}_{j}(\bar{z}) \tag{4.26}
\end{equation*}
$$

of one-forms on the torus, the classical action for a single complex coordinate $u \in\{3,4\}$ reads

$$
\begin{equation*}
\left.S_{\mathrm{cl}}^{\Sigma}\right|^{u}=\frac{v_{a}^{u} \bar{v}_{b}^{u}}{2 \pi \alpha^{\prime}}\left[\left(W^{-1}\right)_{A^{\prime}}{ }^{a}\left(W^{-1}\right)_{B^{\prime}}{ }^{b}\left(\omega_{A^{\prime}}, \omega_{B^{\prime}}\right)+\left(W^{-1}\right)_{A^{\prime \prime}}{ }^{a}\left(W^{-1}\right)_{B^{\prime \prime}}{ }^{b}\left(\omega_{A^{\prime \prime}}, \omega_{B^{\prime \prime}}\right)\right] . \tag{4.27}
\end{equation*}
$$

### 4.5 Useful correlators on the torus

In this subsection, we consider all correlators involved in the open-string amplitudes of Eqs. (3.14) and (3.15), but display their values computed on a genus-1 surface. In this case, they have holomorphic and antiholomorphic dependencies.

Correlator $\left\langle\sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}$ : For the OPE's of the twist fields to match those of the boundary-changing fields we are interested in, we now consider the case where

$$
\begin{equation*}
N=2, \quad L=2, \quad \frac{\kappa_{1}}{N}=\frac{\kappa_{2}}{N}=\frac{1}{2}, \quad M=1 . \tag{4.28}
\end{equation*}
$$

Because $\kappa_{1}=\kappa_{2}$, we can omit from now on the subscripts $A$ of the twist fields. Using Eq. (4.22), we obtain for $u=3,4$

$$
\begin{equation*}
\left\langle\sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}=f\left(\tau^{\mathrm{dc}} ; \frac{1}{2}, \frac{1}{2}\right)(\operatorname{det} W)^{-1} \vartheta_{1}\left(z_{1}-z_{2}\right)^{-\frac{1}{4}} \overline{\vartheta_{1}\left(z_{1}-z_{2}\right)^{-\frac{1}{4}}} . \tag{4.29}
\end{equation*}
$$

The $2 \times 2$ cut-period matrix $W_{a}{ }^{i}$ defined in $\mathrm{Eq}(4.20)$ involves only one cut differential,

$$
\begin{equation*}
\omega(z)=\vartheta_{1}\left(z-z_{1}\right)^{-\frac{1}{2}} \vartheta_{1}\left(z-z_{2}\right)^{-\frac{1}{2}} \vartheta_{1}\left(z-\frac{z_{1}+z_{2}}{2}\right), \tag{4.30}
\end{equation*}
$$

to be integrated on the cycles of the genus-1 surface $\Sigma, \gamma_{1}: z \rightarrow z+1$ and $\gamma_{2}: z \rightarrow z+\tau^{\mathrm{dc}}$, which yields

$$
W=\left(\begin{array}{cc}
W_{1} & \bar{W}_{1}  \tag{4.31}\\
W_{2} & \bar{W}_{2}
\end{array}\right), \quad \text { where } \quad W_{a}=\oint_{\gamma_{a}} \mathrm{~d} z \omega, \quad a \in\{1,2\} .
$$

In these notations, the background action written in Eq. (4.27) reads for $u=\in\{3,4\}$

$$
\begin{equation*}
\left.S_{\mathrm{cl}}^{\Sigma}\right|^{u}=\frac{1}{4 \pi \alpha^{\prime} \operatorname{Im}\left(\bar{W}_{1} W_{2}\right)}\left(\left|\bar{W}_{2} v_{1}^{u}-\bar{W}_{1} v_{2}^{u}\right|^{2}+\left|W_{2} v_{1}^{u}-W_{1} v_{2}^{u}\right|^{2}\right), \tag{4.32}
\end{equation*}
$$

where $v_{a}^{u}, a \in\{1,2\}$, are the displacements introduced in Eq. (4.23). In our case of interest, given an instanton solution, the real-coordinate background $X_{\mathrm{cl}}^{I}(z, \bar{z}), I \in\{6, \ldots, 9\}$, winds $n_{I}$ times and $l_{I}$ times the circle $S^{1}\left(R_{I}\right)$ as $z$ is transported along $\gamma_{1}$ and $\gamma_{2}$, so that

$$
\begin{equation*}
v_{1}^{u}=\frac{2 \pi R_{2 u} n_{2 u}+2 i \pi R_{2 u+1} n_{2 u+1}}{\sqrt{2}}, \quad v_{2}^{u}=\frac{2 \pi R_{2 u} l_{2 u}+2 i \pi R_{2 u+1} l_{2 u+1}}{\sqrt{2}} . \tag{4.33}
\end{equation*}
$$

For the $T^{2}$ coordinate $u=2$, which is not twisted, the above formula apply with cut differentials that induce trivial local monodromies. In other words, replacing $\omega(z)$ by 1 , the relevant cut-period matrix becomes

$$
\left(\begin{array}{cc}
1 & 1  \tag{4.34}\\
\tau^{\mathrm{dc}} & \bar{\tau}^{\mathrm{dc}}
\end{array}\right) .
$$

Defining displacements $v_{a}^{u}$ for $u=2$ exactly as those given in Eq. (4.33), one obtains

$$
\begin{equation*}
\left.S_{\mathrm{cl}}^{\Sigma}\right|^{2}=\frac{\pi}{\alpha^{\prime} \operatorname{Im} \tau^{\mathrm{dc}}}\left(R_{4}^{2}\left|n_{4} \tau^{\mathrm{dc}}-l_{4}\right|^{2}+R_{5}^{2}\left|n_{5} \tau^{\mathrm{dc}}-l_{5}\right|^{2}\right), \tag{4.35}
\end{equation*}
$$

which is the well know result for the instanton action on a two-torus [62]. The sum over instantons appearing in Eq. (4.4) translates therefore into a sum over winding numbers $n_{I^{\prime}}$, $n_{I}$, and wrapping numbers $l_{I^{\prime}}, l_{I}$, where $I^{\prime} \in\{4,5\}$ and $I \in\{6, \ldots, 9\}$.

Correlator $\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}$ : To derive the correlator of excited twist fields, we will follow the technique described in Refs. [13, 15-17]. Thanks to the OPE's between $\partial Z^{u}, \partial \bar{Z}^{u}$ and the ground-state twist fields given in Eq. (4.2), and using the splitting defined Eq. (4.3), we may divide accordingly this correlation function for $u \in\{3,4\}$ into two pieces,

$$
\begin{equation*}
\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}=\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{(1)}+\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{(2)}, \tag{4.36}
\end{equation*}
$$

where we have defined

$$
\begin{align*}
& \left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{(1)}=\left\langle\sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}} \lim _{\substack{z \rightarrow z_{1} \\
w \rightarrow z_{2}}}\left[\left(z-z_{1}\right)^{\frac{1}{2}}\left(w-z_{2}\right)^{\frac{1}{2}} \partial Z_{\mathrm{cl}}^{u}(z) \partial \bar{Z}_{\mathrm{cl}}^{u}(w)\right] \\
& \left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{(2)}=\lim _{\substack{z \rightarrow z_{1} \\
w \rightarrow z_{2}}}\left[\left(z-z_{1}\right)^{\frac{1}{2}}\left(w-z_{2}\right)^{\frac{1}{2}}\left\langle\partial Z_{\mathrm{qu}}^{u}(z) \partial \bar{Z}_{\mathrm{qu}}^{u}(w) \sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}\right] \tag{4.37}
\end{align*}
$$

To derive part (1) of the correlator, we use Eq. (4.24) which becomes

$$
\begin{equation*}
\partial Z_{\mathrm{cl}}^{u}(z)=\omega(z) c_{1}^{u}, \quad \bar{\partial} Z_{\mathrm{cl}}^{u}(\bar{z})=\bar{\omega}(\bar{z}) c_{2}^{u}, \quad \text { where } \quad c_{A}^{u}=\left(W^{-1}\right)_{A}{ }^{a} v_{a}^{u} . \tag{4.38}
\end{equation*}
$$

Remember that due to their local monodromy behaviors, these expressions diverge at the insertion points. Hence, the limits defined in Eq. (4.37) contribute a finite result which is

$$
\begin{equation*}
\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{(1)}=\operatorname{si} c_{1}^{u} \bar{c}_{2}^{u} \frac{\vartheta_{1}\left(\frac{z_{1}-z_{2}}{2}\right)^{2}}{\vartheta_{1}^{\prime}(0) \vartheta_{1}\left(z_{1}-z_{2}\right)}\left\langle\sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}} \tag{4.39}
\end{equation*}
$$

where we denote

$$
\begin{equation*}
s i \equiv\left(\frac{z_{2}-z_{1}}{z_{1}-z_{2}}\right)^{\frac{1}{2}} . \tag{4.40}
\end{equation*}
$$

Using the Green's function $g(z, w)$ defined in Eq. (4.9), part (2) of the correlator can be expressed as

$$
\begin{equation*}
\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{(2)}=-\alpha^{\prime}\left\langle\sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}} \lim _{\substack{z \rightarrow z=1 \\ w \rightarrow z_{2}}}\left[\left(z-z_{1}\right)^{\frac{1}{2}}\left(w-z_{2}\right)^{\frac{1}{2}} g(z, w)\right] . \tag{4.41}
\end{equation*}
$$

In the present case, Eqs. (4.17) and (4.21) become

$$
\begin{align*}
g(z, w) & =g_{s}(z, w)+C \omega(z) \omega(w) \\
& =g_{s}(z, w)-\omega(z)\left(W^{-1}\right)_{1}{ }^{a} \oint_{\gamma_{a}} \mathrm{~d} \zeta g_{s}(\zeta, w) \tag{4.42}
\end{align*}
$$

where $g_{s}(z, w)$ is defined in Eq. (4.18). The latter involves a function $P(z, w)$ derived in Ref. [2], and whose expression is given by

$$
\begin{align*}
g_{s}(z, w)=\gamma(z) \gamma(w)\left(\frac{\vartheta_{1}^{\prime}(0)}{\vartheta_{1}(z-w)}\right)^{2} \frac{1}{2}[ & F_{1}(z, w) \vartheta_{1}\left(w-z_{1}\right) \vartheta_{1}\left(z-z_{2}\right)  \tag{4.43}\\
& \left.+F_{2}(z, w) \vartheta_{1}\left(w-z_{2}\right) \vartheta_{1}\left(z-z_{1}\right)\right] .
\end{align*}
$$

The right-hand side is written in terms of a unique function $\gamma$ (see Eq. (4.15))

$$
\begin{equation*}
\gamma(z)=\vartheta_{1}\left(z-z_{1}\right)^{-\frac{1}{2}} \vartheta_{1}\left(z-z_{2}\right)^{-\frac{1}{2}} \tag{4.44}
\end{equation*}
$$

as well as

$$
\begin{equation*}
F_{A}(z, w)=\frac{\vartheta_{1}\left(z-w+U_{A}\right)}{\vartheta_{1}\left(U_{A}\right)} \frac{\vartheta_{1}\left(z-w+Y_{A}-U_{A}\right)}{\vartheta_{1}\left(Y_{A}-U_{A}\right)}, \quad A \in\{1,2\}, \tag{4.45}
\end{equation*}
$$

where $\quad Y_{A}=\frac{z_{1}+z_{2}}{2}-z_{A} \quad$ and $\quad U_{A}$ is such that $\left.\partial_{z} F_{A}(z, w)\right|_{z=w}=0$.
Notice that in the above formula, we adopt the notations of Ref. [2] but it turns out that $F_{1}(z, w) \equiv F_{2}(w, z)$. Computing the limits in Eq. (4.41), we find

$$
\begin{align*}
\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}^{(2)}= & -\alpha^{\prime} \operatorname{si}\left\langle\sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}} \\
& \times\left[\frac{\vartheta_{1}^{\prime}(0) F_{1}\left(z_{1}, z_{2}\right)}{2 \vartheta_{1}\left(z_{1}-z_{2}\right)}+C \frac{\vartheta_{1}\left(\frac{z_{1}-z_{2}}{2}\right)^{2}}{\vartheta_{1}^{\prime}(0) \vartheta_{1}\left(z_{1}-z_{2}\right)}\right] . \tag{4.46}
\end{align*}
$$

Moreover, using in the derivation the second expression in Eq. (4.42), an explicit expression for the term linear in $C$ is obtained,

$$
\begin{equation*}
C \frac{\vartheta_{1}\left(\frac{z_{1}-z_{2}}{2}\right)^{2}}{\vartheta_{1}^{\prime}(0) \vartheta_{1}\left(z_{1}-z_{2}\right)}=-\frac{1}{2} \vartheta_{1}^{\prime}(0) \vartheta_{1}\left(\frac{z_{1}-z_{2}}{2}\right)\left(W^{-1}\right)_{1}{ }^{a} \oint_{\gamma_{a}} \mathrm{~d} z \frac{F_{1}\left(z, z_{2}\right)}{\vartheta_{1}\left(z-z_{1}\right)^{\frac{1}{2}} \vartheta_{1}\left(z-z_{2}\right)^{\frac{3}{2}}} . \tag{4.47}
\end{equation*}
$$

Adding the pieces (1) and (2) of the correlator, we obtain for $u \in\{2,3\}$

$$
\begin{align*}
\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}= & -s i\left\langle\sigma^{u}\left(z_{1}, \bar{z}_{1}\right) \sigma^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}} \\
& \times\left[\left(\alpha^{\prime} C-c_{1}^{u} \bar{c}_{2}^{u}\right) \frac{\vartheta_{1}\left(\frac{z_{1}-z_{2}}{2}\right)^{2}}{\vartheta_{1}^{\prime}(0) \vartheta_{1}\left(z_{1}-z_{2}\right)}+\alpha^{\prime} \frac{\vartheta_{1}^{\prime}(0) F_{1}\left(z_{1}, z_{2}\right)}{2 \vartheta_{1}\left(z_{1}-z_{2}\right)}\right] . \tag{4.48}
\end{align*}
$$

Correlator $\left\langle\tau^{\prime u}\left(z_{1}, \bar{z}_{1}\right) \tau^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}$ : Proceeding the same way, and using the fact that $F_{2}\left(z_{2}, z_{1}\right)=F_{1}\left(z_{1}, z_{2}\right)$, we obtain the identity

$$
\begin{equation*}
\left\langle\tau^{\prime u}\left(z_{1}, \bar{z}_{1}\right) \tau^{u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}}=\left\langle\tau^{u}\left(z_{1}, \bar{z}_{1}\right) \tau^{\prime u}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{qu}} . \tag{4.49}
\end{equation*}
$$

Bosonic correlator: The propagator of the spacetime coordinates $X^{\mu}$ is given by

$$
\begin{equation*}
\left\langle X^{\mu}\left(z_{1}, \bar{z}_{1}\right) X_{\nu}\left(z_{2}, \bar{z}_{2}\right)\right\rangle=\delta_{\nu}^{\mu}\left[-\frac{\alpha^{\prime}}{2} \ln \left|\frac{\vartheta_{1}\left(z_{1}-z_{2}\right)}{\vartheta_{1}^{\prime}(0)}\right|^{2}+\frac{\alpha^{\prime} \pi\left[\operatorname{Im}\left(z_{1}-z_{2}\right)\right]^{2}}{\operatorname{Im} \tau}\right], \tag{4.50}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\left\langle e^{i k \cdot X}\left(z_{1}, \bar{z}_{1}\right) e^{-i k \cdot X}\left(z_{2}, \bar{z}_{2}\right)\right\rangle=\left(\left|\frac{\vartheta_{1}\left(z_{1}-z_{2}\right)}{\vartheta_{1}^{\prime}(0)}\right| e^{-\frac{\pi\left[\operatorname{Im}\left(z_{1}-z_{2}\right)\right]^{2}}{\operatorname{lm} \tau}}\right)^{-\alpha^{\prime} k^{2}} . \tag{4.51}
\end{equation*}
$$

Bosonized-fermion correlators: Each complex fermion $\Psi^{u}, u \in\{0, \ldots, 4\}$, has one out of four pairs of periodic/antiperiodic boundary conditions on the genus- 1 surface $\Sigma$, which corresponds to a spin structure $\nu \in\{1,2,3,4\}$. In bosonized picture, for any $H_{u}$-charge $q$, one finds by applying the stress-tensor method that the following correlator depends accordingly on $\nu$,

$$
\begin{equation*}
\left\langle e^{i q H_{u}}\left(z_{1}\right) e^{-i q H_{u}}\left(z_{2}\right)\right\rangle_{\nu}=K_{\nu,|q|} \vartheta_{\nu}\left(q\left(z_{1}-z_{2}\right)\right) \vartheta_{1}\left(z_{1}-z_{2}\right)^{-q^{2}}, \tag{4.52}
\end{equation*}
$$

where $K_{\nu,|q|}$ is a $\tau^{\mathrm{dc}}$-dependent normalization factor [13].

## 5 Full amplitudes of massless ND and DN states

We are now ready to use all ingredients introduced in Sects. 3 and 4 to compute the twopoint functions of massless bosonic states in the ND and DN sectors. As depicted in Fig. 3, the annulus and Möbius strip can be described as tori with Teichmüller parameters given in Eq. (3.7) and modded by the involution (3.6). The boundaries of the open-string surfaces being the fixed points, we may choose the insertion points of the boundary-changing vertex operators to be

$$
z_{A} \equiv x_{A}+i y_{A}, \quad \text { where } \begin{cases}0 \leq y_{A} \leq \operatorname{Im} \tau^{\mathrm{dc}}, & A \in\{1,2\}  \tag{5.1}\\ x_{1}=x_{2} \in\left\{0, \frac{1}{2}\right\} & \text { for } \Sigma=\mathcal{A} \\ x_{1}, x_{2} \in\left\{0, \frac{1}{2}\right\} & \text { for } \Sigma=\mathcal{M}\end{cases}
$$

### 5.1 Useful correlators on the annulus and Möbius strip

Let us first collect the correlators presented in the previous section now evaluated on the open-string surfaces $\Sigma=\mathcal{A}$ and $\mathcal{M}$, and to be used to express the amplitudes $A_{\text {ext } \Sigma}^{\alpha_{0} \beta_{0}}$ and $A_{\mathrm{int} \mathrm{\Sigma}}^{\alpha_{0} \beta_{0}}$.

Correlator $\left\langle\sigma^{u}\left(z_{1}\right) \sigma^{u}\left(z_{2}\right)\right\rangle_{\mathrm{qu}}$ : In Ref. [13], the method of images was applied on the Green's functions of Sects. 4.2 and 4.3 to define their open-string counterparts. The latter were used to derive the correlator between two ground-state boundary-changing fields by using the stress-tensor method. The result amounts essentially to take the "square root" of
the closed-string result, i.e. for $u \in\{3,4\}$,

$$
\begin{equation*}
\left\langle\sigma^{u}\left(z_{1}\right) \sigma^{u}\left(z_{2}\right)\right\rangle_{\mathrm{qu}}=f_{\mathrm{op}}\left(\tau^{\mathrm{dc}} ; \frac{1}{2}, \frac{1}{2}\right)(\operatorname{det} W)^{-\frac{1}{2}} \vartheta_{1}\left(z_{1}-z_{2}\right)^{-\frac{1}{4}} \tag{5.2}
\end{equation*}
$$

where $f_{\text {op }}$ is a normalization function. Notice that the product $\left\langle\sigma^{3} \sigma^{3}\right\rangle_{\mathrm{qu}}\left\langle\sigma^{4} \sigma^{4}\right\rangle_{\mathrm{qu}}$ involves $\vartheta_{1}\left(z_{1}-z_{2}\right)^{-\frac{1}{2}}$, which is well defined up to a sign. We will see in the next subsection how such ambiguities can be lifted.

The instanton actions can also be derived from the closed-string result given in Eqs. (4.32) and (4.35). These expressions must be divided by 2 , the order of the involution $\mathcal{I}$, to account for the fact that the open-string worldsheets are halves of their genus-1 doublecovers. Moreover, we have to consider instantonic worldsheets with NN, DD, ND or DN boundary conditions for $\mathcal{A}$, and N or D boundary conditions for $\mathcal{M}$. In the NN and N case, all winding numbers along $T^{2} \times T^{4}$ must vanish, $n_{I^{\prime}}=n_{I}=0$. The DD and D case is similar, up to the T-duality transformation $R_{I} \rightarrow \alpha^{\prime} / R_{I}$. Denoting the T-dual wrapping numbers with "tildes", we have $\tilde{n}_{I^{\prime}}=\tilde{n}_{I}=0$. Finally, for worldsheets with ND or DN boundary conditions in the annulus case, non-trivial instantons wrap $T^{2}$ only, i.e. satisfy $n_{I^{\prime}}=n_{I}=l_{I}=0$ or $\tilde{n}_{I^{\prime}}=\tilde{n}_{I}=\tilde{l}_{I}=0$. In total, we thus have for $\Sigma=\mathcal{A}$ or $\mathcal{M}$

$$
S_{\mathrm{cl}}^{\Sigma}=\frac{\pi\left[\left(R_{4} l_{4}\right)^{2}+\left(R_{5} l_{5}\right)^{2}\right]}{\alpha^{\prime} \tau_{2}}+\frac{\left|W_{1}\right|^{2}}{4 \pi \alpha^{\prime} \operatorname{Im}\left(\bar{W}_{1} W_{2}\right)} \times \begin{cases}\sum_{u=3}^{4}\left|v_{2}^{u}\right|^{2} & \text { for NN and N }  \tag{5.3}\\ \sum_{u=3}^{4}\left|\tilde{v}_{2}^{u}\right|^{2} & \text { for DD and D } \\ 0 & \text { for ND and DN }\end{cases}
$$

where the displacements and their T-dual counterparts are given by

$$
\begin{equation*}
v_{2}^{u}=\frac{2 \pi R_{2 u} l_{2 u}+2 i \pi R_{2 u+1} l_{2 u+1}}{\sqrt{2}}, \quad \tilde{v}_{2}^{u}=\frac{2 \pi \frac{\alpha^{\prime}}{R_{2 u}} \tilde{l}_{2 u}+2 i \pi \frac{\alpha^{\prime}}{R_{2 u+1}} \tilde{l}_{2 u+1}}{\sqrt{2}}, \quad u \in\{3,4\} . \tag{5.4}
\end{equation*}
$$

Correlators $\left\langle\tau^{u}\left(z_{1}\right) \tau^{\prime u}\left(z_{2}\right)\right\rangle_{\mathrm{qu}}$ and $\left\langle\tau^{\prime u}\left(z_{1}\right) \tau^{u}\left(z_{2}\right)\right\rangle_{\mathrm{qu}}$ : On the genus-1 surfaces, the twist fields $\tau^{u}(z, \bar{z})$ and $\tau^{\prime u}(z, \bar{z})$ are excited only on their holomorphic sides (see Eq. (4.2)). Therefore, their correlation functions take formally the same forms as those of the excited boundary-changing fields $\tau^{u}(z)$ and $\tau^{\prime u}(z)$ evaluated on $\mathcal{A}$ and $\mathcal{M}$. There is however a subtlety concerning part (1) of the correlator, Eq. (4.39).

When considering the full amplitudes i.e. with the instanton dressings $e^{-S_{\mathrm{cl}}^{\Sigma}}$, the openstring actions are divided by 2 compared to the closed-string case. Hence, for the full openstring correlators to preserve their interpretations on double-cover tori, one should rescale
the displacements in parts (1) as follows, $\left|v_{2}^{u}\right|^{2} \rightarrow\left|v_{2}^{u}\right|^{2} / 2$ and $\left|\tilde{v}_{2}^{u}\right|^{2} \rightarrow\left|\tilde{v}_{2}^{u}\right|^{2} / 2$. As a result we have for $u \in\{3,4\}$

$$
\begin{align*}
\left\langle\tau^{u}\left(z_{1}\right) \tau^{\prime u}\left(z_{2}\right)\right\rangle_{\mathrm{qu}}= & \left\langle\tau^{\prime u}\left(z_{1}\right) \tau^{u}\left(z_{2}\right)\right\rangle_{\mathrm{qu}}=-\operatorname{si}\left\langle\sigma^{u}\left(z_{1}\right) \sigma^{u}\left(z_{2}\right)\right\rangle_{\mathrm{qu}} \times \\
& {\left[\left(\alpha^{\prime} C+\frac{\bar{W}_{1}^{2}\left|v_{2}^{u}\right|^{2}}{8\left[\operatorname{Im}\left(\bar{W}_{1} W_{2}\right)\right]^{2}}\right) \frac{\vartheta_{1}\left(\frac{z_{1}-z_{2}}{2}\right)^{2}}{\vartheta_{1}^{\prime}(0) \vartheta_{1}\left(z_{1}-z_{2}\right)}+\alpha^{\prime} \frac{\vartheta_{1}^{\prime}(0) F_{1}\left(z_{1}, z_{2}\right)}{2 \vartheta_{1}\left(z_{1}-z_{2}\right)}\right], } \tag{5.5}
\end{align*}
$$

when the worldsheet has NN or N boundary conditions on the annulus or Möbius strip. For DD or D boundary conditions, the correlators take identical forms up to the change $v_{2}^{u} \rightarrow \tilde{v}_{2}^{u}$. Finally, for boundary conditions ND or DN on the annulus, the classical displacements vanish and only the pure quantum contributions proportional to $\alpha^{\prime}$ survive.

Note that $\left\langle\tau^{3} \tau^{\prime 3}\right\rangle_{\mathrm{qu}}\left\langle\sigma^{4} \sigma^{4}\right\rangle_{\mathrm{qu}}$ and $\left\langle\sigma^{3} \sigma^{3}\right\rangle_{\mathrm{qu}}\left\langle\tau^{\prime 4} \tau^{4}\right\rangle_{\mathrm{qu}}$ contain factors $\vartheta_{1}\left(z_{1}-z_{2}\right)^{-\frac{1}{2}}$, which yield signs ambiguities.

Bosonic correlator: The spacetime-coordinate propagators on the annulus and Möbius strip can be expressed in terms of those on the double-cover tori by symmetrizing with respect to the involution. The result is

$$
\begin{equation*}
\left\langle X^{\mu}\left(z_{1}\right) X_{\nu}\left(z_{2}\right)\right\rangle=\delta_{\nu}^{\mu}\left[-\alpha^{\prime} \ln \left|\frac{\vartheta_{1}\left(z_{1}-z_{2}\right)}{\vartheta_{1}^{\prime}(0)}\right|^{2}+\frac{\alpha^{\prime} 4 \pi\left[\operatorname{Im}\left(z_{1}-z_{2}\right)\right]^{2}}{\tau_{2}}\right] \tag{5.6}
\end{equation*}
$$

which can be used to derive

$$
\begin{equation*}
\left\langle e^{i k \cdot X}\left(z_{1}\right) e^{-i k \cdot X}\left(z_{2}\right)\right\rangle=\left(\left|\frac{\vartheta_{1}\left(z_{1}-z_{2}\right)}{\vartheta_{1}^{\prime}(0)}\right| e^{-\frac{2 \pi\left[\operatorname{Im}\left(z_{1}-z_{2}\right)\right]^{2}}{\tau_{2}}}\right)^{-2 \alpha^{\prime} k^{2}} . \tag{5.7}
\end{equation*}
$$

Bosonized-fermion correlators: In Ref. [13], it is shown by applying the method of images on the Green's functions used in the stress-tensor method that the correlators of bosonized-fermion on the open-string worldsheets are identical to those on the double-cover tori. They are given in Eq. (4.52). For $q= \pm \frac{1}{2}$, products of two such correlators are well defined up to signs.

### 5.2 Full expressions of the amplitudes

Putting everything together and defining $z_{12}=z_{1}-z_{2}$ to lighten notations, the full expression (3.14) of the external part of the one-loop two-point function of massless bosonic states
in the ND and DN sectors is, for $\Sigma \in\{\mathcal{A}, \mathcal{M}\}$,

$$
\begin{align*}
& A_{\text {ext } \Sigma}^{\alpha_{0} \beta_{0}}=\alpha^{\prime} k^{2} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}}\left[\left|\frac{\vartheta_{1}\left(z_{12}\right)}{\vartheta_{1}^{\prime}(0)}\right| e^{-\frac{2 \pi}{\tau_{2}}\left[\operatorname{Im}\left(z_{12}\right)\right]^{2}}\right]^{-2 \alpha^{\prime} k^{2}} \frac{1}{\operatorname{det} W \vartheta_{1}\left(z_{12}\right)^{2}} \\
& \times \sum_{\nu_{\text {ext }} \neq 1} K_{\nu_{\text {ext }}, 1} \vartheta_{\nu_{\text {ext }}}\left(z_{12}\right) \sum_{\nu_{\text {int }}}(-1)^{\delta_{\nu_{\text {int }}, 1}} \vartheta_{\nu_{\text {int }}}\left(\frac{z_{12}}{2}\right)^{2} \tag{5.8}
\end{align*}
$$

which is independent of the choice of $\epsilon \in\{-1,+1\}$. In this expression, we use the following notations:

- $\vec{l}^{\prime}$ stands for $\left(l_{4}, l_{5}\right)$, and $\vec{l}, \vec{l}$ are the four-vectors whose components are $l_{I}$ and $\tilde{l}_{I}$.
- $\nu_{\text {ext }}, \nu_{\mathrm{int}} \in\{1,2,3,4\}$ denote the spin structures of the worldsheet complex fermions: The former for $\Psi^{0}, \Psi^{1}$ (and $\Psi^{2}$ ), and the latter for $\Psi^{3}, \Psi^{4}$.
- The normalization factor of the external fermion correlators is given by [62]

$$
\begin{equation*}
K_{\nu_{\mathrm{ext},}, 1}=\frac{\vartheta_{1}^{\prime}(0)}{\vartheta_{\nu_{\mathrm{ext}}}(0)}, \quad \nu_{\mathrm{ext}} \in\{2,3,4\}, \quad \text { where } \quad \vartheta_{1}^{\prime}(0)=-2 \pi \eta^{3} \tag{5.9}
\end{equation*}
$$

- $\mathcal{C}_{\nu_{\text {int }}}^{\Sigma \vec{l} \vec{l} \vec{l}}$ and $\tilde{\mathcal{C}}_{\nu_{\text {int }}}^{\Sigma \vec{l} \vec{l}}$ are normalization functions to be determined. They stand for products of the form

$$
\begin{equation*}
K_{\nu_{\mathrm{int}}, \frac{1}{2}}\left(\tau^{\mathrm{dc}}\right)^{2} f_{\mathrm{op}}\left(\tau^{\mathrm{dc}} ; \frac{1}{2}, \frac{1}{2}\right) f_{\mathrm{op}}\left(\tau^{\mathrm{dc}} ; \frac{1}{2}, \frac{1}{2}\right) \tag{5.10}
\end{equation*}
$$

possibly dressed by signs that may depend on the instanton numbers $\vec{l}, \vec{l}^{\prime}$ or $\overrightarrow{\tilde{l}, \vec{l}^{\prime}}$. Indeed, as stressed before, pairs of correlators of twist fields as well as pairs of correlators of spin fields yield signs ambiguities. Moreover, for the amplitude computed on the annulus, the normalization functions should contain sums over the free boundary condition denoted $\gamma$. Furthermore, $\mathcal{C}_{\nu_{\text {int }}}^{\mu \vec{l} \overrightarrow{0}}$ takes into account two contributions associated with the NN and ND worldsheet boundary conditions, while $\tilde{\mathcal{C}}_{\nu_{\text {int }}}^{\mathcal{A l} \overrightarrow{0}}$ describes those arising from DD and DN boundary conditions.

Similarly, the internal piece (3.15) of the amplitude is independent of $\epsilon$ and can be
expressed in terms of the same normalization functions,

$$
\begin{align*}
& A_{\mathrm{int} \mathrm{\Sigma}}^{\alpha_{0} \beta_{0}}=-\frac{s i}{\alpha^{\prime}} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}}\left[\left|\frac{\vartheta_{1}\left(z_{12}\right)}{\vartheta_{1}^{\prime}(0)}\right| e^{-\frac{2 \pi}{\tau_{2}}\left[\operatorname{Im}\left(z_{12}\right)\right]^{2}}\right]^{-2 \alpha^{\prime} k^{2}} \frac{\vartheta_{1}\left(\frac{z_{12}}{2}\right)^{2}}{\operatorname{det} W \vartheta_{1}\left(z_{12}\right)^{2} \vartheta_{1}^{\prime}(0)} \\
& \times 4 \sum_{\nu_{\text {int }}} \vartheta_{\nu_{\text {int }}}\left(\frac{z_{12}}{2}\right)^{2} \sum_{\overrightarrow{l^{\prime}}} e^{-\frac{\pi}{\alpha^{\prime} \tau_{2}} \sum_{I^{\prime}}\left(R_{I^{\prime}} l_{I^{\prime}}\right)^{2}} \\
& \times\left\{\sum_{\vec{l}} e^{-\frac{\left.\left|W_{1}\right|^{2}\left|v_{2}^{3}\right|^{2}\left|v^{4}\right|^{2}\right)}{4 \pi \alpha^{\prime} \operatorname{Im}\left(\overline{W_{1}} W_{2}\right)}} \mathcal{C}_{\nu_{\text {int }}}^{\Sigma \vec{l} \vec{l}}\left[\frac{\bar{W}_{1}^{2}\left(\left|v_{2}^{3}\right|^{2}+\left|v_{2}^{4}\right|^{2}\right)}{8\left[\operatorname{Im}\left(\bar{W}_{1} W_{2}\right)\right]^{2}}+2 \alpha^{\prime}(C+\hat{C})\right]\right.  \tag{5.11}\\
& \left.+\sum_{\vec{l}} e^{-\frac{\left|W_{1}\right|^{2}\left(\left|\tilde{v}_{2}^{3} 2^{2}+\left|\vec{v}_{2}^{4}\right|^{2}\right)\right.}{4 \pi \alpha^{\prime} \operatorname{Im}\left(\bar{W}_{1} W_{2}\right)}} \tilde{\mathcal{C}}_{\nu_{\text {int }}}^{\sum \vec{l} \vec{l}}\left[\frac{\bar{W}_{1}^{2}\left(\left|\tilde{v}_{2}^{3}\right|^{2}+\left|\tilde{v}_{2}^{4}\right|^{2}\right)}{8\left[\operatorname{Im}\left(\bar{W}_{1} W_{2}\right)\right]^{2}}+2 \alpha^{\prime}(C+\hat{C})\right]\right\},
\end{align*}
$$

where the factor 4 accounts for the trivial sum over the external-fermion spin structure $\nu_{\text {ext }}$, $C$ is given in Eq. (4.47), and we have defined

$$
\begin{equation*}
\hat{C} \equiv \frac{\vartheta_{1}^{\prime}(0)^{2}}{2 \vartheta_{1}\left(\frac{z_{12}}{2}\right)^{2}} F_{1}\left(z_{1}, z_{2}\right) . \tag{5.12}
\end{equation*}
$$

In the following, we will not consider anymore in Eqs. (5.8) and (5.11) the irrelevant contributions of the external bosonic correlators, $[\cdots]^{-2 \alpha^{\prime} k^{2}}$, which are equal to 1 on shell. We stress again that we could have introduced non-trivial Kaluza-Klein momenta along $T^{2}$ to avoid ambiguities in extracting information from the amplitude $A_{\text {ext }}^{\alpha_{0} \beta_{0}}$.

Normalization functions $\mathcal{C}_{\nu_{\text {int }}}^{\Sigma \vec{l} \vec{l}}$ and $\tilde{\mathcal{C}}_{\nu_{\text {int }}}^{\Sigma \vec{l} \vec{l} \overrightarrow{ }}$ : As said in the remark below Eq. (4.22), $\mathcal{C}_{\nu_{\text {int }}}^{\Sigma \vec{l} \vec{l}}$ and $\tilde{\mathcal{C}}_{\nu_{\text {int }}}^{\operatorname{Li} \vec{l}}$ may be determined by using the fact that when $z_{1}$ and $z_{2}$ coalesce, the effects of the ground-state boundary-changing operators compensate each other. Hence, the external part of the amplitude reduces, up to a multiplicative factors, to selected pieces of the open-string contributions to the partition function. To identify precisely which pieces are relevant, Fig. 4 shows what the diagrams in Fig. 3 become when $z_{12} \rightarrow 0$. In this limit, the cut differential associated with either of the complex directions $u \in\{3,4\}$ becomes trivial, $\omega(z) \rightarrow 1$, so that

$$
\begin{equation*}
W_{1} \underset{z_{12} \rightarrow 0}{\longrightarrow} 1, \quad W_{2} \underset{z_{12} \rightarrow 0}{\longrightarrow} \tau^{\mathrm{dc}} . \tag{5.13}
\end{equation*}
$$

This leads to

$$
\begin{align*}
& A_{\text {ext } \Sigma}^{\alpha_{0} \beta_{0}} \underset{z_{12} \sim 0}{\sim} \frac{3}{2 i \pi} \alpha^{\prime} k^{2} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \frac{1}{z_{12}^{2}} \frac{1}{\tau_{2} \eta^{3}} \sum_{\nu_{\text {int }}}(-1)^{\delta_{\nu_{\text {int }}, 1}} \vartheta_{\nu_{\text {int }}}^{2} \times \\
& \sum_{\vec{l}} e^{-\frac{\pi}{\alpha^{\prime} \tau_{2}}} \sum_{I^{\prime}}\left(R_{I^{\prime}} l_{I^{\prime}}\right)^{2}\left[\sum_{\vec{l}} e^{-\frac{\pi}{\alpha^{\prime} \tau_{2}} \sum_{I}\left(R_{I} l_{I}\right)^{2}} \mathcal{C}_{\nu_{\text {int }}}^{\Sigma \vec{l} \vec{l} \vec{l}}+\sum_{\vec{l}} e^{-\frac{\pi \alpha^{\prime}}{\tau_{2}}} \sum_{I}\left(\tilde{l}_{I} / R_{I}\right)^{2} \tilde{\mathcal{C}_{\nu_{\text {int }}}} \tilde{l}_{\vec{l} \vec{l}}\right], \tag{5.14}
\end{align*}
$$

which has to be identified with

$$
\begin{array}{lll}
\frac{3}{2 i \pi} \alpha^{\prime} k^{2} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \frac{8 \mathcal{C}}{z_{12}^{2}} \times \frac{1}{\tau_{2}^{2}} \sum_{\gamma=1}^{32+32} \sum_{\alpha_{0} \gamma+\beta_{0} \gamma} \frac{1}{2} \frac{1+g}{2} q^{\frac{1}{2}\left(L_{0}-1\right)} & \text { for } \mathcal{A}  \tag{5.15}\\
\text { and } & \frac{3}{2 i \pi} \alpha^{\prime} k^{2} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \frac{8 \mathcal{C}}{z_{12}^{2}} \times \frac{1}{\tau_{2}^{2}} \operatorname{Str}_{\alpha_{0} \alpha_{0}+\beta_{0} \beta_{0}} \frac{\Omega}{2} \frac{1+g}{2} q^{\frac{1}{2}\left(L_{0}-1\right)} & \text { for } \mathcal{M} .
\end{array}
$$



Figure 4: Open-string diagrams of Fig. 3 in the limit $z_{12} \rightarrow 0$.

In these expressions, $\mathcal{C}$ is a constant number, ${ }^{16}$ while the supertraces are restricted to the open-string modes with ends attached to branes as shown in Fig. 4. For the identification to be possible, one has to switch the $T^{2}, T^{4}$ and $\tilde{T}^{4}$ lattices in the partition functions $Z_{\mathcal{A}}$ and $Z_{\mathcal{M}}$ from Hamiltonian to instantonic forms, which is done by Poisson summations,

$$
\begin{align*}
& \sum_{\vec{m}} P_{\vec{m}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}=\frac{\mathrm{v}_{4}}{\alpha^{\prime 2} \tau_{2}^{2}} \sum_{\vec{l}} e^{-\frac{\pi}{\alpha^{\prime} \tau_{2}} \sum_{I}\left(R_{I} l_{I}\right)^{2}} e^{2 i \pi \vec{l} \cdot\left(\vec{a}_{i}-\vec{a}_{j}\right)}, \\
& \sum_{\vec{m}} W_{\vec{n}+\vec{a}_{i}-\vec{a}_{j}}^{(4)}=\frac{\alpha^{\prime 2}}{\mathrm{v}_{4} \tau_{2}^{2}} \sum_{\vec{l}} e^{-\frac{\pi \alpha^{\prime}}{\tau_{2}} \sum_{I}\left(\tilde{l}_{I} / R_{I}\right)^{2}} e^{2 i \vec{l} \vec{l} \cdot\left(\vec{a}_{i}-\vec{a}_{j}\right)},  \tag{5.16}\\
& \sum_{\vec{m}^{\prime}} P_{\vec{m}^{\prime}+F \vec{a}_{\mathrm{S}}^{\prime}+\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}}^{(2)}=\frac{\mathrm{v}_{2}}{\alpha^{\prime} \tau_{2}} \sum_{\vec{l}} e^{-\frac{\pi}{\alpha^{\prime} \tau_{2}} \sum_{I}\left(R_{I^{\prime}} l_{I^{\prime}}\right)^{2}} e^{2 i \pi \vec{l} \cdot\left(\vec{a}_{i^{\prime}}-\vec{a}_{j^{\prime}}\right)} e^{2 i \pi F \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}},
\end{align*}
$$

where we have defined

$$
\begin{equation*}
\mathrm{v}_{4}=R_{6} R_{7} R_{8} R_{9}, \quad \mathrm{v}_{2}=R_{4} R_{5} \tag{5.17}
\end{equation*}
$$

For the case of the annulus, using the definitions of the characters given in Eq. (B.4), we identify

$$
\begin{align*}
& \mathcal{C}_{1}^{\mathcal{A} \vec{l} \vec{l}}=\rho \frac{\mathcal{C}}{\tau_{2}^{2} \eta^{3}} f_{\alpha_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}}, \quad \quad \tilde{\mathcal{C}}_{1}^{\overrightarrow{\mathcal{l}} \vec{l} \vec{l}}=\rho \frac{\mathcal{C}}{\tau_{2}^{2} \eta^{3}} f_{\beta_{0} \mathrm{~N}}^{\vec{A} \vec{l} \vec{l}}, \\
& \mathcal{C}_{2}^{\mathcal{A} \vec{l} \vec{l}}=\frac{\mathcal{C}}{\tau_{2}^{2} \eta^{3}} \frac{\vartheta_{3}^{2}}{\vartheta_{4}^{2}} f_{\alpha_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}}-\frac{\mathcal{C} \vartheta_{2}^{2}}{\tau_{2}^{4} \eta^{9}} f_{\alpha_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{l}} e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}}, \quad \tilde{\mathcal{C}}_{2}^{\mathcal{A} \vec{l} \vec{l}}=\frac{\mathcal{C}}{\tau_{2}^{2} \eta^{3}} \frac{\vartheta_{3}^{2}}{\vartheta_{4}^{2}} f_{\beta_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{C}}-\frac{\mathcal{C} \vartheta_{2}^{2}}{\tau_{2}^{4} \eta^{9}} f_{\beta_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}} e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}}, \\
& \mathcal{C}_{3}^{\mathcal{A} \vec{l} \vec{l}}=\frac{\mathcal{C} \vartheta_{3}^{2}}{\tau_{2}^{4} \eta^{9}} f_{\alpha_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{l}}-\frac{\mathcal{C}}{\tau_{2}^{2} \eta^{3}} \frac{\vartheta_{2}^{2}}{\vartheta_{4}^{2}} f_{\alpha_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}} e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}}, \quad \tilde{\mathcal{C}}_{3}^{\mathcal{A} \vec{l} \vec{l}}=\frac{\mathcal{C} \vartheta_{3}^{2}}{\tau_{2}^{4} \eta^{9}} f_{\beta_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}}-\frac{\mathcal{C}}{\tau_{2}^{2} \eta^{3}} \frac{\vartheta_{2}^{2}}{\vartheta_{4}^{2}} f_{\beta_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{l}} e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}}, \\
& \mathcal{C}_{4}^{\mathcal{A} \vec{l} \vec{l}}=-\frac{\mathcal{C} \vartheta_{4}^{2}}{\tau_{2}^{4} \eta^{9}} f_{\alpha_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{l}}, \tag{5.18}
\end{align*}
$$

where we have defined

$$
\begin{align*}
& f_{\alpha_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{l}}=\frac{\mathrm{v}_{2} \mathrm{v}_{4}}{\alpha^{\prime 3}} \sum_{i, i^{\prime}} N_{i i^{\prime}} e^{2 i \pi \vec{l} \cdot\left(\vec{a}_{i_{0}}-\vec{a}_{i}\right)} e^{2 i \pi \vec{l}^{\prime} \cdot\left(\vec{a}_{i_{0}}-\vec{a}_{i^{\prime}}\right)}, \quad f_{\beta_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}}=\frac{\mathrm{v}_{2} \alpha^{\prime 2}}{\alpha^{\prime} \mathrm{v}_{4}} \sum_{i, i^{\prime}} D_{i i^{\prime}} e^{2 i \pi \vec{l} \cdot\left(\vec{a}_{j_{0}}-\vec{a}_{i}\right)} e^{2 i \pi \vec{l} \cdot\left(\vec{a}_{i_{0}^{\prime}}-\vec{a}_{i^{\prime}}\right)}, \\
& f_{\alpha_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}}=\delta_{\vec{l}, \overrightarrow{0}} \frac{\mathrm{v}_{2}}{\alpha^{\prime}} \sum_{i, i^{\prime}} D_{i i^{\prime}} e^{2 i \pi \vec{l}^{\prime} \cdot\left(\vec{a}_{i_{0}^{\prime}}-\vec{a}_{i^{\prime}}\right)}, \quad \quad f_{\beta_{0} \mathrm{~N}}^{\mathcal{A l} \vec{l} \vec{l}}=\delta_{\vec{l}, \overrightarrow{0}} \frac{\mathrm{v}_{2}}{\alpha^{\prime}} \sum_{i, i^{\prime}} N_{i i^{\prime}} e^{2 i \pi \vec{l}^{\prime} \cdot\left(\vec{a}_{i_{0}^{\prime}}-\vec{a}_{i^{\prime}}\right)} . \tag{5.19}
\end{align*}
$$

To better understand how the discrete sums and coefficients $N_{i i^{\prime}}$ and $D_{i i^{\prime}}$ arise, let us display as an example what the first product of traces in Eq. (2.16) becomes, when restricting to open strings attached (in the T-dual picture) to the D 3 -brane $\alpha_{0}$, and to a D 3 -brane $\gamma$ in

[^75]the Neumann sector,
\[

$$
\begin{equation*}
\sum_{\substack{, i i^{\prime} \\ j, j^{\prime}}} \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{i i^{\prime}}\right) \operatorname{tr}\left(\gamma_{\mathrm{N}, 1}^{i j^{\prime}-1}\right) \quad \longrightarrow \quad\left(\gamma_{\mathrm{N}, 1}^{i i_{0}^{i_{0}^{\prime}}}\right)_{\alpha_{0} \alpha_{0}} \sum_{j, j^{\prime}} \sum_{\gamma=1}^{N_{j j^{\prime}}}\left(\gamma_{\mathrm{N}, 1}^{j j^{\prime}-1}\right)_{\gamma \gamma}=\sum_{j, j^{\prime}} N_{j j^{\prime}} \tag{5.20}
\end{equation*}
$$

\]

On the contrary, all terms associated with the group generator $g$ vanish, due to the fact that the diagonal components of the matrices $J_{k}$ are zero. In the expressions of $\mathcal{C}_{1}^{\mathcal{A} \vec{l} \vec{l}}$ and $\tilde{\mathcal{C}}_{1}^{\mathcal{A} \vec{l} \vec{l}}$, we have introduced a coefficient $\rho$ that accounts for the ambiguity arising in their determination, since $\vartheta_{\nu_{\text {int }}}^{2}=0$ for $\nu_{\text {int }}=1$. This coefficient will be determined in the sequel. Finally, notice that the identification has lifted all sign ambiguities associated with the twist- and spin-field correlators. These signs depend on the instanton numbers $\vec{l}, \vec{l}, \vec{l}$ and the positions of the D3-branes $\alpha_{0}, \beta_{0}, \gamma$.

To perform the similar computation in the Möbius strip case, note that $Z_{\mathcal{M}}$ is expressed in terms of "hatted characters" defined in Eq. (2.19). However, in light-cone gauge, the characters associated with the worldsheet fermions multiplied by $1 / \hat{\eta}^{8}$ arising from the bosonic coordinates yield low-lying states at the massless level. Hence, all phases $e^{-i \pi(h-c / 24)}$ appearing in the definitions of the hatted characters cancel each other and we may simply remove all "hats" on the $\vartheta$ and $\eta$ functions when identifying Eq. (5.15) with the amplitude (5.14). In that case, the normalization functions are found to be

$$
\begin{array}{ll}
\mathcal{C}_{1}^{\mathcal{M} \vec{l} \vec{l}}=0, & \tilde{\mathcal{C}}_{1}^{\mathcal{M} \vec{l} \vec{l}}=0, \\
\mathcal{C}_{2}^{\mathcal{M} \vec{l} \vec{l}}=\frac{\mathcal{C} \vartheta_{2}^{2}}{\tau_{2}^{4} \eta^{9}} \frac{\mathrm{v}_{2} \mathrm{v}_{4}}{\alpha^{\prime 3}} e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{s}}^{\prime}}, & \tilde{\mathcal{C}}_{2}^{\mathcal{M} \vec{l} \vec{l}}=\frac{\mathcal{C} \vartheta_{2}^{2}}{\tau_{2}^{4} \eta^{9}} \frac{\mathrm{v}_{2} \alpha^{\prime 2}}{\alpha^{\prime} \mathrm{v}_{4}} e^{2 i \vec{l} \cdot \overrightarrow{\vec{l}_{\mathrm{S}}^{\prime}},} \\
\mathcal{C}_{3}^{\mathcal{M} \vec{l} \vec{l}}=-\frac{\mathcal{C} \vartheta_{3}^{2}}{\tau_{2}^{4} \eta^{9}} \frac{\mathrm{v}_{2} \mathrm{v}_{4}}{\alpha^{\prime 3}}, & \tilde{\mathcal{C}}_{3}^{\mathcal{M} \vec{l} \vec{l}}=-\frac{\mathcal{C} \vartheta_{3}^{2}}{\tau_{2}^{4} \eta^{9}} \frac{\mathrm{v}_{2} \alpha^{\prime 2}}{\alpha^{\prime} \mathrm{v}_{4}},  \tag{5.21}\\
\mathcal{C}_{4}^{\mathcal{M} \vec{l} \vec{l}}=\frac{\mathcal{C} \vartheta_{4}^{2}}{\tau_{2}^{4} \eta^{9}} \frac{\mathrm{v}_{2} \mathrm{v}_{4}}{\alpha^{\prime 3}}, & \tilde{\mathcal{C}}_{4}^{\mathcal{M} \vec{l} \vec{l}}=\frac{\mathcal{C} \vartheta_{4}^{2}}{\tau_{2}^{4} \eta^{9}} \frac{\mathrm{v}_{2} \alpha^{\prime 2}}{\alpha^{\prime} \mathrm{v}_{4}} .
\end{array}
$$

For instance, when one restricts to the boundary conditions shown in Fig. 4, the first trace appearing in the expression of $Z_{\mathcal{M}}$ yields,

$$
\begin{equation*}
\operatorname{tr}\left(\gamma_{\mathrm{N}, \Omega}^{i i^{\prime} \mathrm{T}} \gamma_{\mathrm{N}, \Omega}^{j j^{\prime}-1}\right) \quad \longrightarrow \quad\left(\gamma_{\mathrm{N}, \Omega}^{i_{0} i^{\prime} \mathrm{T}}\right)_{\alpha_{0} \alpha_{0}}\left(\gamma_{\mathrm{N}, \Omega}^{i j^{\prime}-1}\right)_{\alpha_{0} \alpha_{0}}=1 \tag{5.22}
\end{equation*}
$$

On the contrary, all traces in the second line of Eq. (2.20) yield vanishing contributions since the selected diagonal matrix elements are zero.

Consistency when supersymmetry is restored: All normalization functions can be injected back in Eqs. (5.8) and (5.11) to obtain the full expressions of the amplitudes $A_{\text {ext } \Sigma}^{\alpha_{0} \beta_{0}}$ and $A_{\text {int } \Sigma}^{\alpha_{0} \beta_{0}}$ for arbitrary $z_{1}, z_{2}$. To analyze their structures in more details, let us focus on the instantonic sums. For the internal part of the amplitude computed on the annulus, we obtain for each given $\overrightarrow{l^{\prime}}, \vec{l}$ a contribution of the form

$$
\begin{align*}
\sum_{\nu_{\text {int }}} \vartheta_{\nu_{\text {int }}}\left(\frac{z_{12}}{2}\right)^{2} \mathcal{C}_{\nu_{\text {int }}}^{\mathcal{A} \vec{l} \vec{l}}= & \mathcal{C} \frac{f_{\alpha_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{l}}}{\tau_{2}^{4} \eta^{9}}\left\{\vartheta_{3}^{2} \vartheta_{3}\left(\frac{z_{12}}{2}\right)^{2}-\vartheta_{4}^{2} \vartheta_{4}\left(\frac{z_{12}}{2}\right)^{2}-e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}} \vartheta_{2}^{2} \vartheta_{2}\left(\frac{z_{12}}{2}\right)^{2}\right\} \\
& +\mathcal{C} \frac{f_{\alpha_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{D}}}{\tau_{2}^{2} \eta^{3} \vartheta_{4}^{2}}\left\{\vartheta_{3}^{2} \vartheta_{2}\left(\frac{z_{12}}{2}\right)^{2}+\rho \vartheta_{4}^{2} \vartheta_{1}\left(\frac{z_{12}}{2}\right)^{2}-e^{2 i \vec{l} \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}} \vartheta_{2}^{2} \vartheta_{3}\left(\frac{z_{12}}{2}\right)^{2}\right\} \\
= & \mathcal{C}\left(1-(-1)^{l_{5}}\right)\left\{\frac{f_{\alpha_{0} \mathrm{~N}}^{\mathcal{A} \vec{l} \vec{l}}}{\tau_{2}^{4} \eta^{9}} \vartheta_{2}^{2} \vartheta_{2}\left(\frac{z_{12}}{2}\right)^{2}+\frac{f_{\alpha_{0} \mathrm{D}}^{\mathcal{A} \vec{l}}}{\tau_{2}^{2} \eta^{3} \vartheta_{4}^{2}} \vartheta_{2}^{2} \vartheta_{3}\left(\frac{z_{12}}{2}\right)^{2}\right\}  \tag{5.23}\\
& +\mathcal{C}(\rho-1) \frac{f_{\alpha_{0} \mathrm{D}}^{\mathcal{l} \vec{l}}}{\tau_{2}^{2} \eta^{3}} \vartheta_{1}\left(\frac{z_{12}}{2}\right)^{2},
\end{align*}
$$

where the second equality is obtained by applying a generalized Jacobi identities [62] with non-zero first arguments, as well as the specific form of the vector $\vec{a}_{\mathrm{S}}^{\prime}$. For given $\vec{l}^{\prime}, \overrightarrow{\tilde{l}}$, the similar sum for the coefficients $\tilde{\mathcal{C}} \tilde{\nu}_{\text {int }} \vec{l} \vec{l}$ is obtained by changing $\alpha_{0} \rightarrow \beta_{0}$ and $\mathrm{N} \leftrightarrow \mathrm{D}$. We are now ready to determine the constant $\rho$ by taking the limit $R_{5} \rightarrow+\infty$ in Eq. (5.11). Indeed, $l_{5}=0$ is the only contribution in the sum over $l_{5}$ that survives in this limit. Hence, $A_{\mathrm{int} \mathcal{A}}^{\alpha_{0} \beta_{0}}$ vanishes when supersymmetry is restored if and only if $\rho=1$, since in that case only, Eq. (5.23) projects out all even values of the wrapping number $l_{5}$. Indeed, in the supersymmetric case, the effective potential cannot be corrected perturbatively, which implies $\rho$ to be such that the one-loop corrections to the masses we are computing vanish.

We can proceed the same way for the internal part of the amplitude computed on the Möbius strip. For fixed $\overrightarrow{l^{\prime}}$, $\vec{l}$, we have

$$
\begin{align*}
\sum_{\nu_{\text {int }}} \vartheta_{\nu_{\text {int }}}\left(\frac{z_{12}}{2}\right)^{2} \mathcal{C}_{\nu_{\text {int }}}^{\mathcal{M} \vec{l} \vec{l}} & =\frac{\mathcal{C} \mathrm{v}_{2} \mathrm{~V}_{4}}{\alpha^{\prime 3} \tau_{2}^{4} \eta^{9}}\left\{e^{2 i \pi \vec{l} \cdot \vec{a}_{\mathrm{S}}^{\prime}} \vartheta_{2}^{2} \vartheta_{2}\left(\frac{z_{12}}{2}\right)^{2}-\vartheta_{3}^{2} \vartheta_{3}\left(\frac{z_{12}}{2}\right)^{2}+\vartheta_{4}^{2} \vartheta_{4}\left(\frac{z_{12}}{2}\right)^{2}\right\}  \tag{5.24}\\
& =-\frac{\mathcal{C} \mathrm{v}_{2} \mathrm{v}_{4}}{\alpha^{\prime 3} \tau_{2}^{4} \eta^{9}}\left(1-(-1)^{l_{5}}\right) \vartheta_{2}^{2} \vartheta_{2}\left(\frac{z_{12}}{2}\right)^{2}
\end{align*}
$$

while for given $\overrightarrow{l^{\prime}}, \overrightarrow{\tilde{l}}$, the analogous sum for $\tilde{\mathcal{C}_{\nu_{\mathrm{int}}} \vec{M} \vec{l} \vec{l}}$ is obtained by changing $\mathrm{v}_{4} / \alpha^{\prime 2} \rightarrow \alpha^{\prime 2} / \mathrm{v}_{4}$. In the limit $R_{5} \rightarrow+\infty$ where supersymmetry is restored, the amplitude $A_{\mathrm{int}, \mathcal{M}}^{\alpha_{0} \beta_{0}}$ vanishes consistently.

As can be seen from Eqs. (5.8) and (5.11), the sums over the spin structure $\nu_{\text {int }}$ in the external and internal parts of the amplitudes are identical, up to the insertion of the sign
$(-1)^{\delta_{\nu_{\text {int }}, 1}}$ for $A_{\text {ext } \Sigma}^{\alpha_{0} \beta_{0}}$. Of course, this does not make any difference in the case of the Möbius strip since the normalization functions for $\nu_{\text {int }}=1$ vanish. On the contrary, for $\Sigma=\mathcal{A}$, the extra sign amounts to changing $\rho \rightarrow-\rho$ in Eq. (5.23). As a result, the external part of the amplitude, $A_{\text {ext } \mathcal{A}}^{\alpha_{0} \beta_{0}}$, does not vanish in the decompactification limit, and yields a one-loop correction to the Kähler potential of the massless scalars in the ND+DN sector, even in the supersymmetric case.

Integration over the moduli and vertex positions: What remains to be done is to integrate the amplitudes over the moduli of the open-string surfaces and vertex operator positions modulo the conformal Killing group [63]. The moduli of $\mathcal{A}$ and $\mathcal{M}$ are the imaginary parts of the Teichmüller parameters of the double-cover tori, $\operatorname{Im} \tau^{\mathrm{dc}}$. Moreover, instead of integrating over the locations of both insertion points and dividing by the volume of the conformal Killing group, we may simply fix to an arbitrary value the position of one vertex operator, say $z_{2} \equiv \frac{1}{2}$, and integrate over the location of the other.

In the case of the annulus, both vertices must be located on the same boundary, so that $z_{1} \equiv \frac{1}{2}+i y_{1}$. As a result, denoting the integrated amplitudes by calligraphic letters, the internal part reads

$$
\begin{equation*}
\mathcal{A}_{\mathrm{int} \mathcal{A}}^{\alpha_{0} \beta_{0}}=\left.\int_{0}^{+\infty} \mathrm{d} \operatorname{Im} \tau^{\mathrm{dc}} \int_{0}^{\operatorname{Im} \tau^{\mathrm{dc}}} \mathrm{~d} y_{1} A_{\mathrm{int} \mathcal{A}}^{\alpha_{0} \beta_{0}}\right|_{\frac{1}{2}+i y_{1}, \frac{1}{2}}, \tag{5.25}
\end{equation*}
$$

and likewise for the external amplitude. Similarly, for the two-point function computed on the Möbius strip, $z_{1}$ must follow the entire boundary. However, the latter being twice longer than the one considered on the annulus, $z_{1}$ can actually be parametrized as $z_{1}=x_{1}+i y_{1}$, where $x_{1} \in\left\{0, \frac{1}{2}\right\}$. As a result, the internal part of the integrated amplitude is

$$
\begin{equation*}
\mathcal{A}_{\mathrm{int} \mathcal{M}}^{\alpha_{0} \beta_{0}}=\int_{0}^{+\infty} \mathrm{d} \operatorname{Im} \tau^{\mathrm{dc}} \int_{0}^{\operatorname{Im} \tau^{\mathrm{dc}}} \mathrm{~d} y_{1}\left(\left.A_{\mathrm{int} \mathcal{M}}^{\alpha_{0} \beta_{0}}\right|_{\frac{1}{2}+i y_{1}, \frac{1}{2}}+\left.A_{\mathrm{int} \mathcal{M}}^{\alpha_{0} \beta_{0}}\right|_{i y_{1}, \frac{1}{2}}\right), \tag{5.26}
\end{equation*}
$$

and similarly for the external part.
In these forms, the full two-point functions are not particularly illuminating, while performing explicitly the integrals is certainly a hard task. Hence, our goal in the next section is to extract simpler answers valid in the case where the scale of supersymmetry breaking is low.

## 6 Limit of low supersymmetry breaking scale

The analysis of Ref. [32] is valid in regions of moduli space where the supersymmetry breaking scale $M_{3 / 2}$ is lower than all other non-vanishing scales present in the model. The reason of this restriction is that extrema of the one-loop effective potential are then easily found, and correspond in the open-string sector to distributing all D3-branes (in the T-dual pictures) on O3-planes. In such a case, the squared masses acquired at one loop by the moduli fields arising from the NN and DD sectors take particularly simple forms, up to exponentially suppressed corrections of order $e^{-\pi \frac{c M_{s}}{M_{3 / 2}}}$, in the notations of Eq. (1.1). In practice, the fact that $M_{3 / 2}$ is lower than the string scale as well as all other scales generated by compactification means that, effectively, the dominant contributions of the effective potential and masses derived in Ref. [32] match those found in a Kaluza-Klein field theory in $4+1$ dimensions.

In the present section, we would like to find similar results for the masses of the moduli fields present in the ND+DN sector of the theory. This will be done by imposing all mass scales other than $M_{3 / 2}$ to be proportional to $M_{\mathrm{s}}=1 / \sqrt{\alpha^{\prime}}$ and then taking the small $\alpha^{\prime}$ limit.

### 6.1 Limit of super heavy oscillator states

In order to treat all massive string-oscillator states as super heavy in the Hamiltonian forms of the partition functions, let us rescale the Teichmüller parameters of the open-string surfaces as follows ${ }^{17}$

$$
\begin{equation*}
\operatorname{Im} \tau^{\mathrm{dc}} \equiv \frac{\tau_{2}}{2} \equiv \frac{t}{2 \pi \alpha^{\prime}} \gg 1, \quad \text { where } \quad t \in(0,+\infty) \tag{6.1}
\end{equation*}
$$

Physically, this amounts to stretching the surfaces along their proper times in order to look like field-theory worldlines with topology of a circle. The main practical consequence of the rescaling is the approximation

$$
\begin{align*}
\vartheta_{1}(z) & \equiv-2 q_{\mathrm{dc}}^{\frac{1}{8}} \sin (\pi z) \prod_{n \geq 1}\left[\left(1-q_{\mathrm{dc}}^{n}\right)\left(1-q_{\mathrm{dc}}^{n} z^{-2 i \pi z}\right)\left(1-q_{\mathrm{dc}}^{n} z^{2 i \pi z}\right)\right], \quad q_{\mathrm{dc}} \equiv e^{2 i \pi \tau^{\mathrm{dc}}},  \tag{6.2}\\
& =-2 q_{\mathrm{dc}}^{\frac{1}{8}} \sin (\pi z)(1+\cdots), \quad \text { when } \quad|\operatorname{Im} z|<\operatorname{Im} \tau^{\mathrm{dc}}
\end{align*}
$$

where from now on, ellipses stand for terms exponentially suppressed when $\alpha^{\prime} \rightarrow 0$, i.e. of order $e^{-L^{2} / \alpha^{\prime}}$ for lengths $L>0$. In particular, the cut differential associated with the

[^76]complex directions $u \in\{3,4\}$ becomes
\[

$$
\begin{equation*}
\omega(z)=\frac{\sin \left(\pi\left(z-\frac{z_{1}+z_{2}}{2}\right)\right)}{\sin \left(\pi\left(z-z_{1}\right)\right)^{\frac{1}{2}} \sin \left(\pi\left(z-z_{2}\right)\right)^{\frac{1}{2}}}+\cdots, \quad \text { when } \quad|\operatorname{Im} z|, y_{1}, y_{2}<\operatorname{Im} \tau^{\mathrm{dc}} \tag{6.3}
\end{equation*}
$$

\]

Periodicity $z \rightarrow z+1$ remains explicit, while periodicity $z \rightarrow z+\tau^{\mathrm{dc}}$ is hidden in the ellipsis. Notice that compared to Eq. (5.1), we impose $y_{1}, y_{2}$ to be strictly lower than $\operatorname{Im} \tau^{\mathrm{dc}}$ for the above formula to always be valid. More generally, throughout the derivations to come, we will write formulas in their generic forms. Indeed, because in the end all quantities will have to be integrated, taking into account extra contributions arising only at special values of the integration variables results in subdominant corrections for small $\alpha^{\prime}$. We will come back to this issue at the end of this section.

Keeping this in mind, we redefine

$$
\begin{equation*}
y_{A} \equiv u_{A} \operatorname{Im} \tau^{\mathrm{dc}}=\frac{t u_{A}}{2 \pi \alpha^{\prime}} \gg 1, \quad u_{A} \in(0,1), \quad A \in\{1,2\}, \quad \text { and } \quad u \equiv\left|u_{1}-u_{2}\right|, \tag{6.4}
\end{equation*}
$$

in terms of which the components of the cut-period matrix can be expressed like

$$
\begin{align*}
& W_{1}=1+\cdots, \\
& W_{2}=\tau^{\mathrm{dc}}-\xi\left(z_{1}-z_{2}\right)+\frac{i}{\pi} \ln 4+\cdots, \quad \text { where } \quad \xi \equiv \operatorname{sign}\left(y_{1}-y_{2}\right) . \tag{6.5}
\end{align*}
$$

The first expression is easily found by integrating over $z$ finite along $\gamma_{1}$ and replacing all sines in Eq. (6.3) by their dominant exponentials when $\operatorname{Im} \tau^{\mathrm{dc}}$ is large. By contrast, $W_{2}$ can be derived by integrating $z$ between $x_{0}$ and $x_{0}+\tau^{\mathrm{dc}}, x_{0} \in \mathbb{R}$, using a primitive of $\omega$ in its form given in Eq. (6.3). As a result, we obtain that

$$
\begin{equation*}
\operatorname{Im}\left(\bar{W}_{1} W_{2}\right)=\frac{t(1-u)}{2 \pi \alpha^{\prime}}+\frac{\ln 4}{\pi}+\cdots \tag{6.6}
\end{equation*}
$$

When taking the limit of small $\alpha^{\prime}$ in Eq. (5.23), it turns out that the terms proportional to $f_{\alpha_{0} \mathrm{D}}^{\mathcal{A} \vec{l} \vec{l}}$ (and $f_{\beta_{0} \mathrm{~N}}^{A \vec{l} \vec{l}}$ for the formula involving $\tilde{\left.\mathcal{C}_{\nu_{\text {int }}} \vec{l} \vec{l}\right)}$ ) are exponentially suppressed. Notice that they arise from the ND and DN sectors of the partition function $Z_{\mathcal{A}}$, which therefore cease to contribute to the amplitudes in this limit. In the case of the annulus, we then arrive at the expression

$$
A_{\mathrm{int} \mathcal{A}}^{\alpha_{0} \beta_{0}}=-4 \mathcal{C} s \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \sum_{\vec{l}} e^{-\frac{\pi^{2}}{t} \sum_{I^{\prime}}\left(R_{I^{\prime}} l_{I^{\prime}}\right)^{2}} \sum_{\vec{l}} e^{-\frac{\pi^{2}}{t(1-u)+\alpha^{\prime}(2 \ln 4+\cdots)}} \sum_{I}\left(R_{I} l_{I}\right)^{2} \times
$$

$$
\begin{align*}
& \left(1-(-1)^{l_{5}}\right) 2 \pi^{3} \frac{\alpha^{\prime 4}}{t^{4}} \frac{\mathrm{v}_{2} \mathrm{v}_{4}}{\alpha^{\prime 3}} \sum_{i i^{\prime}} N_{i i^{\prime}} e^{2 i \pi \vec{l} \cdot\left(\vec{a}_{i_{0}}-\vec{a}_{i}\right)} e^{2 i \pi \overrightarrow{l^{\prime}} \cdot\left(\vec{a}_{i_{0}^{\prime}}-\vec{a}_{i^{\prime}}\right)} \times  \tag{6.7}\\
& \frac{\pi}{t(1-u)+\alpha^{\prime}(2 \ln 4+\cdots)}\left[\frac{\pi^{4} \alpha^{\prime 2}}{\left[t(1-u)+\alpha^{\prime}(2 \ln 4+\cdots)\right]^{2}} \sum_{J}\left(R_{J} l_{J}\right)^{2}+2 \alpha^{\prime}(C+\hat{C})\right] \\
& +\left(\vec{l}, i_{0}, N_{i i^{\prime}}, R_{I}\right) \rightarrow\left(\overrightarrow{\tilde{l}}, j_{0}, D_{i i^{\prime}}, \alpha^{\prime} / R_{I}\right)+\cdots
\end{align*}
$$

while for the Möbius strip we obtain

$$
\left.\begin{array}{rl}
A_{\mathrm{int} \mathcal{M}}^{\alpha_{0} \beta_{0}}= & 4 \mathcal{C} s \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \sum_{\vec{l}^{\prime}} e^{-\frac{\pi^{2}}{t} \sum_{I^{\prime}}\left(R_{I^{\prime}} l_{I^{\prime}}\right)^{2}} \sum_{\vec{l}} e^{-\frac{\pi^{2}}{t(1-u)+\alpha^{\prime}(2 \ln 4+\cdots)}} \sum_{I}\left(R_{I} l_{I}\right)^{2}
\end{array}\right] .
$$

In the above formulas, the limit of small $\alpha^{\prime}$ in $C$ and $\hat{C}$ will be derived in Sects. 6.3 and 6.4.

### 6.2 Limits of large compactification scales

We would like now to have all compactification mass scales other than $M_{3 / 2}$ very large. In practice, this amounts to taking small radii $R_{4}, R_{I}$ and dual radii $\alpha^{\prime} / R_{I}$ limits. In order to avoid having to consider very large instanton numbers in such a regime, it is convenient to apply Poisson summations over $l_{4}, \vec{l}$ and $\overrightarrow{\tilde{l}}[62]$, which lead for $\Sigma=\mathcal{A}$ to

$$
\begin{align*}
A_{\mathrm{int} \mathcal{A}}^{\alpha_{0} \beta_{0}}= & -16 \mathcal{C} s \sqrt{\pi} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \frac{\alpha^{\prime 3} R_{5}}{t^{\frac{7}{2}}} \sum_{l_{5}} e^{-\frac{\pi^{2}}{t} R_{5}^{2}\left(2 l_{5}+1\right)^{2}} \sum_{i i^{\prime}} N_{i i^{\prime}} e^{2 i \pi\left(a_{i_{0}^{\prime}}^{5}-a_{i^{\prime}}^{5}\right)} \\
& \times \sum_{m_{4}} e^{-t\left(\frac{m_{4}+a_{i_{0}^{\prime}}^{4}-a_{i^{\prime}}^{4}}{R_{4}}\right)^{2}} \sum_{\vec{m}} e^{-\left[t(1-u)+\alpha^{\prime}(2 \ln 4+\cdots)\right] \sum_{I}\left(\frac{m_{I}+a_{i_{0}}^{I}-a_{i}^{I}}{R_{I}}\right)^{2}} \\
& \times\left\{\pi^{3}\left[2-\left[t(1-u)+\alpha^{\prime}(2 \ln 4+\cdots)\right] \sum_{J}\left(\frac{m_{J}+a_{i_{0}}^{J}-a_{i}^{J}}{R_{J}}\right)^{2}\right]\right.  \tag{6.9}\\
& \left.+2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right](C+\hat{C})\right\} \\
& +\left(\vec{m}, i_{0}, N_{i i^{\prime}}, R_{I}\right) \rightarrow\left(\vec{n}, j_{0}, D_{i i^{\prime}}, \alpha^{\prime} / R_{I}\right)+\cdots,
\end{align*}
$$

and for $\Sigma=\mathcal{M}$

$$
\begin{align*}
A_{\text {int } \mathcal{M}}^{\alpha 0 \beta_{0}}= & 16 \mathcal{C} s \sqrt{\pi} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \frac{\alpha^{\prime 3} R_{5}}{t^{\frac{7}{2}}} \sum_{l_{5}} e^{-\frac{\pi^{2}}{t} R_{5}^{2}\left(2 l_{5}+1\right)^{2}} \\
& \times \sum_{m_{4}} e^{-t\left(\frac{m_{4}}{R_{4}}\right)^{2}} \sum_{\vec{m}} e^{-\left[t(1-u)+\alpha^{\prime}(2 \ln 4+\cdots)\right] \sum_{I}\left(\frac{m_{I}}{R_{I}}\right)^{2}} \\
& \times\left\{\pi^{3}\left[2-\left[t(1-u)+\alpha^{\prime}(2 \ln 4+\cdots)\right] \sum_{J}\left(\frac{m_{J}}{R_{J}}\right)^{2}\right]\right.  \tag{6.10}\\
& \left.+2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right](C+\hat{C})\right\} \\
& +\left(\vec{m}, R_{I}\right) \rightarrow\left(\vec{n}, \alpha^{\prime} / R_{I}\right)+\cdots
\end{align*}
$$

One may think that considering $T^{4}$ to be small would imply having the T-dual torus $\tilde{T}^{4}$ large. This is not true, as can be seen by redefining the radii as follows,

$$
\begin{equation*}
R_{4}=r_{4} \sqrt{\alpha^{\prime}}, \quad R_{I}=r_{I} \sqrt{\alpha^{\prime}}, \quad \frac{\alpha^{\prime}}{R_{I}}=\frac{\sqrt{\alpha^{\prime}}}{r_{I}} \tag{6.11}
\end{equation*}
$$

where $r_{4}, r_{I}$ are fixed and dimensionless. Indeed, all radii and dual radii vanish as $\alpha^{\prime} \rightarrow 0$. As a consequence, the limit of small $R_{4}$ implies that we may restrict the dominant term in $A_{\mathrm{int} \mathcal{A}}^{\alpha_{0} \beta_{0}}$ to $m_{4}=0$ and $i^{\prime} \in\left\{i_{0}^{\prime}, \hat{\nu}_{0}^{\prime}\right\}$, where

$$
\begin{equation*}
\hat{\imath}_{0}^{\prime} \text { is the fixed point in } \tilde{T}^{2} \text { that faces } i_{0}^{\prime} \text { along the direction } \tilde{X}^{5} \tag{6.12}
\end{equation*}
$$

in the T-dual pictures. Similarly, the limits of small $R_{I}$ and $\alpha^{\prime} / R_{I}$ force $\vec{m}=0, i=i_{0}$ on the one hand, and $\vec{n}=0, i=j_{0}$ on the other hand. All other contributions can be absorbed in the ellipsis. In total, we obtain for the amplitude computed on the annulus

$$
\begin{align*}
A_{\mathrm{int} \mathcal{A}}^{\alpha_{0} \beta_{0}}= & -16 \mathcal{C} s \sqrt{\pi} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \frac{\alpha^{\prime 3} R_{5}}{t^{\frac{7}{2}}} \sum_{l_{5}} e^{-\frac{\pi^{2}}{t} R_{5}^{2}\left(2 l_{5}+1\right)^{2}}\left(N_{i 0 i_{0}^{\prime}}-N_{i_{0} \hat{i}_{0}^{\prime}}+D_{j 0 i_{0}^{\prime}}-D_{j 0 \hat{i}_{0}^{\prime}}\right)  \tag{6.13}\\
& \times\left\{2 \pi^{3}+2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right](C+\hat{C})\right\}+\cdots,
\end{align*}
$$

while on the Möbius strip we have similarly

$$
\begin{align*}
A_{\mathrm{int} \mathcal{M}}^{\alpha_{0} \beta_{0}}= & 16 \mathcal{C} s \sqrt{\pi} \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \frac{\alpha^{\prime 3} R_{5}}{t^{\frac{7}{2}}} \sum_{l_{5}} e^{-\frac{\pi^{2}}{t} R_{5}^{2}\left(2 l_{5}+1\right)^{2}}(1+1) \\
& \times\left\{2 \pi^{3}+2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right](C+\hat{C})\right\}+\cdots . \tag{6.14}
\end{align*}
$$

### 6.3 Limit $\alpha^{\prime} \rightarrow 0$ of $U_{1}$ and $F_{1}\left(z, z_{2}\right)$

In this subsection and the following, our aim is to derive the limits of $C$ and $\hat{C}$ for small $\alpha^{\prime}$, i.e. the contributions arising from parts (2) of the correlators $\left\langle\tau^{u} \tau^{\prime u}\right\rangle_{\mathrm{qu}}=\left\langle\tau^{\prime u} \tau^{u}\right\rangle_{\mathrm{qu}}$. Because the results can be obtained with no more effort for any Teichmüller parameter, we will keep the real part of $\tau^{\mathrm{dc}}$ arbitrary, and $z_{1}, z_{2}$ will be chosen anywhere in the torus represented by $\mathcal{P}$ in the complex plane, where

$$
\begin{equation*}
\mathcal{P} \text { is the parallelogram with corners at } 0,1 \text { and } \tau^{\mathrm{dc}} . \tag{6.15}
\end{equation*}
$$

The important thing, though, is that Eqs. (6.1) and (6.4) hold. Hence, our computations of parts (2) are valid for excited twist fields (for closed strings) and excited boundary-changing fields (for open strings). Let us start by deriving the limits of $U_{1}$ and $F_{1}\left(z, z_{2}\right)$, which will be used in the next subsection to derive those of $C$ and $\hat{C}$.
$\boldsymbol{U}_{\mathbf{1}}$ when $\boldsymbol{\alpha}^{\prime} \rightarrow \mathbf{0}$ : The function $F_{1}(z, w)$ defined in Eq. (4.45) involves $U_{1}$ which is a root of

$$
\begin{equation*}
\left.\Omega(U) \equiv \partial_{z} F_{1}(z, w)\right|_{z=w}=\frac{\vartheta_{1}^{\prime}}{\vartheta_{1}}(U)+\frac{\vartheta_{1}^{\prime}}{\vartheta_{1}}\left(Y_{1}-U\right), \quad \text { where } \quad Y_{1}=-\frac{z_{12}}{2} \tag{6.16}
\end{equation*}
$$

To see that this definition makes sense, notice that the meromorphic function $\Omega(U)$ is doubly periodic on the genus-1 Riemann surface $\Sigma$, with two simple poles at $U=0$ and $U=Y_{1}$. Therefore, it has two simple zeros. Denoting one of them $U_{1}$, the second is $Y_{1}-U_{1} .{ }^{18}$

When considering the limit $\alpha^{\prime} \rightarrow 0$ in the equation $\Omega\left(U_{1}\right)=0$, a difficulty we have to face is the following: If we look for $U_{1}$ such that $0<\operatorname{Im} U_{1}<\operatorname{Im} \tau^{\mathrm{dc}}$, using the fact that $\left|\operatorname{Im} Y_{1}\right|<\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}$ we obtain that

$$
\begin{equation*}
-\frac{3}{2} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im}\left(Y_{1}-U_{1}\right)<\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}} . \tag{6.17}
\end{equation*}
$$

Hence, it is not clear when we can apply Eq. (6.2) or not. For this reason, let us consider two cases:

- When $0<\operatorname{Im} Y_{1}<\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}$, we obtain that $\left|\operatorname{Im}\left(Y_{1}-U_{1}\right)\right|<\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}$ which allows to write

$$
\begin{align*}
0=\Omega\left(U_{1}\right) & =\pi\left(\cot \left(\pi U_{1}\right)+\cot \left[\pi\left(Y_{1}-U_{1}\right)\right]\right)+\cdots \\
& =\pi \frac{\sin \left(\pi Y_{1}\right)}{\sin \left(\pi U_{1}\right) \sin \left[\pi\left(Y_{1}-U_{1}\right)\right]}+\cdots . \tag{6.18}
\end{align*}
$$

[^77]For the right-hand side to vanish when $\alpha^{\prime} \rightarrow 0$, we see that $U_{1}$ must satisfy $\operatorname{Im} U_{1} \rightarrow+\infty$ and $\operatorname{Im}\left(Y_{1}-U_{1}\right)<0$. To determine $U_{1}$ more precisely, let us keep the first subdominant term in the ellipsis of Eq. (6.18), which is $2 i \pi q_{\mathrm{dc}} e^{-2 i \pi U_{1}} .{ }^{19}$ In that case, the equation becomes

$$
\begin{equation*}
i \sin \left(\pi Y_{1}\right)=2 \sin \left(\pi U_{1}\right) \sin \left[\pi\left(Y_{1}-U_{1}\right)\right] q_{\mathrm{dc}} e^{-2 i \pi U_{1}}(1+\cdots), \tag{6.19}
\end{equation*}
$$

which implies the asymptotic equivalence

$$
\begin{equation*}
-e^{-i \pi Y_{1}} \underset{\alpha^{\prime} \rightarrow 0}{\sim} e^{-i \pi U_{1}} e^{i \pi\left(Y_{1}-U_{1}\right)} q_{\mathrm{dc}} e^{-2 i \pi U_{1}} . \tag{6.20}
\end{equation*}
$$

Redefining

$$
\begin{equation*}
U_{1} \equiv \frac{\tau^{\mathrm{dc}}+Y_{1}}{2}+\frac{1}{4}+\frac{m}{2}+\varepsilon \quad \text { for some } m \in \mathbb{Z}, \quad \text { with } \quad|\operatorname{Re} \varepsilon|<\frac{1}{2} \tag{6.21}
\end{equation*}
$$

Eq. (6.20) shows that $\varepsilon \rightarrow 0$ when $\alpha^{\prime} \rightarrow 0$.

- When $-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} Y_{1}<0$, we can apply the change of variable (6.21) which yields

$$
\begin{equation*}
-\frac{3}{4} \operatorname{Im} \tau^{\mathrm{dc}}-\operatorname{Im} \varepsilon<\operatorname{Im}\left(Y_{1}-U_{1}\right)<-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}-\operatorname{Im} \varepsilon \tag{6.22}
\end{equation*}
$$

Hence, assuming that $\varepsilon$ is bounded when $\alpha^{\prime} \rightarrow 0$, Eq. (6.18) is legitimate for small enough $\alpha^{\prime}$. However, the first dominant term in the ellipsis is now $-2 i \pi q_{\mathrm{dc}} e^{2 i \pi\left(Y_{1}-U_{1}\right)},{ }^{19}$ and the equation becomes

$$
\begin{equation*}
i \sin \left(\pi Y_{1}\right)=-2 \sin \left(\pi U_{1}\right) \sin \left[\pi\left(Y_{1}-U_{1}\right)\right] q_{\mathrm{dc}} e^{2 i \pi\left(Y_{1}-U_{1}\right)}(1+\cdots) . \tag{6.23}
\end{equation*}
$$

Hence, we obtain that

$$
\begin{equation*}
e^{i \pi Y_{1}} \underset{\alpha^{\prime} \rightarrow 0}{\sim}-e^{-i \pi U_{1}} e^{i \pi\left(Y_{1}-U_{1}\right)} q_{\mathrm{dc}} e^{2 i \pi\left(Y_{1}-U_{1}\right)}, \tag{6.24}
\end{equation*}
$$

which is equivalent to Eq. (6.20) and leads to $\varepsilon \rightarrow 0$ when $\alpha^{\prime} \rightarrow 0$. The assumption on the boundedness of $\varepsilon$ being consistent, we have also found solutions in the present case.

In both instances, $\varepsilon$ can be expressed in terms of exponentially suppressed contributions subdominant to those we have taken into account explicitly. Its leading behavior is derived in Appendix C.

[^78]By imposing $U_{1}$ to be located in $\mathcal{P}$, we find the two roots of $\Omega(U)$,

$$
\begin{equation*}
U_{1}=\frac{\tau^{\mathrm{dc}}+Y_{1}}{2}+\frac{1}{4}+\cdots \quad \text { or } \quad \frac{\tau^{\mathrm{dc}}+Y_{1}}{2}+\frac{3}{4}+\cdots \tag{6.25}
\end{equation*}
$$

Since we know that there cannot be other solutions modulo 1 and $\tau^{\mathrm{dc}}$, a cross-check of this result is to observe that $Y_{1}-U_{1}$ satisfies consistently

$$
\begin{equation*}
Y_{1}-U_{1}+1+\tau^{\mathrm{dc}}=\frac{\tau^{\mathrm{dc}}+Y_{1}}{2}+\frac{3}{4}+\cdots \quad \text { or } \quad \frac{\tau^{\mathrm{dc}}+Y_{1}}{2}+\frac{1}{4}+\cdots . \tag{6.26}
\end{equation*}
$$

$\boldsymbol{F}_{\mathbf{1}}\left(\boldsymbol{z}, \boldsymbol{z}_{\mathbf{2}}\right)$ when $\boldsymbol{\alpha}^{\prime} \rightarrow \mathbf{0}$ : Both possible choices of $U_{1}$ yield the same function $F_{1}(z, w)$. What we need to analyze in order to derive the limits of $C$ and $\hat{C}$ is its expression for $w=z_{2}$,

$$
\begin{equation*}
F_{1}\left(z, z_{2}\right)=\frac{\vartheta_{1}\left(z+\frac{\tau^{\mathrm{dc}}}{2}-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}+\frac{1}{4}+\cdots\right) \vartheta_{1}\left(z-\frac{\tau^{\mathrm{dc}}}{2}-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}-\frac{1}{4}+\cdots\right)}{\vartheta_{1}\left(\frac{\tau^{\mathrm{dc}}}{2}-\frac{z_{12}}{4}+\frac{1}{4}+\cdots\right) \vartheta_{1}\left(-\frac{\tau^{\mathrm{dc}}}{2}-\frac{z_{12}}{4}-\frac{1}{4}+\cdots\right)}, \tag{6.27}
\end{equation*}
$$

where $z \equiv x+i y \in \mathcal{P}$, and $x, y \in \mathbb{R}$. Notice that Eq. (6.2) can be applied to both $\vartheta_{1}$ functions appearing in the denominator (for small enough $\alpha^{\prime}$ ).

For $0<\frac{1}{2} y_{1}+\frac{3}{2} y_{2}<\operatorname{Im} \tau^{\mathrm{dc}}$, the second $\vartheta_{1}$ function in the numerator fulfils the hypothesis of Eq. (6.2), while the first one requires more scrutiny:

- When $0<y<\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}+\frac{1}{4} y_{1}+\frac{3}{4} y_{2}$, Eq. (6.2) applies to the first $\vartheta_{1}$.
- When $\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}+\frac{1}{4} y_{1}+\frac{3}{4} y_{2}<y<\operatorname{Im} \tau^{\mathrm{dc}}$, we have (for small enough $\alpha^{\prime}$ )

$$
\begin{equation*}
\operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im}\left(z+\frac{\tau^{\mathrm{dc}}}{2}-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}+\frac{1}{4}+\cdots\right)<\frac{3}{2} \operatorname{Im} \tau^{\mathrm{dc}} \tag{6.28}
\end{equation*}
$$

which shows that we have to multiply the second line of Eq. (6.2) by an extra factor $-q_{\mathrm{dc}} e^{-2 i \pi z}$ to apply it to the first $\vartheta_{1}$ function in the numerator of Eq. (6.27).

In the end, we obtain that
when $0<\frac{1}{2} y_{1}+\frac{3}{2} y_{2}<\operatorname{Im} \tau^{\mathrm{dc}}$, then

$$
F_{1}\left(z, z_{2}\right)= \begin{cases}1+\cdots & \text { if } 0<y<\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}+\frac{1}{4} y_{1}+\frac{3}{4} y_{2}  \tag{6.29}\\ e^{-4 i \pi\left(z-\frac{\tau^{\mathrm{dc}}}{2}-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}\right)}(1+\cdots) & \text { if } \frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}+\frac{1}{4} y_{1}+\frac{3}{4} y_{2}<y<\operatorname{Im} \tau^{\mathrm{dc}}\end{cases}
$$

Conversely, for $\operatorname{Im} \tau^{\mathrm{dc}}<\frac{1}{2} y_{1}+\frac{3}{2} y_{2}<2 \operatorname{Im} \tau^{\mathrm{dc}}$, it is the first $\vartheta_{1}$ function in the numerator that satisfies the condition of validity of Eq. (6.2), while for the second one we have to consider two possibilities:

- When $\frac{1}{4} y_{1}+\frac{3}{4} y_{2}-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}<y<\operatorname{Im} \tau^{\mathrm{dc}}$, Eq. (6.2) applies to this $\vartheta_{1}$ function.
- When $0<y<\frac{1}{4} y_{1}+\frac{3}{4} y_{2}-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}$, we have (for small enough $\alpha^{\prime}$ )

$$
\begin{equation*}
-\frac{3}{2} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im}\left(z-\frac{\tau^{\mathrm{dc}}}{2}-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}-\frac{1}{4}+\cdots\right)<-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}} \tag{6.30}
\end{equation*}
$$

Hence, the second line of Eq. (6.2) must contain an extra factor $-q_{\mathrm{dc}} e^{2 i \pi z}$ to apply it to the second $\vartheta_{1}$ function in the numerator of $F_{1}\left(z, z_{2}\right)$.

All in all,

$$
\begin{equation*}
\text { when } \operatorname{Im} \tau^{\mathrm{dc}}<\frac{1}{2} y_{1}+\frac{3}{2} y_{2}<2 \operatorname{Im} \tau^{\mathrm{dc}}, \quad \text { then } \tag{6.31}
\end{equation*}
$$

$$
F_{1}\left(z, z_{2}\right)= \begin{cases}e^{4 i \pi\left(z-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}+\frac{\tau^{\mathrm{dc}}}{2}\right)}(1+\cdots) & \text { if } 0<y<\frac{1}{4} y_{1}+\frac{3}{4} y_{2}-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}} \\ 1+\cdots & \text { if } \frac{1}{4} y_{1}+\frac{3}{4} y_{2}-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}<y<\operatorname{Im} \tau^{\mathrm{dc}}\end{cases}
$$

### 6.4 Limit $\alpha^{\prime} \rightarrow 0$ of $C$ and $\hat{C}$

We are now ready to evaluate the limits of $C$ and $\hat{C}$ for small $\alpha^{\prime}$.
$\hat{\boldsymbol{C}} \boldsymbol{w h e n} \boldsymbol{\alpha}^{\prime} \rightarrow \mathbf{0}$ : The expression of $\hat{C}$ given in Eq. (5.12) involves $F_{1}\left(z_{1}, z_{2}\right)$. If this quantity can certainly be obtained by taking $z=z_{1}$ in the results we have just derived, it can also be computed from scratch by reasoning in the same way, which turns out to be easier. The result is

$$
F_{1}\left(z_{1}, z_{2}\right)= \begin{cases}e^{2 i \pi\left(\tau^{\mathrm{dc}}-\frac{3}{2} z_{12}\right)}(1+\cdots) & \text { if } \quad \frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} z_{12}<\operatorname{Im} \tau^{\mathrm{dc}}  \tag{6.32}\\ (1+\cdots) & \text { if }-\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} z_{12}<\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}} \\ e^{2 i \pi\left(\tau^{\mathrm{dc}}+\frac{3}{2} z_{12}\right)}(1+\cdots) & \text { if }-\operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} z_{12}<-\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}\end{cases}
$$

As a result, the contributions proportional to $\hat{C}$ in Eqs. (6.13) and (6.14) are of the form

$$
\begin{aligned}
2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right] \hat{C}= & -4 \pi^{3}\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right] \times \\
& \left\{\begin{array}{lll}
e^{2 i \pi\left(\tau^{\mathrm{dc}}-z_{12}\right)}(1+\cdots) & \text { if } & \frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} z_{12}<\operatorname{Im} \tau^{\mathrm{dc}}, \\
e^{i \pi z_{12}}(1+\cdots) & \text { if } & 0<\operatorname{Im} z_{12}<\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}} \\
e^{-i \pi z_{12}}(1+\cdots) & \text { if } & -\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} z_{12}<0, \\
e^{2 i \pi\left(\tau^{\mathrm{dc}}+z_{12}\right)}(1+\cdots) & \text { if } & -\operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} z_{12}<-\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}},
\end{array}\right.
\end{aligned}
$$

$$
\begin{equation*}
=\cdots, \tag{6.33}
\end{equation*}
$$

which is exponentially suppressed. Note however that this statement is valid when the intervals of $\operatorname{Im} z_{12}$ are open.
$\boldsymbol{C}$ when $\boldsymbol{\alpha}^{\prime} \rightarrow \mathbf{0}$ : Using the relation given in Eq. (4.47), the term linear in $C$ in Eqs. (6.13) and (6.14) can be written as

$$
\begin{equation*}
2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right] C=-2 i \pi^{4} \cos \left(\frac{\pi}{2} z_{12}\right)\left[\bar{W}_{2} \mathcal{F}_{1}-\mathcal{F}_{2}\right] \tag{6.34}
\end{equation*}
$$

where $\quad \mathcal{F}_{a}=\oint_{\gamma_{a}} \mathrm{~d} z \frac{F_{1}\left(z, z_{2}\right)(1+\cdots)}{\sin \left[\pi\left(z-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(z-z_{2}\right)\right]^{\frac{3}{2}}}, \quad a \in\{1,2\}$,
and $W_{2}$ is given in Eq. (6.5). We are going to show that $\mathcal{F}_{1}$ contributes exponentially suppressed terms while $\mathcal{F}_{2}$ yields a finite result.

In order to evaluate $\mathcal{F}_{1}$, we impose the points $z$ of the representative path of the cycle $\gamma_{1}$ to satisfy $\operatorname{Im} z \equiv \frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}$. The advantage of this choice is that $F_{1}\left(z, z_{2}\right)$ can be replaced by $1+\cdots$ all along the path,

$$
\begin{equation*}
\mathcal{F}_{1}=\int_{0}^{1} \mathrm{~d} x \frac{1+\cdots}{\sin \left[\pi\left(x+\frac{\tau^{\mathrm{dc}}}{2}-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(x+\frac{\tau^{\mathrm{dc}}}{2}-z_{2}\right)\right]^{\frac{3}{2}}} . \tag{6.35}
\end{equation*}
$$

Omitting the ellipsis, an explicit integration using a primitive of the integrand yields an exactly vanishing result. However, the exponentially suppressed terms in the numerator may be large once multiplied by $\cos \left(\pi z_{12} / 2\right)$. To take them into account, one can find upper bounds valid for given signs of $\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}-y_{1}, \frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}-y_{2}$ and $y_{1}-y_{2}$. As an example, when $\left(\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}-y_{1}\right)\left(\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}-y_{2}\right)<0$ we obtain

$$
\begin{equation*}
\left|\cos \left(\frac{\pi}{2} z_{12}\right) \mathcal{F}_{1}\right| \leq \int_{0}^{1} \mathrm{~d} x 4 e^{-\pi\left|\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}-y_{2}\right|} K=\cdots \tag{6.36}
\end{equation*}
$$

where the constant $K$ is any majorant of $|1+\cdots|$ for small enough $\alpha^{\prime}$. It turns out that in all instances the contributions proportional to $\mathcal{F}_{1}$ are suppressed.

To compute $\mathcal{F}_{2}$, we have to consider two cases. When $0<\frac{1}{2} y_{1}+\frac{3}{2} y_{2}<\operatorname{Im} \tau^{\text {dc }}$, Eq. (6.29) allows us to decompose the integral into two pieces,

$$
\begin{align*}
& \mathcal{F}_{2}=\mathcal{F}_{2}^{(1)}+\mathcal{F}_{2}^{(2)}, \\
& \text { where } \quad \mathcal{F}_{2}^{(1)}=\int_{0}^{\frac{\tau^{\mathrm{dc}}}{2}+\frac{1}{4} z_{1}+\frac{3}{4} z_{2}} \mathrm{~d} z \frac{1+\cdots}{\sin \left[\pi\left(z-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(z-z_{2}\right)\right]^{\frac{3}{2}}},  \tag{6.37}\\
& \mathcal{F}_{2}^{(2)}=\int_{\frac{\tau^{\mathrm{dc}}}{\tau^{\mathrm{dc}}}+\frac{1}{4} z_{1}+\frac{3}{4} z_{2}}^{\mathrm{d} z} \frac{e^{-4 i \pi\left(z-\frac{\mathrm{dc}}{2}-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}\right)}(1+\cdots)}{\sin \left[\pi\left(z-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(z-z_{2}\right)\right]^{\frac{3}{2}}} .
\end{align*}
$$

A primitive of the leading term of the integrand of $\mathcal{F}_{2}^{(1)}$ can be found and the limit of small $\alpha^{\prime}$ taken after integration. This second step requires considering two cases, namely

$$
\begin{equation*}
(a): y_{1}-y_{2}<\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}} \quad \text { and } \quad(b): y_{1}-y_{2}>\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}, \tag{6.38}
\end{equation*}
$$

which turn out to yield identical finite results,

$$
\begin{equation*}
\cos \left(\frac{\pi}{2} z_{12}\right) \int_{0}^{\frac{\mathrm{dc}}{2}+\frac{1}{4} z_{1}+\frac{3}{4} z_{2}} \mathrm{~d} z \frac{1}{\sin \left[\pi\left(z-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(z-z_{2}\right)\right]^{\frac{3}{2}}}=\frac{2 i}{\pi}+\cdots . \tag{6.39}
\end{equation*}
$$

The extra contribution arising from the ellipsis in the integrand of $\mathcal{F}_{2}^{(1)}$ turns out to be exponentially suppressed. However, this is not totally obvious since the dominant implicit term in the numerator is of the form $e^{4 i \pi\left(\frac{\mathrm{rc}}{2}+\frac{1}{4} z_{1}+\frac{3}{4} z_{2}-z\right)}$, which is 1 at the upper bound of the integral. Hence, keeping only the ellipsis in the numerator, we divide the domain of integration from 0 to some $z_{0}$ and from $z_{0}$ to $\frac{\tau^{\mathrm{dc}}}{2}+\frac{1}{4} z_{1}+\frac{3}{4} z_{2}$. The value of $z_{0}$ is chosen such that the first domain yields an integral multiplied by $\cos \left(\pi z_{12} / 2\right)$ admitting a trivial exponentially suppressed majorant, and also such that in the second domain it is legitimate to replace the two sines in the denominator by a single large exponential allowing an easy integration. In both cases $(a)$ and (b), we obtain that

$$
\begin{equation*}
\cos \left(\frac{\pi}{2} z_{12}\right) \mathcal{F}_{2}^{(1)}=\frac{2 i}{\pi}+\cdots \tag{6.40}
\end{equation*}
$$

In the integrand of $\mathcal{F}_{2}^{(2)}, \sin \left[\pi\left(z-z_{2}\right)\right]$ can always be replaced by a large exponential thanks to the fact that $\operatorname{Im}\left(z-z_{2}\right) \neq 0$ throughout the integration domain. While the same is true for $\sin \left[\pi\left(z-z_{1}\right)\right]$ in case $(a)$, it turns out that $\operatorname{Im}\left(z-z_{1}\right)$ vanishes for some $z$ in case $(b)$. In the first instance $(a)$, it is therefore valid to write

$$
\begin{align*}
\left|\mathcal{F}_{2}^{(2)}\right| & =\left\lvert\, \int_{\frac{\tau \mathrm{dc}}{2}+\frac{1}{4} z_{1}+\frac{3}{4} z_{2}}^{\left.\tau^{\mathrm{dc}} \mathrm{~d} z 4 e^{-i \pi\left(2 z-2 \tau^{\mathrm{dc}}-\frac{1}{2} z_{1}-\frac{3}{2} z_{2}\right)}(1+\cdots) \right\rvert\,}\right.  \tag{6.41}\\
& <\int_{\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}+\frac{1}{4} y_{1}+\frac{3}{4} y_{2}}^{\operatorname{Im} \tau^{\mathrm{dc}}} \mathrm{~d} y \frac{4 K}{\sin \phi} e^{-\pi\left(\frac{1}{2} z_{1}-\frac{3}{2} z_{2}\right)} e^{2 \pi\left(y-\operatorname{Im} \tau^{\mathrm{dc}}\right)},
\end{align*}
$$

where we have chosen the path of integration for $z$ to be the straight segment in the complex plane, which forms an angle $\phi \in(0, \pi)$ with the horizontal axis. Integrating the majorant, one obtains

$$
\begin{align*}
\left|\cos \left(\frac{\pi}{2} z_{12}\right) \mathcal{F}_{2}^{(2)}\right| & <\frac{K}{\pi \sin \phi} \times \begin{cases}e^{-2 \pi y_{2}} & \text { if } y_{1}-y_{2}>0, \\
e^{-\pi\left(y_{1}+y_{2}\right)} & \text { if } y_{1}-y_{2}<0,\end{cases}  \tag{6.42}\\
& =\cdots,
\end{align*}
$$

where in the last line we use the fact that $\sin \phi \rightarrow 1$ when $\alpha^{\prime} \rightarrow 0$. On the contrary, in case $(b)$, only $\sin \left[\pi\left(z-z_{2}\right)\right]$ can be replaced by a single large exponential. However, it is possible to integrate the dominant term of the integrand, and show as we did for $\mathcal{F}_{2}^{(1)}$ that the result dominates the integral arising from the ellipsis. Combining both pieces, we find that the conclusion of Eq. (6.42) holds again.

Let us move on to the second case, namely $\operatorname{Im} \tau^{\mathrm{dc}}<\frac{1}{2} y_{1}+\frac{3}{2} y_{2}<2 \operatorname{Im} \tau^{\mathrm{dc}}$, which can be treated by following the same steps as before. The starting point is Eq. (6.31) which leads to the decomposition

$$
\begin{align*}
& \mathcal{F}_{2}=\mathcal{F}_{2}^{(1)}+\mathcal{F}_{2}^{(2)}, \\
\text { where } & \mathcal{F}_{2}^{(1)}=\int_{\frac{1}{4} z_{1}+\frac{3}{4} z_{2}-\frac{\tau \mathrm{dc}}{2}}^{\tau^{\mathrm{dc}}} \mathrm{~d} z \frac{1+\cdots}{\sin \left[\pi\left(z-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(z-z_{2}\right)\right]^{\frac{3}{2}}},  \tag{6.43}\\
& \mathcal{F}_{2}^{(2)}=\int_{0}^{\frac{1}{4} z_{1}+\frac{3}{4} z_{2}-\frac{\mathrm{dc}}{2}} \mathrm{~d} z \frac{e^{4 i \pi\left(z-\frac{1}{4} z_{1}-\frac{3}{4} z_{2}+\frac{\tau^{\mathrm{c}}}{2}\right)}(1+\cdots)}{\sin \left[\pi\left(z-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(z-z_{2}\right)\right]^{\frac{3}{2}}} .
\end{align*}
$$

Omitting the ellipsis in the integrand of $\mathcal{F}_{1}^{(1)}$, a direct integration yields for

$$
\begin{equation*}
(c): y_{1}-y_{2}>-\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}} \quad \text { and } \quad(d): y_{1}-y_{2}<-\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}} \tag{6.44}
\end{equation*}
$$

the same finite result we found in the previous case

$$
\begin{equation*}
\cos \left(\frac{\pi}{2} z_{12}\right) \int_{\frac{1}{4} z_{1}+\frac{3}{4} z_{2}-\frac{\mathrm{dc}}{2}}^{\tau^{\mathrm{dc}}} \mathrm{~d} z \frac{1}{\sin \left[\pi\left(z-z_{1}\right)\right]^{\frac{1}{2}} \sin \left[\pi\left(z-z_{2}\right)\right]^{\frac{3}{2}}}=\frac{2 i}{\pi}+\cdots . \tag{6.45}
\end{equation*}
$$

Moreover, even if the ellipsis in the integrand of $\mathcal{F}_{2}^{(1)}$ equals 1 at the lower bound of the integral, it can be shown as before that it yields an extra exponentially suppressed contribution after integration. Therefore, Eq. (6.40) remains valid.

In the integrand of $\mathcal{F}_{2}^{(2)}$, it is always safe to replace $\sin \left[\pi\left(z-z_{2}\right)\right]$ by a large exponential. This is also the case for $\sin \left[\pi\left(z-z_{1}\right)\right]$ in case (c), for which we can write

$$
\begin{align*}
\left|\mathcal{F}_{2}^{(2)}\right| & =\left\lvert\, \int_{0}^{\frac{1}{4} z_{1}+\frac{3}{4} z_{2}-\frac{\mathrm{dc}}{2}} \mathrm{~d} z 4 e^{i \pi\left(\left.2 z+2 \tau^{\left.\mathrm{dc}-\frac{1}{2} z_{1}-\frac{3}{2} z_{2}\right)}(1+\cdots) \right\rvert\,\right.}\right.  \tag{6.46}\\
& <\int_{0}^{\frac{1}{4} y_{1}+\frac{3}{4} y_{2}-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}} \mathrm{~d} y \frac{4 K}{\sin \phi} e^{-\pi\left(2 \operatorname{Im} \tau^{\left.\mathrm{dc}-\frac{1}{2} z_{1}-\frac{3}{2} z_{2}\right)} e^{-2 \pi y} .\right.}
\end{align*}
$$

In the first line, the path of integration for $z$ is the segment that forms an angle $\phi \in(0, \pi)$ with the horizontal axis. Integrating the upper bound, we conclude that

$$
\begin{align*}
\left|\cos \left(\frac{\pi}{2} z_{12}\right) \mathcal{F}_{2}^{(2)}\right| & <\frac{K}{\pi \sin \phi} \times \begin{cases}e^{-\pi\left(2 \operatorname{Im} \tau^{\mathrm{dc}}-y_{1}-y_{2}\right)} & \text { if } y_{1}-y_{2}>0 \\
e^{-2 \pi\left(\operatorname{Im} \tau^{\mathrm{dc}}-y_{2}\right)} & \text { if } y_{1}-y_{2}<0,\end{cases}  \tag{6.47}\\
& =\cdots .
\end{align*}
$$

In case (d), only $\sin \left[\pi\left(z-z_{2}\right)\right]$ can be replaced by a large exponential. The integration using a primitive as before shows that the conclusion of Eq. (6.47) is again true.

Taking into account all of the above results for the integrals $\mathcal{F}_{a}$, and using the fact that $W_{2}$ does not grow exponentially fast as $\alpha^{\prime} \rightarrow 0$, Eq. (6.34) leads to the contribution

$$
\begin{equation*}
2 \pi\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right] C=-4 \pi^{3}+\cdots \tag{6.48}
\end{equation*}
$$

### 6.5 Integration over $\tau_{2}, z_{1}, z_{2}$ and final result

Collecting the contributions of parts (1) and (2) (involving $C$ and $\hat{C}$ ) of the correlators $\left\langle\tau^{u} \tau^{\prime u}\right\rangle_{\mathrm{qu}}=\left\langle\tau^{\prime u} \tau^{u}\right\rangle_{\mathrm{qu}}$, the braces in the amplitudes (6.13) and (6.14) reduce to

$$
\begin{equation*}
\left\{2 \pi^{3}-4 \pi^{3}+\cdots\right\}=-2 \pi^{3}+\cdots \tag{6.49}
\end{equation*}
$$

Because all the dependence in $z_{1}$ and $z_{2}$ of the amplitudes is now hidden in ellipses, the integrations in Eqs. (5.25) and (5.26) can be performed easily. Using the identity

$$
\begin{equation*}
\int_{0}^{+\infty} \mathrm{d} \operatorname{Im} \tau^{\mathrm{dc}} \int_{0}^{\operatorname{Im} \tau^{\mathrm{dc}}} \mathrm{~d} y_{1} \equiv \frac{1}{\left(2 \pi \alpha^{\prime}\right)^{2}} \int_{0}^{+\infty} t \mathrm{~d} t \int_{0}^{1} d u_{1} \tag{6.50}
\end{equation*}
$$

and the fact that the integration over $u_{1}$ of the dominant contributions of the two-point functions are trivial, we obtain

$$
\begin{align*}
\mathcal{A}_{\mathrm{int} \mathcal{A}}^{\alpha_{0} \beta_{0}}+\mathcal{A}_{\mathrm{int} \mathcal{M}}^{\alpha_{0} \beta_{0}}= & \frac{4}{\pi} \mathcal{C} s \lambda_{\alpha_{0} \beta_{0}} \lambda_{\beta_{0} \alpha_{0}}^{\mathrm{T}} \sum_{l_{5}} \frac{1}{\left|2 l_{5}+1\right|^{3}}  \tag{6.51}\\
& \times \frac{\alpha^{\prime}}{R_{5}^{2}}\left(N_{i_{0} i_{0}^{\prime}}-N_{i_{0} \hat{i}_{0}^{\prime}}-2+D_{j_{0} i_{0}^{\prime}}-D_{j_{0} \hat{v}_{0}^{\prime}}-2\right)+\mathcal{O}\left(\frac{\alpha^{\prime 2}}{R_{5}^{4}}\right) .
\end{align*}
$$

The origin of the terms of order $\alpha^{\prime 2} / R_{5}^{4}$ will be explained at the end of this section.
We are now ready to display the main result of our work. Implementing the correct dimension, the mass squared acquired at one loop by the classically massless state ( $\lambda, \epsilon$ ) belonging to the ND+DN bosonic sector realized by strings "stretched" between the stack of $N_{i_{0} i_{0}^{\prime}} \geq 2$ D3-branes (T-dual to D9-branes) and the stack of $D_{j o i_{0}^{\prime}} \geq 2 \mathrm{D} 3$-branes (T-dual to D 5 -branes) is given by

$$
\begin{align*}
M^{2} & =\frac{1}{\alpha^{\prime}} \sum_{\alpha_{0}=1}^{N_{i_{0} i_{0}^{\prime}}} \sum_{\beta_{0}=1}^{D_{j_{0} i_{0}^{\prime}}}\left(\mathcal{A}_{\text {int } \mathcal{A}}^{\alpha_{0} \beta_{0}}+\mathcal{A}_{\text {int } \mathcal{M}}^{\alpha_{0} \beta_{0}}\right)  \tag{6.52}\\
& =\frac{32}{\pi} \mathcal{C} s \sum_{l_{5}} \frac{1}{\left|2 l_{5}+1\right|^{3}} \operatorname{tr}\left(\lambda \lambda^{\mathrm{T}}\right) M_{3 / 2}^{2}\left(n_{i_{0} i_{0}^{\prime}}-n_{i 0 \hat{o}_{0}^{\prime}}-1+d_{j 0_{0}^{\prime}}-d_{j 0 \hat{r}_{0}^{\prime}}-1\right)+\mathcal{O}\left(\frac{\alpha^{\prime}}{R_{5}^{4}}\right),
\end{align*}
$$

where the supersymmetry breaking scale (2.7) reduces to

$$
\begin{equation*}
M_{3 / 2}=\frac{1}{2 R_{5}} . \tag{6.53}
\end{equation*}
$$

From a field theory point of view, it can be seen that the bosonic (fermionic) degrees of freedom charged under $U\left(n_{i_{0} i_{0}}\right)$ or $U\left(d_{j_{0} i_{0}}\right)$ which are running in the loop contribute positively (negatively) to the mass-squared term. Because $\operatorname{tr}\left(\lambda \lambda^{\mathrm{T}}\right)>0,{ }^{20}$ this implies that $\mathcal{C} s>0$.

To conclude this section, notice that Eq. (6.52) guaranties or rules out the stability of moduli fields in the ND+DN sector only when the coefficient in parenthesis is not zero. When the latter vanishes, one has to compute four-point functions to conclude.

Subdominant contributions: As announced below Eq. (6.3), all our derivations have been presented at generic insertion points $z_{1}, z_{2}$. However, for special values of these variables, contributions we included in ellipses are actually no more exponentially suppressed when $\alpha^{\prime} \rightarrow 0$.

When the limit is taken up to $\alpha^{\prime}=0$, all ellipses are identically zero, except at these particular values of $z_{1}, z_{2}$ which are loci of zero measure in the final integrals. Hence, the existence of such points does not affect the end result, which in this case is Eq. (6.52) with no subdominant term at all. One may expect this expression to match exactly the outcome of the computation of the masses in a pure Kaluza-Klein field theory in $4+1$ dimensions, with the field-theory Scherk-Schwarz mechanism implemented along the circle of radius $R_{5}$. The field content should include the Kaluza-Klein towers of modes (propagating along $S^{1}\left(R_{5}\right)$ ) present in the string model and associated with the massless states or their superpartners charged under $U\left(n_{i_{0} i_{0}^{\prime}}\right) \times U\left(d_{j_{0} i_{0}^{\prime}}\right)$. However, this is not quite the case. Indeed, we already noticed above Eq. (6.7) that the ND and DN sectors do not run in the loop when $\alpha^{\prime}=0$.

[^79]Indeed, this has to be the case since otherwise they would contribute extra terms proportional to $\delta_{\vec{l}, \overrightarrow{0}}$ or $\delta_{\vec{l}, \overrightarrow{0}}$ in Eq. (6.7). Because of the first factor $\pi /\left[t\left(1-u_{1}\right)\right]$ (for $\alpha^{\prime}=0$ and $y_{2}=0$ ) in the third line, such contributions would yield a divergence when integrating over $u_{1}$. On the contrary, the Poisson summations over the $\vec{l}$ - or $\overrightarrow{\tilde{l}}$-dependent contributions cancel the factor $\pi /\left[t\left(1-u_{1}\right)\right]$ and yield a finite result interpreted as the contributions of states in the NN and DD sectors running in the loop. Hence, from the point of view of a Kaluza-Klein field theory in $4+1$ dimensions, the states in the ND + DN sector are treated semi-classically i.e. as classical backgrounds (with vanishing vev's) in interaction with quantum matter in the NN and DD sectors. Moreover, notice that the presence of infinite towers of Kaluza-Klein states associated with the Scherk-Schwarz circle and running in the Feynman diagrams prevents all ultraviolet divergences from occurring, in exactly the same way as it happens in the string computation or in a supersymmetric quantum field theory at finite temperature.

By contrast, when $\alpha^{\prime}$ is not strictly zero, the neighborhoods of the special points in which some ellipses are not exponentially small are no longer of measure zero. For instance, the term given in Eq. (6.33) is finite for all $\alpha^{\prime}$ at the particular values $y_{1}=\operatorname{Im} \tau^{\mathrm{dc}}, y_{2}=0$, i.e. $u=1$. However, integrating it over $y_{1} \in\left[\frac{2}{3} \operatorname{Im} \tau^{\mathrm{dc}}, \operatorname{Im} \tau^{\mathrm{dc}}\right]$, one obtains a contribution $\mathcal{O}\left(\alpha^{\prime} / t\right)$ which after insertion in the full amplitude and integration over $t$ leads to a contribution $\mathcal{O}\left(\alpha^{\prime} / R_{5}^{2}\right)$ smaller than the dominant one shown in Eq. (6.51). Another example is given by the contributions to the amplitudes arising from the massive Kaluza-Klein modes propagating along $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$. As seen in Eqs. (6.9) and (6.10), they involve in the former case factors

$$
\begin{equation*}
e^{-\left[\frac{t(1-u)}{\alpha^{\prime}}+2 \ln 4+\cdots\right] \sum_{I}\left(\frac{m_{I}+a_{0}^{I}-a_{i}^{I}}{r_{I}}\right)^{2}}, \tag{6.54}
\end{equation*}
$$

where the discrete sum is non-zero. However, at the particular values $y_{1}=\operatorname{Im} \tau^{\mathrm{dc}}, y_{2}=0$, i.e. $u=1$, this factor is finite for all $\alpha^{\prime}$. Implementing the integrals shown in Eq. (6.50), one obtains again corrections $\mathcal{O}\left(\alpha^{\prime 2} / R_{5}^{4}\right)$ in Eq. (6.51). However, throughout the computation of the amplitudes, terms similar to the above examples are numerous and we have not dealt with them in full detail.

## $7 \quad$ Stability analysis at one loop

As seen in Ref. [32], most of the brane configurations implying the one-loop effective potential to be extremal and tachyon free ${ }^{21}$ yield a run away behavior of $M_{3 / 2}$ with $n_{\mathrm{F}}-n_{\mathrm{B}}<0$. However, setups that lead to exponentially suppressed or positive values of $\mathcal{V}_{\text {1-loop }}$ may be of particular interest. Indeed, for $n_{\mathrm{F}}-n_{\mathrm{B}}=0$, it is conceivable that the suppressed terms at one loop combine with higher loop corrections to stabilize the dilaton and $M_{3 / 2}$ in a perturbative regime. In that case, the resulting cosmological constant should be small, and the issue raised in Ref. [64] avoided. Moreover, cases where $n_{\mathrm{F}}-n_{\mathrm{B}}>0$ may shed light on the existence or non-existence of de Sitter vacua after stabilization of the string coupling and supersymmetry breaking scale.

To be specific, the existence of 2 brane configurations without tachyons at one loop ${ }^{21}$ and satisfying classically a Bose/Fermi degeneracy at the massless level were shown to exist in Ref. [32]. Moreover, 4 more tachyon free setups with $n_{F}-n_{\mathrm{B}}>0$ were also found. In all these instances, reaching these conclusions was possible thanks to the absence of moduli in the ND+DN sectors, and thanks to anomaly-induced supersymmetric masses for all blowing-up modes of $T^{4} / \mathbb{Z}_{2}$. Furthermore, 2 extra brane configurations were presented [32], one with $n_{\mathrm{F}}-n_{\mathrm{B}}=0$ and the other with $n_{\mathrm{F}}-n_{\mathrm{B}}>0$, which we analyze further in the present section. Indeed, it was established that they both yield nonnegative squared masses at one loop for all moduli in the NN, DD and untwisted closed-string sectors, and that they possess moduli fields in the ND+DN sectors. Given the result of the previous section, we are going to see that the latter are non-tachyonic.

### 7.1 NN, DD and closed-string sector moduli masses at one loop

Before describing the two brane configurations of interest, let us review the stability conditions established in Ref. [32] for all moduli fields that are not in the ND+DN sector.

Moduli in the NN and DD open-string sectors: The number of these scalars and their masses can be determined in two steps. To start with, we can count the number of positions in $\tilde{T}^{2} \times T^{4} / \mathbb{Z}_{2}$ of the D3-branes T-dual to the D5-branes that are allowed at genus-0

[^80]to vary consistently with the orbifold and orientifold symmetries. In $\tilde{T}^{2}$, we have explained in Sect. 2.1 that there are 16 independent locations, ${ }^{22}$ which are associated with the pairs of brane/mirror brane under $\Omega$. Moreover, we have seen that when 2 modulo 4 D 3 -branes sit on one of the 64 corners of the six-dimensional box in Fig. 1, 2 D3-branes have rigid coordinates in $T^{4} / \mathbb{Z}_{2}$, which reduces the maximum number of 8 independent dynamical positions in this orbifold space. Hence, for the D3-branes T-dual to the D5-branes and similarly for those T-dual to the D9-branes, the numbers of moduli fields describing the positions in $T^{4} / \mathbb{Z}_{2}$ and $\tilde{T}^{4} / \mathbb{Z}_{2}$ are given by
\[

$$
\begin{equation*}
\sum_{i, i^{\prime}}\left\lfloor\frac{d_{i i^{\prime}}}{2}\right\rfloor \quad \text { and } \quad \sum_{i, i^{\prime}}\left\lfloor\frac{n_{i i^{\prime}}}{2}\right\rfloor \text {. } \tag{7.1}
\end{equation*}
$$

\]

If perturbatively all choices of coefficients $d_{i i^{\prime}}$ and $n_{i i^{\prime}}$ are allowed, it turns out that they must satisfy constraints, whose origin is six-dimensional, in order to guaranty the consistency of the model at the non-perturbative level [5]. Before stating these conditions, we need to define few quantities. Let us denote by $D_{i} \equiv \sum_{i^{\prime}} D_{i i^{\prime}}$ the number of D5-branes (in the initial picture) sitting at the fixed point $i$ of $T^{4} / \mathbb{Z}_{2}$. Defining $\mathcal{R}$ the number of coefficients $D_{i}, i \in\{1, \ldots, 16\}$, that are equal to 2 modulo 4 , a little thought allows to conclude that $\mathcal{R}$ is even, i.e. $\mathcal{R} \in\{0,2, \ldots, 16\}$. Moreover, there are at most $8-\mathcal{R} / 2$ independent dynamical locations in $T^{4} / \mathbb{Z}_{2} .{ }^{23}$ Hence, denoting $\tilde{\mathcal{R}}$ the counterpart of $\mathcal{R}$ for the D9-branes, the following inequalities hold,

$$
\begin{equation*}
\sum_{i, i^{\prime}}\left\lfloor\frac{d_{i i^{\prime}}}{2}\right\rfloor \leq \sum_{i}\left\lfloor\frac{\sum_{i^{\prime}} d_{i i^{\prime}}}{2}\right\rfloor \equiv 8-\frac{\mathcal{R}}{2}, \quad \sum_{i, i^{\prime}}\left\lfloor\frac{n_{i i^{\prime}}}{2}\right\rfloor \leq \sum_{i}\left\lfloor\frac{\sum_{i^{\prime}} n_{i i^{\prime}}}{2}\right\rfloor \equiv 8-\frac{\tilde{\mathcal{R}}}{2} . \tag{7.2}
\end{equation*}
$$

Notice that $(\mathcal{R}, \tilde{\mathcal{R}})$ characterizes disconnected components of the moduli space. Indeed, when the model is decompactified to six dimensions, $\mathcal{R}$ is the number of rigid pairs of D5-branes in $T^{4} / \mathbb{Z}_{2}$, while $\tilde{\mathcal{R}}$ counts the pairs of D5-branes T-dual to the D9-branes that are rigid in $\tilde{T}^{4} / \mathbb{Z}_{2}$. There is no gauge-theory phase transition in six dimensions that can describe a variation of $(\mathcal{R}, \tilde{\mathcal{R}})$. The components that are fully consistent non-perturbatively have $\mathcal{R}$ and $\tilde{\mathcal{R}}$ equal to 0,8 or 16 [5]. ${ }^{24}$ Moreover, when $\mathcal{R}$ (or $\tilde{\mathcal{R}}$ ) is 8 , the rigid pairs of D5-branes (D5-branes T-dual to the D9-branes) must be located on the 8 fixed points of one

[^81]of the hyperplanes $X^{I}=0$ or $\pi, I \in\{6, \ldots, 9\}$, ( $\tilde{X}^{I}=0$ or $\pi$ ). Up to T-duality, there are therefore six inequivalent consistent classes of brane configurations in six dimensions, which are characterized by
\[

$$
\begin{equation*}
(\mathcal{R}, \tilde{\mathcal{R}}) \in\{(0,0),(0,8),(0,16),(8,8),(8,16),(16,16)\} \tag{7.3}
\end{equation*}
$$

\]

In the language of D3-branes, the mass-squared terms of the positions around the fixed points $i i^{\prime}$ have been derived in [32] by computing the effective potential at one loop and extracting the quadratic contributions in moduli fields. Up to irrelevant positive numerical factors, they are equal to $M_{3 / 2}^{2}$ multiplied by coefficients listed below. For the locations in $\tilde{T}^{2}$, they are given by

$$
\begin{align*}
& d_{i i^{\prime}}-d_{i \imath^{\prime}}-1+\frac{1}{4} \sum_{j=1}^{16}\left(n_{j i^{\prime}}-n_{j \hat{\imath}^{\prime}}\right) \text { for the D3's T-dual to the D5's, } \quad \text { when } d_{i i^{\prime}} \geq 1 \\
& n_{i i^{\prime}}-n_{i i^{\prime}}-1+\frac{1}{4} \sum_{j=1}^{16}\left(d_{j i^{\prime}}-d_{j \imath^{\prime}}\right) \text { for the D3's T-dual to the D9's, when } n_{i i^{\prime}} \geq 1 \tag{7.4}
\end{align*}
$$

while for the positions in $T^{4} / \mathbb{Z}_{2}$ and $\tilde{T}^{4} / \mathbb{Z}_{2}$, they are

$$
\begin{array}{ll}
d_{i i^{\prime}}-d_{i i^{\prime}}-1 & \text { for the D3's T-dual to the D5's, } \\
n_{i i^{\prime}}-n_{i i^{\prime}}-1 & \text { for the D3's } d_{i i^{\prime}} \geq 2,  \tag{7.5}\\
\text { T-dual to the D9's, } & \text { when } n_{i i^{\prime}} \geq 2 .
\end{array}
$$

In order to avoid tachyons, all mass-term coefficients of the locations in $T^{4} / \mathbb{Z}_{2}$ and $\tilde{T}^{4} / \mathbb{Z}_{2}$ should be nonnegative. However, for the positions in $\tilde{T}^{2}$, this is not necessarily the case. As announced before, this follows from the fact that the true number of positions free to move classically in $\tilde{T}^{2}$ is less than $16+16$ for the D3-branes T-dual to D5-branes or D9-branes. In fact, the product of unitary open-string gauge-group factors present in six dimensions (when all D5-branes and D5-branes T-dual to D9-branes sit on fixed points) contains anomalous $U(1)$ 's. To cancel the anomalies, a generalized Green-Schwarz mechanism takes place, which implies the existence of large tree-level masses proportional to the open-string coupling for the associated vector bosons $[5,32]$. The net result is that if there are 16 or fewer unitary factors in six dimensions, they are all broken to $S U$ groups, while if there are more than 16 unitary factors, exactly 16 of them are broken to $S U$ groups. Compatifying down to four dimensions, no Wilson-line backgrounds on $T^{2}$ can be switched on for the massive vector bosons. Hence, at least 2 and at most 16 linear combinations of the $16+16$ D3-brane positions in $\tilde{T}^{2}$ are identically vanishing. Imposing these relations in the mass terms derived
from the effective potential, one obtains the true mass matrix for the remaining degrees of freedom associated with the Wilson lines along $T^{2}$. For the configuration to be potentially tachyon free at one loop, it is only this matrix that should have non-negative eigenvalues.

Moduli in the twisted closed-string sector: The anomalous $U(1)$ 's in six dimensions become massive by "eating" Stueckelberg fields, which turn out to be blowing-up modes of $T^{4} / \mathbb{Z}_{2}$. Hence, there are classically between 0 and 14 surviving moduli fields in the twisted closed-string sector. When such modes exist, one may derive their squared masses at one loop by computing two-point functions of massless twisted scalars, which can be done using the results of Ref. [2] and/or our Sects. 4 and 6.

Moduli in the untwisted closed-string sector: The expression of the one-loop effective potential in the orientifold model with background (2.1) was computed in Ref. [32], for vanishing vev's of the RR two-form moduli. As can be seen in Eq. (1.1), when all D3-branes sit on O3-planes (in the T-dual languages), all dependency on the metric components $G_{I^{\prime} J^{\prime}}$ and $G_{I J}$ disappears up to exponentially small contributions, except for $G^{55} \equiv 4 M_{3 / 2}^{2} / M_{\mathrm{s}}^{2}$. Hence, up to neglected corrections, these moduli remain flat directions at one loop, along with the dilaton at this order in string coupling. Moreover, in configurations showing a Bose-Fermi degeneracy at the massless level, the tadpole of $M_{3 / 2}$ vanishes and the latter is an extra flat direction. In supergravity language, the spontaneous supersymmetry breaking scale is known as the "no-scale modulus," which parametrizes a flat direction of the classical potential in Minkowski space [65]. Hence, in the particular string setups satisfying $n_{\mathrm{F}}-n_{\mathrm{B}}=0$, the no-scale structures valid in the classical backgrounds are preserved at one loop, up to exponentially suppressed terms. For this reason, they are designated as "super no-scale models" $[36,37,39]$.

As explained in Ref. [32], the heterotic/type I duality can be used to show that the dependency of the one-loop effective potential on the RR two-form components $C_{I^{\prime} J^{\prime}}$ and $C_{I J}$ appears only in the exponentially suppressed terms (even when the D3-branes are located in the bulk of the internal space). Hence, the expression (1.1) of critical points of $\mathcal{V}_{1 \text {-loop }}$ remains valid when $C_{I^{\prime} J^{\prime}}$ and $C_{I J}$ are switched on. In other words, these moduli parametrize flat directions (up to the suppressed terms).

### 7.2 Configurations with non-tachyonic ND+DN-sector moduli

A complete computer scan of the $32+32$ D3-brane distributions on O3-planes allowed in the non-perturbatively consistent components of the moduli space was performed in Ref. [32]. Six tachyon-free configurations with $n_{\mathrm{F}}-n_{\mathrm{B}} \geq 0$ were found, while two more deserved further investigation due to the existence of moduli fields in their ND+DN sectors. Let us analyze them.

Exponentially suppressed one-loop potential: The first of these D3-brane distributions satisfies Bose/Fermi degeneracy at the massless level and genus-0, $n_{\mathrm{F}}-n_{\mathrm{B}}=0$. It lies in the moduli-space component $(\mathcal{R}, \tilde{\mathcal{R}})=(0,8)$ and is shown in Fig. 5a. ${ }^{25}$

The D3-branes T-dual to the D5-branes are distributed in $T^{4} / \mathbb{Z}_{2}$ as 4 stacks of 8. The D3-branes T-dual to the D9-branes are distributed as 8 pairs (with rigid positions in $\tilde{T}^{4} / \mathbb{Z}_{2}$ ), one stack of 4 divided into $2+2$ in $\tilde{T}^{2}$, and one stack of 12 divided into $10+2$ in $\tilde{T}^{2}$. All precise locations in $\tilde{T}^{2}$ can be read from Fig. 5a.

The open-string gauge group including anomalous $U(1)$ 's is

$$
\begin{equation*}
\left[U(4)^{4}\right]_{\mathrm{DD}} \times\left[U(1)^{8} \times U(1)^{2} \times(U(1) \times U(5))\right]_{\mathrm{NN}} \tag{7.6}
\end{equation*}
$$

It descends from the gauge symmetry $\left[U(4)^{4}\right]_{\mathrm{DD}} \times\left[U(1)^{8} \times U(2) \times U(6)\right]_{\mathrm{NN}}$ present in six dimensions, which contains 14 unitary factors. As a result, there are 14 anomalous $U(1)$ 's becoming massive by "eating" 14 twisted moduli in the closed-string sector. Moreover, the mass acquired at one loop by the last 2 blowing-up modes of $T^{4} / \mathbb{Z}_{2}$ should be computed in order to conclude whether the internal space is stabilized at the orbifold point or not. The anomaly-free gauge symmetry in six dimensions may be written as $\left[S U(4)^{4}\right]_{\mathrm{DD}} \times\left[U(2) / U(1)_{\text {diag }} \times U(6) / U(1)_{\text {diag }}\right]_{\mathrm{NN}}$, where $U(2)$ and $U(6)$ are spontaneously broken to $U(1) \times U(1) \equiv U(1)_{\operatorname{diag}} \times U(1)_{\perp}$ and $U(1) \times U(5) \equiv U(1)_{\operatorname{diag}} \times U(1)_{\perp} \times S U(5)$ when the Wilson-line background on $T^{2}$ is switched on. The anomaly-free gauge group in four dimensions is thus

$$
\begin{equation*}
\left[S U(4)^{4}\right]_{\mathrm{DD}} \times\left[U(1)_{\perp} \times\left(U(1)_{\perp} \times S U(5)\right)\right]_{\mathrm{NN}} \tag{7.7}
\end{equation*}
$$

[^82]
(a) Configuration in the component $(\mathcal{R}, \tilde{\mathcal{R}})=(0,8)$ of the moduli space, with $n_{\mathrm{F}}-n_{\mathrm{B}}=0$. The masses at one loop of two blowing-up moduli in the twisted closed-string sector of $T^{4} / \mathbb{Z}_{2}$ deserve further study.

(b) Configuration in the component $(\mathcal{R}, \tilde{\mathcal{R}})=$ $(8,8)$ of the moduli space, with $n_{\mathrm{F}}-n_{\mathrm{B}}=32$. All twisted-sector moduli are massive.

Figure 5: D3-brane configurations without tachyons at one loop in the NN, DD and ND+DN open-string sectors, as well as in the untwisted closed string sector.

As follows from the mass-term coefficients (7.5), all D3-brane postions along $T^{4} / \mathbb{Z}_{2}$ and $\tilde{T}^{4} / \mathbb{Z}_{2}$ turn out to be rigid or massive. By taking into account the Green-Schwarz mechanism which stabilizes automatically 14 linear combinations of continuous locations along $\tilde{T}^{2}$, the mass-matrix of the 18 remaining positions can be found and leads to the conclusion that they are all massless except one which is massive. As explained in the previous subsection, all untwisted closed-string moduli are flat directions, including $M_{3 / 2}$ thanks to the vanishing of $n_{\mathrm{F}}-n_{\mathrm{B}}$. The moduli in the ND +DN sectors are realized as strings "stretched" between
the stack of 2 D3-branes T-dual to D9-branes located on the left side of Fig. 5a and any of the four stacks of 8 D3-branes T-dual to D5-branes. Indeed, they share the same coordinates in $\tilde{T}^{2}$. In all four cases, we have in the notations of Eqs. (6.51) and (6.52,

$$
\begin{align*}
& N_{i_{0} i_{0}^{\prime}}=2, \quad N_{i_{0} \hat{i}_{0}^{\prime}}=0, \quad D_{j_{0} i_{0}^{\prime}}=8, \quad D_{j_{0} i_{0}^{\prime}}=0,  \tag{7.8}\\
\Longrightarrow \quad & n_{i_{0} i_{0}^{\prime}}-n_{i 00_{0}^{\prime}}-1+d_{j_{0} i_{0}^{\prime}}-d_{j_{0} \hat{i}_{0}^{\prime}}-1=3>0,
\end{align*}
$$

which shows that all moduli fields in the ND + DN sector are massive.
For completeness, let us review the counting of $n_{\mathrm{B}}$ and $n_{\mathrm{F}}$. In the NN and DD sectors, the bosonic degrees of freedom include those of an $\mathcal{N}=2$ vector multiplet in the adjoint representation of the group (7.6), along with those of hypermultiplets in antisymmetric $\oplus$ $\overline{\text { antisymmetric }}$ representations of all non-Abelian factors. In the ND+DN sector, we have the bosonic degrees of freedom of 4 hypermultiplets, all transforming under a "bifundamental" representation of a $U(1)_{\mathrm{NN}} \times U(4)_{\mathrm{DD}}$ group. Adding the 96 degrees of freedom arising from the closed-string sector, we obtain a total of $n_{\mathrm{B}}=832$. On the contrary, $n_{\mathrm{F}}$ contains only contributions from the ND + DN sector. The latter correspond to the fermionic degrees of freedom of hypermultiplets in the bifundamental representations of each pair of unitary group factors supported by stacks of D3-branes T-dual to D5-branes and stacks of D3- branes Tdual to D9-branes, provided they have distinct coordinates along $\tilde{X}^{5}$ but not $\tilde{X}^{4}$. Their total number is given by $n_{\mathrm{F}}=4 \times 16 \times 13=832$, which equals $n_{\mathrm{B}}$ as claimed before.

Positive one-loop potential: The second configuration we are interested in lies in the component $(\mathcal{R}, \tilde{\mathcal{R}})=(8,8)$ of the moduli space. It yields a positive potential satisfying $n_{\mathrm{F}}-n_{\mathrm{B}}=32$ and is depicted in Fig. 5b. ${ }^{26}$ The D3-branes T-dual to the D5-branes are distributed in $T^{4} / \mathbb{Z}_{2}$ as 6 pairs and 2 stacks of 10 . Similarly, the D3-branes T-dual to the D9-branes are located in $\tilde{T}^{4} / \mathbb{Z}_{2}$ as 6 pairs and 2 stacks of 10 . Because the precise positions in $\tilde{T}^{2}$ shown in Fig. 5b do not involve the direction $\tilde{X}^{4}$, the configuration could be considered in five dimensions.

Including the anomalous $U(1)$ 's, the open-string gauge group is

$$
\begin{equation*}
\left[U(1)^{6} \times U(5)^{2}\right]_{\mathrm{DD}} \times\left[U(1)^{6} \times U(5)^{2}\right]_{\mathrm{NN}} \tag{7.9}
\end{equation*}
$$

[^83]both in four and six dimensions. It contains 16 unitary factors, which implies that all twisted sector moduli are massive, i.e. that $T^{4} / \mathbb{Z}_{2}$ cannot be desingularized. Moreover, the anomaly-free gauge symmetry is reduced to
\[

$$
\begin{equation*}
\left[S U(5)^{2}\right]_{\mathrm{DD}} \times\left[S U(5)^{2}\right]_{\mathrm{NN}} \tag{7.10}
\end{equation*}
$$

\]

All D3-brane positions in $T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{4} / \mathbb{Z}_{2}$ turn out to be rigid of massive at one loop, while the Green-Schwarz mechanism leaves 8 massive and 8 massless moduli associated with the locations in $\tilde{T}^{2}$. Moreover, all untwisted closed-string moduli are flat directions except the supersymmetry breaking scale $M_{3 / 2}$ which undergoes a runaway along a positive potential. There are moduli in the ND+DN sector arising from strings "stretched" between any stack of D3-branes T-dual to D5-branes and the pair of D3-branes T-dual to D9-branes located on the same edged of the box. They include 2 copies of scalars in "bifundamental" representations of $U(1)_{\mathrm{NN}} \times U(5)_{\mathrm{DD}}$ groups, and 6 copies in "bifundamental" representations of $U(1)_{\mathrm{NN}} \times U(1)_{\mathrm{DD}}$ groups. In the former case the moduli are stabilized since we have

$$
\begin{align*}
& N_{i_{0} i_{0}^{\prime}}=2, \quad N_{i_{0} \hat{i}_{0}}=0, \quad D_{j_{0} i_{0}^{\prime}}=10, \quad D_{j 0 \hat{o}_{0}}=0, \\
\Longrightarrow \quad & n_{i_{0} i_{0}^{\prime}}-n_{i_{0} \hat{i}_{0}^{\prime}}-1+d_{j 0 i_{0}^{\prime}}-d_{j 0 \hat{o}_{0}^{i_{0}}}-1=4>0, \tag{7.11}
\end{align*}
$$

while in the latter case they remain massless since

$$
\begin{align*}
& N_{i_{0} i_{0}^{\prime}}=2, \quad N_{i_{0} \hat{i}_{0}^{\prime}}=0, \quad D_{j_{0} i_{0}^{i_{0}}}=2, \quad D_{j_{0} \hat{i}_{0}^{\prime}}=0,  \tag{7.12}\\
\Longrightarrow & n_{i_{0} i_{0}^{\prime}}-n_{i_{0} \hat{i}_{0}^{\prime}}-1+d_{j_{0} i_{0}^{\prime}}-d_{j_{0} \hat{i}_{0}^{\prime}}-1=0 .
\end{align*}
$$

Finally, the counting of the classically massless degrees of freedom can be done as in the brane configuration of Fig. 5a and leads to $n_{\mathrm{F}}-n_{\mathrm{B}}=32$.

## 8 Conclusions

In this work, we have calculated the quadratic mass terms of the moduli fields arising in the ND + DN sector of the type IIB orientifold model compactified on $T^{2} \times T^{4} / \mathbb{Z}_{2}$, when $\mathcal{N}=2$ supersymmetry is spontaneously broken via the Scherk-Schwarz mechanism implemented along one direction of $T^{2}$. Assuming the string coupling is weak, this is done at one loop by computing the two-point functions of "boundary-changing vertex operators" inserted on the boundaries of the annulus and Möbius strip. The main difficulties of the derivation to which we have paid particular attention are the following:

- Using the stress-tensor method, the correlators of ground-state boundary-changing fields and spin fields are found up to "integration constants," which are functions of the Teichmüller parameters of the double-cover tori. This leads to an ambiguity in the full amplitude of interest, which is lifted by taking the limit where the insertion points of the vertices coalesce. Indeed, the expression reduces in this case to contributions of the partition function that arise from states with specific Chan-Paton indices only. This very fact makes this step of the computation more involved than its counterpart for closed-string amplitudes of twisted-sector states for which this identification is made with the entire partition function.
- The two-point function can be split into two parts referred to as "external" and "internal." The former, which is dressed by a kinematic factor, can be used to derive the oneloop correction to the Kähler metric and involves only correlation functions of "groundstate boundary-changing fields." By contrast, the internal part which captures the mass correction also requires correlators of "excited boundary-changing fields". These extra ingredients contain two contributions: ${ }^{27}$ One arises from periodicity properties of the orbifold-background coordinates, and the other from pure local monodromy effects. Although the latter have often been neglected in favor of the former in the literature, both turn out to be of equal order of magnitude, as we have shown explicitly.

The squared masses of all moduli fields have been derived at one loop and up to contributions that are suppressed ${ }^{28}$ when $M_{3 / 2}$ is lower than the other scales of the background. When the results are strictly positive, the corresponding scalars can be stabilized dynamically during the cosmological evolution of the universe [38,66-71] in the regions in moduli space compatible with weak coupling and the assumption on $M_{3 / 2}$. However the potentially dominant contributions to the mass terms of moduli in the NN, DD or ND+DN open-string sectors can accidentally vanish for certain brane configurations. In such cases, the issue of quartic interactions potentially inducing instabilities of the backgrounds arises. The fact that the untwisted closed-string moduli $(G+C)_{I^{\prime} J^{\prime}}$ and $(G+C)_{I J}$ are flat directions (up to exponentially suppressed corrections) seems to be a more severe difficulty. However, heterotic/type I duality can be used to show that non-perturbative contributions of D1-branes,

[^84]which are captured by a one-loop computation of the effective potential on the heterotic side, can stabilize some of these moduli [38, 72-74]. ${ }^{29}$ However, for large Scherk-Schwarz direction i.e. small $M_{3 / 2} \equiv M_{\mathrm{s}} \sqrt{G^{55}} / 2$ compared to $M_{\mathrm{s}}$, this mechanism is ineffective for the components $(G+C)_{5 J}$ and $(G+C)_{5 J^{\prime}}$ (which include the degree of freedom of $M_{3 / 2}$ itself) for which extra physics should be invoked to yield their stabilization.
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## Appendix A: Conventions of matrix actions on ChanPaton indices

In Ref. [5], the actions of the group elements $G \in\{1, g, \Omega, \Omega g\}$ on the Dirichlet or Neumann Chan-Paton indices $\alpha \in\{1, \ldots, 32\}$ are always represented by $32 \times 32$ matrices. If needed, they define traces with an index $I$ (that would be denoted $i$ in our notations) labelling a fixed point of $T^{4} / \mathbb{Z}_{2}$ to indicate when they restrict to the matrix entries associated with the fixed point $I$ (see their Eq. (2.22)). In our conventions, we work directly with smaller matrices, one for each fixed point $i i^{\prime}$ of $\tilde{T}^{2} \times T^{4} / \mathbb{Z}_{2}$ or $\tilde{T}^{2} \times \tilde{T}^{4} / \mathbb{Z}_{2}$, which are submatrices of those used in Ref. [5]. In this appendix, we would like to give a detailed correspondance between their notations and ours for the traces appearing in the open-string contributions to the partition function.

Let us focus on the matrices acting on the Neumann Chan-Paton factors. In order to avoid any ambiguity, we first define the sets of indices $\mathcal{H}_{i i^{\prime}}$ associated with the fixed points $i i^{\prime}$ that are used to generate the submatrices from the big ones. To this end, we label the fixed points in lexicographical order, $(11,12,13,14,21, \ldots)$, and introduce a function $p\left(i, i^{\prime}\right)$

[^85]that gives the predecessor in this list,
\[

p\left(i, i^{\prime}\right)=\left\{$$
\begin{array}{ll}
i, i^{\prime}-1 & \text { if } i^{\prime} \in\{2,3,4\}  \tag{A.1}\\
i-1,4 & \text { if } i^{\prime}=1
\end{array}
$$ .\right.
\]

The sets are then

$$
\mathcal{H}_{11}=\left\{\begin{array}{l}
\varnothing \quad \text { if } N_{11}=0  \tag{A.2}\\
\left\{1, \ldots, \frac{N_{11}}{2}\right\} \cup\left\{17, \ldots, 16+\frac{N_{11}}{2}\right\} \quad \text { if } N_{11} \neq 0
\end{array}\right.
$$

and for $i i^{\prime} \neq 11$,
$\mathcal{H}_{i i^{\prime}}=\left\{\begin{array}{l}\varnothing \quad \text { if } N_{i i^{\prime}}=0 \\ \left\{\frac{N_{p\left(i, i^{\prime}\right)}}{2}+1, \ldots, \frac{N_{p\left(i, i^{\prime}\right)}}{2}+\frac{N_{i i^{\prime}}}{2}\right\} \cup\left\{\frac{N_{p\left(i, i^{\prime}\right)}}{2}+17, \ldots, 16+\frac{N_{p\left(i, i^{\prime}\right)}}{2}+\frac{N_{i i^{\prime}}}{2}\right\} \quad \text { if } N_{i i^{\prime}} \neq 0\end{array}\right.$.

Our $N_{i i^{\prime}} \times N_{i i^{\prime}}$ matrices $\gamma_{\mathrm{N}, G}^{i i^{\prime}}$ are formed from $32 \times 32$ matrices $\gamma_{\mathrm{N}, G}$ as follows,

$$
\begin{equation*}
\gamma_{\mathrm{N}, G}^{i i^{\prime}}=\left.\gamma_{\mathrm{N}, G}\right|_{\mathcal{H}_{i i^{\prime}}}, \tag{A.4}
\end{equation*}
$$

where the notation in the right-hand side means that we form submatrices by keeping the rows and columns $\alpha \in \mathcal{H}_{i i^{\prime}}$. The traces of $32 \times 32$ matrices can then be expressed as

$$
\begin{align*}
\operatorname{tr}\left(\gamma_{\mathrm{N}, G}\right) & =\sum_{\alpha=1}^{32}\left(\gamma_{\mathrm{N}, G}\right)_{\alpha \alpha}=\sum_{i, i^{\prime}} \sum_{\alpha \in \mathcal{H}_{i i^{\prime}}}\left(\gamma_{\mathrm{N}, G}\right)_{\alpha \alpha}=\sum_{i, i^{\prime}} \operatorname{tr}\left(\left.\gamma_{\mathrm{N}, G}\right|_{\mathcal{H}_{i i^{\prime}}}\right)  \tag{A.5}\\
& =\sum_{i, i^{\prime}} \operatorname{tr}\left(\gamma_{\mathrm{N}, G}^{i i^{\prime}}\right),
\end{align*}
$$

and similarly for the matrices associated with the Dirichlet sector.
Moreover, in order to justify the replacement (2.15), let us define in our notations the $32 \times 32$ matrix $\mathcal{W}_{j}$ that is denoted $W_{I}$ and appears in Eq. (2.22) of Ref. [5],

$$
\mathcal{W}_{j}=\prod_{I=6}^{9} \mathcal{W}_{I}^{2 a_{j}^{I}}, \quad \text { where } \quad \mathcal{W}_{I}=I_{2} \otimes\left(\begin{array}{ccc}
e^{2 i \pi a_{1}^{I}} I_{\frac{N_{1}}{2}} & & 0  \tag{A.6}\\
0 & \ddots & \\
0 & & e^{2 i \pi a_{16}^{I}} I_{\frac{N_{16}}{2}}
\end{array}\right), \quad N_{i} \equiv \sum_{i^{\prime}} N_{i i^{\prime}}
$$

For $G=g$ we have to compute

$$
\begin{align*}
\operatorname{tr}\left(\mathcal{W}_{j} \gamma_{\mathrm{N}, g}\right) & =\sum_{\alpha=1}^{32}\left(\mathcal{W}_{j} \gamma_{\mathrm{N}, g}\right)_{\alpha \alpha}=\sum_{\alpha=1}^{32} \sum_{\beta=1}^{32}\left(\mathcal{W}_{j}\right)_{\alpha \beta}\left(\gamma_{\mathrm{N}, g}\right)_{\beta \alpha}=\sum_{\alpha=1}^{32}\left(\mathcal{W}_{j}\right)_{\alpha \alpha}\left(\gamma_{\mathrm{N}, g}\right)_{\alpha \alpha} \\
& =\sum_{i, i^{\prime}} \sum_{\alpha \in \mathcal{H}_{i i^{\prime}}}\left(\mathcal{W}_{j}\right)_{\alpha \alpha}\left(\gamma_{\mathrm{N}, g}\right)_{\alpha \alpha}=\sum_{i, i^{\prime}} e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}} \sum_{\alpha \in \mathcal{H}_{i i^{\prime}}}\left(\gamma_{\mathrm{N}, g}\right)_{\alpha \alpha}  \tag{A.7}\\
& =\sum_{i, i^{\prime}} e^{4 i \pi a_{i} \cdot \vec{a}_{j}} \operatorname{tr}\left(\gamma_{\mathrm{N}, g}^{i i^{\prime}}\right) .
\end{align*}
$$

In this derivation, we have used the fact that the matrix $\mathcal{W}_{j}$ is diagonal and that its components $\alpha \alpha$ for $\alpha \in \mathcal{H}_{i i^{\prime}}$ are $e^{4 i \pi \vec{a}_{i} \cdot \vec{a}_{j}}$.

## Appendix B: Closed-string sector partition function

In this appendix, we display the closed-string contributions to the one-loop partition function defined in Eq. (2.8).

In order to write $Z_{\mathcal{T}}$, we introduce the lattices of zero modes of the bosonic coordinates associated with $T^{4}$ and $T^{2}$,

$$
\begin{align*}
& \Lambda_{\vec{m}, n}^{(4,4)}(\tau)=q^{\frac{1}{4} P_{I}^{\mathrm{L}} G^{I J} P_{J}^{\mathrm{L}}} \bar{q}^{\frac{1}{4}} P_{I}^{\mathrm{R}} G^{I J} P_{J}^{\mathrm{R}}, \quad P_{I}^{\mathrm{L}}=m_{I}+G_{I J} n_{J}, \quad P_{I}^{\mathrm{R}}=m_{I}-G_{I J} n_{J}, \\
& \Lambda_{\vec{m}^{\prime}, \vec{n}^{\prime}}^{(2,2)}(\tau)=q^{\frac{1}{4} P_{I^{\prime}}^{\mathrm{L}} G^{I^{\prime} J^{\prime}} P_{J^{\prime}}^{\mathrm{L}}} \bar{q}^{\frac{1}{4}} P_{I^{\prime}}^{\mathrm{R}} G^{I^{\prime} J^{\prime}} P_{J^{\prime}}^{\mathrm{R}}, \quad P_{I^{\prime}}^{\mathrm{L}}=m_{I^{\prime}}+G_{I^{\prime} J^{\prime}} n_{J^{\prime}}, \quad P_{I^{\prime}}^{\mathrm{R}}=m_{I^{\prime}}-G_{I^{\prime} J^{\prime}} n_{J^{\prime}}, \tag{B.1}
\end{align*}
$$

where $\vec{m}, \vec{n}$ and $\vec{m}^{\prime}, \vec{n}^{\prime}$ are four-vectors and two-vectors whose components are integer momenta and winding numbers.

Moreover, the worldsheet fermions generate an $S O(8)$ affine symmetry broken to $S O(4) \times$ $S O(4)$ by the $\mathbb{Z}_{2}$-orbifold action. As a result, their contributions to the partition function take the forms of ordered pairs of characters of $S O(4)$. The latter can be expressed in terms of Jacobi modular forms and the Dedekind function,

$$
\vartheta\left[\begin{array}{l}
\alpha  \tag{B.2}\\
\beta
\end{array}\right](z \mid \tau)=\sum_{k \in \mathbb{Z}} q^{\frac{1}{2}(k+\alpha)^{2}} e^{2 i \pi(z+\beta)(k+\alpha)}, \quad \eta(\tau)=q^{\frac{1}{24}} \prod_{n=1}^{+\infty}\left(1-q^{n}\right), \quad q=e^{2 i \pi \tau} .
$$

Denoting as usual

$$
\vartheta\left[\begin{array}{l}
0  \tag{B.3}\\
0
\end{array}\right](z \mid \tau) \equiv \vartheta_{3}(z \mid \tau), \quad \vartheta\left[\begin{array}{l}
0 \\
\frac{1}{2}
\end{array}\right](z \mid \tau) \equiv \vartheta_{4}(z \mid \tau), \quad \vartheta\left[\begin{array}{c}
\frac{1}{2} \\
0
\end{array}\right](z \mid \tau) \equiv \vartheta_{2}(z \mid \tau), \quad \vartheta\left[\begin{array}{c}
\frac{1}{2} \\
\frac{1}{2}
\end{array}\right](z \mid \tau) \equiv \vartheta_{1}(z \mid \tau),
$$

the characters are given by [55-57]

$$
\begin{equation*}
O_{4}=\frac{\vartheta_{3}^{2}+\vartheta_{4}^{2}}{2 \eta^{2}}, \quad V_{4}=\frac{\vartheta_{3}^{2}-\vartheta_{4}^{2}}{2 \eta^{2}}, \quad S_{4}=\frac{\vartheta_{2}^{2}+i^{-2} \vartheta_{1}^{2}}{2 \eta^{2}}, \quad C_{4}=\frac{\vartheta_{2}^{2}-i^{-2} \vartheta_{1}^{2}}{2 \eta^{2}}, \tag{B.4}
\end{equation*}
$$

where it is understood that $\vartheta_{n} \equiv \vartheta_{n}(0 \mid \tau)$.
Given these notations, the torus contribution to the partition function takes the following form,

$$
\begin{aligned}
& Z_{\mathcal{T}}=\frac{1}{4} \frac{1}{\tau_{2}^{2}}\left\{\left[\left(\left|V_{4} O_{4}+O_{4} V_{4}\right|^{2}+\left|S_{4} S_{4}+C_{4} C_{4}\right|^{2}\right) \sum_{\vec{m}, \vec{n}} \frac{\Lambda_{\vec{m}, n}^{(4,4)}}{\left|\eta^{4}\right|^{2}}\right.\right. \\
& +\left(\left|V_{4} O_{4}-O_{4} V_{4}\right|^{2}+\left|S_{4} S_{4}-C_{4} C_{4}\right|^{2}\right)\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4} \\
& +16\left(\left|O_{4} C_{4}+V_{4} S_{4}\right|^{2}+\left|S_{4} O_{4}+C_{4} V_{4}\right|^{2}\right)\left|\frac{\eta}{\vartheta_{4}}\right|^{4}
\end{aligned}
$$

$$
\begin{align*}
& \left.+16\left(\left|O_{4} C_{4}-V_{4} S_{4}\right|^{2}+\left|S_{4} O_{4}-C_{4} V_{4}\right|^{2}\right)\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right] \sum_{\vec{m}^{\prime}, \vec{n}^{\prime}} \frac{\Lambda_{\vec{m}^{\prime},\left(n_{4}, 2 n_{5}\right)}^{(2,2)}}{\left|\eta^{4}\right|^{2}} \\
& -\left[\left(\left(V_{4} O_{4}+O_{4} V_{4}\right)\left(\bar{S}_{4} \bar{S}_{4}+\bar{C}_{4} \bar{C}_{4}\right)+\left(S_{4} S_{4}+C_{4} C_{4}\right)\left(\bar{V}_{4} \bar{O}_{4}+\bar{O}_{4} \bar{V}_{4}\right)\right) \sum_{\vec{m}, \vec{n}} \frac{\Lambda_{\bar{n}}^{(4,4)}}{\left.\eta^{4}\right|^{2}}\right. \\
& +\left(\left(V_{4} O_{4}-O_{4} V_{4}\right)\left(\bar{S}_{4} \bar{S}_{4}-\bar{C}_{4} \bar{C}_{4}\right)+\left(S_{4} S_{4}-C_{4} C_{4}\right)\left(\bar{V}_{4} \bar{O}_{4}-\bar{O}_{4} \bar{V}_{4}\right)\right)\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4} \\
& +16\left(\left(O_{4} C_{4}+V_{4} S_{4}\right)\left(\bar{S}_{4} \bar{O}_{4}+\bar{C}_{4} \bar{V}_{4}\right)+\left(S_{4} O_{4}+C_{4} V_{4}\right)\left(\bar{O}_{4} \bar{C}_{4}+\bar{V}_{4} \bar{S}_{4}\right)\right)\left|\frac{\eta}{\vartheta_{4}}\right|^{4}  \tag{B.5}\\
& \left.+16\left(\left(O_{4} C_{4}-V_{4} S_{4}\right)\left(\bar{S}_{4} \bar{O}_{4}-\bar{C}_{4} \bar{V}_{4}\right)+\left(S_{4} O_{4}-C_{4} V_{4}\right)\left(\bar{O}_{4} \bar{C}_{4}-\bar{V}_{4} \bar{S}_{4}\right)\right)\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right] \sum_{\bar{m}^{\prime}, \bar{n}^{\prime}} \frac{\Lambda_{\bar{m}^{\prime}+a_{S}^{\prime},\left(n 4,2 n_{5}\right)}^{(2,2)}}{\left|\eta^{4}\right|^{2}} \\
& +\left[\left(\left|O_{4} O_{4}+V_{4} V_{4}\right|^{2}+\left|C_{4} S_{4}+S_{4} C_{4}\right|^{2}\right) \sum_{\vec{m}, \vec{n}} \frac{\Lambda_{\vec{m}}^{(4,4)}}{\left.\eta^{4}\right|^{2}}+\left(\left|O_{4} O_{4}-V_{4} V_{4}\right|^{2}+\left|S_{4} C_{4}-C_{4} S_{4}\right|^{2}\right)\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4}\right. \\
& +16\left(\left|O_{4} S_{4}+V_{4} C_{4}\right|^{2}+\left|S_{4} V_{4}+C_{4} O_{4}\right|^{2}\right)\left|\frac{\eta}{\vartheta_{4}}\right|^{4} \\
& \left.+16\left(\left|O_{4} S_{4}-V_{4} C_{4}\right|^{2}+\left|S_{4} V_{4}-C_{4} O_{4}\right|^{2}\right)\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right] \sum_{\vec{m}^{\prime}, \vec{n}^{\prime}} \frac{\Lambda_{m^{\prime}}^{(2,2)}\left(n_{4}, 2 n_{5}+1\right)}{\left|\eta^{4}\right|^{2}} \\
& -\left[\left(\left(O_{4} O_{4}+V_{4} V_{4}\right)\left(\bar{C}_{4} \bar{S}_{4}+\bar{S}_{4} \bar{C}_{4}\right)+\left(C_{4} S_{4}+S_{4} C_{4}\right)\left(\bar{O}_{4} \bar{O}_{4}+\bar{V}_{4} \bar{V}_{4}\right)\right) \sum_{\vec{m}, \vec{n}} \frac{\Lambda_{\vec{n}, \vec{n}}^{(4,4)}}{\left|\eta^{4}\right|^{2}}\right. \\
& +\left(\left(O_{4} O_{4}-V_{4} V_{4}\right)\left(\bar{S}_{4} \bar{C}_{4}-\bar{C}_{4} \bar{S}_{4}\right)+\left(S_{4} C_{4}-C_{4} S_{4}\right)\left(\bar{O}_{4} \bar{O}_{4}-\bar{V}_{4} \bar{V}_{4}\right)\right)\left|\frac{2 \eta}{\vartheta_{2}}\right|^{4} \\
& +16\left(\left(O_{4} S_{4}+V_{4} C_{4}\right)\left(\bar{S}_{4} \bar{V}_{4}+\bar{C}_{4} \bar{O}_{4}\right)+\left(S_{4} V_{4}+C_{4} O_{4}\right)\left(\bar{O}_{4} \bar{S}_{4}+\bar{V}_{4} \bar{C}_{4}\right)\right)\left|\frac{\eta}{\vartheta_{4}}\right|^{4} \\
& \left.\left.+16\left(\left(O_{4} S_{4}-V_{4} C_{4}\right)\left(\bar{S}_{4} \bar{V}_{4}-\bar{C}_{4} \bar{O}_{4}\right)+\left(S_{4} V_{4}-C_{4} O_{4}\right)\left(\bar{O}_{4} \bar{S}_{4}-\bar{V}_{4} \bar{C}_{4}\right)\right)\left|\frac{\eta}{\vartheta_{3}}\right|^{4}\right] \sum_{\vec{m}^{\prime}, \vec{n}^{\prime}} \frac{\Lambda_{\vec{m}^{\prime}+\vec{a}_{s}^{\prime},\left(n_{4}, 2 n_{5}+1\right)}^{(2,2)}}{\left|\eta^{4}\right|^{2}}\right\},
\end{align*}
$$

## Appendix C: Leading behavior of $\varepsilon$ when $\alpha^{\prime} \rightarrow 0$

In this appendix, we reconsider the small $\alpha^{\prime}$ limit of the roots $U_{1}$ of $\Omega(U)$ for arbitrary $\left|\operatorname{Im} Y_{1}\right|<\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}$, which are given in Eq. (6.21). Our goal is to find the leading behavior of $\varepsilon$.

Using the full expansion of $\vartheta_{1}(z)$ given in Eq. (6.2), one obtains

$$
\begin{equation*}
\frac{\vartheta_{1}^{\prime}}{\vartheta_{1}}(z)=\pi \cot (\pi z)+2 i \pi \sum_{n \geq 1}\left[H\left(q_{\mathrm{dc}}^{n} e^{-2 i \pi z}\right)-H\left(q_{\mathrm{dc}}^{n} e^{2 i \pi z}\right)\right], \quad H(z) \equiv \frac{z}{1-z} \tag{C.1}
\end{equation*}
$$

which can be used to rewrite the equation $\Omega\left(U_{1}\right)=0$ as follows,

$$
\begin{align*}
i \sin \left(\pi Y_{1}\right)=2 \sin \left(\pi U_{1}\right) \sin \left[\pi\left(Y_{1}-U_{1}\right)\right] \sum_{n \geq 1} & {\left[H\left(q_{\mathrm{dc}}^{n} e^{-2 i \pi U_{1}}\right)-H\left(q_{\mathrm{dc}}^{n} e^{2 i \pi U_{1}}\right)\right.}  \tag{C.2}\\
& \left.+H\left(q_{\mathrm{dc}}^{n} e^{-2 i \pi\left(Y_{1}-U_{1}\right)}\right)-H\left(q_{\mathrm{dc}}^{n} e^{2 i \pi\left(Y_{1}-U_{1}\right)}\right)\right] .
\end{align*}
$$

Applying the change of variable given in Eq. (6.21), the above expression becomes

$$
\begin{align*}
i \sin \left(\pi Y_{1}\right)= & \frac{1}{2}\left(1-(-1)^{m} i e^{i \pi\left(\tau^{\mathrm{dc}}+Y_{1}\right)} e^{2 i \pi \varepsilon}\right)\left(1-(-1)^{m} i e^{i \pi\left(\tau^{\left.\mathrm{dc}-Y_{1}\right)} e^{2 i \pi \varepsilon}\right) e^{-2 i \pi \varepsilon}} \begin{array}{rl}
\times & \left\{-\frac{e^{-i \pi Y_{1}} e^{-2 i \pi \varepsilon}}{1+(-1)^{m} i e^{i \pi\left(\tau^{\mathrm{dc}}-Y_{1}\right)} e^{-2 i \pi \varepsilon}}\right. \\
& +2 i \sum_{n \geq 1} \frac{q_{\mathrm{dc}}^{n} e^{-i \pi Y_{1}}\left(\sin (2 \pi \varepsilon)+(-1)^{m} q_{\mathrm{dc}}^{n} e^{i \pi\left(\tau^{\mathrm{dc}}-Y_{1}\right)}\right)}{\left(1+(-1)^{m} i q_{\mathrm{dc}}^{n} e^{i \pi\left(\tau_{\mathrm{dc}}-Y_{1}\right)} e^{-2 i \pi \varepsilon}\right)\left(1-(-1)^{m} i q_{\mathrm{dc}}^{n} e^{i \pi\left(\tau^{\left.\mathrm{dc}-Y_{1}\right)} e^{2 i \pi \varepsilon}\right)}\right.} \\
& \left.-\left(Y_{1} \rightarrow-Y_{1}\right)\right\},
\end{array}\right.
\end{align*}
$$

where the first term in the braces and its transformed under $Y_{1} \rightarrow-Y_{1}$ arise from the contributions $n=1$ of the first and fourth functions $H$ in Eq. (C.2).

- If $0<\operatorname{Im} Y_{1}<\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}$, and assuming $\varepsilon \rightarrow 0$ when $\alpha^{\prime} \rightarrow 0$, Eq. (C.3) reads

$$
\begin{align*}
\left(e^{2 i \pi Y_{1}}-1\right) e^{-i \pi Y_{1}}= & \left(1-2 i \pi \varepsilon-(-1)^{m} i e^{i \pi\left(\tau^{\mathrm{dc}}-Y_{1}\right)}+\text { sub dom. }\right) \\
& \left\{-e^{-i \pi Y_{1}}\left(1-2 i \pi \varepsilon-(-1)^{m} i e^{i \pi\left(\tau^{\mathrm{dc}}-Y_{1}\right)}+\text { sub dom. }\right)\right.  \tag{C.4}\\
& \left.+e^{i \pi Y_{1}}\left(1-2 i \pi \varepsilon-(-1)^{m} i e^{i \pi\left(\tau^{\mathrm{dc}}+Y_{1}\right)}+\text { sub dom. }\right)\right\},
\end{align*}
$$

where all contributions $n \geq 1$ have been absorbed in "subdominant" contributions. Simplifying this expression, one obtains

$$
\begin{equation*}
0=4 i \pi \varepsilon+2(-1)^{m} i e^{i \pi\left(\tau^{\mathrm{dc}}-Y_{1}\right)}+\text { subdom. } \tag{C.5}
\end{equation*}
$$

which leads to the asymptotics

$$
\begin{equation*}
\varepsilon \underset{\alpha^{\prime} \rightarrow 0}{\sim}-\frac{(-1)^{m}}{2 \pi} e^{i \pi\left(\tau^{\mathrm{dc}}-Y_{1}\right)} \underset{\alpha^{\prime} \rightarrow 0}{\longrightarrow} 0 \tag{C.6}
\end{equation*}
$$

Our assumption on the convergence of $\varepsilon$ being consistent, we have shown the existence of solutions $U_{1}$ with the above behavior.

- If $-\frac{1}{2} \operatorname{Im} \tau^{\mathrm{dc}}<\operatorname{Im} Y_{1}<0$, Eq. (C.3) being invariant under $Y_{1} \rightarrow-Y_{1}$, one obtains immediately from the previous analysis that

$$
\begin{equation*}
\varepsilon \underset{\alpha^{\prime} \rightarrow 0}{\sim}-\frac{(-1)^{m}}{2 \pi} e^{i \pi\left(\tau^{\mathrm{dc}}+Y_{1}\right)} \underset{\alpha^{\prime} \rightarrow 0}{\longrightarrow} 0 \tag{C.7}
\end{equation*}
$$
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#### Abstract
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## 1 Introduction

Supersymmetry breaking in string theory is notoriously difficult to achieve in a controllable manner. There are several challenging and well-known problems to overcome at the string level and at the effective field theory one.

A generic issue, both at string perturbative and effective supergravity levels, is that supersymmetry breaking generates potentials for some moduli fields that are of runaway type, which typically drive the dynamics towards zero or strong string coupling, and also lead to decompactification or compactification of the internal space [1]. The state of the art is to generate a local minimum somewhere far from the runaway regime, that is computationally reliable and such that the corresponding lifetime is beyond the age of the universe. Such a minimum is very hard to obtain in string perturbation theory, and easier
in practice to obtain at the effective field-theory level, adding extra ingredients like fluxes or nonperturbative effects.

At the string perturbative level, supersymmetry breaking generates a vacuum energy (more precisely, a scalar potential) at some order in perturbation theory. In the first models of supersymmetry breaking, so-called Scherk-Schwarz or breaking by compactification [2-7], this arises at one loop. ${ }^{1}$ The generated scalar potential is typically of runaway type ${ }^{2}$ and the classical vacuum used in perturbation theory is therefore not valid anymore. It is however possible, in a more refined construction, to stabilize the corresponding modulus, yielding a negative scalar potential [9]. In a subclass of models, which satisfy a classical Bose/Fermi degeneracy at the massless level, this one-loop potential turns out to be exponentially suppressed at low supersymmetry breaking scale [18-30], but not vanishing [31].

Later on, tachyon-free orientifold string models where supersymmetry is broken at the string scale in the open-string (gauge) sector, whereas the closed-string (gravity) sector is supersymmetric at lowest perturbative order were constructed [32-37]. Since in such frameworks a massless gravitino is present, supersymmetry has to be nonlinearly realized in the open sector and this was indeed shown explicitly in [38, 39]. Such models contain non-BPS tachyon-free configurations. An important application of such setups is the KKLT scenario of moduli stabilization [40], see e.g. [41-47]. There was also a recent simplification in constructing supergravity models with nonlinear supersymmetry [48-52], stimulated in part by "Brane Supersymmetry Breaking" (BSB) type models. In such settings, there is a runaway scalar potential generated at the disk level. Ignoring the true vacuum state and working naively at fixed values of moduli fields leads to so-called NS-NS tadpoles for the corresponding moduli, which ruin perturbation theory since they generate unphysical UV divergences. It is widely believed that this does not signal any inconsistency of the theory, but just the fact that naive perturbation theory is performed around a point in field space that is not an extremum. Indeed, all models of this type constructed in the literature satisfy all known consistency conditions. Mechanisms of shifting the vacuum, in analogy with field-theory examples, were proposed in the literature [53-56]. However their practical implementation is limited to toy examples or to special models with small tadpoles. Hence, whereas the BSB models are tachyon-free, the presence of NS-NS tadpoles raises the question of the validity of perturbation theory and the fate of such constructions [57-60]. Let us also mention that the coexistence of massless gravitinos and broken supersymmetry in the open sector in BSB models is shared by compactifications with internal magnetic fields that break supersymmetry [61-64].

In another class of non-supersymmetric models based on type II asymmetric orbifolds or their orientifold descendants [65-71], a classical Bose/Fermi degeneracy valid at any mass level implies that the potential arises only at two loops [72, 73]. In such frameworks, there are no tadpoles at one loop and no need to shift scalar expectation values for describing vacua at this order of perturbation theory. However, stability at one loop of the moduli fields has not been analyzed.

[^86]The goal of the present paper is the construction of BSB string vacua without NSNS disk tadpoles. Recently, it was conjectured that massless gravitinos in string theory with broken supersymmetry implies a breakdown of the effective field theory [74, 75]. It is clearly of interest to check this conjecture in explicit string models, by trying to avoid NSNS tadpoles. In this paper we identify constructions in which the supersymmetry breaking scale in the gauge (open) sector is much higher than in the closed-string sector. This was actually achieved previously in [76]. However, our construction avoids the open-string tachyonic instabilities typically present in such constructions. A runaway behaviour for internal radii is however still present. We show that the limit of vanishing gravitino mass is inconsistent. The existence of such constructions was already anticipated in the pioneering paper [77] in an algebraic construction using the tools of the Tor-Vergata school [78-86]. We provide here the correct geometric interpretation of the eight-dimensional class of models proposed in [77], which turns out to contain several types of perturbative orientifold and anti-orientifold planes. We also point out that the simultaneous presence of orientifold and antiorientifold planes suggests that the closed-string sector is not exactly supersymmetric at tree-level, but has softly broken supersymmetry. The basic mechanism goes as follows.

One starts with a supersymmetric orientifold model containing both $\mathrm{O}_{-}$(negative tension, negative RR charge) and $\mathrm{O}_{+}$-planes (positive tension, positive RR charge). A consistent supersymmetry-breaking deformation of the model turns one $\mathrm{O}_{-}-\mathrm{O}_{+}$pair into an $\overline{\mathrm{O}}_{-}-\overline{\mathrm{O}}_{+}$pair, which is mutually BPS but preserves the other half of the supersymmetries compared to the $\mathrm{O}_{ \pm}-$planes and D-branes. Since both the initial $\mathrm{O}_{-} \mathrm{O}_{+}$pair and its SUSY breaking avatar $\overline{\mathrm{O}}_{-}-\overline{\mathrm{O}}_{+}$have zero total tension and charge, there will be no RR or NS-NS tadpoles generated in the non-supersymmetric case. Depending on where the background D-branes sit in the internal space, their massless spectrum can be supersymmetric (if they sit on top of $\mathrm{O}_{-}$or $\mathrm{O}_{+}$-planes or in the bulk) or non-supersymmetric (if they sit on top of $\overline{\mathrm{O}}_{-}$or $\overline{\mathrm{O}}_{+}$-planes, in which case supersymmetry is nonlinearly realized in their worldvolume). Such models also have a supersymmetric limit, when a certain radius is taken to zero. ${ }^{3}$ For small values of this radius, the breaking can be interpreted as spontaneous, whereas for large values, supersymmetry breaking can be considered as nonlinearly realized if branes sit on top of anti-orientifold planes. Interestingly, naive energetic considerations on brane-orientifold plane interactions suggest that the branes move towards stable configurations with maximal (string scale) breaking of supersymmetry. Whereas at first sight the closed-string spectrum could be supersymmetric, we show that a detailed look at the orientifold projections leading to the geometry of O-planes and, independently, considerations from low-energy effective field theory suggest that the correct option is a specific soft supersymmetry breaking deformation in the closed-string sector. A more detailed analysis of the effective field theory of this class of models deserves however a dedicated study.

The structure of the paper is the following: in section 2 , we review the $8 \mathrm{~d} \operatorname{USp}(16)$ supersymmetric orientifold theory and introduce the novel Brane Supersymmetry Breaking (BSB) mechanism. In particular, we discuss the consistency between the soft breaking of

[^87]supersymmetry in the closed-string spectrum and the supersymmetry breaking deformation in the open-string sector. The generalization of the construction to dimensions lower than 8 turns out to be rich but straightforward. We give various examples in section 3. Section 4 discusses consistency conditions coming from probe branes as well as nonperturbative constraints to be satisfied by these models. In section 5 , we study the supersymmetry breaking mass scales in the closed- and open-string sectors for different positions of stacks of D7branes in 8 d . We also comment on the limit of vanishing gravitino mass and the connexion with the gravitino mass conjecture put forward recently in [74, 75], in the context of the swampland program [88-90]. Conclusions and outlooks can be found in section 6 , whereas an appendix contains examples of consistent and inconsistent geometric configurations.

## 2 The 8d USp(16) superstring and its SUSY breaking avatar

In this section, we review the construction of the supersymmetric $\mathrm{USp}(16)$ orientifold model in 8 dimensions and then present its non-supersymmetric version.

### 2.1 The type IIB torus amplitudes

Let us start by describing alternative viewpoints for deriving the supersymmetric and nonsupersymmetric torus amplitudes to be combined later on with orientifold amplitudes.

The original orientifold models described in $[91,92]$ make use of a non-trivial quantized background for the internal components of the antisymmetric tensor field, $B_{i j}$. This field is odd under worldsheet parity and therefore it is projected out by the orientifold projection $\Omega$ in type I superstring. However, this still leaves the possibility to add a quantized value $\frac{2}{\alpha^{\prime}} B_{i j} \in \mathbb{Z}$, where $\alpha^{\prime}$ is the string tension. In this case, the left and right momenta of closed-string states are given, for a torus factorized into two circles, by

$$
\begin{equation*}
p_{\mathrm{L}, \mathrm{R}}^{8}=\frac{m_{8}+n_{9} / 2}{R_{8}} \pm \frac{n_{8} R_{8}}{\alpha^{\prime}}, \quad p_{\mathrm{L}, \mathrm{R}}^{9}=\frac{m_{9}-n_{8} / 2}{R_{9}} \pm \frac{n_{9} R_{9}}{\alpha^{\prime}} \tag{2.1}
\end{equation*}
$$

The type IIB torus amplitude is given by

$$
\begin{align*}
\mathcal{T}=\int \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{5}} & {\left[\Lambda_{m_{9}, 2 n_{9}} \Lambda_{m_{8}, 2 n_{8}}+\Lambda_{m_{9}+1 / 2,2 n_{9}} \Lambda_{m_{8}, 2 n_{8}+1}\right.} \\
& \left.+\Lambda_{m_{9}, 2 n_{9}+1} \Lambda_{m_{8}+1 / 2,2 n_{8}}+\Lambda_{m_{9}+1 / 2,2 n_{9}+1} \Lambda_{m_{8}+1 / 2,2 n_{8}+1}\right]\left|\frac{V_{8}-S_{8}}{\eta^{8}}\right|^{2} \tag{2.2}
\end{align*}
$$

where $V_{8}, S_{8}$ (along with $O_{8}, C_{8}$ ) are the $\mathrm{SO}(8)$ affine characters and $\eta$ is the Dedeking function. They all depend on the Teichmüller parameter $\tau$ of the genus- 1 surface, whose imaginary part is denoted $\tau_{2}$. Moreover, the lattices are expressed in terms of

$$
\begin{equation*}
\Lambda_{m_{i}, n_{i}}=q^{\frac{\alpha^{\prime}}{4}\left(\frac{m_{i}}{R_{i}}+n_{i} \frac{R_{i}}{\alpha^{\prime}}\right)^{2}} \bar{q}^{\frac{\alpha^{\prime}}{4}\left(\frac{m_{i}}{R_{i}}-n_{i} \frac{R_{i}}{\alpha^{\prime}}\right)^{2}}, \quad q=e^{2 i \pi \tau}, \tag{2.3}
\end{equation*}
$$

where $m_{i}, n_{i}$ are the momentum and winding numbers along direction $X^{i} .{ }^{4}$ Note that this amplitude is invariant under the T-duality transformation $\left(R_{8}, R_{9}\right) \rightarrow\left(\frac{\alpha^{\prime}}{2 R_{8}}, \frac{\alpha^{\prime}}{2 R_{9}}\right)$.

[^88]There is another particularly useful way of constructing the torus amplitude with nontrivial discrete antisymmetric tensor uncovered by Pradisi [93]. The starting point is a freely-acting orbifold of type IIB with $B_{89}=0$ and generator $g=\delta_{w_{8}} \delta_{p_{9}}$, where $\delta_{w_{8}}$ stands for a winding shift along direction $X^{8}$ while $\delta_{p_{9}}$ denotes a momentum shift along direction $X^{9}$. The action of this generator on the lattice states is

$$
\begin{equation*}
g|\mathbf{m}, \mathbf{n}\rangle=(-1)^{n_{8}+m_{9}}|\mathbf{m}, \mathbf{n}\rangle . \tag{2.4}
\end{equation*}
$$

The gauging of the theory with this generator implies the existence of four contributions in the torus amplitude corresponding to the untwisted and twisted sectors, both with or without insertion of the orbifold generator in the traces. One obtains

$$
\begin{equation*}
\mathcal{T}=\frac{1}{2} \int \frac{\mathrm{~d}^{2} \tau}{\tau_{2}^{5}}\left[1+(-1)^{n_{8}+m_{9}}\right]\left(\Lambda_{m_{8}, n_{8}} \Lambda_{m_{9}, n_{9}}+\Lambda_{m_{8}+\frac{1}{2}, n_{8}} \Lambda_{m_{9}, n_{9}+\frac{1}{2}}\right)\left|\frac{V_{8}-S_{8}}{\eta^{8}}\right|^{2} \tag{2.5}
\end{equation*}
$$

A rescaling of the radius $R_{9} \rightarrow 2 R_{9}$ then leads to the torus amplitude with discrete antisymmetric tensor given in eq. (2.2).

Note that another derivation can be obtained by applying the T-duality transformation $R_{8} \rightarrow \frac{\alpha^{\prime}}{R_{8}}=\tilde{R}_{8}$ on the freely-acting orbifold of type IIB with $B_{89}=0$. In fact, the complex coordinate $Z=\frac{\tilde{X}_{8}+i X_{9}}{2 \pi \tilde{R}_{8}}$, where $\tilde{X}_{8}$ is the T-dual coordinate, satisfies the identifications $Z=Z+1=Z+i \frac{R_{9}}{\tilde{R}_{8}}$. Moreover, the orbifold generator $g=\delta_{w_{8}} \delta_{p_{9}}$ is mapped to $\tilde{g}=\delta_{p_{8}} \delta_{p_{9}}$ defined as $\left(\tilde{X}_{8}, X_{9}\right)=\left(\tilde{X}_{8}+\pi \tilde{R}_{8}, X_{9}+\pi R_{9}\right)$. We have therefore three identifications, which can be encoded in the following two:

$$
\begin{equation*}
Z=Z+1, \quad Z=Z+U, \quad \text { where } \quad U=\frac{1}{2}+i \frac{R_{9}}{2 \tilde{R}_{8}} . \tag{2.6}
\end{equation*}
$$

Hence, by rescaling $R_{9} \rightarrow 2 R_{9}$, the coordinate $Z$ is that of a tilted torus of complex structure $U=\frac{1}{2}+i \frac{R_{9}}{R_{8}}$. However, it is known that the type IIA theory compactified on this tilted torus is T-dual to the type IIB theory with antisymmetric background $B_{89}=\frac{\alpha^{\prime}}{2}$.

From the freely-acting orbifold perspective, it is now easy to build a non-supersymmetric deformation of the type IIB model in a Scherk-Schwarz spirit. It is obtained by replacing $g$ with the generator $g^{\prime}=(-1)^{F} \delta_{w_{8}} \delta_{p 9}$, where $F$ denotes the spacetime fermion number. The construction of the torus amplitude is straightforward and the result is

$$
\begin{align*}
\mathcal{T}= & \frac{1}{2} \int \frac{\mathrm{~d}^{2} \tau}{\tau_{2}^{5}}\left\{\Lambda_{m_{8}, n_{8}} \Lambda_{m_{9}, n_{9}}\left|V_{8}-S_{8}\right|^{2}+(-1)^{n_{8}+m_{9}} \Lambda_{m_{8}, n_{8}} \Lambda_{m_{9}, n_{9}}\left|V_{8}+S_{8}\right|^{2}\right. \\
& \left.+\Lambda_{m_{8}+\frac{1}{2}, n_{8}} \Lambda_{m_{9}, n_{9}+\frac{1}{2}}\left|O_{8}-C_{8}\right|^{2}+(-1)^{n_{8}+m_{9}} \Lambda_{m_{8}+\frac{1}{2}, n_{8}} \Lambda_{m_{9}, n_{9}+\frac{1}{2}}\left|O_{8}+C_{8}\right|^{2}\right\} \frac{1}{\left|\eta^{8}\right|^{2}} . \tag{2.7}
\end{align*}
$$

The rescaling of the radius $R_{9} \rightarrow 2 R_{9}$ then leads to

$$
\begin{align*}
\mathcal{T}=\int \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{5}}\{ & \left(\Lambda_{m_{8}, 2 n_{8}} \Lambda_{m_{9}, 2 n_{9}}+\Lambda_{m_{8}, 2 n_{8}+1} \Lambda_{m_{9}+\frac{1}{2}, 2 n 9}\right)\left(\left|V_{8}\right|^{2}+\left|S_{8}\right|^{2}\right)  \tag{2.8}\\
& -\left(\Lambda_{m_{8}, 2 n_{8}+1} \Lambda_{m_{9}, 2 n_{9}}+\Lambda_{m_{8}, 2 n_{8}} \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}}\right)\left(V_{8} \bar{S}_{8}+\bar{V}_{8} S_{8}\right) \\
& +\left(\Lambda_{m_{8}+\frac{1}{2}, 2 n_{8}} \Lambda_{m_{9}, 2 n_{9}+1}+\Lambda_{m_{8}+\frac{1}{2}, 2 n_{8}+1} \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}+1}\right)\left(\left|O_{8}\right|^{2}+\left|C_{8}\right|^{2}\right) \\
& \left.-\left(\Lambda_{m_{8}+\frac{1}{2}, 2 n_{8}+1} \Lambda_{m_{9}, 2 n_{9}+1}+\Lambda_{m_{8}+\frac{1}{2}, 2 n_{8}} \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}+1}\right)\left(O_{8} \bar{C}_{8}+\bar{O}_{8} C_{8}\right)\right\} \frac{1}{\left|\eta^{8}\right|^{2}} .
\end{align*}
$$

The type IIB gravitinos acquire masses

$$
\begin{equation*}
M_{1}=\frac{R_{8}}{\alpha^{\prime}} \quad \text { or } \quad M_{2}=\frac{1}{2 R_{9}}, \tag{2.9}
\end{equation*}
$$

which vanish in the supersymmetric limits $R_{8} \rightarrow 0$ and/or $R_{9} \rightarrow \infty$. Moreover, as usual with a Scherk-Schwarz mechanism, a scalar in the twisted sector becomes tachyonic when the radii satisfy

$$
\begin{equation*}
\frac{1}{4 R_{8}^{2}}+\frac{R_{9}^{2}}{\alpha^{\prime 2}}<\frac{2}{\alpha^{\prime}} . \tag{2.10}
\end{equation*}
$$

Notice that, unlike its supersymmetric version (2.2), the torus amplitude (2.8) is not invariant under the T-duality $\left(R_{8}, R_{9}\right) \rightarrow\left(\frac{\alpha^{\prime}}{2 R_{8}}, \frac{\alpha^{\prime}}{2 R_{9}}\right)$. Indeed, this transformation amounts to exchanging the lattice sums of the two directions and thus switching $X^{8} \leftrightarrow X^{9}$, leading to the new amplitude

$$
\begin{align*}
\tilde{\mathcal{T}}=\int \frac{\mathrm{d}^{2} \tau}{\tau_{2}^{5}}\{ & \left(\Lambda_{m_{8}, 2 n_{8}} \Lambda_{m_{9}, 2 n_{9}}+\Lambda_{m_{8}+\frac{1}{2}, 2 n_{8}} \Lambda_{m_{9}, 2 n_{9}+1}\right)\left(\left|V_{8}\right|^{2}+\left|S_{8}\right|^{2}\right) \\
& -\left(\Lambda_{m_{8}, 2 n_{8}} \Lambda_{m_{9}, 2 n_{9}+1}+\Lambda_{m_{8}+\frac{1}{2}, 2 n_{8}} \Lambda_{m_{9}, 2 n_{9}}\right)\left(V_{8} \bar{S}_{8}+\bar{V}_{8} S_{8}\right) \\
& +\left(\Lambda_{m_{8}, 2 n_{8}+1} \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}}+\Lambda_{m_{8}+\frac{1}{2}, 2 n_{8}+1} \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}+1}\right)\left(\left|O_{8}\right|^{2}+\left|C_{8}\right|^{2}\right) \\
& \left.-\left(\Lambda_{m_{8}, 2 n_{8}+1} \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}+1}+\Lambda_{m_{8}+\frac{1}{2}, 2 n_{8}+1} \Lambda_{m_{9}+\frac{1}{2}, 2 n_{9}}\right)\left(O_{8} \bar{C}_{8}+\bar{O}_{8} C_{8}\right)\right\} \frac{1}{\left|\eta^{8}\right|^{2}} . \tag{2.11}
\end{align*}
$$

The latter can therefore be obtained by a free action generated by $g^{\prime \prime}=(-1)^{F} \delta_{p_{8}} \delta_{w_{9}}$, followed by the rescaling $R_{8} \rightarrow 2 R_{8}$. In this case, the masses of the gravitinos are

$$
\begin{equation*}
M_{1}=\frac{1}{2 R_{8}} \quad \text { or } \quad M_{2}=\frac{R_{9}}{\alpha^{\prime}} \tag{2.12}
\end{equation*}
$$

and supersymmetry is restored in the limits $R_{8} \rightarrow \infty$ and/or $R_{9} \rightarrow 0$.

### 2.2 The supersymmetric orientifold amplitudes

In eight dimensions, the gauge group in supersymmetric orientifold models has rank 16, 8 or $0 .{ }^{5}$ For rank 8 , the gauge group of maximal dimension, i.e. in the absence of Wilson lines, is USp(16). This 8 d model was first constructed by Bianchi, Pradisi and Sagnotti in terms of D9-branes and an O9_-plane [91, 92]. It also has a dual description in terms of CHL strings [94]. Moreover, it admits a geometrical T-dual picture understood later on by Witten, which we will consider hereafter [95].

In the case of the standard $\mathrm{SO}(32)$ type I superstring, i.e. with $B_{89}=0$, the standard T-duality transformation $\left(R_{8}, R_{9}\right) \rightarrow\left(\frac{\alpha^{\prime}}{R_{8}}, \frac{\alpha^{\prime}}{R_{9}}\right)$ turns the $\mathrm{O}_{-}$-plane wrapping the torus into four $\mathrm{O}_{7}$-planes located at the orientifold fixed points of the generator $\Omega^{\prime}=\Omega \Pi_{8} \Pi_{9}(-1)^{F_{\mathrm{L}}}$. In our notations, $\Pi_{i}$ is a parity operation $X^{i} \rightarrow-X^{i}$ and $F_{\mathrm{L}}$ is the left-handed fermion number. This geometry is depicted in figure 1a and the resulting model contains 16 D7branes ${ }^{6}$ in order to cancel the RR tadpole.

[^89]
(a) Geometry of the standard $\mathrm{SO}(32)$ superstring. There is an O7_-plane at each of the four fixed points.

(b) Geometry of the supersymmetric $\operatorname{USp}(16)$ model. There is $1 \mathrm{O} 7_{+}$-plane at $(0,0)$ and $3 \mathrm{O} 7_{-}$ planes at $\left(\pi R_{8}, 0\right),\left(0, \pi R_{9}\right)$ and $\left(\pi R_{8}, \pi R_{9}\right)$.

(c) Geometry of the nonsupersymmetric $\operatorname{USp}(16)$ model. There is $1 \overline{\mathrm{O}}_{+}$-plane at $(0,0)$, $1 \overline{\mathrm{O}}_{-}$-plane at $\left(\pi R_{8}, 0\right)$ and $2 \mathrm{O} 7_{--p l a n e s ~ a t ~}\left(0, \pi R_{9}\right)$ and $\left(\pi R_{8}, \pi R_{9}\right)$.

Figure 1. Eight dimensional T-dual geometries: the standard $\operatorname{SO}(32)$ superstring theory, the $\mathrm{USp}(16)$ supersymmetric theory and its non-supersymmetric version.

On the other hand, it has been shown that for the $\operatorname{USp}(16)$ theory, i.e. with $B_{89}=\frac{\alpha^{\prime}}{2}$, the T-duality transformation $\left(R_{8}, R_{9}\right) \rightarrow\left(\frac{\alpha^{\prime}}{2 R_{8}}, \frac{\alpha^{\prime}}{2 R_{9}}\right)$ turns the original O9_-plane into three O7_-planes and one $07_{+}$-plane [95]. While an O7_-plane has charge (and tension) equal to -4 in units of a regular D7-brane charge, an $\mathrm{O}_{+}$-plane has charge (and tension) equal to +4 . The geometry is depicted in figure 1 b , where $R_{8}, R_{9}$ now refer to the radii in the T-dual theory. The switch $\mathrm{O}_{-} \rightarrow \mathrm{O} 7_{+}$has the overall effect of halving the RR tadpole, a fact that requires the addition of only eight D7-branes (16 half-branes). The rank of the gauge group is thus reduced to 8. Furthermore, while D7-branes on top of an O7_-plane lead to an orthogonal (SO) gauge group, D7-branes on top of an $\mathrm{O} 7_{+}$-plane lead to a symplectic (USp) gauge factor. Therefore, the configuration with all the D7-branes sitting on top of the $\mathrm{O} 7_{+}$-plane yields the gauge symmetry $\mathrm{USp}(16)$.

From now on, the description of the $\operatorname{USp}(16)$ theory we choose is that of the type IIB theory with orientifold projection $\Omega^{\prime}=\Omega \Pi_{8} \Pi_{9}(-1)^{F_{\mathrm{L}}}$, which involves $\mathrm{O} 7_{ \pm}$-planes and D7-branes. The spectrum is encoded in the partition functions which can be worked out using standard methods. The torus contribution is given by half that given in eq. (2.2). ${ }^{7}$ Moreover, the Klein, cylinder and Möbius amplitudes are

$$
\begin{align*}
\mathcal{K} & =\frac{1}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{2 n_{9}} W_{2 n_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}\left(2 i \tau_{2}\right), \\
\mathcal{A} & =\frac{N^{2}}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{n_{9}} W_{n_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}\left(\frac{i \tau_{2}}{2}\right), \\
\mathcal{M} & =\frac{N}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{n_{9}}\left[(-1)^{n_{9}} W_{2 n_{8}}-W_{2 n_{8}+1}\right] \frac{\hat{V}_{8}-\hat{S}_{8}}{\hat{\eta}^{8}}\left(\frac{i \tau_{2}}{2}+\frac{1}{2}\right), \tag{2.13}
\end{align*}
$$

[^90]where $N$ is the number of half-D7-branes and the lattices of winding modes are defined as
\[

$$
\begin{equation*}
W_{n_{i}}=e^{-\pi \tau_{2} n_{i}^{2} \frac{R_{i}^{2}}{\alpha^{\prime}}} . \tag{2.14}
\end{equation*}
$$

\]

The "field-theory" open-string spectrum is encoded in

$$
\begin{align*}
\left.(\mathcal{A}+\mathcal{M})\right|_{\mathrm{FT}}=\int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} & {\left[\frac{N(N+1)}{2} W_{2 n_{9}} W_{2 n_{8}}\right.} \\
& \left.+\frac{N(N-1)}{2}\left(W_{2 n_{9}+1} W_{2 n_{8}}+W_{n_{9}} W_{2 n_{8}+1}\right)\right]\left.\frac{V_{8}-S_{8}}{\eta^{8}}\right|_{0} \tag{2.15}
\end{align*}
$$

where the index 0 stands for the constant mode of the characters. It is manifestly supersymmetric and describes a $\operatorname{USp}(N)$ gauge symmetry. The value $N=16$ is found by imposing the RR tadpole condition, which can be derived from the amplitudes in the tree-level channel,

$$
\begin{align*}
\tilde{\mathcal{K}} & =\frac{2^{5} \alpha^{\prime}}{8 R_{9} R_{8}} \int_{0}^{\infty} \mathrm{d} l P_{m_{9}} P_{m_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}(i l), \\
\tilde{\mathcal{A}} & =\frac{2^{-5} N^{2} \alpha^{\prime}}{2 R_{9} R_{8}} \int_{0}^{\infty} \mathrm{d} l P_{m_{9}} P_{m_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}(i l), \\
\tilde{\mathcal{M}} & =\frac{N \alpha^{\prime}}{2 R_{9} R_{8}} \int_{0}^{\infty} \mathrm{d} l\left[P_{2 m_{9}+1}-(-1)^{m_{8}} P_{2 m_{9}}\right] P_{m_{8}} \frac{\hat{V}_{8}-\hat{S}_{8}}{\hat{\eta}^{8}}\left(i l+\frac{1}{2}\right), \tag{2.16}
\end{align*}
$$

where the lattices of momentum states are given by

$$
\begin{equation*}
P_{m_{i}}=e^{-\pi \frac{l}{2} m_{i}^{2} \frac{\alpha^{\prime}}{R_{i}^{2}}} . \tag{2.17}
\end{equation*}
$$

The tree-level amplitudes encode uniquely the geometry of the D-branes and O-planes. Indeed, the geometry can in general be revealed by remembering that the tree-level channel amplitudes capture the propagation of closed strings between orientifold planes and/or Dbranes. As an example, a generic Klein-bottle amplitude can be formally written as

$$
\begin{equation*}
\tilde{\mathcal{K}}=\sum_{a, \mathbf{m}} \sum_{A, B}(-1)^{F_{\mathrm{L}}} C_{a A} C_{a B} G_{a \mathbf{m}}\left(\mathbf{x}_{A}, \mathbf{x}_{B}\right), \tag{2.18}
\end{equation*}
$$

where $a$ labels the NS-NS and RR closed-string degrees of freedom in ten dimensions and $\mathbf{m}=\left(m_{8}, m_{9}\right)$ (in 8 d models as above) are the internal momenta of their Kaluza-Klein (KK) modes. Moreover, $G_{a \mathrm{~m}}\left(\mathrm{x}_{A}, \mathbf{x}_{B}\right)$ is the tree-level scalar propagator transverse to the O-planes for a flat internal space, while $C_{a A}$ captures the coupling to the O-plane $A$ located at $\mathbf{x}_{A}=\left(x_{A}^{8}, x_{A}^{9}\right)$. In our examples, $C_{a A} \propto T_{A}$ for the NS-NS states and $C_{a A} \propto Q_{A}$ for the RR ones, where $T_{A}$ and $Q_{A}$ denote the tension and charge of the O-plane $A$ and the proportionality constants are equal. Actually, the closed-string states $a, \mathbf{m}$ propagating in $\tilde{\mathcal{K}}$, which are bosons arising in the NS-NS and RR sector, have different Lorentz structures: for instance the dilaton is a scalar, the graviton is a tensor, etc. Hence, they have different propagators and couplings to branes and orientifolds. Contracting the couplings and the
propagators, one obtains the effective couplings $C_{a A}$ and a scalar propagator $G_{a \mathbf{m}}\left(\mathbf{x}_{A}, \mathbf{x}_{B}\right)$ for each closed-string state. Explicitly, we have

$$
\begin{align*}
G_{a \mathbf{m}}\left(\mathbf{x}_{A}, \mathbf{x}_{B}\right) & =e^{i \mathbf{m}\left(\mathbf{x}_{A}-\mathbf{x}_{B}\right)} \frac{1}{p_{\|}^{2}+M_{a}^{2}+\sum_{i} \frac{m_{i}^{2}}{R_{i}^{2}}} \\
& =\frac{\pi \alpha^{\prime}}{2} e^{i \mathbf{m}\left(\mathbf{x}_{A}-\mathbf{x}_{B}\right)} \int_{0}^{\infty} \mathrm{d} l e^{-\pi \frac{l}{2} \alpha^{\prime}\left(M_{a}^{2}+\sum_{i} \frac{m_{i}^{2}}{R_{i}^{2}}\right)}, \tag{2.19}
\end{align*}
$$

where by convention the variables $x_{A}^{i}$ take values in the range $[-\pi, \pi]$ and the internal coordinates are defined as $X^{i}=x^{i} R_{i}$. The closed-string channel Klein-bottle amplitude is therefore given by

$$
\begin{equation*}
\tilde{\mathcal{K}}=\frac{\pi \alpha^{\prime}}{2} \sum_{a, \mathbf{m}} \sum_{A, B} C_{a A} C_{a B} \int_{0}^{\infty} \mathrm{d} l e^{i \mathbf{m}\left(\mathbf{x}_{A}-\mathbf{x}_{B}\right)-\pi \frac{l}{2} \alpha^{\prime}\left(M_{a}^{2}+\sum_{i} \frac{m_{i}^{2}}{R_{i}^{2}}\right)} . \tag{2.20}
\end{equation*}
$$

The factors $e^{i \mathbf{m}\left(\mathbf{x}_{A}-\mathbf{x}_{B}\right)}$ capture the locations of the O-planes and display the products of the wavefunctions of a closed-string Kaluza-Klein mode $a, \mathbf{m}$ respectively located on the O-planes $A$ and $B$.

In the 8d examples of this section, there are four orientifold fixed points $(0,0),\left(0, \pi R_{9}\right)$, $\left(\pi R_{8}, 0\right),\left(\pi R_{8}, \pi R_{9}\right)$, where the O7-planes sit. The phases $e^{i \mathbf{m}\left(\mathbf{x}_{A}-\mathbf{x}_{B}\right)}$ encoding the propagation between the four O-planes take values $1,(-1)^{m_{9}},(-1)^{m_{8}}$ or $(-1)^{m_{9}+m_{8}}$. Once dressed by the signs given by the tensions and charges, they produce projectors in the tree-level channel amplitude. In the $\mathrm{SO}(32)$ type IIB orientifold case, which contains 4 O7_-planes, the projector in the tree-level Klein-bottle amplitude is

$$
\begin{equation*}
\Pi_{\tilde{\mathcal{K}}} \propto 4\left[1+(-1)^{m_{9}}\right]\left[1+(-1)^{m_{8}}\right], \tag{2.21}
\end{equation*}
$$

which projects onto even KK states. In contrast, the corresponding one for the supersymmetric $\operatorname{USp}(16)$ type IIB orientifold satisfies

$$
\begin{align*}
\Pi_{\tilde{\mathcal{K}}} & \propto 4-2(-1)^{m_{9}}+2(-1)^{m_{9}}-2(-1)^{m_{8}}+2(-1)^{m_{8}}-2(-1)^{m_{9}+m_{8}}+2(-1)^{m_{9}+m_{8}} \\
& \propto 4, \tag{2.22}
\end{align*}
$$

leading to no projection of the KK states.
The tree-level channel cylinder and Möbius amplitudes take similar formal expressions. In the former case, the objects $A$ and $B$ are D -branes while in the latter case they are a D-brane and an O-plane. For instance, in the USp(16) model, the lattices in the Möbius amplitude involve all momentum states subject to the projector

$$
\begin{equation*}
\Pi=\frac{1-(-1)^{m_{9}}-(-1)^{m_{8}}-(-1)^{m_{9}+m_{8}}}{2} \tag{2.23}
\end{equation*}
$$

which is consistent with the geometry of one stack of 8 (regular) D7-branes coincident with the $O 7_{+}$-plane, whereas the three other orientifold fixed points are occupied by standard O7_-planes. Moving all the D7-branes on top of one of the O7_-planes lead to an SO(16) gauge group, whereas moving all of them into the bulk in one stack leads to a $U(8)$ openstring gauge group.

### 2.3 The non-supersymmetric orientifold amplitudes

Let us now turn to the implementation of supersymmetry breaking in the Klein, cylinder and Möbius amplitudes, without introducing perturbative instabilities or tadpoles. The allowed form of the corresponding torus amplitude will be determined in the next subsection.

Geometrically, the mechanism of supersymmetry breaking is the following. A pair of $\mathrm{O} 7_{+}$-plane and $\mathrm{O} 7_{-}$-plane have globally zero tension and RR charge. From a string-theory viewpoint, it is possible to replace such a pair by an $\overline{\mathrm{O}}_{+}$and $\overline{\mathrm{O}}_{-}$pair, which also has vanishing total tension and charge. However, the second option breaks supersymmetry in the presence of the 8 D7-branes needed to cancel the tadpoles. This geometry is depicted in figure 1c. Supersymmetry breaking is not visible in the cylinder amplitude, which describes D7-D7 amplitudes. It is less obvious but true that the orientifold configuration with $2 \mathrm{O} 7_{-}$, $1 \overline{\mathrm{O}}_{+}, 1 \overline{\mathrm{O}}_{-}$and the supersymmetric one with $1 \mathrm{O} 7_{+}$and $3 \mathrm{O} 7_{-}$-planes lead to identical Klein-bottle amplitudes. Indeed, in the former case we have

$$
\begin{align*}
\tilde{\mathcal{K}} \propto & \left\{\left[4-2(-1)^{m_{8}}+2(-1)^{m_{8}}\right]\left(V_{8}-S_{8}\right)+\right. \\
& \left.\quad\left[-2(-1)^{m_{9}}+2(-1)^{m_{9}}-2(-1)^{m_{9}+m_{8}}+2(-1)^{m_{9}+m_{8}}\right]\left(V_{8}+S_{8}\right)\right\} P_{m_{8}} P_{m_{9}} \\
\propto & 4\left(V_{8}-S_{8}\right) P_{m_{8}} P_{m_{9}} \tag{2.24}
\end{align*}
$$

where the character $V_{8}-S_{8}$ describes the tree-level propagation of closed strings between
 propagation of closed strings between mutually non-BPS O7-planes ( $\mathrm{O} 7_{-}-\overline{\mathrm{O}}_{ \pm}, \overline{\mathrm{O}}_{ \pm}-\mathrm{O} 7_{-}$). The phases reflect the geometry of O-planes and lead to a cancellation of the non-BPS terms, leaving the unprojected supersymmetric sum over all KK states as in the supersymmetric case (see eqs. (2.16) and (2.22)).

As will be shown later, the configuration where the 8 D7-branes are coincident with the $\overline{\mathrm{O}}_{+}$-plane is the only stable configuration at one loop. Using the above given geometrical interpretation of O-planes, it is easy to check that the tree-level channel amplitudes are given by

$$
\begin{align*}
\tilde{\mathcal{K}} & =\frac{2^{5} \alpha^{\prime}}{8 R_{9} R_{8}} \int_{0}^{\infty} \mathrm{d} l P_{m_{9}} P_{m_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}(i l), \\
\tilde{\mathcal{A}} & =\frac{2^{-5} N^{2} \alpha^{\prime}}{2 R_{9} R_{8}} \int_{0}^{\infty} \mathrm{d} l P_{m_{9}} P_{m_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}(i l), \\
\tilde{\mathcal{M}} & =\frac{N \alpha^{\prime}}{2 R_{9} R_{8}} \int_{0}^{\infty} \mathrm{d} l\left[P_{2 m_{9}+1}-(-1)^{m_{8}} P_{2 m_{9}}\right] P_{m_{8}} \frac{\hat{V}_{8}-(-1)^{m_{8}} \hat{S}_{8}}{\hat{\eta}^{8}}\left(i l+\frac{1}{2}\right) . \tag{2.25}
\end{align*}
$$

Notice that the only change in (2.25) compared to the supersymmetric case (2.16) is the extra phase $(-1)^{m_{8}}$ in the RR couplings of the closed strings propagating between the D7-branes and the O7-planes in the Möbius amplitude. The projector in the RR sector is thus transformed accordingly,

$$
\begin{array}{r}
\Pi_{\mathrm{NSNS}}=\frac{+1-(-1)^{m_{9}}-(-1)^{m_{8}}-(-1)^{m_{9}+m_{8}}}{2} \\
\Pi_{\mathrm{RR}}=(-1)^{m_{8}} \Pi_{\mathrm{NSNS}} \tag{2.26}
\end{array}=\frac{-1-(-1)^{m_{9}}+(-1)^{m_{8}}-(-1)^{m_{9}+m_{8}}}{2},
$$

where $\Pi_{\text {NSNS }}$ is identical to that of the supersymmetric case, eq. (2.23). The above projectors encode all the information about the geometry. In fact, with all D-branes located at the origin, the change of signs of the RR couplings at $(0,0)$ and $\left(\pi R_{8}, 0\right)$ tells us that the orientifold planes located there preserve opposite supersymmetry as compared to the D7-branes and are therefore $\overline{\mathrm{O}}_{+}$and $\overline{\mathrm{O}}_{-}$.

The loop-channel amplitudes can be worked out by the usual methods, leading to

$$
\begin{align*}
\mathcal{K} & =\frac{1}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{2 n_{9}} W_{2 n_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}\left(2 i \tau_{2}\right), \\
\mathcal{A} & =\frac{N^{2}}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{n_{9}} W_{n_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}\left(\frac{i \tau_{2}}{2}\right), \\
\mathcal{M} & =\frac{N}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{n_{9}}\left[(-1)^{n_{9}} W_{2 n_{8}}-W_{2 n_{8}+1}\right] \frac{\hat{V}_{8}+(-1)^{n_{9}} \hat{S}_{8}}{\hat{\eta}^{8}}\left(\frac{i \tau_{2}}{2}+\frac{1}{2}\right) . \tag{2.27}
\end{align*}
$$

Comparing the Möbius amplitude with its supersymmetric counterpart (2.13) reveals a supersymmetry breaking orientifold projection

$$
\begin{equation*}
\Omega^{\prime \prime}=\Omega \Pi_{8} \Pi_{9}(-1)^{F_{\mathrm{L}}}\left(-\delta_{w_{9}}\right)^{F}, \tag{2.28}
\end{equation*}
$$

where, as before, $\Pi_{i}$ is the parity operation $X^{i} \rightarrow-X^{i}, F_{\mathrm{L}}$ is the left-moving fermion number, $F$ is the spacetime fermion number and $\delta_{w_{9}}$ generates a winding shift in the coordinate $X^{9}$. The latter acts on the zero-modes as $|\mathbf{m}, \mathbf{n}\rangle \rightarrow(-1)^{n_{9}}|\mathbf{m}, \mathbf{n}\rangle$, as follows from a leftright asymmetric action $X_{\mathrm{L}}^{9} \rightarrow X_{\mathrm{L}}^{9}+\frac{\pi R_{9}}{2}, X_{\mathrm{R}}^{9} \rightarrow X_{\mathrm{R}}^{9}-\frac{\pi R_{9}}{2}$ on the left- and right-moving parts of the coordinate. Notice that since there is no fermion propagating in the Klein bottle, the supersymmetry breaking deformation $\left(-\delta_{w_{9}}\right)^{F}$ has no effect in this amplitude.

The massless field-theory open-string spectrum is captured by

$$
\begin{equation*}
\left.(\mathcal{A}+\mathcal{M})\right|_{\mathrm{FT}}=\int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}}\left[\left.\frac{N(N+1)}{2} \frac{V_{8}}{\eta^{8}}\right|_{0}-\left.\frac{N(N-1)}{2} \frac{S_{8}}{\eta^{8}}\right|_{0}\right] \tag{2.29}
\end{equation*}
$$

and displays supersymmetry breaking at the string scale, of the brane supersymmetry breaking type. The gauge group is $\mathrm{USp}(16)$ as before. The vector bosons are thus in the symmetric representation, but the fermions are in the antisymmetric representation, which contains in particular the gauge-singlet goldstino. This is the basic indication of the nonlinear realization of supersymmetry where the D7-branes sit. It is then easy to move D7-branes in the internal two-torus and derive the resulting spectrum. Putting all D-branes on top of the $\overline{\mathrm{O}}$ _-plane leads to an $\mathrm{SO}(16)$ gauge group with massless fermions in the symmetric representation. The latter contains the singlet goldstino implying again a nonlinear supersymmetry and a supersymmetry breaking at the string scale. Putting all D7-branes on top of one of the two remaining O7_-planes leads to a supersymmetric massless spectrum with $\mathrm{SO}(16)$ gauge group and a supersymmetry breaking at the massive level due to the far-away presence of the two $\overline{\mathrm{O} 7}$-planes.

Let us stress again that despite the fact that the O7-planes are of types orientifold and anti-orientifold, the Klein bottle amplitude is exactly the same as in the supersym-
metric case, due to the cancellation of the supersymmetry-breaking contributions. ${ }^{8}$ At one loop, only the Möbius amplitude "knows" about supersymmetry breaking, without however generating NS-NS tadpoles (of course, RR tadpoles are non-negotiable and always have to cancel).

The precursor paper of Angelantonj and Cardella contains a model equivalent to the one presented above [77]. ${ }^{9}$ In our work, we provide a microscopic geometrical interpretation of the source of supersymmetry breaking in terms of the replacement of an $\mathrm{O} 7_{+}-\mathrm{O} 7_{-}$ pair by an $\overline{\mathrm{O}}_{+}-\overline{\mathrm{O}}_{-}$pair, which leads to a novel form of brane supersymmetry breaking without tadpoles. Moreover, as argued in the next subsection, we believe that the closed-string sector is not supersymmetric at tree-level but features spontaneously broken supersymmetry.

Notice that the cancellation of the disk NS-NS tadpoles in our class of models does not imply an exact Bose/Fermi degeneracy at each mass level. Indeed, the latter is related to the cancellation of the one-loop cosmological constant, whereas the NS-NS disk tadpoles are of lower order in perturbation theory.

Let us now make considerations of energetics. The O-planes have no dynamical positions. The D7-branes, on the other hand, do have dynamical positions. To find which configuration is expected to minimize the one-loop effective potential, recall that the D7-branes are mutually BPS and have therefore no net interactions with the $\mathrm{O} 7_{+}$and $\mathrm{O} 7_{-}$-planes. On the contrary, they are attracted by the $\overline{\mathrm{O}}_{+}$-plane and repelled by the $\overline{\mathrm{O}}_{-}$-plane. Hence, the only stable configuration is obtained by putting all D7-branes on top of the $\overline{\mathrm{O}}_{+}$-plane, leading to a $\operatorname{USp}(16)$ gauge group and breaking SUSY at the string scale, as explained above. At first sight, one could think that a second option would be to put some stuck (or rigid) half-D7-branes on top of $\mathrm{O} 7_{-}$or ${\overline{\mathrm{O}} 7 \text {--planes, with no gauge group (but a } \mathbb{Z}_{2} \text { global }}^{\text {g }}$ symmetry). As will be seen in section 4 , such configurations are however inconsistent, a fact that can be checked by adding probe D3-branes.

To confirm these expectations, we write the Möbius amplitude for arbitrary brane positions along $X^{9}$ and $X^{8}$. To this end, we introduce vectors $\vec{a}_{\alpha}=\left(a_{\alpha}^{8}, a_{\alpha}^{9}\right)$ such that the
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Figure 2. Example of vector field $\left(-\frac{\partial \mathcal{V}}{\partial a_{r}^{8}},-\frac{\partial \mathcal{V}}{\partial a_{r}^{9}}\right)$ obtained numerically. The lighter the color is, the longer the vector norm is.
position of the half-brane $\alpha \in\{1, \ldots, 16\}$ along direction $X^{i}$ is $2 \pi a_{\alpha}^{i} R_{i}$. In both channels, we obtain

$$
\begin{align*}
\mathcal{M}=\frac{1}{2} \sum_{\alpha} \int \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}}\{ & {\left[(-1)^{n_{9}} W_{2 n_{8}+2 a_{\alpha}^{2}}-W_{2 n_{8}+1+2 a_{\alpha}^{2}}\right] \frac{\hat{V}_{8}}{\hat{\eta}^{8}} } \\
& \left.-\left[(-1)^{n_{9}} W_{2 n_{8}+1+2 a_{\alpha}^{2}}-W_{2 n_{8}+2 a_{\alpha}^{2}}\right] \frac{\hat{S}_{8}}{\hat{\eta}^{8}}\right\} W_{n_{9}+2 a_{\alpha}^{1}}, \\
\tilde{\mathcal{M}}=\frac{\alpha^{\prime}}{2 R_{9} R_{8}} \sum_{\alpha} \int \mathrm{d} l e^{4 i \pi m_{9} a_{\alpha}^{1}} e^{2 i \pi m_{8} a_{\alpha}^{2}} P_{m_{8}}\{ & {\left[e^{2 i \pi a_{\alpha}^{1}} P_{2 m_{9}+1}-(-1)^{m_{8}} P_{2 m_{9}}\right] \frac{\hat{V}_{8}}{\hat{\eta}^{8}} } \\
& \left.-\left[e^{2 i \pi a_{\alpha}^{1}}(-1)^{m_{8}} P_{2 m_{9}+1}-P_{2 m_{9}}\right] \frac{\hat{S}_{8}}{\hat{\eta}^{8}}\right\} . \tag{2.30}
\end{align*}
$$

The dependance of the one-loop effective potential $\mathcal{V}$ on the independent positions can be derived solely from $\mathcal{M}$ and $\tilde{\mathcal{M}}$ in various regimes of the internal radii. Among the 16 vectors $\vec{a}_{\alpha}$, at most 8 are dynamical degrees of freedom since the half-branes move by pairs and unpaired half-branes stuck at a fixed point are not dynamical. We will label the dynamical ones by an index $r$. In figure 2, we display the vector field $\left(-\frac{\partial \mathcal{V}}{\partial a_{r}^{8}},-\frac{\partial \mathcal{V}}{\partial a_{r}^{9}}\right)$ obtained numerically for a given brane $r$ of arbitrary position. As anticipated before, the minimum of the potential is reached when the branes sit at the origin, on the $\overline{\mathrm{O}}_{+}$-plane.

### 2.4 Consistent pairing of torus and orientifold amplitudes

At first sight, one may think that the supersymmetric torus amplitude (2.2) as well as the non-supersymmetic ones (2.8) and (2.11) are all consistent with the supersymmetric orientifold amplitudes (2.13) and their non-supersymmetric deformation (2.27). If true, this would yield six different orientifold models. There are however arguments based on the understanding of the orientifold projections as well as on the effective field theories that suggest that only two options are consistent.

Let us combine the non-supersymmetric torus amplitude (2.8) with the non-supersymmetric orientifold amplitudes (2.27). The torus amplitude can be constructed as an orbifold generated by $g^{\prime}=(-1)^{F} \delta_{w_{8}} \delta_{p_{9}}$, while the orientifold amplitudes are obtained from the action of $\Omega^{\prime \prime}=\Pi_{8} \Pi_{9}(-1)^{F_{\mathrm{L}}}\left(-\delta_{w_{9}}\right)^{F}$. Hence, the (anti-) orientifold planes are located at the fixed points of $\Omega^{\prime \prime}$ and $\Omega^{\prime \prime} g^{\prime}$. To be specific, $\Omega^{\prime \prime}$ fixes $(0,0)$ as well as $\left(\pi R_{8}, 0\right)$, thanks to the $2 \pi R_{8}$ periodicity. Moreover $\Omega^{\prime \prime} g^{\prime}$ fixes $\left(0, \pi R_{9}\right)$ because $g^{\prime}$ contains a factor $\delta_{p_{9}}$ acting as $X_{9} \rightarrow X_{9}+2 \pi R_{9}$ after rescaling of the radius $R_{9} \rightarrow 2 R_{9}$. It also fixes $\left(\pi R_{8}, \pi R_{9}\right)$ thanks to the $2 \pi R_{8}$ periodicity. Notice that the presence of a factor $(-1)^{F}$ in such a group element changes the orientifolds into anti-orientifold planes, as can be seen in the Möbius amplitude where $(-1)^{F}$ changes the sign of the RR coupling. As a result, the fixed points of $\Omega^{\prime \prime}$ are anti-orientifold planes, while those of $\Omega^{\prime \prime} g^{\prime}$ are orientifold planes due to the cancellation of the factors $(-1)^{F}$. Therefore, the nature of the O-planes derived from the non-supersymmetric amplitudes (2.27) and shown in figure 1c are in agreement with the non-supersymmetric torus amplitude (2.8).

As shown in section 2.1, the second non-supersymmetric torus amplitude (2.11) is equivalent to (2.8) under the interchange of the coordinates $X^{8} \leftrightarrow X^{9}$. Therefore, a consistent orientifold model is obtained by applying the same operation on the nonsupersymmetric orientifold amplitudes (2.27) and orientifold action (2.28). The corresponding geometry of O-planes is like in figure 1c, with the $\overline{\mathrm{O}}_{-}$-plane now located at $\left(0, \pi R_{9}\right)$.

Finally, reasoning as above with the generators $g=\delta_{w_{8}} \delta_{p_{9}}$ and $\Omega^{\prime}=\Omega \Pi_{8} \Pi_{9}(-1)^{F_{\mathrm{L}}}$, one concludes that the supersymmetric orientifold amplitudes (2.13) are compatible with the supersymmetric torus amplitude (2.2).

In fact, the reason why the four other combinations of torus and orientifold amplitudes are inconsistent is that the orientifold projections are not symmetries of the closed-string spectrum. For instance, the supersymmetric torus amplitude (2.2) does not seem to be compatible with the orientifold projection (2.28). Indeed, because the factor $\left(-\delta_{w_{9}}\right)^{F}$ in $\Omega^{\prime \prime}$ is equivalent to $(-1)^{n_{9} F}$, fermions with even and odd winding numbers $n_{9}$ are projected differently. Due to interactions, the same conclusion should apply for bosons. However, there is no such selection rule in (2.2), as opposed to the non-supersymmetric torus amplitude (2.8), where fermions with even $n_{9}$ are gravitinos while those with odd $n_{9}$ are spin $\frac{1}{2}$ particles.

Moreover, any attempt to combine the supersymmetric torus amplitude (2.2) with the non-supersymmetric orientifold amplitudes (2.27) is unlikely to be consistent, since the former implies the existence of massless gravitinos that would be difficult to explain from the point of view of the effective field theory. Instead, there seems to be no obstruction, from the point of view of the effective supergravity, to couple the non-supersymmetric torus amplitude (2.8) with the orientifold ones (2.27), since in this case all gravitinos are massive.

To understand a little better how the nature of (anti-) orientifold planes may or may not induce gravitino masses, let us consider first the orientifold projection $\Omega^{\prime}$. In this case, $\mathrm{O}_{ \pm}$-planes, which preserve the same supersymmetry, are located at the four fixed points of $T^{2}$. The action on the two gravitinos $\psi_{\mu}$ and $\tilde{\psi}_{\mu}$ of the 10 -dimensional type IIB is given by

$$
\begin{align*}
& \Omega^{\prime} \psi_{\mu}\left(X^{8}, X^{9}\right)\left(\Omega^{\prime}\right)^{-1}=\psi_{\mu}\left(-X^{8},-X^{9}\right)=\Gamma_{8} \Gamma_{9} \tilde{\psi}_{\mu}\left(X^{8}, X^{9}\right) \\
& \Omega^{\prime} \tilde{\psi}_{\mu}\left(X^{8}, X^{9}\right)\left(\Omega^{\prime}\right)^{-1}=\tilde{\psi}_{\mu}\left(-X^{8},-X^{9}\right)=-\Gamma_{8} \Gamma_{9} \psi_{\mu}\left(X^{8}, X^{9}\right) \tag{2.31}
\end{align*}
$$

where $\Gamma_{8}$ and $\Gamma_{9}$ are 10-dimensional gamma matrices. A minus sign appears for one of the two gravitinos because of the presence of the factor $(-1)^{F_{\mathrm{L}}}$ in the orientifold projection $\Omega^{\prime}$. Note that this is consistent with that fact that the action of $\left(\Omega^{\prime}\right)^{2}$ is the identity:

$$
\begin{equation*}
\Omega^{\prime}\left(\Omega^{\prime} \psi_{\mu}\left(X^{8}, X^{9}\right)\left(\Omega^{\prime}\right)^{-1}\right)\left(\Omega^{\prime}\right)^{-1}=-\Gamma_{8} \Gamma_{9} \Gamma_{8} \Gamma_{9} \psi_{\mu}\left(X^{8}, X^{9}\right)=\psi_{\mu}\left(X^{8}, X^{9}\right) \tag{2.32}
\end{equation*}
$$

As a consequence, the orientifold action (2.31) only preserves one linear combination of the two gravitinos. Let us now consider a geometry where anti-orientifold planes are located at the four fixed points. The corresponding orientifold projection denoted $\tilde{\Omega}^{\prime}$ contains an additional factor $(-1)^{F}$ compared to $\Omega^{\prime}$ which, once combined with the term $(-1)^{F_{\mathrm{L}}}$, yields a factor $(-1)^{F_{\mathrm{R}}}$. The action of $\tilde{\Omega}^{\prime}$ then gives a minus sign to the other gravitino,

$$
\begin{align*}
& \tilde{\Omega}^{\prime} \psi_{\mu}\left(X^{8}, X^{9}\right)\left(\tilde{\Omega}^{\prime}\right)^{-1}=\psi_{\mu}\left(-X^{8},-X^{9}\right)=-\Gamma_{8} \Gamma_{9} \tilde{\psi}_{\mu}\left(X^{8}, X^{9}\right) \\
& \tilde{\Omega}^{\prime} \tilde{\psi}_{\mu}\left(X^{8}, X^{9}\right)\left(\tilde{\Omega}^{\prime}\right)^{-1}=\tilde{\psi}_{\mu}\left(-X^{8},-X^{9}\right)=\Gamma_{8} \Gamma_{9} \psi_{\mu}\left(X^{8}, X^{9}\right) \tag{2.33}
\end{align*}
$$

and thus preserves the orthogonal linear combination of gravitinos compared to $\Omega^{\prime}$. We have seen that the geometry corresponding to the non-supersymmetric orientifold amplitudes (2.27) involves both orientifold and anti-orientifold planes, as shown in figure 1c. Therefore, the boundary conditions of the gravitinos at $X^{9}=0$ are of the type (2.33), whereas at $X^{9}=\pi R_{9}$ they are of the type (2.31). Overall, one obtains a shift in the KK spectrum of gravitinos $m_{9} / R_{9} \rightarrow\left(m_{9}+\frac{1}{2}\right) / R_{9}$, which is precisely what features the non-supersymmetric torus amplitude (2.8) (see eq. (2.9)).

## 3 Lower dimensional compactifications

In this section, we extend the mechanism of supersymmetry breaking to models in even dimension $d \leq 6$.

In type IIB, a change of basis can always put an arbitrary discrete background for the antisymmetric tensor $B_{i j}$ into a block-diagonal form, with $2 \times 2$ antisymmetric matrices,

$$
B=\alpha^{\prime}\left(\begin{array}{ccccc}
0 & \lambda_{d} & & &  \tag{3.1}\\
-\lambda_{d} & 0 & & (0) & \\
& & \ddots & & \\
& (0) & & 0 & \lambda_{9} \\
& & & & -\lambda_{9}
\end{array}\right), \quad \lambda_{i} \in\left\{0, \frac{1}{2}\right\}
$$

The rank of the tensor $B_{i j}$ is twice the number of non-zero $\lambda_{i}$ 's. Since they play no significant role in the sequel, we choose to set to zero the off-diagonal elements of the symmetric tensor $G_{i j}$. The internal space is thus a Cartesian product of circles of radii $R_{i}$.

In the supersymmetric case, one can switch on some $\lambda_{i}$ 's by implementing a freeorbifold action on the background where $B_{i j}=0$. For instance, $\lambda_{9}=\lambda_{8}=\frac{1}{2}$ in 6 d is achieved by considering the orbifold generated by $g_{1}=\delta_{w_{8}} \delta_{p_{9}}$ and $g_{2}=\delta_{w_{6}} \delta_{p_{7}}$. In 4 d , for $\lambda_{7}=\frac{1}{2}$, one simply adds an extra generator $g_{3}=\delta_{w_{4}} \delta_{p_{5}}$. By considering an orientifold action involving parities in all internal directions, one obtains a model involving $2^{10-d} \mathrm{O}(d-1)_{ \pm}$-planes. It is then allowed to turn some $\mathrm{O}(d-1)_{+}-\mathrm{O}(d-1)_{-}$pairs into $\overline{\mathrm{O}}(d-1)_{+}-\overline{\mathrm{O}}(d-1)_{-}$ones in order to break supersymmetry.

In the following, we consider various configurations of orientifold planes of this type and provide the corresponding Klein, cylinder and Möbius amplitudes. In orbifold language, the corresponding type IIB backgrounds can be realized by including operators $(-1)^{F}$ in the definition(s) of one or several of the generators $g_{i}$.

### 3.1 Geometry description

The geometry of a model is given by the precise locations of the various $\mathrm{O}_{ \pm}$and $\overline{\mathrm{O}}_{ \pm}$-planes. Since pictorial representations become involved when the number of internal dimensions increases, it is useful to consider another way to describe a generic geometry. If one specifies an ordering for the labelling of the fixed points, the geometry can simply be given by the list of O-plane types following this ordering. In the $10-d$ dimensional internal space, a fixed point can be represented by a $(10-d)$-vector with components 0 or 1 that indicate if it is located at the origin or at $\pi R_{i}$ in each direction $X^{i}, i \in\{d, \ldots, 9\}$. For example, in 6 d the fixed point located at $\left(X^{6}, X^{7}, X^{8}, X^{9}\right)=\left(0, \pi R_{7}, \pi R_{8}, 0\right)$ is represented by $(0,1,1,0)$.

In practice, let us label the fixed points by an index $A \in\left\{0, \ldots, 2^{(10-d)}-1\right\}$. With this convention, their positions are given by $A$ written as a binary number. For instance in 6 d , the fixed points are labelled as follows,

$$
\begin{array}{ccl}
A=0=(0,0,0,0), & A=1=(0,0,0,1), & A=2=(0,0,1,0), \\
A=3=(0,0,1,1), & \ldots & A=15=(1,1,1,1) . \tag{3.2}
\end{array}
$$

### 3.2 Models in six dimensions

Projectors on the momenta in the Klein-bottle and Möbius amplitude can either be factorized in the two internal $T^{2}$ 's, or non-factorized. However, to obtain fully consistent models, compatibility of the projectors with the RR tadpole condition turns out not to be sufficient. Indeed, we give in the appendix examples of non-factorizable projectors, where one is consistent and another one is not. In the following, we will consider only consistent factorizable projectors. Supersymmetry breaking in the orientifold amplitudes will be implemented by choosing different projectors for the NS-NS and RR closed-string states propagating between the D-branes and the O-planes in the Möbius amplitude. On the contrary, the Klein-bottle and cylinder amplitudes will take forms identical to those in the SUSY cases.

In six dimensions, a non-trivial antisymmetric tensor can have rank $B=2$ or 4 .

- rank $B=2: 8 \mathrm{~d}$ model compactified on $T^{2}$ (T-dualized)

By compactifying the 8d model on an extra $T^{2}$ and T-dualizing both of its coordinates, one finds a 6 d model with D5-branes and 16 O 5 -planes. In the supersymmetric case, one would have $12 \mathrm{O} 5_{-}$and $4 \mathrm{O} 5_{+}$-planes. In the non-SUSY case, one obtains a configuration with $8 \mathrm{O} 5_{-}$and $4 \times\left(\overline{\mathrm{O} 5}_{-}+\overline{\mathrm{O}}_{+}\right)$-planes, where the geometry is simply the 8 d one duplicated along the new compact dimensions. The rank of the gauge group is 8 and, depending on the location of the stacks of D5-branes, one finds for a single stack USp (16) if the D5-branes are on top of one $\overline{\mathrm{O} 5}+$ or $\mathrm{O} 5_{+}$-plane, $\mathrm{SO}(16)$ if the D 5 -branes are on top of one $\overline{\mathrm{O} 5}$--plane or O 5 _-plane, or $\mathrm{U}(8)$ if the stack of D 5 -branes is in the bulk. Supersymmetry is broken at the string scale (nonlinearly realized) if the D5-branes are coincident with anti-orientifolds, and broken only at the massive level (due to the separation in the internal space from the source of supersymmetry breaking) if the D5-branes are coincident with orientifold planes.

When the D5-branes are put at the origin, the corresponding projectors on the momentum states running in the Möbius amplitude are

$$
\begin{align*}
\Pi_{\mathrm{NSNS}} & =\frac{1-(-1)^{m_{9}}-(-1)^{m_{8}}-(-1)^{m_{9}+m_{8}}}{2} \times \prod_{i=6}^{7} \frac{1+(-1)^{m_{i}}}{2} \\
\Pi_{\mathrm{RR}} & =(-1)^{m_{8}} \Pi_{\mathrm{NSNS}} \tag{3.3}
\end{align*}
$$

The torus amplitude can be constructed as a free-orbifold generated by $g_{1}^{\prime}=(-1)^{F} \delta_{w_{8}} \delta_{p_{9}}$.

- $\operatorname{rank} B=4$

Following the ordering of the fixed points given in eq. (3.2), the list of $\mathrm{O}_{ \pm}$-planes of the SUSY model we discuss here is

$$
\begin{array}{r}
\left(\mathrm{O} 5_{+}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{+}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}\right. \\
\left.\mathrm{O} 5_{+}, \mathrm{O} 5_{+}, \mathrm{O} 5_{+}, \mathrm{O} 5_{+}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}\right) \tag{3.4}
\end{array}
$$

with a total of 10 O 5 - and $6 \mathrm{O} 5_{+}$-planes. There are several possible consistent SUSY breaking deformations. One example corresponds to a configuration containing 8 O5_ and $4 \times\left(\overline{\mathrm{O}}_{-}+\overline{\mathrm{O} 5}_{+}\right)$-planes as follows,

$$
\begin{array}{r}
(\overline{\mathrm{O}}++ \\
+\mathrm{O} 5_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 5_{-}, \overline{\mathrm{O}}_{+}, \mathrm{O} 5_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 5_{-}, \overline{\mathrm{O}}_{-}  \tag{3.5}\\
\left.\mathrm{O} 5_{+}, \overline{\mathrm{O} 5_{+}}, \mathrm{O} 5_{+}, \overline{\mathrm{O}}_{+}, \mathrm{O} 5_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 5_{-}\right)
\end{array}
$$

The rank of the gauge group is 4 and, depending on the location of the stacks of D5branes, one finds for a single stack $\mathrm{USp}(8)$ if the D 5 -branes are on top of one $\overline{\mathrm{O} 5}+$ or $\mathrm{O} 5_{+}$-plane, $\mathrm{SO}(8)$ if the D 5 -branes are on top of one $\overline{\mathrm{O} 5}$ _-plane or $\mathrm{O} 5_{-}$-plane, and $\mathrm{U}(4)$ if the D 5 -brane stack is in the bulk. Supersymmetry breaking pattern is of course the same as in the rank $B=2$ case discussed above.

When the 4 D5-branes ( 8 half-D5-branes) are coincident with the $\overline{\mathrm{O}}_{+}$-plane at the origin of the internal space, the projectors on the momentum states in the tree-level channel Möbius amplitude are

$$
\begin{align*}
\Pi_{\mathrm{NSNS}} & =\frac{1-(-1)^{m_{9}}-(-1)^{m_{8}}-(-1)^{m_{9}+m_{8}}}{2} \times \frac{1+(-1)^{m_{7}}-(-1)^{m_{6}}+(-1)^{m_{7}+m_{6}}}{2}, \\
\Pi_{\mathrm{RR}} & =(-1)^{m_{8}} \Pi_{\mathrm{NSNS}} . \tag{3.6}
\end{align*}
$$

In order to write the orientifold amplitudes, it is convenient to denote lattices and volume factors as folows,

$$
\begin{equation*}
P_{\mathbf{m}}^{(10-d)}=\prod_{i=d}^{9} P_{m_{i}}, \quad W_{\mathbf{n}}^{(10-d)}=\prod_{i=d}^{9} W_{n_{i}}, \quad v_{10-d}=\prod_{i=d}^{9} R_{i} \tag{3.7}
\end{equation*}
$$

In these notations, the tree-level channel amplitudes are given by

$$
\begin{align*}
\tilde{\mathcal{K}}= & \frac{\left(\alpha^{\prime}\right)^{2}}{v_{4}} \int_{0}^{\infty} \mathrm{d} l P_{\mathbf{m}}^{(4)} \frac{V_{8}-S_{8}}{\eta^{8}}(i l) \\
\tilde{\mathcal{A}}= & \frac{2^{-5} N^{2}\left(\alpha^{\prime}\right)^{2}}{2 v_{4}} \int_{0}^{\infty} \mathrm{d} l P_{\mathbf{m}}^{(4)} \frac{V_{8}-S_{8}}{\eta^{8}}(i l) \\
\tilde{\mathcal{M}}= & \frac{N\left(\alpha^{\prime}\right)^{2}}{4 v_{4}} \int_{0}^{\infty} \mathrm{d} l\left[P_{2 m_{9}+1}-(-1)^{m_{8}} P_{2 m_{9}}\right] P_{m_{8}}\left[P_{2 m_{7}}-(-1)^{m_{6}} P_{2 m_{7}+1}\right] P_{m_{6}} \\
& \quad \times \frac{\hat{V}_{8}-(-1)^{m_{8}} \hat{S}_{8}}{\hat{\eta}^{8}}\left(i l+\frac{1}{2}\right) \tag{3.8}
\end{align*}
$$

while in the loop-channel they become

$$
\begin{align*}
\mathcal{K}= & \frac{1}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{4}} W_{2 \mathbf{n}}^{(4)} \frac{V_{8}-S_{8}}{\eta^{8}}\left(2 i \tau_{2}\right) \\
\mathcal{A}= & \frac{N^{2}}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{4}} W_{\mathbf{n}}^{(4)} \frac{V_{8}-S_{8}}{\eta^{8}}\left(\frac{i \tau_{2}}{2}\right) \\
\mathcal{M}= & \frac{N}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{4}} W_{n_{9}}\left[W_{2 n_{8}}-(-1)^{n_{9}} W_{2 n_{8}+1}\right] W_{n_{7}}\left[W_{2 n_{6}}-(-1)^{n_{7}} W_{2 n_{6}+1}\right] \\
& \quad \times \frac{(-1)^{n_{9}} \hat{V}_{8}+\hat{S}_{8}}{\hat{\eta}^{8}}\left(\frac{i \tau_{2}}{2}+\frac{1}{2}\right) . \tag{3.9}
\end{align*}
$$

The torus amplitude can be constructed as a free-orbifold generated by $g_{1}^{\prime}=(-1)^{F} \delta_{w_{8}} \delta_{p_{9}}$ and $g_{2}=\delta_{w_{6}} \delta_{p_{7}}$. The presence of the factor $(-1)^{F}$ in $g_{1}^{\prime}$ can be understood from the difference between the NS-NS and RR projectors in eq. (3.6), which is the same as in 8 d examples. Actually, the same will be true for all models we construct in what follows, only $g_{1}^{\prime}$ will contain the supersymmetry breaking deformation $(-1)^{F}$.

### 3.3 Models in four dimensions

In four dimensions, a non-trivial antisymmetric tensor can have rank $B=2,4$ or 6 .

- rank $B=2: 8 \mathrm{~d}$ model compactified on $T^{4}$ (T-dualized)

By compactifying the 8 d model on $T^{4}$ and T-dualizing the four extra compact directions, one finds a 4 d model with D3-branes and 64 O 3 -planes. In the supersymmetric case, one has $48 \mathrm{O} 3_{-}$and $16 \mathrm{O} 3_{+}$-planes. In the non-SUSY case, one obtains a configuration with $32 \mathrm{O} 3_{-}$and $16 \times\left(\overline{\mathrm{O}}_{-}+\overline{\mathrm{O}}_{+}\right)$-planes. Like in the six dimensional rank $B=2$ case, the geometry is simply the one of the 8 d model duplicated along the new compact directions. Since the model is T-dual to the 8 d model compactified on an extra $T^{4}$, the rank of the gauge group is 8 . For a single stack of D3-branes, the gauge symmetry is $\mathrm{USp}(16)$ if the D3-branes are on top of one $\overline{\mathrm{O}}_{+}$or $\mathrm{O} 3_{+}$-plane, $\mathrm{SO}(16)$ if the D3-branes are on top of one $\overline{\mathrm{O}}{ }_{-}$-plane or $\mathrm{O} 3_{-}$-plane, and $\mathrm{U}(8)$ if the D 3 -brane stack is in the bulk. Supersymmetry is broken at the string scale (nonlinearly realized) if the D3branes are coincident with anti-orientifolds, and broken only at the massive level (due to the separation in the internal space from the source of supersymmetry breaking) if the D3-branes are coincident with orientifold planes.

When the D3-branes are put at the origin, the corresponding projectors on the momentum states running in the Möbius amplitude are

$$
\begin{align*}
\Pi_{\mathrm{NSNS}} & =\frac{1-(-1)^{m_{9}}-(-1)^{m_{8}}-(-1)^{m_{9}+m_{8}}}{2} \times \prod_{i=4}^{7} \frac{1+(-1)^{m_{i}}}{2} \\
\Pi_{\mathrm{RR}} & =(-1)^{m_{8}} \Pi_{\mathrm{NSNS}} \tag{3.10}
\end{align*}
$$

- rank $B=4: 6 \mathrm{~d}$ model compactified on $T^{2}$ (T-dualized)

By compactifying the 6 d model on $T^{2}$ and T-dualizing the two extra compact directions, one finds a 4 d model where, in the supersymmetric case, one has $40 \mathrm{O} 3_{-}$and $24 \mathrm{O} 3_{+}-$ planes. In the non-SUSY case, one finds a configuration with $24 \mathrm{O} 3_{-}, 8 \mathrm{O} 3_{+}$and $16 \times\left(\overline{\mathrm{O}}_{-}+\overline{\mathrm{O}}_{+}\right)$-planes. The geometry is the one of the 6 d model duplicated along the two new dimensions. Since the model is T-dual to the 6 d model compactified on $T^{2}$, the rank of the gauge group is 4 . For a single stack of D3-branes, the gauge symmetry is $\mathrm{USp}(8)$ if the D 3 -branes are on top of one $\overline{\mathrm{O}}{ }_{+}$or $\mathrm{O} 3_{+}$-plane, $\mathrm{SO}(8)$ if the D 3 -branes are on top of one $\overline{\mathrm{O} 3}$ _-plane or $\mathrm{O} 3_{-}$-plane, and $\mathrm{U}(4)$ if the D3-brane stack is in the bulk. The supersymmetry breaking pattern is the same as in the previous cases.
The corresponding projectors on the momentum states in the Möbius for D3-branes put at the origin are

$$
\begin{align*}
\Pi_{\mathrm{NSNS}}= & \frac{1-(-1)^{m_{9}}-(-1)^{m_{8}}-(-1)^{m_{9}+m_{8}}}{2} \\
& \times \frac{1+(-1)^{m_{7}}-(-1)^{m_{6}}+(-1)^{m_{7}+m_{6}}}{2} \times \prod_{i=4}^{5} \frac{1+(-1)^{m_{i}}}{2} \\
\Pi_{\mathrm{RR}}= & (-1)^{m_{8}} \Pi_{\mathrm{NSNS}} . \tag{3.11}
\end{align*}
$$

- rank $B=6$

Following our binary ordering, the geometry of the SUSY model discussed here is

$$
\begin{align*}
& \left(\mathrm{O} 3_{+}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O3}_{-}, \mathrm{O3}_{+}, \mathrm{O3}_{+}, \mathrm{O} 3_{+}, \mathrm{O} 3_{-}, \mathrm{O} 3_{+}, \mathrm{O} 3_{+}, \mathrm{O} 3_{+}, \mathrm{O} 3_{-},\right. \\
& \mathrm{O} 3_{+}, \mathrm{O} 3_{+}, \mathrm{O} 3_{+}, \mathrm{O} 3_{-}, \mathrm{O} 3_{+}, \mathrm{O} 3_{+}, \mathrm{O} 3_{+}, \mathrm{O} 3_{+}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{+}, \mathrm{O} 3_{-} \text {, } \\
& \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{+}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{+}, \mathrm{O} 3_{+}, \mathrm{O} 3_{+}, \mathrm{O} 3_{+}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-} \text {, } \\
& \mathrm{O} 3_{-}, \mathrm{O} 3_{+}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{+}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{+}, \mathrm{O} 3_{+}, \mathrm{O} 3_{+} \text {, } \\
& \left.\mathrm{O} 3_{+}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{+}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{+}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}, \mathrm{O} 3_{-}\right) \text {, } \tag{3.12}
\end{align*}
$$

with a total of $36 \mathrm{O} 3_{-}$and $28 \mathrm{O} 3_{+}$-planes. Again, there are several SUSY breaking deformations that are possible. One example is a configuration with $20 \mathrm{O}_{-}, 12 \mathrm{O} 3_{+}$ and $16 \times\left(\overline{\mathrm{O}}_{-}+\overline{\mathrm{O}}_{+}\right)$-planes as follows

$$
\begin{align*}
& \left(\overline{\mathrm{O}}_{+}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O3}_{+}, \overline{\mathrm{O}}_{+}, \mathrm{O3}_{+}, \overline{\mathrm{O}}_{-}, \mathrm{O} 3_{+}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{+}, \overline{\mathrm{O}}_{-}\right. \text {, } \\
& \mathrm{O}_{+}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{+}, \overline{\mathrm{O}}_{-}, \mathrm{O3}_{+}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{+}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{-} \text {, } \\
& \overline{\mathrm{O}}_{-}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 3_{+}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{+}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{-} \text {, } \\
& \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 3_{+}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{+}, \\
& \left.\overline{\mathrm{O}}_{+}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{+}, \mathrm{O} 3_{-}, \overline{\mathrm{O}}_{-}, \mathrm{O} 3_{-}\right) \text {. } \tag{3.13}
\end{align*}
$$

The rank of the gauge group is 2 and, depending on the location of the stacks of D3branes, one finds for a single stack $\mathrm{USp}(4)$ if the D 3 -branes are on top of one $\overline{\mathrm{O}}_{+}$or $\mathrm{O} 3_{+}$-plane, $\mathrm{SO}(4)$ if the D 3 -branes are on top of one $\overline{\mathrm{O}}{ }_{-}$-plane or O $3_{-}$-plane, and $\mathrm{U}(2)$ if the D3-brane stack is in the bulk.

When the 2 D3-branes (4 half-D3-branes) are at the origin, the projectors on the momentum states in the Möbius amplitude are

$$
\begin{align*}
\Pi_{\mathrm{NSNS}} & =\prod_{i=2}^{4} \frac{1-(-1)^{m_{2 i+1}}-(-1)^{m_{2 i}}-(-1)^{m_{2 i+1}+m_{2 i}}}{2} \\
\Pi_{\mathrm{RR}} & =(-1)^{m_{8}} \Pi_{\mathrm{NSNS}} \tag{3.14}
\end{align*}
$$

The tree-level amplitudes are given by

$$
\begin{align*}
\tilde{\mathcal{K}}= & \frac{\left(\alpha^{\prime}\right)^{3}}{4 v_{6}} \int_{0}^{\infty} \mathrm{d} l P_{\mathbf{m}}^{(6)} \frac{V_{8}-S_{8}}{\eta^{8}}(i l), \\
\tilde{\mathcal{A}}= & \frac{2^{-5} N^{2}\left(\alpha^{\prime}\right)^{3}}{2 v_{6}} \int_{0}^{\infty} \mathrm{d} l P_{\mathbf{m}}^{(6)} \frac{V_{8}-S_{8}}{\eta^{8}}(i l), \\
\tilde{\mathcal{M}}= & -\frac{N\left(\alpha^{\prime}\right)^{2}}{8 v_{4}} \int_{0}^{\infty} \mathrm{d} l \prod_{i=2}^{4}\left[(-1)^{m_{2 i}} P_{2 m_{2 i+1}}-P_{2 m_{2 i+1}+1}\right] P_{m_{2 i}} \\
& \quad \times \frac{\hat{V}_{8}-(-1)^{m_{8}} \hat{S}_{8}}{\hat{\eta}^{8}}\left(i l+\frac{1}{2}\right), \tag{3.15}
\end{align*}
$$

while in the loop-channel they become

$$
\begin{align*}
\mathcal{K} & =\frac{1}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} W_{2 \mathbf{n}}^{(6)} \frac{V_{8}-S_{8}}{\eta^{8}}\left(2 i \tau_{2}\right) \\
\mathcal{A} & =\frac{N^{2}}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{3}} W_{\mathbf{n}}^{(6)} \frac{V_{8}-S_{8}}{\eta^{8}}\left(\frac{i \tau_{2}}{2}\right) \\
\mathcal{M} & =\frac{N}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{4}} \prod_{i=2}^{4} W_{n_{2 i+1}}\left[(-1)^{n_{2 i+1}} W_{2 n_{2 i}}-W_{2 n_{2 i}+1}\right] \frac{\hat{V}_{8}+(-1)^{n_{9}} \hat{S}_{8}}{\hat{\eta}^{8}}\left(\frac{i \tau_{2}}{2}+\frac{1}{2}\right) \tag{3.16}
\end{align*}
$$

The torus amplitude can be constructed as a free-orbifold generated by $g_{1}^{\prime}=(-1)^{F} \delta_{w_{8}} \delta_{p_{9}}$, $g_{2}=\delta_{w_{6}} \delta_{p_{7}}$ and $g_{3}=\delta_{w_{4}} \delta_{p_{5}}$.

## 4 Consistency conditions from probe branes

It is well-known that the standard consistency rules of open-string partition functions are not enough to define a consistent string model. There are indeed K-theory constraints [96, 97 ], which can also be understood in terms of the Witten $\operatorname{SU}(2)$ anomalies [98] on probe branes [99]. We are therefore interested in probe branes with $\mathrm{SU}(2)$ gauge group. Probe branes mean D-branes that are not constrained by the RR tadpole cancelation. In the type I string, background branes are D9 and the probe branes can be of D7, D5, D3 or D1 types, where the D5 and D1-branes are BPS, whereas the D7 and D3 are non-BPS. Since D1-branes lead to a 2d theory, whereas we are interested in Witten four-dimensional $\mathrm{SU}(2)$ anomalies, we will ignore D1-branes in what follows. D7 and D3-branes in type I support unitary gauge groups $\mathrm{U}(M)$, D 5 -branes support $\operatorname{USp}(M)$ gauge groups [100, 101] for $B_{i j}=0$, whereas $\mathrm{SO}(M)$ is also possible on D 5 -branes for $B_{i j} \neq 0$. The cases of interest for us are $\mathrm{SU}(2) \subset \mathrm{U}(2)$ and $\mathrm{USp}(2)$, which will be implicitly assumed in what follows. For Witten $\mathrm{SU}(2)$ anomaly, only the strings stretched between the background D9-branes and the probe branes, which transform in the fundamental representation of the $\mathrm{SU}(2)$ probe-brane gauge group, are relevant. Since the spectrum of these bifundamental strings are given entirely by the cylinder amplitude, supersymmetry breaking by the orientifold projection is not affecting our discussion below. In the following, we will first consider the corresponding spectra in type I language and then perform T-dualities in all internal directions. After T-duality, one obtains a geometry with $\mathrm{O}_{+}, \mathrm{O}_{-}, \overline{\mathrm{O}}_{+}, \overline{\mathrm{O}}_{-}$-planes, but due to the argument above one can restrict to configurations with $\mathrm{O}_{ \pm}$-planes only. The only cases giving constraints are when background branes are located on $\mathrm{O}_{-}$-planes, which is implicitly assumed in what follows.

### 4.1 Probe branes in eight dimensions

In the type I string compactified to eight dimensions on $T^{2}$, two T-dualities switch the description into the type $\mathrm{IIB} / \Omega^{\prime}$ orientifold framework, where $\Omega^{\prime}$ contains two parity operations $\left(X_{8}, X_{9}\right) \rightarrow\left(-X_{8},-X_{9}\right)$. One finds that: D9-D5 states contain six-dimensional Majorana-Weyl fermions in the $(M, 2)$ of the gauge group $\mathrm{SO}(M)_{9} \times \mathrm{USp}(2)_{5}$. After Tduality, if the D5 probe brane wraps $T^{2}$, the configuration becomes D7-D3 with fourdimensional Weyl fermions in the bifundamental representation. Placing some D7 and D3
on the four O7-planes, we learn that at each orientifold fixed point, $M$ should be even. Therefore stuck half-D7-branes i.e. without dynamical positions, and in particular $\mathrm{SO}(1)$ configurations, are not allowed.

Once this rule is satisfied, there are no further non-trivial constraints coming from D5 probe branes wrapped differently, or from D7 and D3 probe branes.

### 4.2 Probe branes in six dimensions

In type I string compactified to six-dimensions on $T^{4}$, the probe branes of interest are D5branes (which are not points in $T^{4}$ ), D7-branes whose worldvolume wrap $T^{4}$ and D3-branes. The strongest constraints come from D9-D5 strings, which become D5-D5 strings after four T-dualities, with the probe D5-branes wrapping a $T^{2}$ in the compact internal space. The consistent configurations with stacks of odd numbers of background half-D5-branes on orientifold fixed points must contain even numbers of such stacks in each $T^{2}$ in $T^{4}$.

### 4.3 Probe branes in four dimensions

In type I string compactified to four-dimensions on $T^{6}$, the only probe branes of interest are D7-branes and D3-branes. The former give no constraint since the number of D9-D7 Weyl fermions after reduction to four dimensions is always even. Moreover, after six Tdualities, the probe D3-branes become D9-branes which wrap the entire internal space, while the background D9-branes become D3-branes. Hence, the probe D9-branes intersect all background D3-branes, leading to no constraint.

### 4.4 Extra non-perturbative constraint

In addition to the Witten anomaly, another constraint on the allowed configurations comes from imposing that, in any dimension, the Wilson lines (or brane positions after T-duality) belong to $\mathrm{SO}(N)$ (actually $\operatorname{Spin}(N)$ ) and not $\mathrm{O}(N)$. This is because at a nonperturbative level, the component of $\mathrm{O}(N)$ disconnected from $\mathrm{SO}(N)$ cannot be defined [97]. This implies that all determinants of Wilson-line matrices must equal one.

In practice, when the branes are located at fixed points, the matrix of Wilson lines along a direction $X^{i}$ is diagonal, with entries 1 or -1 only. The number of 1's corresponds to the number of half-branes sitting at the origin of direction $X^{i}$ while the number of -1 's is the number of half-branes at position $X^{i}=\pi R_{i}[18-30]$. For the determinant to be one, we thus conclude that the allowed brane configurations are the ones for which the number of half-branes in each hyperplan $X^{i}=0$ or $X^{i}=\pi R_{i}$ is even.

## 5 Gravitino mass versus SUSY breaking scale on D-branes

The main feature of the class of models constructed in this paper is the existence of two supersymmetry breaking mass scales: one in the closed-string sector, which is related to the compactification (KK or winding) scale, and another one in the open-string (gauge) sector, which is either the winding scale or the string scale, depending on which one is smaller. As mentioned in the introduction, this was already achieved in [76]. Our construction, which is motivated by the orientifold projection put forward in the pioneering paper [77], allows
one to avoid the open-string instabilities typically present in such constructions. In the following, we discuss in some details the mass scales and the limits where supersymmetry is restored in the non-SUSY 8 d model of section 2.

In the geometry of O-planes shown in figure 1c, the 8 D7-branes can be put in a single stack located in the bulk or coincident with one of the four orientifold planes. Let us consider the latter case.

- Putting the stack on top of the $\mathrm{O}_{-}$-plane closer to the $\overline{\mathrm{O}}_{-}$-plane, the Möbius contribution to the vacuum energy is positive, since the D 7 -branes are repelled from the $\overline{\mathrm{O}}_{-}$ plane and attracted towards the $\overline{\mathrm{O}}_{+}$-plane. The Möbius amplitude takes the form

$$
\begin{equation*}
\mathcal{M}=-\frac{N}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} W_{n 9}\left[W_{2 n_{8}}+(-1)^{n_{9}} W_{2 n_{8}+1}\right] \frac{\hat{V}_{8}-(-1)^{n_{9}} \hat{S}_{8}}{\hat{\eta}^{8}}\left(\frac{i \tau_{2}}{2}+\frac{1}{2}\right), \tag{5.1}
\end{equation*}
$$

while the cylinder amplitude is still given by (2.27). The "field-theory" open-string spectrum is encoded in

$$
\begin{align*}
\left.(\mathcal{A}+\mathcal{M})\right|_{\mathrm{FT}}=\int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}} & \left\{\left.\frac{N(N-1)}{2}\left[W_{2 n_{9}} W_{n_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}+W_{2 n_{9}+1}\left(W_{2 n_{8}} \frac{V_{8}}{\eta^{8}}-W_{2 n_{8}+1} \frac{S_{8}}{\eta^{8}}\right)\right]\right|_{0}\right. \\
& \left.+\left.\frac{N(N+1)}{2} W_{2 n_{9}+1}\left(W_{2 n_{8}+1} \frac{V_{8}}{\eta^{8}}-W_{2 n_{8}} \frac{S_{8}}{\eta^{8}}\right)\right|_{0}\right\} \tag{5.2}
\end{align*}
$$

and is supersymmetric at the massless level. The gauge group is $\mathrm{SO}(N)$, where $N=16$ is fixed by the RR tadpole condition. Since the closed-string spectrum becomes supersymmetric when $R_{8} \rightarrow 0$ and/or $R_{9} \rightarrow \infty$ (in particular gravitinos become massless), it is interesting to take these limits in the open (gauge) spectrum. The first limit $R_{8} \rightarrow 0$ leads to a supersymmetric spectrum on the D7-branes. Indeed, the winding towers of bosons and fermions collapse to the same value. Supersymmetry is broken only at the massive winding level and for $R_{8} \leq \sqrt{\alpha^{\prime}}$ can therefore be considered as spontaneous at the field-theory massless level, after including quantum corrections. In the other limit $R_{9} \rightarrow \infty$, the open-string states featuring supersymmetry breaking become infinitely heavy and decouple at low energy. ${ }^{10}$

- Putting all D7-branes on one stack coincident with the $\mathrm{O} 7_{-}$-plane closer to the $\overline{\mathrm{O}}_{+-}$ plane, the Möbius contribution to the vacuum energy is negative. Otherwise there are no major differences.
- Let us now consider the case where all D7-branes are coincident with the $\overline{\mathrm{O}}_{+}$-plane, whose amplitudes are displayed in eqs. (2.27) and (2.25). The "field-theory" open-string spectrum is encoded in

$$
\begin{align*}
\left.(\mathcal{A}+\mathcal{M})\right|_{\mathrm{FT}}= & \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{5}}\left\{\left.\frac{N(N+1)}{2} W_{2 n_{9}}\left(W_{2 n_{8}} \frac{V_{8}}{\eta^{8}}-W_{2 n_{8}+1} \frac{S_{8}}{\eta^{8}}\right)\right|_{0}\right. \\
& \left.+\left.\frac{N(N-1)}{2}\left[W_{2 n_{9}}\left(W_{2 n_{8}+1} \frac{V_{8}}{\eta^{8}}-W_{2 n_{8}} \frac{S_{8}}{\eta^{8}}\right)+W_{2 n_{9}+1} W_{n_{8}} \frac{V_{8}-S_{8}}{\eta^{8}}\right]\right|_{0}\right\} . \tag{5.3}
\end{align*}
$$

[^92]The gauge group is $\operatorname{USp}(N)$, where $N=16$ is fixed by the RR tadpole condition. In this case, the pattern of supersymmetry breaking depends on the value of $R_{8}$. If this radius is large (and in general when branes are coincident with anti-orientifold planes) the breaking is at the string scale, with nonlinearly realized supersymmetry. This interpretation is valid in the regime of large $R_{8}$ and $R_{9}>\sqrt{\alpha^{\prime}}$, when there are light gravitinos in the spectrum.
In the limit $R_{8} \rightarrow 0$, the spectrum becomes however supersymmetric. In fact, when $R_{8}$ is small, supersymmetry can be interpreted as spontaneously broken, since there is a shift in the fermion masses compared to the bosons in the winding sector. Although this seems similar to the familiar Scherk-Schwarz breaking, the mechanism has also features in common with Brane Supersymmetry Breaking since the deformation does not affect the cylinder but acts in the Möbius amplitude by exchanging symmetric with antisymmetric gauge-group representations for fermions (compared to bosons) in the open-string spectrum. Throughout the paper, we have used the terminology "supersymmetry breaking at the string scale" for this situation, in order to distinguish it with the case where the D-branes are on top of $\mathrm{O}_{ \pm}$-planes.

When $R_{9} \rightarrow \infty$ at fixed $R_{8}$, the spectrum encoded in (5.3) does not become supersymmetric, whereas the closed-string spectrum does. This is interesting since one may think that an exact Brane Supersymmetry Breaking Spectrum is realized in this limit. If true, this would also be a counter-example of the gravitino mass conjecture put forward recently in [74, 75]. However, when $R_{9} \rightarrow \infty$, the local sources from D-branes and O-planes generate local tadpoles and thus large backreactions responsible for the breaking of the effective field theory description, as conjectured in [74, 75]. ${ }^{11}$ On the other hand, the model shows that the value of the gravitino mass $m_{3 / 2}$ can be decoupled from the size of the scalar potential $V$, for fixed values of the moduli. In particular, $\left|m_{3 / 2}\right| \ll|V|^{1 / d}$ is possible. Hence, we do not see any fundamental reason in quantum gravity to necessarily have a high gravitino mass compared to the Hubble scale [102], as recently proposed in $[103,104]$.

- Finally, putting all D7-branes on one stack coincident with the $\overline{\mathrm{O}}_{\text {_ }}$-plane, the Möbius contribution to the vacuum energy is positive and the pattern of supersymmetry breaking is similar to that found in the previous case.

Let us summarize the similarities and differences between BSB models and the ones we have constructed in this paper. In BSB models, the closed-string spectrum is supersymmetric, therefore there are massless gravitinos, whereas in the open-string spectrum supersymmetry is non-linearly realized, meaning that bosonic and fermionic degrees of freedom do not match level by level. The price to pay is the presence of a disk NS-NS

[^93]tadpole, which could signal a breakdown of perturbation theory. In the models we discussed in this paper, supersymmetry is broken in the closed sector at the compactification scale, whereas the scale of supersymmetry breaking in the open sector can be the string scale. There are no disk NS-NS tadpoles, but generically there is a one-loop cosmological constant. There is a continuous modulus which in the limit $R_{9} \rightarrow \infty$ seems to realize an exact BSB setup. However, local sources (local tadpole cancelation conditions) generate a strong backreaction and prevents this limit to be realized.

## 6 Conclusions and open questions

We have constructed supersymmetry-breaking orientifold models where a certain number $n$ of $\mathrm{O}_{-}$(negative tension, negative charge) - $\mathrm{O}_{+}$(positive tension, positive charge) orientifold-plane pairs are transformed into $n \overline{\mathrm{O}}_{-}$(negative tension, positive charge)$\overline{\mathrm{O}}_{+}$(positive tension, negative charge) pairs. The anti-orientifold plane pairs preserve the other half of supersymmetries, compared to the other ingredients of the background, which are $\mathrm{O}_{ \pm}$-planes and D-branes. In the open-string sector, supersymmetry is only broken in the Möbius vacuum amplitude, whereas the closed-string sector has softly broken supersymmetry.

The main interest of this mechanism is that both the original $\mathrm{O}_{-}-\mathrm{O}_{+}$pairs and their SUSY breaking cousins $\overline{\mathrm{O}}_{-}-\overline{\mathrm{O}}_{+}$have zero tension and charge, so that the total tension and charge of the models are unchanged upon replacement. Therefore there are neither NS-NS nor RR tadpoles generated in the process.

Depending on where the background D-branes sit in the internal space, their massless spectrum is supersymmetric or not. In the latter case, which corresponds to D-branes located on anti-orientifold planes, the pattern of supersymmetry breaking depends on the value of a radius. If it is large, the breaking is at the string scale, with nonlinearly realized supersymmetry. On the contrary, if the radius is small, the same configuration describes a spontaneous breaking of supersymmetry. In this regime, the winding states in the Dbrane spectrum are light and supersymmetry breaking can be interpreted as a shift in the fermion masses compared to the bosons in the winding sector. This seems similar to the more familiar breaking by compactification (Scherk-Schwarz), but it differs in detail in that the brane-brane cylinder amplitude is not subject to this shift.

Constructions of this type naturally stabilize open-string moduli. Indeed, energetic considerations favor the D -branes to sit on top of $\overline{\mathrm{O}}_{+}$-planes, where the scale of supersymmetry breaking on their worldvolume is maximal.

An interesting issue in such models is their effective field-theory limits. At first sight, as initially considered in [77], it seems possible that the closed-string spectrum is supersymmetric at tree level. However, we have provided arguments showing that this is not plausible, as it would be at odds with the boundary conditions of the gravitinos imposed by the simultaneous presence of orientifold and anti-orientifold planes, which suggests massive gravitinos. In fact, we have given reasons in favor of a specific soft supersymmetry-breaking deformation in the closed-string sector, rendering massive the gravitinos. Moreover, if an exact supersymmetric closed-string spectrum would be compatible with the orientifold
amplitudes discussed in our paper, one would obtain new models of Brane Supersymmetry Breaking type. This would also give counter-examples of the gravitino mass conjecture [74, 75], whereas the models constructed in our paper are in agreement with it. More generally, existence of models with exact supersymmetry in the closed-string sector and broken supersymmetry in the open-string sector would contradict the conjecture in [74, 75]. Three more comments are in order here.

First of all, all known models of this type, which are of BSB type or with internal magnetic fields and broken supersymmetry, have NS-NS disk tadpoles that could plausibly trigger a breakdown of the effective field theory in the perturbative vacuum, in agreement with [74, 75]. Secondly, the exact supersymmetry in the closed-string sectors of such models is valid only at tree-level, as it is broken by quantum corrections induced by the open-string sector. It is unclear to us if the conjecture on the gravitino mass should apply to the classical theory (tree-level spectrum) or to the quantum one. Lastly, in the string models we have constructed, it is possible to decouple the gravitino mass from the size of the scalar potential. In particular, the gravitino can be much lighter than the scale determined by the magnitude of the quantum potential. This fact could play a role in inflationary models of the type studied in [102-107].

Eventually, the string models we have considered are based on toroidal compactifications and the fermionic spectrum, once reduced to four dimensions, is non-chiral. It would be of course very interesting to construct chiral four-dimensional models with supersymmetry breaking, by combining the mechanism put forward in this paper with other ingredients producing chirality, like orbifolds and/or fluxes. We hope to come back to this interesting question in the near future.
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## A Consistency of supersymmetric Möbius projectors

In the construction of models in even dimension lower than 8 , we have chosen factorized Möbius projectors for simplicity. However, this is not imposed by the RR tadpole condition. In this appendix, we will confirm that non-factorized projectors can be fully consistent, but we will also see that imposing the RR tadpole condition is not enough to obtain a Möbius projector fully consistent. In the latter case, the inconsistency can only be seen in the direct Klein-bottle amplitude, while it is invisible in the open-string sector. We will study supersymmetric examples in 6 d with rank $B=4$.

## A. 1 A consistent non-factorized Möbius projector

In 6d, with all D-branes located at the origin, a generic Möbius projector contains 16 terms, one for each fixed point with appropriate phases. The RR tadpole condition constrains the
overall charge of the O -planes and thus the number of $\mathrm{O}_{-}$and $\mathrm{O}_{+}$-planes. In the projector, this translates into a given number of minus and plus signs. In 6 d with maximal rank for $B_{i j}$, there are $10 \mathrm{O} 5_{-}$and $6 \mathrm{O} 5_{+}$-planes. This yields 10 terms with a minus sign and 6 terms with a plus sign in the projector. The total number of possibilities that fulfils this requirement is $\binom{16}{6}=8008$.

Let us look at the following projector,

$$
\begin{align*}
\Pi= & 1+(-1)^{m_{9}}+(-1)^{m_{8}}-(-1)^{m_{9}+m_{8}}+(-1)^{m_{7}}-(-1)^{m_{9}+m_{7}}-(-1)^{m_{8}+m_{7}} \\
& -(-1)^{m_{9}+m_{8}+m_{7}}+(-1)^{m_{6}}-(-1)^{m_{9}+m_{6}}-(-1)^{m_{8}+m_{6}}-(-1)^{m_{9}+m_{8}+m_{6}} \\
& -(-1)^{m_{7}+m_{6}}-(-1)^{m_{9}+m_{7}+m_{6}}-(-1)^{m_{8}+m_{7}+m_{6}}+(-1)^{m_{9}+m_{8}+m_{7}+m_{6}} . \tag{A.1}
\end{align*}
$$

With all D-branes at the origin, we deduce the geometry of the model,

$$
\begin{array}{r}
\mathrm{O} 5_{+}, \mathrm{O} 5_{+}, \mathrm{O} 5_{+}, \mathrm{O} 5_{-}, \mathrm{O} 5_{+}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{+}, \\
\left.\mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{+}\right) . \tag{A.2}
\end{array}
$$

It turns out to give no projection in the tree-level channel Klein-bottle amplitude, as was the case in eq. (3.8). This is thus consistent with the supersymmetric torus amplitude generated by $g_{1}$ and $g_{2}$. The transverse cylinder amplitude is also the one obtained in eq. (3.8), while the Möbius amplitudes, both in tree-level and loop channels, are

$$
\begin{align*}
\tilde{\mathcal{M}}= & -\frac{N\left(\alpha^{\prime}\right)^{2}}{4 v_{4}} \int_{0}^{\infty} \mathrm{d} l\left[\left(P_{2 m_{9}}+P_{2 m_{9}+1}(-1)^{m_{6}}\right)\left(P_{2 m_{8}} P_{2 m_{7}+1}+P_{2 m_{8}+1} P_{2 m_{7}}\right)\right. \\
& \left.+\left(P_{2 m_{9}+1}-P_{2 m_{9}}(-1)^{m_{6}}\right)\left(P_{2 m_{8}} P_{2 m_{7}}-P_{2 m_{8}+1} P_{2 m_{7}+1}\right)\right] P_{m_{6}} \frac{\hat{V}_{8}-\hat{S}_{8}}{\hat{\eta}^{8}}\left(i l+\frac{1}{2}\right) \\
\mathcal{M}= & \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{4}}\left[W_{n_{9}}\left(W_{2 n_{8}} W_{2 n_{7}}-W_{2 n_{8}+1} W_{2 n_{7}+1}\right)\left(W_{2 n_{6}}+W_{2 n_{6}+1}(-1)^{n_{9}}\right)\right. \\
& \left.+\left(W_{2 n_{8}} W_{2 n_{7}+1}+W_{2 n_{8}+1} W_{2 n_{7}}\right)\left(W_{2 n_{6}}(-1)^{n_{9}}-W_{2 n_{6}+1}\right)\right] \frac{\hat{V}_{8}-\hat{S}_{8}}{\hat{\eta}^{8}}\left(\frac{i \tau_{2}}{2}+\frac{1}{2}\right) . \tag{A.3}
\end{align*}
$$

The tree-level channel Möbius amplitude contains all momentum states, just like the treelevel Klein bottle and cylinder, so that the factorization property of the amplitudes is satisfied. The loop-channel Möbius amplitude is also consistent with the cylinder since it contains the contributions of the same states with signs. We conclude that the projector (A.1) yields a fully consistent model.

## A. 2 An inconsistent Möbius projector

Now consider the following projector, which has the correct number of signs to satisfy the RR tadpole condition,

$$
\begin{align*}
\Pi= & 1+(-1)^{m_{9}}+(-1)^{m_{8}}+(-1)^{m_{9}+m_{8}}+(-1)^{m_{7}}+(-1)^{m_{9}+m_{7}}-(-1)^{m_{8}+m_{7}} \\
& -(-1)^{m_{9}+m_{8}+m_{7}}-(-1)^{m_{6}}-(-1)^{m_{9}+m_{6}}-(-1)^{m_{8}+m_{6}}-(-1)^{m_{9}+m_{8}+m_{6}} \\
& -(-1)^{m_{7}+m_{6}}-(-1)^{m_{9}+m_{7}+m_{6}}-(-1)^{m_{8}+m_{7}+m_{6}}-(-1)^{m_{9}+m_{8}+m_{7}+m_{6}} . \tag{A.4}
\end{align*}
$$

With all D-branes at the origin, the distribution of O-planes is given by

$$
\begin{array}{r}
\mathrm{O} 5_{+}, \mathrm{O} 5_{+}, \mathrm{O} 5_{+}, \mathrm{O} 5_{+}, \mathrm{O} 5_{+}, \mathrm{O} 5_{+}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-} \\
\left.\mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}, \mathrm{O} 5_{-}\right) . \tag{A.5}
\end{array}
$$

With this geometry, the tree-level channel Klein bottle is now different and not all momentum states are present. The tree-level and loop-channel Klein-bottle and Möbius amplitudes are

$$
\begin{align*}
& \tilde{\mathcal{K}}= \frac{\left(\alpha^{\prime}\right)^{2}}{v_{4}} \int_{0}^{\infty} \mathrm{d} l P_{2 m_{9}}\left(P_{m_{8}} P_{m_{7}} P_{m_{6}}+8 P_{2 m_{8}} P_{2 m_{7}} P_{2 m_{6}+1}\right) \frac{V_{8}-S_{8}}{\eta^{8}}(i l) \\
& \mathcal{K}= \frac{1}{4} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{4}} W_{n_{9}}\left(W_{2 n_{8}} W_{2 n_{7}} W_{2 n_{6}}+W_{n_{8}} W_{n_{7}}(-1)^{n_{6}} W_{n_{6}}\right) \frac{V_{8}-S_{8}}{\eta^{8}}\left(2 i \tau_{2}\right) \\
& \begin{array}{r}
\tilde{\mathcal{M}}=
\end{array} \\
& \begin{array}{r}
\frac{N\left(\alpha^{\prime}\right)^{2}}{4 v_{4}} \int_{0}^{\infty} \mathrm{d} l P_{2 m_{9}}\left\{P_{2 m_{8}}\left[P_{m_{7}} P_{m_{6}}-2 P_{2 m_{7}}\left(P_{2 m_{6}}-P_{2 m_{6}+1}\right)\right]\right. \\
\\
\\
\left.\quad+P_{2 m_{8}+1}\left(P_{2 m_{7}}-P_{2 m_{7}+1}\right) P_{m_{6}}\right\} \frac{\hat{V}_{8}-\hat{S}_{8}}{\hat{\eta}^{8}}\left(i l+\frac{1}{2}\right) \\
=\frac{N}{2} \int_{0}^{\infty} \frac{\mathrm{d} \tau_{2}}{\tau_{2}^{4}} W_{n_{9}} W_{n_{8}}\left(W_{2 n_{7}} W_{2 n_{6}}-W_{n_{7}} W_{2 n_{6}+1}+(-1)^{n_{8}} W_{2 n_{7}+1} W_{2 n_{6}}\right) \\
\\
\times \frac{\hat{V}_{8}-\hat{S}_{8}}{\hat{\eta}^{8}}\left(\frac{i \tau_{2}}{2}+\frac{1}{2}\right)
\end{array}
\end{align*}
$$

The loop-channel Möbius amplitude contains all states present in the cylinder. Moreover, the tree-level Klein-bottle, cylinder and Möbius amplitudes respect amplitude factorization. The only inconsistency comes from the Klein bottle in the loop-channel, which contains states not present in the torus amplitude. This means that the RR tadpole condition is not enough to produce a consistent Möbius projector. The inconsistency can only be seen in the closed-string sector and comes from the geometry of the model.
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stratégies sont utilisées pour conclure à la stabilité ou non de la grande diversité des modules présents dans le modèle. Cela passe par exemple par le calcul de l'expansion de Taylor du potentiel effectif, par l'évaluation de fonctions de corrélation à deux points à une boucle ou encore par l'utilisation d'arguments de dualité entre les cordes hétérotiques et la théorie des cordes de type I. Enfin, dans le cadre de modèles de cordes hétérotiques, nous étudions l'effet sur la cosmologie du potentiel à une boucle générée par la brisure de supersymétrie. Nous recherchons des solutions d'espace-temps plat en éternelle expansion et nous explorons un nouveau processus pour générer une densité relique de matière noire dans des modèles avec implémentation de la température.
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Abstract: The purpose of this thesis is to explore various aspects of string theory, a unified theory of matter and all fundamental interactions including gravity. Some useful key ingredients of the theory and its construction are reviewed before investigating three theoretical facets of it. First, a new supersymmetrybreaking mechanism in open-string models is developed and its features are described, commented and put into perspective with other existing mechanisms. Second, one-loop masses acquired by tree-level moduli are studied in a type I string context with $\mathcal{N}=2 \rightarrow \mathcal{N}=0$ breaking of supersymmetry implemented by a Scherk-Schwarz mechanism. Different strate-
gies are used to conclude on the stability or not at one loop of the wide variety of moduli present in the model, from Taylor expansion of the effective potential to the evaluation of genus- 1 two-point correlation functions through arguments arising from the duality between the heterotic and type I string. Eventually, in heterotic string models, the backreaction of the one-loop potential generated by supersymmetry breaking on the cosmology is studied. Flat and ever-expanding solutions are looked for in a cold setup while a new process for generating a dark-matter relic density is developed with implementation of finite temperature.


[^0]:    ${ }^{1}$ When the plus or minus index is subscripted, as it was the case so far, this indicates the components of the worldsheet spinors while when it is superscripted it denotes the light-cone definition of the fields.

[^1]:    ${ }^{2}$ Note that the notation is the same but it has nothing to do with the timelike worldsheet coordinate $\tau$.

[^2]:    ${ }^{3}$ With respect to all other moduli but the breaking scale.

[^3]:    ${ }^{1}$ We define the tensors $G$ and $B$ to be dimensionless in this thesis. This contrasts with 77 .

[^4]:    ${ }^{2}$ The followed logic for the description of the breaking mechanism, starting by the orientifold amplitudes and then turning to the torus partition function, matches the way we have built and uncovered the model and is chosen here for pedagogical purposes. Note that in the end, the model turns out to be an open descendant of a Scherk-Scwharz compacitfication and could have been described this way.

[^5]:    ${ }^{3}$ Here we assume the radii to not introduce scales lower than the string scale. The other possibilities will be discussed in Sect. 2.2 .4 once the closed sector is better understood.

[^6]:    ${ }^{4}$ In Chapter 1 in 1.3.10, we saw that in a standard Scherk-Schwarz mechanism, both the annulus and Möbius are affected.

[^7]:    ${ }^{1}$ It would be possible with an orthogonal group. This is what is used to uplift the potential without introducing instabilities in 58 .

[^8]:    ${ }^{2}$ Before implementation of the Green-Schwarz mechanism.

[^9]:    ${ }^{3}$ The subscripts DD or NN indicate if the gauge factors arise from the original D5-branes or D9-branes respectively.

[^10]:    ${ }^{1}$ Note that we assume the complex structures i.e. the ratios of the radii to be close to unity so that all radii are equivalent. The expression 4.1.2 for the supersymmetry-breaking scale is then arbitrary but chosen for its explicit invariance under the exchange of the radii.

[^11]:    ${ }^{2}$ If we forget the runaway of $M_{(\sigma)}$.

[^12]:    ${ }^{3}$ The identification of the enhanced states with dark-matter candidates is very formal here since we did not even talk about the standard model. For a good candidate, the gauge group should be decoupled enough from the standard model, either with weakly interacting particles or states only coupled to gravity yielding a more complex dark sector.

[^13]:    ${ }^{1}$ The superscript "dc" stands for "double cover". It will be useful later.

[^14]:    * Corresponding author.
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    ${ }^{1}$ Unité mixte du CNRS et de l'Ecole Polytechnique, UMR 7644.

[^15]:    ${ }^{2}$ A particular case in dimension 4 is already presented in Ref. [19], and describes the cosmological evolution of a universe at finite temperature $T$, when $T \ll M$.
    ${ }^{3}$ This supposes the implementation of a regularization scheme to get rid off infrared divergences arising at genus $g$, when massless propagators and non-vanishing tadpoles at genus $g-1$ exist. This may be done by introducing a small mass gap by curving spacetime [20].

[^16]:    4 The 1-loop effective potential induces a backreaction implying a motion of the classical background. Adding the 1-loop correction to the kinetic terms is then unnecessary since it would introduce a correction to the cosmological evolution effectively at second order in string coupling $g_{\mathrm{s}}$.

[^17]:    5 When $d=4$, we also take the axion field dual to the spacetime antisymmetric tensor to be constant.

[^18]:    ${ }^{6}$ One may think that the space of solutions in the super no-scale case is divided in two parts, corresponding to either $\tau \equiv \tau_{+}$or $\tau \equiv \tau_{-}$. This is however not true. Including the critical case of Sect.5.1, all the evolutions are actually of the form $\tau \equiv \tau_{i}$, where $1-\sqrt{1-\omega} \leq \tau_{i} \leq 1+\sqrt{1-\omega}$.

[^19]:    ${ }^{7}$ The trajectories allowing $\tau$ to approach $\tau_{-}$are shown in Fig. $1(i i)$ in the case $d a / d \tau \rightarrow \pm \infty$, when $\tau \rightarrow \tau_{-}$. This occurs when $\left|c_{\perp} / c_{\Phi}\right|<\gamma_{M}$, where $\gamma_{M}=\left[\left(\frac{1}{\omega}\left(1-\frac{1}{(1+2 A)^{2}}\right)-1\right) \frac{1}{2 \alpha^{2}}\right]^{\frac{1}{2}}$. On the contrary, when $\gamma_{M}<\left|c_{\perp} / c_{\Phi}\right|<$ $\gamma_{c}$, one has $d a / d \tau=0$ at $\tau=\tau_{-}$. Finally, $\left|c_{\perp} / c_{\Phi}\right|=\gamma_{M}$ implies $|d a / d \tau|$ to be finite and non-vanishing at $\tau=\tau_{-}$. However, these different behaviours do not play any important role in the sequel.

[^20]:    8 We warmly thank Lucien Heurtier to have analyzed the magnitude of the $e$-fold number.
    ${ }^{9}$ At 1-loop, the super no-scale models, $n_{\mathrm{F}}-n_{\mathrm{B}}=0$, also admit the expanding solution $c_{\phi}>0, \tau(t) \equiv \tau_{-}$, which is perturbative if $\left|c_{\perp} / c_{\Phi}\right|<\gamma_{c}$ satisfies the condition complementary to that given in Eq. (4.12). However, we expect this statement to be invalidated when higher order corrections in $g_{\mathrm{S}}$ are taken into account and the effective potential is no more vanishing (up to exponentially suppressed terms).

[^21]:    10 These remarks can be recovered from Eqs. (4.11) and (4.12) by taking $c_{\perp} / c_{\Phi} \rightarrow \eta \gamma_{c}$.

[^22]:    * Corresponding author.

    E-mail addresses: thibaut.coudarchet@ens-lyon.fr (T. Coudarchet), herve.partouche@ polytechnique.edu (H. Partouche).
    ${ }^{1}$ Unité mixte du CNRS et de l'Ecole Polytechnique, UMR 7644.

[^23]:    2 Technically, similar analyzes involving scalar fields with exponential potentials can be found in Ref. [16]. They can be realized at tree level in string theory, with backgrounds involving compact hyperbolic internal spaces, S-branes or non-trivial fluxes [17].
    ${ }^{3}$ These limit solutions become exact trajectories in the super no-scale models i.e. when $n_{\mathrm{F}}-n_{\mathrm{B}}=0$.

[^24]:    4 The equations of motion and solutions we will derive in Sect. 4 are formally valid for arbitrary real dimension $d>2$. Cosmological evolutions in 2 dimensions could be found by taking the limit $d \rightarrow 2_{+}$.
    5 Notations used in the core of the paper are slightly different from those used in the Appendix. The antisymmetric tensor $B$ stands for $B+\Delta B$ in Appendices A.4-A.6. Moreover, in Eq. (A.25), $Y_{d \mathcal{J}}^{(0)}$ is denoted $\eta_{\mathcal{J}}^{R}$, the arbitrary origin of the fields $Y_{i \mathcal{J}}$ is chosen so that $Y_{i \mathcal{J}}^{(0)}=0$, and the continuous Wilson lines are denoted with upper indices " $R$ ".

[^25]:    ${ }^{6}$ Relaxing this hypothesis amounts to shifting Wilson lines by small constant backgrounds, thus inducing tadpoles in Eq. (2.5).

[^26]:    7 Strictly speaking, the notion of "mass" here is a misnomer when $M_{(\sigma)}$ is treated as a dynamical field, in which case all terms in Eq. (2.5) are interactions.
    8 The representative of $a \in \mathbb{Z}_{2}$ in $\{0,1\}$ is understood.
    9 In the notations of Appendix A.6, this can be done by switching on discrete Wilson lines, as in Eq. (A.54), (A.55).

[^27]:    10 The representative of $a+\gamma+\gamma^{\prime} \in \mathbb{Z}_{2}$ in $\{0,1\}$ is understood.

[^28]:    11 This is clear for $B_{d, d+1}^{(0)}=0 \bmod 2$ but remains true for arbitrary real $B_{d, d+1}^{(0)}$, as will be described in details in Sect. 3.

[^29]:    12 In the notations of Eq. (A.36), non-adjoint representations of $\mathcal{G}_{8-d}$ exist when some of the discrete Wilson lines $\eta_{j}^{R} \in \mathbb{Z}, j \in\{d+2, \ldots, 9\}$, are odd. In this case, $\mathcal{G}_{8-d}$ may contain $U(1)$ factors coupled to fermions, with non-trivial charges we still refer as weight vectors' components.

[^30]:    13 At the transition, i.e. when $\mathcal{M}$ is slightly greater than $M_{(\sigma)}$, omitting the second line should be accompanied by fixing $c=\mathcal{M}$ in the last one.
    14 In dimension $d=4$, we also impose the axion field dual to the spacetime antisymmetric tensor to be constant.

[^31]:    $\overline{15 \text { When } c}=\mathcal{O}(1)$, Hagedorn-like transitions may even occur when $G^{d d}=\mathcal{O}(1)$.

[^32]:    $\overline{16 \text { Power-like limit behaviors describing a Big Crunch (or Big Bang) dominated by the Wilson lines' kinetic energies }}$ however exist.

[^33]:    $\overline{17}$ In any case, the evolutions along which $\mathcal{V}_{1 \text {-loop }} \geq 0$ are ever-expanding, due to the monotonicity of $\left(a^{d-1}\right)^{\cdot}>0$ (see Eq. (4.7)), which forbids $H$ to vanish.

[^34]:    18 Our conventions for $\theta$ and $\eta$ functions can be found in Ref. [19].

[^35]:    $\overline{19}$ We use the fact that $\vec{\eta}^{R}$ has integer entries. More specifically, in a consistent model, the components of $\vec{a}^{R}$ are of the form $a_{\mathcal{J}}^{R}=k / \chi_{\mathcal{J}}, \mathcal{J} \in\{10, \ldots, 25\}$, where $\chi_{\mathcal{J}} \in \mathbb{N}^{*}$ and $k$ spans the set $\left\{0, \ldots, \chi_{\mathcal{J}}-1\right\}$. Thus, $\eta_{\mathcal{J}}^{R} \in \chi_{\mathcal{J}} \mathbb{Z}$.

[^36]:    ${ }^{20}$ Choosing for instance $\varrho=3$, the most unfavorable configuration, which corresponds to $c M_{\mathrm{S}}=\varrho M_{(\sigma)}^{\prime}$, implies the non-explicit terms in the second line of Eq. (A.52) to be about $1 \%$ of the contribution of a KK tower with vanishing characteristic mass. Of course, $M_{\mathrm{s}} \geq c M_{\mathrm{S}}>\varrho M_{(\sigma)}^{\prime}$ yields much lower errors.

[^37]:    21 An arbitrary component $\left(G^{\prime}+B^{\prime}\right)_{i d}, i \in\{d+1, \ldots, 9\}$, is however allowed.

[^38]:    ${ }^{1}$ Typically encountered in inflationary scenarios, the universe at intermediate times may be dominated by the energy stored in massive scalars, which cannot stabilize. Their eventual decay into radiation can lead to an entropy excess.

[^39]:    ${ }^{2}$ In the appendix of [43], all marginal deformations of the heterotic theory are taken into account. However, for the sake of clarity and simplicity in the present work, we only discuss and keep dynamical the moduli relevant to the phase transition under consideration.

[^40]:    ${ }^{3}$ For instance, if $G_{I J}=\mathcal{O}(1)$, then so is $c$.

[^41]:    ${ }^{4}$ With $n$ internal circles involved in the Scherk-Schwarz breaking of supersymmetry, this generalizes to $\rho=(d-1+n) P[33]$.
    ${ }^{5}$ We may include the lower bound 0 in eq. (3.18), at which we formally have $\tilde{z}_{\mathrm{c}}=+\infty$. In that case, $z(t)$ is actually running away rather than being stabilized at some finite value. The class of theories satisfying $N_{\mathrm{F}}=$ $N_{\mathrm{B}}$ and sometimes referred to as "super no-scale models" may be of particular interest [41, 42, 44, 49-54].

[^42]:    ${ }^{6}$ See also [55, 56], for supersymmetric theories at finite temperature.
    ${ }^{7}$ The generic solution for $d=3$ turns out to be "marginally radiation-like dominated", in the following sense. As in higher dimensions, $t^{-\frac{2}{3}} a(t)$ and $a(t) T(t)$ converge to constants, while $z(t) \rightarrow z_{c}$ and $\zeta(t) \rightarrow 0$. However, the asymptotic behavior of $\Phi_{\perp}(t)$ is logarithmic rather than constant, and $\dot{\zeta}^{2} / H^{2}$ oscillates without damping. Altogether, we have $\# H^{2} \sim \# \dot{\Phi}_{\perp}^{2} \sim \frac{1}{2} \dot{\Phi}^{2}+\frac{1}{2} \dot{\zeta}^{2}+\rho$. This means that for $d=3$, the definitions of $\rho_{\text {tot }}$ and $P_{\text {tot }}$ should include the kinetic energies of $\Phi_{\perp}$ and $\zeta$ in addition to that of $\Phi$, to satisfy the "radiation-like" state equation $\rho_{\text {tot }} \sim 2 P_{\text {tot }}$. If the above behavior can be checked numerically, it could also be shown as in [56], which analyzes the pure thermal case (i.e. without supersymmetry breaking). In the latter case, though, the generic solution is "marginally radiation-like dominated" for $d=4$, rather than $d=3$.

[^43]:    ${ }^{8}$ As in footnote 5 , we may include the lower bound 0 in eq. (3.25), and have $z(t)$ running away towards $z_{\mathrm{c}}$ formally equal to $+\infty$.

[^44]:    ${ }^{9}$ This is at least the case if we imagine that the cosmological era we describe is occurring right after a Hagedorn era characterized by a temperature $T_{(\sigma)}$ comparable to the string scale. Such an intrinsically stringy epoch may describe a change of string vacuum [57-60], or bouncing cosmologies [61, 62], which are alternative to the big bang and inflationary scenarios.

[^45]:    ${ }^{10}$ To figure out whether they can be destabilized or not, the ratio $M / T$ above which they are tachyonic should be compared with $e^{z_{c}}$.
    ${ }^{11}$ Note that number-depleting interactions within the dark sector could also maintain a thermal equilibrium in the dark sector with its own temperature. In that case, all occurrences of "Standard-Model particles" in the coming text should be replaced by "massless dark-matter particles". However, it is natural to assume gauge interactions between the dark sector and the visible sector if we deal with only one temperature.

[^46]:    ${ }^{12}$ In standard cosmology, there is no dynamical dilaton field and the Einstein frame is always implicit.

[^47]:    ${ }^{13}$ This can be seen by taking the limit $R_{0} \rightarrow+\infty$ in eq. (2.2) and applying a Poisson summation over $\tilde{k}_{9}$.

[^48]:    ${ }^{14}$ In field theory, this vacuum energy is infinite for the bosonic modes alone, infinite for the fermionic modes alone, but their sum turns out to be finite for arbitrary $\left|R_{d}-1 / R_{d}\right|$. Technically, this finiteness arises exactly as that of the free energy at finite temperature evaluated for a supersymmetric spectrum. String theory yields the same final answer, up to contributions arising from stringy heavy modes not present in field theory (see [69] for more details).
    ${ }^{15}$ If $R_{9}$ is time-dependent, $\zeta=\ln R_{d}$ may evolve again once the universe is matter dominated.
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[^50]:    1 Note that throughout our work, our use of the words "extremal point of the potential" is somewhat abusive, since $\mathcal{V}$ is in fact extremal with respect to all moduli except $M$ itself, which has a tadpole unless $n_{\mathrm{F}}=n_{\mathrm{B}}$. In addition when we assert properties such as "tachyon free", "flat direction", and so forth, these properties are all to be understood at one loop, and when all exponentially suppressed corrections are neglected.

[^51]:    ${ }^{2}$ We make the choice to call "branes" objects that live in the parent type IIB theory, i.e. before any orientifold (or orbifold) action is implemented. In other words, there are as many "branes" as Chan-Paton indices. In the descendant theories, these "branes" are non-dynamically independent objects.

[^52]:    ${ }^{3}$ A subsequent work [59] will be entirely devoted to the delicate computation of their masses generated at one loop when supersymmetry is spontaneously broken.
    ${ }^{4}$ Before implementation of the $\mathbb{Z}_{2}$ orbifold action, this can be understood by T-dualizing $T^{4}$ in order to translate the D5-brane positions into D9-brane Wilson lines along the T-dual torus. These WL's are associated with orthogonal gauge groups [39].
    ${ }^{5}$ Even though configurations with an odd number of D5-branes sitting on an O5-plane are symmetric under $X^{I} \rightarrow$ $-X^{I}$, they are not allowed due to the unitary structure of the gauge group factors.

[^53]:    ${ }^{6}$ From the gauge theory perspective, they acquire tree level Higgs masses. From the geometric point of view, two pairs of D3-branes at a fixed point of $\tilde{T}^{4} / \mathbb{Z}_{2}$ can only move away from it if the coordinates of the pairs along $\tilde{T}^{2} / I_{45}$ match, in order to respect the $\mathbb{Z}_{2}$ symmetry in $\tilde{T}^{4}$. When this is the case for all 8 pairs of pairs, the Coulomb branch takes consistently the form given in Eq. (2.5).

[^54]:    7 We will see in Sect. 3 that in the presence of spontaneous supersymmetry breaking, such configurations yield extrema of the effective potential.

[^55]:    8 They can be connected to each other by deforming $T^{4} / \mathbb{Z}_{2}$ into smooth $K 3$ manifolds [51].

[^56]:    ${ }^{9} O_{4}, V_{4}, S_{4}, C_{4}$ are $S O(4)$ affine characters arising from the breaking of the ten-dimensional little group $S O(8) \rightarrow$ $S O(4) \times S O(4)$ imposed by the $\mathbb{Z}_{2}$-orbifold action.

[^57]:    10 It is also extremal with respect to the scalars in the ND sector [59].

[^58]:    11 The effect of a generalised Green-Schwarz mechanism must be taken into account to determine if the WL's along $T^{2}$ are stable or not (see Sect. 3.3).

[^59]:    ${ }^{12}$ Explicit expressions are actually given in Eqs. (B.2) and (B.3).
    ${ }^{13}$ As explained in Sect. 2.1, the cause of the rigidity of the position in $\tilde{T}^{4} / \mathbb{Z}_{2}$ or $T^{4} / \mathbb{Z}_{2}$ of a pair of coincident D3-branes can be six-dimensional (in all components of the moduli space with $(\mathcal{R}, \tilde{\mathcal{R}}) \neq(0,0)$ ). Or it can be fourdimensional, by splitting two pairs of pairs of D3-branes at fixed points $i i^{\prime}$ and $i j^{\prime}$, where $i^{\prime} \neq j^{\prime}$.

[^60]:    14 We always assume that $M<M_{\mathrm{S}}$, which implies the contributions of the non-level matched states to be suppressed.
    15 We stress that this assumes $M$ to be lower than the string scale i.e. the direction $X^{5}$ to be large.
    16 This follows from the fact that the zero-point energy of the twisted vacuum is higher than that of the untwisted sector.

[^61]:    1714 are equal and the last one is 16 times larger.

[^62]:    18 The one-loop potential dependencies on $U$ (1) WL's are identical to those of $S O$ (2) factors treated in Ref. [23], which turn out to be trivial.

[^63]:    19 The assumptions are that (i) the Scherk-Schwarz mechanism is implemented along a single direction, (ii) there are no exotic orientifold planes, and (iii) there is no discrete background for the internal NS-NS antisymmetric tensor.
    ${ }^{20} S O$ (1) denotes the group containing only the neutral element.
    21 When moving a stack of branes from one fixed point to another the massless spectrum is invariant, so we count only one of these configurations. However, since the spectra whose masses are of the order of the string scale will in general differ, our counting of the inequivalent configurations is actually greatly underestimated.

[^64]:    22 This cancellation is only numerical, thanks to the pairing of degenerate modes of eigenvalues $\pm 1$ under the orbifold generator $g$.

[^65]:    ${ }^{1}$ When the suppressed terms in Eq. (1.1) can be neglected.

[^66]:    ${ }^{2}$ In addition, the initial D9-branes become D7-branes.
    ${ }^{3}$ The initial D5-branes also become D7-branes in this alternative T-dual picture.

[^67]:    ${ }^{4}$ In the closed-string sector, this is the only modification in the untwisted sector of the extra generator that implements the Scherk-Schwarz breaking in orbifold language.
    ${ }^{5}$ For the ND and DN sectors, our description in terms of "stretched strings" is somewhat abusive since the corners $i i^{\prime}$ and $j j^{\prime}$ are to be understood in distinct T-dual descriptions.

[^68]:    ${ }^{6}$ Each product of characters $O_{4} C_{4}$ yields 2 massless degrees of freedom which can be combined into complex scalars.

[^69]:    ${ }^{7}$ These definitions apply to a Euclidean spacetime. In the Lorentzian case, replace ( $X^{0}, \psi^{0}$ ) $\rightarrow i\left(X^{0}, \psi^{0}\right)$.
    ${ }^{8}$ Characters $O_{4} S_{4}$ would yield states in the spinorial representation of positive chirality of $S O(4)$, whose weights are $\epsilon\left(\frac{1}{2}, \frac{1}{2}\right)$.

[^70]:    ${ }^{9}$ The definitions of $K^{0}, \bar{K}^{0}$ apply to a Euclidean spacetime. In the Lorentzian case, replace $k^{0} \rightarrow i k^{0}$.

[^71]:    ${ }^{10}$ Because the integers $\kappa_{A}$ and insertion points $z_{A}$ are independent of $u \in\{3,4\}$, the Green's functions derived for $u=3$ and 4 are equal and do not need to be distinguished by an index $u$.

[^72]:    ${ }^{11}$ Throughout Sect. 4, the real part of $\tau^{\mathrm{dc}}$ is arbitrary.

[^73]:    ${ }^{12}$ The subscripts " $N-\kappa$ " and " $\kappa$ " are "names". They do not refer to varying indices. Moreover, the indices $\alpha_{1}, \ldots, \alpha_{L-M}$ and $\beta_{1}, \ldots, \beta_{M}$ here should not be confused with labels of branes also denoted by Greek letters elsewhere in our work.
    ${ }^{13}$ Note that no periodicity condition is imposed for the individual variables $z_{A}$ (which are kept implicit in the cut differentials). However, double periodicity in $z$ implies double periodicity of the whole set of points $z_{A}$, when they are moved together.
    ${ }^{14}$ They depend only on the insertion points and $\tau^{\mathrm{dc}}$.

[^74]:    ${ }^{15}$ For a genus $g$ surface with $L$ punctures, the basis has dimension $L+2 g-2$ [2].

[^75]:    ${ }^{16}$ It can be determined by replacing in Eq. (3.14) all correlators by their dominant poles, which can be found by the OPE's.

[^76]:    ${ }^{17}$ This rescaling also implies that the imaginary parts of $\tau$ and $2 i \tau_{2}$, the Teichmüller parameters of the torus and Klein bottle, are large. Hence, the massive oscillator states are super heavy also in the closed-string sector.

[^77]:    ${ }^{18}$ It is understood that poles and zeros are defined modulo 1 and $\tau^{\mathrm{dc}}$.

[^78]:    ${ }^{19}$ It can be found from Eq. (C.2) where the function $H$ is defined in Eq. (C.1).

[^79]:    ${ }^{20}$ Since $\lambda \lambda^{\mathrm{T}}$ is a real symmetric $n_{i_{0} i_{0}^{\prime}} \times n_{i_{0} i_{0}^{\prime}}$ matrix, it is diagonalizable and its eigenvalues are real. Moreover, since for any real $n_{i_{0} i_{0}^{\prime}}$-vector $V$ we have $V^{\mathrm{T}}\left(\lambda^{T} \lambda\right) V=(\lambda V)^{\mathrm{T}}(\lambda V)=\|\lambda V\|^{2} \geq 0$, we conclude that all eigenvalues are nonnegative.

[^80]:    ${ }^{21} \mathrm{Up}$ to exponentially suppressed terms as shown in Eq. (1.1).

[^81]:    ${ }^{22}$ We will see in a second step that some of the $16+16$ positions in $\tilde{T}^{2}$ of the D3-branes T-dual to the D5or D9-branes have a tree-level mass proportional to the open-string coupling.
    ${ }^{23}$ This number is not reached when the Wilson-line backgrounds on the worldvolumes of the D5-branes lead to some $D_{i}=0$ modulo 4 with some $D_{i i^{\prime}}=2$ modulo 4. Physically, this corresponds to "eating" moduli fields when the gauge group is Higgsed in its Coulomb branch.
    ${ }^{24}$ In four dimensions, this results in constraints on $\sum_{i^{\prime}} d_{i i^{\prime}}$ and $\sum_{i^{\prime}} n_{i i^{\prime}}$.

[^82]:    ${ }^{25}$ It corresponds to Fig. 5c of Ref. [32].

[^83]:    ${ }^{26}$ It corresponds to the configuration shown in Fig. 6(e) of Ref. [32], after a T-duality on $T^{4} / \mathbb{Z}_{2}$ i.e. an interchange D5 $\leftrightarrow$ D9.

[^84]:    ${ }^{27}$ Denoted as (1) and (2) in the correlators $\left\langle\tau^{u} \tau^{\prime u}\right\rangle_{\mathrm{qu}}=\left\langle\tau^{\prime u} \tau^{u}\right\rangle_{\mathrm{qu}}$.
    ${ }^{28}$ They can be exponentially or power-like suppressed.

[^85]:    ${ }^{29}$ See also Ref. [75] for a stabilization of the Kähler and complex structure moduli of Calabi-Yau manifolds in type IIB (type IIA) thanks to D3-branes (D4- and D6-branes) contributions to the free energy, when $\mathcal{N}=2$ supersymmetry is effectively broken by thermal effects.

[^86]:    ${ }^{1}$ Scherk-Schwarz compactifications also have often additional, tachyonic-like instabilities in some range of parameters. Tachyon-free examples however exist, see e.g. [8-10].
    ${ }^{2}$ The cosmological evolution of the moduli fields can be studied in a thermal [11-15] or cold $[16,17]$ universe.

[^87]:    ${ }^{3}$ A similar option is available in IIB flux compactifications [87]. We thank J. Mourad and A. Sagnotti for sharing their results with us.

[^88]:    ${ }^{4}$ Throughout our work, all discrete sums over integer $m_{i}, n_{i}$ are implicit. The conventions used in partition functions are those given e.g. in the reviews [85, 86].

[^89]:    ${ }^{5}$ We refer only to the gauge group arising from the open-string/D-brane sector.
    ${ }^{6}$ Or equivalently 32 "half-branes" of type IIB organized as 16 mirror pairs referred to as 16 "branes" in the orientifold theory.

[^90]:    ${ }^{7}$ Remind that the type IIB amplitude (2.2) is self-dual. Hence, it can be used in the orientifold theory obtained by modding with $\Omega[91,92]$ or that obtained with $\Omega^{\prime}$. Being T-dual, they are physically equivalent.

[^91]:    ${ }^{8}$ We will discuss in the next subsection the issue of supersymmetry in the closed-string spectrum. The O-planes and anti O-planes are mutually non-BPS. The cancellation of the non-supersymmetric contributions in the Klein bottle does not mean that the closed-string sector is supersymmetric, even ignoring the supersymmetry breaking transmission from the open sector. As we will see, the most plausible possibility is that the tree-level closed-string spectrum has softly broken supersymmetry. Another possibility, which we consider however unlikely, is that the closed-string spectrum is supersymmetric but the interactions are not. Another insight about this issue is the gravitino masses: a supersymmetric closed-string spectrum would be in contradiction with the presence of orientifold and anti-orientifold planes, which impose opposite boundary conditions for the gravitinos.
    ${ }^{9}$ In the model constructed in section 3 of [77], the $\overline{\mathrm{O}} \overline{7}_{+}-\overline{\mathrm{O}}_{-}$pair sits on the diagonal of the two-torus, which corresponds to a different choice of the projector in the Möbius, $\Pi_{R R}=(-1)^{m_{9}+m_{8}} \Pi_{\text {NSNS }}$. The 8 D7branes were separated into two stacks of four branes, sitting on top of the anti-orientifolds. The attraction of the D7-branes on top of $\overline{\mathrm{O}}_{+}$cancels the repulsion of the D7-branes on top of $\overline{\mathrm{O}}_{-}$. However, as already known by the authors of [77] and obvious from the discussion below, this configuration is unstable, since the D7-branes on top of $\overline{\mathrm{O}}_{-}$are repelled by ${\overline{\mathrm{O}} \bar{D}_{-} \text {and attracted towards the } \overline{\mathrm{O}}_{+}-\text {plane, leading to the }}^{\text {th }}$ stable configuration with one stack of eight coincident D7-branes, negative potential and USp(16) gauge group discussed above.

[^92]:    ${ }^{10}$ However, none of the limits has a purely perturbative orientifold description. In the first case $R_{8} \rightarrow 0$ the open-string spectrum does not have a 9d interpretation, whereas in the second case $R_{9} \rightarrow \infty$ there are local charges and tensions that generate a strong backreaction (local tadpoles are not cancelled).

[^93]:    ${ }^{11}$ Note however that these references do not claim that a limit of zero gravitino mass is not possible. There are known examples of Scherk-Schwarz type where the whole spectrum and interactions (closed and open strings in orientifolds, or only closed strings in heterotic and type II strings) become supersymmetric in the decompactification limit. The claim is that such a limit is not possible, within an effective field theory description, if there is some sector breaking supersymmetry in the limit of vanishing gravitino mass.

