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CHAPTER

1
INTRODUCTION

This chapter aims to provide background information on cancer and some of the methods
for treating cancer. We start by providing a general knowledge about cancer, the associated

risk factors, the rates of incidences and the rates of mortality in order to understand the extent
of the problem. We make a brief recall on radiotherapy and the di�erent techniques used for
treatment planning. We make a further study on the state of the art related to non-coplanar
VMAT treatment planning. We identify some of the problems that hinder non-coplanar VMAT
treatment planning and make an objective thesis statement of our approach for solving some of
these problems.
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1.1 Cancer
Cancer is a disease that occurs due to abnormal cell growth which can spread to other parts

of the body [7] [8]. Some of the body’s cells begin to divide without stopping and spread into
surrounding tissues. There are several types of cancer which can be identified by the body
organ or structure where they occur or the type of cells that gives rise to this cancer. Cancer
is one of the main causes of premature deaths (death at less than 65 years) with more than 17
million new cases world wide in 2018 [9] and almost 2 million deaths each year in Europe [10].
In France, cancer is the leading cause of death with an estimated 455,000 new cases in 2018
and an incidence rate of 344.1 per 100,000 of the population measured in the same year [11].

1.1.1 Treatment of Cancer
The chances of surviving cancer is much more improved through early detection and treatment
[12]. Today there exists treatment techniques that can be used for the treatment of cancer. They
include:

• Surgery: Cancer surgery is a technique where a surgical oncologist removes the cancer
tumor and the surrounding tissues during a surgical operation [13]. Some non-negligible
side e�ects could appear after surgery such as the loss of an organ function or loss of the
entire organ when removed. There is also a risk of a relapse if the cancer has spread to
other parts of the body di�erent from where the surgery was performed.

• Chemotherapy: Chemotherapy is a technique where drugs are prescribed for a person
who has cancer to be used to destroy the cancer cells [14]. These drugs can be adminis-
tered intravenously or ingested through the mouth and can cause some side-e�ects such
as loss of hair, nausea and sores on the body.

• Hormonal Therapy: Hormonal therapy involves the altering or stopping of the hormonal
activity of the body which otherwise would aid the development of cancer in the human
body [15]. It is mainly applied to breast, ovarian, kidney and prostate cancers by
administering medicines which will inhibit the production of such hormones.

• Targeted Cancer Therapy: Targeted therapy is a recent development in precision
medicine which allows the treatment of cancerous cells while sparing the other healthy
cells by taking advantage of the di�erences between both cells [16]. Targeted therapy
uses specially made drugs to target the specific cancer cells. It usually involves a biopsy
to take some cancer tissues from the patient and design drugs to specifically target such
cancerous tissues for destruction.

• Radiotherapy: This is the use of radiation in order to kill cancer cells. Radiotherapy
works on the principle that when su�cient energy from ionising radiation is deposited
on cancerous cells, it causes damage to the DNA structure of these cells causing them to
die o� without an ability to regenerate.

A combination of cancer treatment techniques can be applied during treatment depending
on the stage of the tumor, patient age and health status. When it is not possible to remove the
tumor by surgery (inoperable cases), chemotherapy, targeted therapy and radiation therapy are
usually recommended by the doctor [17].
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1.2 Radiotherapy
Radiotherapy is the use of radiation in order to kill cancer cells. Radiation activity was
discovered in 1896 by a french scientist Henri Becquerel [18]. Further works out in this field
were carried by Pierre and Marie Curie, Ernest Rutherford and many other scientists till date.
Radioactivity occurs due to the emission of radioactive particles (U, V, W) and energy from the
nucleus of an unstable atom in order to form a stable nuclide [19]. The measurement unit of the
absorbed radioactivity dose is the Gray (Gy) which defines the deposit of a joule of radiation
energy on a kilogram of matter. The quantity of radiation can be measured using ionisation
chambers and diodes.

1⌧H = 1�:6�1 (1.1)

1.2.1 How radiation kills cancer cells
Radiation kills cancer cells by damaging the Deoxyribonucleic acid (DNA) portion of cells
[20]. DNA is the part of the cell that contains the genetic information used in cell division and
when it is damaged, the cell division stops. The e�ect of radiation on the DNA is seen in two
forms:

Direct e�ect of radiation on cells

The direct action of radiation energy on cells can induce the liberation of free electrons from
the water molecules present in the cell. These electrons can go on to rupture of the DNA
structure directly. The electron release is shown below:

�2$ ) �2$
+ + 4� (1.2)

Indirect e�ect of radiation on cells

The indirect action of radiation on cells comes mainly from the radiolysis of water [21]. Incident
radiation causes water molecules to split into hydrogen ions, hydrogen peroxide and other free
radicals. These free radicals interact with the DNA molecules causing a chemical reaction
that damage the cell structure. These free radicals can go on to rupture of the DNA structure
directly.

�2$ ) �
+ + �$> (1.3)

1.2.2 The goals of Radiotherapy
The main goal of radiotherapy is to deliver a prescribed radiation dose to the tumor volume
while sparing the healthy cells and tissues surrounding the tumor [22]. Two e�ects can be
desired:

• Curative E�ect: The primary aim of radiotherapy is to kill the cancer cells by the exposure
of the cancer cells to radiation.
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• Palliative E�ect: Another aim of radiotherapy could be to alleviate the su�ering of cancer
patient from a specific symptom such as pain or bleeding.

1.3 Types of Radiotherapy
• Brachytherapy which is a technique where seeds of radioactive source such as 125

� ,
137
⇠B , 198

�D, are placed close to the tumor (interstitial, intracavitary or on the skin
surface) to kill the tumor cells [1]. The seeds may either be placed during a temporary
period and removed according to the prescribed dose or left permanently in the body
of the patient with no lasting e�ects [23]. We will not be focusing on brachytherapy as
a treatment technique in this thesis, interested readers are encouraged to refer to more
detailed explanations in the references above.

• External Radiotherapy: Also known as teletherapy is a technique where a source
placed at a distance from the patient is used to irradiate the tumor in order to destroy
the cancerous cells. It is the most commonly recommended modality for treating cancer.
In the next phase, we will be discussing more about the di�erent techniques in external
radiotherapy. External radiotherapy o�ers a cost e�ective technique for treating cancer
as its cost represents about 5% of the total cost of cancer care [24]. It is recommended
as part of treatment in almost half of all cancer cases [25]. The importance of external
radiotherapy to cancer treatment cannot be underestimated and for this reason this study
focuses in more detail about the radiotherapy technique in the next sections.

1.4 External Radiotherapy
External radiotherapy makes use of high energy radiation (electrons or photons) coming from
linear accelerators to kill tumor cells. Here we can remark a di�erence between a treatment that
is carried out using incident electrons called electron beam therapy and a treatment done using
photons called photon beam therapy but the same machine is capable of producing both forms
of radiation when slight adjustments are made. This machine is called the Linear Accelerator.

1.4.1 The Linear Accelerator
The Linear accelerator, also called LINAC [19] [1], is an equipment used to produce mega
voltage radiation which can penetrate deep into the body to kill deep-sited tumors. The
linear accelerator produces electrons through thermionic emission, then uses a high frequency
travelling or stationary microwaves to accelerate them to produce radiation with more energy
and better penetrating power. The block diagram of the linear accelerator is shown in figure
1.1:
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Figure 1.1 – Block Diagram of a Linear accelerator [1]

A thermionic source is heated to produce electrons in the electron gun. These electrons are
accelerated using high frequency microwaves of up to 3000Mhz produced in a klystron tube and
transmitted via a waveguide. The microwaves used for the acceleration of the electrons could
be standing waves or travelling waves. The LINAC could be used to produce lower energy
mega voltage beams (< 8 MeV) using an electron accelerator that is positioned perpendicular
to the axis of rotation of the gantry and medium or higher energy mega voltage beams (>8-10
MeV) when the electron accelerator is positioned parallel to the axis of rotation of the gantry
[26].

Figure 1.2 – Structure of the Linear accelerator [2]

Figure 1.2 shows an example of the LINAC, highlighting some important parts such as:

• Multileaf Collimators: Multileaf collimators (MLC) are used to perform the shaping of
the radiation beam. The MLC leaves are made up of leaves which can move independently
in order to produce any beam shape [19]. The design of the MLC has to provide su�cient
mechanical gap so that the leaves can move freely but this could also lead to a leakage of
radiation. Some MLC manufacturers have designed MLC leaves to have a curved profile
to prevent radiation leakage. The position control of these leaves produces a field shape
that is adapted to the shape of the tumor at each plane thus enabling greater accuracy
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and control of the radiation dose. Better smoothing of the field shape and edges can be
achieved through the use of mini and micro MLCs. An example of an MLC can be seen
in figure 1.3

Figure 1.3 – A 120-leaf Multi-leaf collimator [3]

• Gantry: This is a mobile unit that carries the accelerator unit while rotating about an
axis parallel to the horizontal plane of the treatment room. This enables the central axis
of the radiation beam from the collimator to rotate about a horizontal axis at a point,
called the isocenter, where both the central axis of the beam and the axis of rotation of
the gantry intersect.

• Couch: The patient undergoing treatment lies on a treatment table that is also called a
couch whilst the radiation beams are active. The patient could also be immobilized on
this couch to prevent motion that may cause the radiation beams to deviate and strike
unwanted parts of the body during treatment.

1.4.2 Treatment planning for External Radiotherapy
Treatment planning refers to methods used to plan treatments for external radiotherapy. When a
patient is diagnosed with cancer, a certain quantity of radiation dose is prescribed by the doctor.
Treatment planning is performed to determine the parameters of the irradiation equipment that
will deliver the prescribed dose to the patient. Such parameters include: the number of beams,
their orientations, their shapes and the intensity of the radiation. All these parameters determine
the final dose recieved by the patient and the distribution of the dose to the di�erent parts of
the patient. We note that some methods are more applied in certain treatment centers and other
methods used elsewhere depending on the installed equipment manufacturer, skills available
and specialty of the treatment required.
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Figure 1.4 – Steps in radiotherapy up to treatment planning stage

Before treatment planning is performed, a 3D image of the patient tumor is acquired using
techniques such as computed tomography (CT) [27], positron emission tomography (PET) [28]
or magnetic resonance imaging (MRI) [29]. Image segmentation is performed to localize the
tumor and the organs-at-risk within the patient. A prescription dose to be recieved by the cells
within the tumor is then given by the doctor to be used to prepare the treatment plan. These
steps are illustrated in figure 1.4.

Previously, treatment methods relied on the intuition of the radiation oncologists and physi-
cists to decide the appropriate treatment plan for a cancer patient. Developments in equipment
components, modern computing and algorithm design have given rise to advanced techniques
such as that enable the computation of optimal treatment plan specific to a patient. Such tech-
niques include: three-dimensional conformal radiotherapy (3D-CRT), intensity-modulated
radiotherapy (IMRT) and volumetric modulated arc therapy (VMAT). Other advancements
have enabled non-coplanar treatment techniques especially in IMRT and VMAT. In the next
section, we will make a brief recall on the aforementioned treatment planning methods and
then make a much deeper study into the non-coplanar VMAT treatment planning.
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1.4.3 Three-dimensional conformal radiotherapy (3D-CRT)
Three-dimensional conformal radiotherapy is an image based treatment planning performed
with the aim of conforming (wrapping around) a prescribed dose to the planning target volume
while minimizing the dose to the surrounding tissues [4]. This methodology became popular
in the 1970s with the advent of 3D medical imaging capabilities such as computed tomography
(CT) allowing the treatment planner to perform treatment planning and evaluation using 3D
data.

Figure 1.5 – Image showing improvements to dose shaping achieved using 3D-CRT. Treatment
on the left uses conventional radiotherapy giving a rectangular shape that is undesirable for
sensitive organs while treatment on the right uses 3D conformal therapy to conform the shape
of the dose to the shape of the tumor [4]

The 3D anatomical information of the patient is used to localize and delineate the tumor.
Beams are manually chosen by the treatment planner then the dose and the beam’s-eye-view are
calculated. The beam’s-eye-view is a view through which the patient tumor can be observed
from the origin of the beam moving along its central axis [4]. The e�ect of using the beam’s-
eye-view is that the field of treatment conforms to a projection of the volume of the tumor at the
MLC. 3D-CRT is an improvement that saw the introduction of beam shaping into radiotherapy
treatment over the previously used rectangular field shaping as seen in figure 1.5. 3D-CRT
employs a forward planning process to determine the dose distribution from a set a radiation
beams as illustrated in figure 1.6. However, the beam selection for 3D-CRT is done manually
leading to treatment plans that are not optimal.
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Figure 1.6 – Illustration of the forward planning process

1.4.4 Intensity-modulated radiotherapy (IMRT)
Intensity modulation radiotherapy (IMRT) is a treatment planning technique where beams of
non-uniform radiation intensity are used for tumor irradiation in order to achieve a conformal
dose distribution. The IMRT technique makes use of radiation beams of modulated intensity
as illustrated in figure 1.7. This property di�erentiates IMRT from 3D-CRT which makes use
uniform intensity beams. The modulation of beam intensity is made possible in IMRT by the
sub-division of a beam into beamlets. A single beamlet is a subset of a radiation beam created
using a grid that subdivides the beam into several smaller units. The smaller the size of the
beamlet, the better the amount of shielding to the organs-at-risk during treatment [30] [31].
The increase or decrease of the intensity of individual beamlets is used to achieve modulation.

Figure 1.7 – Image showing the modulation of radiation intensity for IMRT for better organ-
at-risk avoidance. The di�erent radiation beam profiles are used to target di�erent regions of
interest [5]

An improvement in dosimetry has been observed using IMRT compared to 3D-CRT in
patient cases where the planning treatment volume is concave and located close to sensitive
organs. IMRT enables the delivery of a concave shaped dose distribution around the target
tumor cells. In IMRT, the intensity of the rays passing through the sensitive organs are reduced
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while the intensity of the rays passing through the tumor is increased to achieve modulation.
The non-uniform radiation intensities used in IMRT are calculated by an inverse planning
process as illustrated in figure 1.8.

Figure 1.8 – Illustration of the inverse planning process

The inverse planning in IMRT is to determine the radiation intensity distribution from a
prescribed dose distribution. IMRT is usually formulated as a fluence map optimization prob-
lem (FMO) [5]. This is because it is di�cult to obtain an exact solution that delivers the full
prescription dose to the tumor without any dose to the sensitive organs [32]. After the IMRT
optimization sequencing if done to convert the fluence intensities into actual MLC leaf shapes
that can be delivered by the LINAC machine [33].

IMRT is generally delivered of two forms, fixed-gantry IMRT and rotational IMRT. Many
techniques for the delivery of IMRT which has been developed over the years such as NOMOS
MIMiC [34], multiple-static-field MLC technique [35], Dynamic MLC technique [36], step-
and-shoot delivery technique [37], helical tomotherapy [38], robotic IMRT [6] and intensity
modulated arc therapy (IMAT) [39] which came to be known as volumetric modulated arc
therapy (VMAT). Since the introduction of LINACs capable of a rotational delivery intensity-
modulated fields, VMAT has seen wide-spread clinical use [40]. However most published
studies on VMAT focus on its clinical properties while studies on the underlying mathematical
optimization and impementation are still scarce [41]. This is the reason why we focus this
study on VMAT technique.

IMRT presents the advantages of being able to use beams of di�erent intensities to deliver
shaped doses to di�erent parts of the patient tumor. This reduces the possibility of the re-
population of tumor cells. But the planning and quality assurance processes for IMRT are
complex compared to 3D-CRT. IMRT could use higher MU than conventional radiotherapy
[42]. The sequencing process performed after the fluence map optimization for IMRT could
result in a degraded plan if there is a di�erence between the dose planned and the dose delivered.
We detail the fluence map optimization formulation in section 1.4.4 as we will make several
references to it in this thesis. More detailed review on the historical developments on IMRT
can be found in [43].
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Fluence map optimization (FMO)

The fluence map optimization is used to determine the beamlet intensities to be used for
treatment in IMRT. Given the 3D CT image of a cancer patient, the entire volume is composed
of a set of voxels denoted as V and the incident radiation beam denoted as 1 is composed of a
set of beamlets.

The dose is received by a voxel 9 2 V is denoted as 3 9 and the intensity of an incident
beamlet 8 2 1 of fluence intensity is denoted as G8. B denotes the set of beam angles that are
selected for the VMAT treatment plan such that 1 2 B. The dose influence matrix, D, expresses
the relationship between the dose recieved by a voxel 3 9 and a beamlet of unit fluence intensity
G8, such that:

3 9 =
’
821

⇡ 98G8 (1.4)
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where nv is the number of voxels in the patient and nb is the number of the beamlets used
in the treatment. D is usually a large and sparsely populated matrix. It is calculated using
finite pencil beam methods [44] or monte carlo methods [45]. Given a dose prescribed by the
physician d? to be delivered to the tumor, the objective is to minimize the least-square deviation
between the prescribed dose and the actual dose received by the tumor voxels. The objective
function is:

5 (d) = 1
#C

’
92+C

?
+(3 9 � 3?

9
)2 + 1

#>

’
92+>

?
�(3 9 � 3?

9
)2 (1.6)

where +C ⇢ V denotes the tumor voxels with cardinality |+C | = #C and +> ⇢ V denotes the
organ-at-risk voxels with cardinality |+> | = #>. ?+ is a penalty factor for controlling the relative
importance of the target tumor voxels and ?� is the penalty factor for controlling the relative
importance of organ-at-risk voxels. The fluence map optimization writes:

argmin
x

5 (d)

BD1 942C C> :

x � 0

(1.7)

The choice of the objective function 5 (d) is not unique. Linear or Quadratic objective
functions can be used to reflect a clinician’s desired dosimetric objectives. A detailed review of
the possible formulations of the fluence map optimization depending on the objective function
or the constraints can be found in [46]. The positivity constraint (x � 0) is imposed on the
beamlet intensity solution x because it is physically impossible to deliver radiation of negative
intensity.
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Solution to Fluence map optimization problem

Key considerations for the choice of optimization algorithm to solve the FMO problem include
the number of iterations required, memory considerations, region of convergence, complexity
of the algorithm and number of parameters required. Below, we highlight two methods to solve
the fluence map optimization problem.

Newton method with line search

The newton method is a popular technique to solve optimization problems where the objective
function is convex and di�erentiable. At the initial stage, the beamlet intensity vector is
initialized x0 2 '+. At each iteration, k, the descent step direction m and a step size U: , is
used to update the beamlet intensity vector x:+1 until the minimum of the objective function is
reached[47]. The pseudocode for the newton method is illustrated in algorithm 1. The beamlet
intensity vector at step : + 1 is given as:

x:+1 = x: + U:m (1.8)

Where '+(x) = <0G(0, x) is the poitivity operator. The newton method approximates the next
iteration’s objective function value using a Taylor series expansion of the current objective
function value using:

5 (x:+1) = 5 (x: + Xx) ⇡ 5 (x: ) + g)
:
Xx + 1

2
Xx)H:Xx (1.9)

where g is the first derivative of the objective function and H is the symmetric Hessian
matrix or the second derivative given as:
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At the minimum of the objective function, r 5 (x: ) = 0 so that :

r 5 (x: ) = g
:
+ H:Xx = 0 (1.11)

And then we can obtain the descent step for the next iteration as:

Xx = �H�1
:

g
:
= m (1.12)

x:+1 = x: �H�1
:

g
:

(1.13)

Newton methods are known to be fast for smaller problem applications especially when the
current solution is near the minimum. If we consider the objective function given in equation
1.7, its first order derivative can be expressed as:

r 5 (d) = D) (2?
+

#C

(3 9 � 3?
9
) + 2?�

#>

(3 9 � 3?
9
)) (1.14)
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A line search is usually applied to the newton method to obtain an adequate step size to
guarantee convergence. A backtracking line search that applies ArmÚo’s rule could be used
[48]. In the backtracking line search, the new objective function value is imposed to be smaller
than an estimated objective function found using the relation:

5 (x: ) � 2.U: . g)
:
m < 5 (x: + U:m) (1.15)

Algorithm 1 Newton method aplied to solve FMO

�=8C : x0 ; : = 0 ; g 2 (0.5, 0.6) ; 2 2 (0, 1) ; n = 10�6 ; m0 2 (0, 1) ;U0 > 0
while (true) do

m = �H�1
:

g
:

U: = 1
while ( 5 (x: + U:m)  5 (x: ) + 2.U: .g)

:
m) do

U: = U: .g
end while
x:+1 = x: + U: .m
project x:+1 C> Rnb

+ 0=3 5:+1(d) DB8=6 1.4 0=3 1.6
compute H�1

:
0=3 g

:
DB8=6 1.10

if (| |g
:
| | < n) then

break
end if
: = : + 1

end while
return x:+1

The newton method assumes that the Hessian matrix is positive definite with eigen-values
greater than zero. If this assumption does not hold, the newton method could fail and might even
become unstable. For application to FMO problems, it is preferable to avoid the calculation
of the hessian matrix or its storage at each iteration due to the large size of the problem. This
will enable the generation of a treatment plan in a reasonable amount of time. To overcome the
challenge of calculating the hessian, quasi-newton methods can be used.

Quasi-Newton methods

Quasi-newton methods are able to avoid the computation of the second-order derivative of a
vector function by approximating the hessian matrix [49]. A popular quasi-newton method for
solving FMO problems is the L-BFGS method [50]. L-BFGS is a limited-memory quasi newton
method that can successfully solve large problems involving non-sparse hessian matrices.
L-BFGS approximates the hessian by storing a few vectors and then using the curvature
information of the most recent iteration to construct the hessian approximation. The quasi-
newton method di�ers in its strategy for computing the descent direction 1.13. At each step in
the L-BFGS method, the inverse of the hessian matrix is approximated using the vectors:

s:+1 = x:+1 � x: (1.16)
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y:+1 = g:+1 � g: (1.17)

These vectors are then stored as illustrated in 1.18 and used for subsequent computations.
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i
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<⇥1
(1.18)

The pseudo-code for the quasi-newton method is show in algorithm 2 and 3.

Algorithm 2 Quasi-Newton method applied to FMO (L-BFGS)

�=8C : x0 ; : = 0 ; g 2 (0.5, 0.6) ; 2 2 (0, 1) ; n = 10�6 ; m0 2 (0, 1) ;U: > 0
while (true) do

m = �H�1
:

g
:

U: = 1
while ( 5 (x: + U:m)  5 (x: ) + 2.U: .g)

:
m) do

U: = U: .g
end while
x:+1 = x: + U: .m
project x:+1 C> Rnb

+ 0=3 5:+1(d) DB8=6 1.4 0=3 1.6
compute g

:
DB8=6 1.10

if (| |g
:
| | < n) then

break
end if
compute s:+1 0=3 y:+1 DB8=6 1.16 0=3 1.17
store s:+1 0=3 y:+1 DB8=61.18
H�1
:+1 = HessianUpdate(H�1

:
, S,Y, d) DB8=6 �;6>A8C⌘< 3

: = : + 1
end while
return x:+1

Algorithm 3 HessianUpdate(H�1
:
, S,Y, d)

'4@D8A4 : H�1
:
, S,Y, d;

for 9 = 1, ...,< do
U 9 = I � d 9y 9s)

9

V 9 = d 9s 9s)
9

H�1
:

= U)

9
H�1
:

U 9 + V 9

end for
return H�1

:

Beam angle selection

In IMRT treatment planning, a number of beams have to be chosen to be used for treatment
before the fluence map optimization is performed using these beam angles. The beam angle
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selection (BAS) problem is to find the optimal beam orientations, at which the patient will be
irradiated, to be used in treatment planning. The optimal beams are the beams that intersect
with the target tumor region and do not come in contact with the OAR(s). Given a set of
candidate beam orientations B, the beam angle selection problem is to find an optimal set of
beam orientations b⇤ for patient treatment such that:

b⇤ ✓ B (1.19)

The beam angle selection problem in equation 1.19 is a non-convex combinatorial problem
with many local minima [51] and consequently NP-Hard [52]. Two categories of approaches
can be distinguished:

• One way is to solve the beam angle selection and fluence map optimization problems
simultaneously. In the first step a technique is used to select the beam combination and
in the next step the FMO problem is solved to evaluate the resulting plan. The beam
combination that results from the best plan is then chosen as the optimal. Such methods
include simulated annealing [53] [54] [55], genetic algorithms [56], [57], mixed integer
programming [58] [59] and exhaustive search [60] [61].

• Another method is to use previous information of the beam angle combination to generate
a new beam angle combination and then to carry out the fluence map optimization in
the final step. Such methods include: iterative methods [62] [63], geometric methods
[64] [65] [65], ranking methods [66] [67] [68] and clustering methods [69]. There are
also approaches that make use of proximal gradient methods for beam selection [70].
Here a term is included in the objective function that penalizes the ;1 norm of the fluence
intensity solution vector and thus induce sparsity.

The fluence map optimization for beam selection has to be solved as many times as the num-
ber of di�erent beam combinations evaluated which leads to long computation times. Large
amounts of dose influence data must be stored and transferred to and from the computer random
access memory (RAM) when needed during calculation. Many di�erent approaches have been
proposed in literature but there are no clear studies that make a comparison of the di�erent
approaches in order to determine the best. Nonetheless, automated beam angle selection has
shown dosimetric improvements over manual selection of beams.
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1.4.5 Volumetric modulated arc therapy (VMAT)
Volumetric modulated arc therapy (VMAT) is an IMRT delivery technique that involves the
continuous rotation of the gantry while the radiation beam is on during patient irradiation [71].
In step-and-shoot IMRT, the gantry is fixed at each orientation where radiation is delivered,
leading to an increased usage of monitor units (MU) for treatment. VMAT overcomes this
problem by using a continuously rotating gantry during treatment thus delvering lower monitor
units on the whole. The lower monitor units recieved by the patient results in a significant
improvements in organ-at-risk sparing e.g.a lower dose on the skin.

VMAT allows a variation in di�erent machine parameters such as dose rate, gantry speed,
and MLC leaf positions during irradiation. VMAT di�ers from 3D-CRT in the sense that the
treatment beam does not have to conform to a shape of the tumor. The motion of the gantry
is approximated as a change in the angular distance X\ between two adjacent radiation beams.
We denote a single radiation beam orientation as a control point. The motion of the MLC
leaves between two control points is approximated as a change in the length X3 of the MLC.
Restrictions are placed on the motion of the MLC leaf and fluence intensity between two control
points so that they are not too dissimilar. The optimization for VMAT is more challenging
than other forms of IMRT due to the inclusion of machine parameters in the optimization [72].
Table 1.1 makes a comparison to illustrate the important di�erences between VMAT, IMRT
and 3DCRT.

VMAT is more time e�cient and produces a conformal dose distribution of equal or su-
perior plan quality compared to IMRT. The parameters for the VMAT optimization depends
on the target LINAC equipment on which the plan is delivered. Modern Linear accelerators
have the ability to vary the dose rate, the gantry speed and the MLC apertures simultaneously
thereby lending themselves for use in VMAT delivery. We can distinguish two main meth-
ods to perform VMAT optimization, aperture-based method and leaf trajectory VMAT method.

Table 1.1 – Comparison between di�erent radiotherapy techniques

Metric 3DCRT IMRT VMAT
Uses Patient 3D Imaging Yes Yes Yes

Uses Intensity Modulated Beams No Yes Yes
Uses Optimized Beams No Yes Yes

Optimizes Machine Parameters No No Yes

Aperture-based VMAT method

This refers to the use of the aperture shape of the MLC leaves to compute the fluence intensity at
each control point. These methods start out by solving a fluence map optimization on a number
of control points sampled at a coarse discretization. The fluence intensities are subsequently
converted into apertures in a process called arc sequencing [33]. Finally, the resulting apertures
are used as a starting point to solve a direct aperture optimization (DAO) [73]. The control
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points for the DAO are sampled at a finer discretization and the aperture shape and aperture
intensity is determined at each control point.

The di�erent aperture-based VMAT methods di�er mainly in the approach to solving the
DAO problem such as: column-generation methods [74] [75], local DAO initialized with aper-
tures obtained from FMO [76] [77] [78] and global DAO approach [71] [79]. We do not
explicitly detail the formulation for direct aperture optimization as it is not used in this thesis.
A good review of the di�erent approaches can be found in [72].

The di�culty with the aperture-based method is that the DAO formulation requires the
calculation of the gradient of the objective function with respect to the machine parameters
which is di�cult to obtain. The gradient of the objective function with respect to the shape
of the MLC leaf shape is non-convex and many authors make assumptions or use heuristic
methods to overcome this problem. Most VMAT algorithms that use this formulation are not
published and their implementation are not available in open source making comparison a
di�cult task. Finally the three-step process of FMO, arc-sequencing and DAO increases the
sources of errors and approximations.

Leaf trajectory VMAT method

This method computes the fluence intensity by optimizing the trajectory of the MLC leaf
according to an objective function. This method was proposed as direct leaf trajectory op-
timization [80]. The direct leaf trajectory optimization computes the fluence intensity as a
function of the time at which an MLC leaf arrives to and departs from a beamlet. A number
of arc segments, where the MLC leaf moves unidirectionally, are used to generate a fluence
map which closely resembles an ideal IMRT plan. The formulation is detailed in section 1.4.5.
This direct leaf trajectory optimization approach directly optimizes the piecewise linear MLC
leaf trajectories giving rise to a formulation that is convex under certain assumptions.

Direct leaf trajectory optimization

The direct leaf trajectory optimization was proposed to generate a deliverable VMAT plan in
a single step by directly optimizing the leaf trajectory of the multileaf collimator [80]. It is
written as:
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– where 3 9 is the dose in voxel j.

– = 2 # and 8 2 � are the row and column indices respectively in the intensity matrix of an
exposed beamlet at control point : 2  .

– n also corresponds to the row index of MLC leaf pair.

– ⇡
:

9=8
is an element in the dose influence matrix D. It denotes dose contribution to

voxel j from unit intensity of beamlet (n,i) at the control point k. Each control point k
corresponds to a column in matrix D and each beamlet (n,i) corresponds to a row in this
matrix.

– X is the machine dose rate in "*B�1.

– C
:

=8
is the exposure time for beamlet (n,j) in secs at beam k, C<0G is total delivery time.

– C
:

<0G
is the maximum allowed exposure time for all beamlets in beam k

– A
8=

:=8
and ;8=

:=8
denote the time at which the right and left leaf on row n to arrive beamlet

(n,i) respectively

– A
>DC

:=8
and ;>DC

:=8
denote the time at which the right and left leaf on row n to depart beamlet

(n,i) respectively.

Equation 1.20 enables us to optimize the delivery time directly and thus determine the MLC
leaf trajectory in a single step. The MLC leaf arrival and leaf departure time at each beamlet,
which define the leaf trajectory, are the variables being optimized under this formulation. The
model also takes into account the leaf constraints such as maximum MLC leaf speed, minimum
MLC leaf motion per degree. The direct-leaf trajectory method for VMAT optimization avoids
the two-step approach to VMAT seen in literature [77] [81] that can compromise treatment
plan quality when fluence intensities are converted to leaf positions by arc-sequencing. The
optimization problem is also convex under this formulation, leading to solutions that can be
obtained from available convex optimization solvers.
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Below we will explain the constraints 1.20c -1.20g. Equation 1.20c defines the beamlet
intensity as a product of the dose rate of the machine and the beamlet exposure time. Equation
1.20d is used to calculate the beamlet exposure time for all exposed beamlet from the arrival and
departure times of the left and right MLC leaf. Equation 1.20e is a constraint for the ordering
of the leaf arrival and departure times so that, for the left and right leaves in a row index, the
departure time from a beamlet is always greater than the arrival time and positively bounded
to a maximum exposure time period C:

<0G
. Equation 1.20f is a constraint on the maximum

leaf speed moving from one beamlet to the next. Equation 1.20g keeps the arrival and de-
parture times of the right MLC leaf behind the arrival and departure time of the leading left leaf.

Gradient of the objective function

We provide an expression for the gradient of our objective function in matrix notation by
expanding equations 1.20b - 1.20d. We define a beamlet exposure vector v which is the
variable of optimization and contains the leaf arrival and departure time for each beamlet. We
also define an aperture matrix M that performs the linear mapping between the fluence intensity
space t and the beamlet exposure space v. Thus enabling equation 1.20d to be rewritten in
matrix notation into equation 1.22.

v =

2666666664
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t = Mv (1.22)
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(
1, if 8 = 9

0, if 4;B4F⌘4A4
(1.23)

I8, 9 = X8, 9 (1.24)

S8, 9 = X8+1, 9 (1.25)

If we define X8 9 as the Kronecker delta function as equation 1.23, we can find expressions
for I which is the identity matrix as in equation 1.24 and S which is the upper shift of the
identity matrix as in equation 1.25. So the beamlet intensity defined in equation 1.20c can be
rewritten in matrix notation:

x = X.t (1.26)

The matrix notation enables us to write the gradient of the objective function as:

r 5 (d) = D) (2?
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Definition of Upper bound for exposure time

Direct leaf trajectory optimization requires an upper bound for the exposure time C:
<0G

as seen
in constraint 1.20e at each control point k. For our implementation, we define the maximum
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exposure time as the time it takes the trailing multileaf collimator leaf to leave the furtherest
exposed beamlet. This is obtained using the limit position of the left and right leaf of each row
of the multileaf collimator in the beam-eye-view (BEV) aperture to determine the maximum
time leaf traversal time in each row. The relationship is obtained using:

t:
A>F

=
l<0G � r<0G
B;40 5

(1.28)

where t:
A>F

is a vector of the traversal time of each row of multileaf collimator leaf pairs that
have their beamlets exposed, l<0G and r<0G are the limit positions (mm) of the left and right
leaves in the BEV aperture and B;40 5 is the leaf speed.

The upper bound for the exposure time is calculated by a summation of the time taken by
the slowest multileaf collimator pair at a control point and the time taken to move from one
control point to the next.

C
:

<0G
= <0G(t:

A>F
) + �⇥: ,:+1

6B

(1.29)

where �⇥: ,:+1 is the angular distance from one control point to the next and 6B is the
angular speed of the gantry. For this thesis, it is assumed that the couch moves at the same
speed as the gantry for all VMAT optimizations performed.

1.4.6 Coplanar vs Non-coplanar VMAT
Originally, VMAT planning was performed using a rotating gantry with the patient couch fixed
to 0� in what can be referred to as coplanar VMAT. A very recent and promising technique is the
use of non-coplanar trajectories for VMAT treatment planning [82]. In non-coplanar VMAT,
the gantry carrying the radiation beam and the patient couch rotate simultaneously to change
the radiation beam orientation. A comparison of the space of candidate beam orientations used
for coplanar and non-coplanar treatments can be see in figure 1.9.

(a) (b)

Figure 1.9 – Comparing the space of candidate beam orientations (a) Coplanar orientations (b)
Non-coplanar orientations
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Non-coplanar VMAT is made possible with the introduction of LINACs capable of a dy-
namic motion of the couch and gantry. This makes it possible to create non-coplanar VMAT tra-
jectories around the patient thus increasing the number of orientations available for irraditation
[83]. More recently has seen the introduction of specialized robotic assisted irradiation equip-
ment such as the CyberKnife [6]. The CyberKnife system consists of a 6 degree-of-freedom
(DOF) robotic positioning arm carrying a 6MV linear accelerator mounted and integrated with
X-ray imaging and visualisation feedback systems. The CyberKnife posesses a high degree of
flexibility and is able to follow highly dynamic trajectories to cover the 4c space around the
patient as shown in figure 1.10.

Figure 1.10 – The use of CyberKnife to cover 4c space around the patient [6]

Several authors have argued that non-coplanar VMAT could lead to superior treatment
plans and should be used more extensively in tretament planning [84]. Conceptually, the
non-coplanar beam geometry is a superset of the coplanar beam geometry and therefore should
yield treatment plans of superior dosimetry. A major advantage is that non-coplanar VMAT can
achieve better organ-at-risk avoidance by orienting the radiation beams in a di�erent geometric
plane relative to the patient [85] [86] [77] [83]. A non-coplanar trajectory consists of evenly
or unevenly spaced combinations of couch-gantry orientations along which the patient will be
irradiated. We can distinguish three main methods in literature for performing non-coplanar
VMAT planning on the basis of the motion of the couch or gantry i.e fixed-couch method,
fixed-gantry method and dynamic couch-gantry method.

Fixed-couch non-coplanar VMAT method

This method makes use of a combination of a fixed patient couch orientation and a dynamic
gantry rotation for non-coplanar VMAT treatment. The author in [87] uses four non-coplanar
arcs at a fixed non-coplanar couch rotation for treating twelve patients with intracranial lesions.
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A similar approach is seen in [88] for treating fifteen patients with brain metastases, for sixteen
patients with sinonasal cancers [89] and for twenty patients treated using liver stereotactic body
radiation therapy (SBRT) [90]. In all cases, a comparison to a coplanar VMAT plan showed
better OAR sparing.

One weakness of this fixed-couch approach is that the definition of the treatment trajectory
is manually done and thus varies from one treatment planner to the other. Indeed the author
reports that "The arc length or gantry span of each arc was adjusted to avoid organs-at-risk
when possible". Such a method for selecting non-coplanar trajectory is not repeatable when
a di�erent tumor geometry is presented or when a di�erent planner performs the trajectory
selection. Also, the entire space of possible couch-gantry orientation combination is not
explored to select the most optimal trajectory with respect to the treatment objectives. These
were the earliest applications of non-coplanar VMAT treatment planning.

Fixed-gantry non-coplanar VMAT method

This method uses a combination of a dynamic couch rotation and a fixed gantry orientation
for non-coplanar VMAT treatment. This approach was used for accelerated partial breast
irradiation (APBI) in [91]. The APBI aims to irradiate only a portion of the lumpectomy cavity
at a margin with as little as possible dose to the surrounding tissues of the breast, heart and
lungs. The study was carried out using a fixed gantry and rotating couch on twelve breast
cancer patients showed a reduction of the maximum dose to the breast, lung and heart. Such
a technique increases the possibility of collision between the gantry and the couch. Lateral
couch translations would then have been used to avoid collisions thereby increasing planning
complexity. The dynamic couch fixed gantry combination produces a discontinuous and non-
isocentric beam trajectory which is unsuitable for tumor most locations in the body. The search
space for the optimal control points for irradiation is also severely limited.

Dynamic couch-gantry non-coplanar VMAT method

This method uses a combination of a dynamic couch rotation and a dynamic gantry rotation
to perform non-coplanar VMAT treatment. In this way, there is increased degree of freedom
and consequently a greater flexibility to obtain optimal control points for patient irradiation
[92, 85, 86, 77, 93, 94, 95, 96].

We can distinguish geometric methods that use the beam’s eye view (BEV) information
[85, 86, 94, 96, 95]. The geometric methods assign a score to each beam orientation in relation
to the tumor’s shape and a search algorithm is used to determine a non-coplanar trajectory
through the lowest scoring beams. The geometric methods di�er in the search algorithm they
employ such as hierarchical clustering [85], Djikstra’s algorithm [86, 94] or �⇤ [96, 95]. The
advantage of these geometric methods is that they o�er a fast way to choose beam angles that
form part of the non-coplanar VMAT treatment trajetory.

The author in [86] uses dynamic couch rotation for planning VMAT treatment for four pa-
tient cases: brain, breast, prostate and pelvic nodes. A graph-search algorithm was used to find
a minimum cost trajectory through a cost map scored from beamlet-OAR intersections. The
results showed significant reductions in the mean dose to the OARs in all four cases considered



1.4. External Radiotherapy 33

when compared to a coplanar VMAT plan. Similar geometric methods applied in [85] use non-
coplanar VMAT for treating fifteen patients with tumors located close to the central nervous
system. A geometric overlap score is calculated at each control point from the BEV projection
of the OAR and tumor. A hierarchical clustering algorithm combined with graph-search is
used to generate a VMAT treatment planning trajectory from control points with minimum
overlap scores. Their results show a improved dose conformity to the tumor and a lower
maximum dose to OARs like brainstem, optic nerves and chiasm compared to coplanar VMAT
plans for the same patients. The geometric methods have drawbacks in that the cost function
is obtained from geometric relations and does not incorporate the dosimetric objectives. The
geometric methods may fail to generate a continuous trajectory in patient cases where all irradi-
ation trajectories traverse the OARs. The trajectory obtained is dependent on the initial patient
set-up and the same set-up will need to be reproduced prior to treatment delivery to avoid errors.

Other authors have formulated the trajectory determination for dynamic non-coplanar
VMAT plan as a beam angle selection problem [77] [93]. The advantage of the beam se-
lection is that a dosimetric evaluation of a combination of beams is performed which is not
done using geometric methods. The author in [77] uses a genetic algorithm to perform beam
angle selection and then solves DAO on the selected control points to generate the treatment
plan for three nasopharyngeal patients. They compare the non-coplanar VMAT plan trajec-
tories to plan trajectories obtained using coplanar IMRT and non-coplanar IMRT as well as
coplanar VMAT. Their results show an average reduction of 19% of the mean and maximum
doses to the OARs with a similar mean dose to the target tumor.

Another method is to use a gradient norm strategy for beam angle selection as seen in [93].
The gradient norm of each control point is used to select a few promising control points and
then a trajectory is generated to connect this control points by solving a travelling salesman
problem. A VMAT plan is then generated along this non-coplanar trajectory using direct leaf
trajectory optimization. As we have noted in section 1.4.4 the beam angle selection is a non-
convex, combinatorial optimization problem which is computationally expensive. The author
in [93] performs only a limited exploration of the beam angle space to overcome this problem
and no solution is proposed to overcome the non-convexity. Moreover, there is a possibility
to be stuck in a local minima when using the gradient norm strategy and therefore generate
trajectories that are not globally optimal.

The NoVo method [95] determines the noncoplanar VMAT trajectory by combining a
geometric scoring technique with a beam angle selection based on fluence elimination. A
path finding algorithm based on �⇤ was used to find a continuous trajectory through the most
promising beam angles that were identified after beam scoring. The results from the NoVo
method show more than a 50% reduction in the computation time compared to other meth-
ods, but the dosimetric improvements that can be obtained using this method is not very evident.

The methods that employ beam angle selection for non-coplanar trajectory determination
may produce treatment plans of high quality but with trajectories that can be sub-optimal [82].
This is due to the fact that when the selected control points are linked up to form a complete
trajectory, intermediate control points have to be included. Some control points selected by the
beam selection algorithm may also be very far from each other and a path to connect the two
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points may traverse an OAR. Some authors have tried to evaluate the dosimetry of the entire
trajectory rather than a few optimal control points. The author in [94] combines beam angle
selection with direct apertutre optimization by introducing a sparsity term in the objective func-
tion. A graph search algorithm is then used to determine the resulting trajectory corresponding
to the shortest path on a djikstra’s graph of the selected optimal control points. The algorithm
alternates between the beam angle selection combined with DAO and the trajectory generation
until there is no change in the trajectory. The treatment plan prepared with this method showed
reductions to the mean and maximum OAR dose compared to a coplanar VMAT plan for
nine patients with brain, lung, or prostate cancer. In non-coplanar VMAT, when a number of
beams have been chosen for treatment, it is important to create a trajectory that allows to visit
each beam orientation once during the motion of the gantry and couch. A travelling salesman
problem is usually solved to achieve this.

Traveling Salesman Problem (TSP)

Given a set of nodes on a directed edge-weighted graph, the Travelling Salesman Problem
(TSP) is to find a minimum cost trajectory which visits all the nodes on the graph and returns
to the first node [97, 98, 99]. The TSP corresponds to finding the Hamiltonian cycle or the
minimum cost cyclic path that visits every node once on a directed edge-weighted graph. The
use of TSP to create a trajectory is illustrated in figure 1.11.

By formal definition, if we consider an edge-weighted, directed graph ⌧ = (# , ⇢ ,W)
with nodes # = {=1, =2, . . . , =# }, with directed edges ⇢ ✓ + ⇥ + and W(=8, =8+1) is a matrix
of costs between the nodes. The traveling salesman problem is to find a Hamiltonian cycle
�
# = {=1, =2, . . . , =# } that satisfies the criteria in equation 1.30.

⇡ (�# ) =
==#=#+1==1’

==1

, (=8, =8+1) �! <8=8<D< (1.30)

(a) (b)

Figure 1.11 – Solving the Traveling Salesman Problem to create a minimum cost trajectory to
connect the nodes in figure (a), the final trajectory is shown in figure (b)

The traveling salesman problem is a combinatorial optimization problem and are considered
to be NP-hard. The TSP has been applied to overhauling gas turbine engines [100], vehichle
routing [101], observation of space-based satellite systems [102]. In radiotherapy treatment
planning, TSP is applied to determine a feasible non-coplanar treatment trajectory that connects
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the optimal beam angles selected during BAS [103, 77, 93, 94].

Several strategies exist for solving the TSP such as dynamic programming [104], genetic
algorithm, branch-and-bound method [105], greedy heurisitc [106], nearest neighbour heuristic
[106], insertion heuristic [106], christofides algorithm [107]. A more exhaustive list of the
methods that can be used to solve the traveling salesman problem can be found in [99].

The choice of the cost function for defining matrix W between the nodes depends on the
application. Usually for finding a shortest path between nodes, the euclidean distance is used
as a cost function.

The author in [93] uses TSP solved by integer programming method to create the final
beam trajectory for non-coplanar VMAT. The cost function is defined as the shortest distance
to reposition the couch and gantry angle from one beam orientation to the other (equation 1.31).
This implies that between two couch-gantry positions (21, 61) and (22, 62) the cost is measured
in degrees.

W(1, 2) = <0G( | 21 � 22 |, | 61 � 62 |) (1.31)

Another author [77] uses TSP for creating the beam trajectory in non-coplanar VMAT.
In this case, the cost function is defined as the time to move from one couch-gantry angle
combination to the next. Genetic algorithm is applied to solve the traveling salesman problem
in this case.

Non-coplanar VMAT shares the same issues inherent in other non-coplanar techniques such
as: increased complexity, greater risk for collision, longer treatment times and longer radiation
trajectories that lead increased cumulative dose [84]. Another di�culty of this method is that
the optimization has to be performed along the entire VMAT trajectory rather than on a few
control points giving rise to very large problem sizes.

1.5 Thesis Objective Statement
The use of dynamic couch-gantry trajectories significantly enhances the degree of freedom and
flexibilty available for non-coplanar VMAT treatment planning. This o�ers an opportunity
for more precise and accurate delivery of radiation during cancer treatments. Non-coplanar
VMAT has the potential to treat tumors that are located in close proximity of critical organs
or that are partially surrounded by normal tissues. It also o�ers an opportunity for a more
e�cient treatment delivery through by using a lower amount of monitor units. The lower usage
of monitor unit results in a faster treatment delivery time and less inconvenience for the patient.
Despite the improvements that have been seen in non-coplanar VMAT, challenges still persist.

The first problem is that the dynamic motion of the patient couch and gantry significantly
increases the risk of collisions during treatment. It is important to find a way to eliminate this
risk of collisions during non-coplanar VMAT treatment. A method is required to identify and
remove collision-prone orientations before the treatment planning stage. Such a method has to
be fast, automated and easy to reproduce in any radiotherapy treatment center.
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The cumulative dose received by the tumor and its distribution also depends on the ori-
entation of the beams used for treatment. There is a significant increase in the number of
possible solutions to the non-coplanar VMAT problem due to the exploration of a 4c space.
The second problem is to find a method to select the best possible beam orientations for the
accurate delivery of the prescribed dose. Existing methods for non-coplanar VMAT limit
the search space for the optimal beam orientations to avoid this problem. This is due to the
large size and the combinatorial nature of the problem but leads to local solutions. There is
a need to define a criteria for selecting the optimal beam orientations from a large number of
possible beam orientations without limiting a priori the search space available at the initial stage.

The third problem we have identified is the need to create a trajectory that accounts for
the dosimetric property of each beam orientation that forms part of the trajectory. Existing
methods for non-coplanar VMAT insert intermediate beams orientations after performing beam
selection and thereafter proceed to solve a travelling salesman problem. This is done when the
neighbouring optimal beams are far from each other and intermediate beam orientations are
inserted to create a valid trajectory. This approach is prone to introducing errors in the dosime-
try. The inserted beams contribute a dose that is not accounted for in the original optimization.
This could lead to an excessive dose being delivered to the patient during treatment. There is a
need for a non-coplanar VMAT approach that evaluates the dosimetry of the entire trajectory
to ensure that it constitutes a deliverable plan that respects the dosimetric objectives.

From the three main limitations identified in the state-of-art methods, this thesis proposes
improvements to collision detection, global optimization and trajectory generation for non-
coplanar VMAT treatment planning. This thesis will present the suggested improvements for
non-coplanar VMAT treatment planning in three main chapters.

Chapter 2 will presents a methodology for the determination of collision free couch-gantry
orientations. This methodology is proposed to avoid the possibility of a collision during the
motion of the couch and gantry. The method is based on detecting the forces that may re-
sult from a collision between the couch and the gantry at each orientation during treatment.
The dynamics of the treatment equipment are simulated at each orientation using precise 3D
computer-aided design (CAD) models of the LINAC equipment. A dynamic co-simulation
is performed using MATLAB [108] and ADAMS [109] which are easily obtainable software
tools. The methodology is applicable at any other radiotherapy treatment center irrespective
of the type of equipment installed. The chapter starts with a brief introduction to review the
exisiting collision detection methods. A detailed description is used to show how the proposed
method can be reproduced by other researchers. A simulation example is presented and the
results are discussed.

In Chapter 3 we present the algorithm for non-coplanar VMAT treatment planning formu-
lated as a beam selection problem. This algorithm is proposed to solve the problem of defining
a criteria for selecting globally optimal beam orientations for non-coplanar VMAT treatment
planning. The new algorithm combines direct leaf trajectory optimization and a beam selection
using simulated annealing. Direct leaf trajectory optimization is employed to overcome the
problems of aperture based methods such as obtaining the gradient of the objective function
with respect to the machine parameters. Simulated-annealing is employed for beam angle se-
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lection to ensure that globally optimal beam orientations are obtained due to the combinatorial
nature of the problem. A travelling salesman problem is used to determine the final trajectory
to connect the selected beams. A comparison to the state-of-the-art is performed to show the
improvements that can be achieved with this algorithm. The chapter starts with a brief intro-
duction and description of the simulated annealing algorithm and its use for treatment planning.
The algorithm is presented with a description of what each step is designed to achieve. The
results of a study carried out with di�erent patient cases are presented and the comparison to
other state-of-the art approaches is discussed at the end of the chapter.

Chapter 4 presents the sampling-based algorithm for generating the trajectory for the non-
coplanar VMAT plan delivery. The algorithm is proposed to solve the problem of the addition
of intermediate beam orientations observed in beam selection methods. The algorithm is
inspired from rapidly exploring random trees ('')⇤). It proceeds by sampling the space of
candidate beam orientations and creating a tree structure for the discovered beam orientations.
The algorithm performs the minimization of a dosimetric objective function along each trajec-
tory consisting of a branch from a newly discovered node on the tree to the root node of the
tree. The chapter begins with a brief introduction on the use of sampling-based algorithms
in radiotherapy and ('')⇤) . The formulation of the algorithm is detailed in the subsequent
section and the di�erent functions employed are explained. A study to evaluate the algorithm is
presented and a comparison is made to the previously presented simulated annealing method.
Another comparison is made with a state-of-the-art method and afinal comparison is made to
coplanar VMAT approach. We discuss the results and propose some improvements that can be
made to this approach.

Finally, the last chapter discusses the proposed methods and concludes on the obtained
results. Perspectives for the future improvements are suggested and the di�culties encountered
during this research are emphasized.





CHAPTER

2
COLLISION DETECTION FOR

NON-COPLANAR VMAT

A methodology for collision detection is presented in this chapter. The dynamics of the
LINAC equipment at each orientation are simulated using it’s precise 3D computer-aided

design (CAD) model in a simulation software called ADAMS. A co-simulation is performed
between ADAMS and MATLAB in order to detect collision prone couch-gantry configurations.
An experiment is peformed using the real LINAC equipment to verify the results of the
simulation. The experimental results show an accurate detection of collision prone couch-
gantry configurations.
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2.1 Introduction
Most linear accelerator equipment vendors have incorporated the possibility to perform simul-
taneous couch and gantry motion thereby making non-coplanar treatment a possibility. A major
concern when using non-coplanar trajectories during treatment is the possibility that a collision
between the couch carrying the patient and the gantry could occur. Such a collision can lead
to an injury to the patient, an inaccurate delivery of the planned treatment or an equipment
damage. It is clear that collisions are highly undesirable and must be detected and eliminated
if the treatment goals have to be met.

Early approaches to collision detection during radiotherapy treatment planning made the
use of collision indicator charts [110]. The collision indicator charts was used by treatment
planners to identify the couch and gantry configurations that can lead to a collision-free treat-
ment delivery. This method for collision detection was used when beam design was performed
manually and the selected beams were sub-optimal. As automated techniques for beam selec-
tion were introduced, the need for optimized beams and automatic collision detection increased.

Room-eye-view approach to collision detection can be see in the work [111]. The author
measures the geometric dimensions of the radiotherapy equipment and uses this measurement
to approximate di�erent parts of the equipment to known geometric shapes. Collisions are
detected when test points defined on the gantry head fall into the geometric shapes representing
the patient or couch. A detected collision prints a warning message and the treatment planner
has to peform adjustment manually. This results in a cubersome process of taking measure-
ments, choosing appropriate shapes for the di�erent parts of the radiotherapy equipment. If the
equipment is changed, the measurements have to be retaken to perform collision calculations
for the new equipment. Only a few number of points were chosen for the analytical computation
collision detection limiting the accuracy. This method for collision detection is not automated
limiting it’s usefulness.

Another room-eye-view approach to collision detection is seen in the work [112] by per-
forming a graphical simulation using a 3D scaled representation of the couch, the gantry and
the patient. The collisions are detected by checking if an intersection exists between the trian-
gulated vertices of the 3D models. It is evident that this method requires extensive computation
when all vertices of the 3D model to check for collision by using triangular intersection. The
software proposed cannot easily accept a large input data of di�erent couch gantry angle com-
binations or communicate with other software components.

Another way to perform collision detection is by the use of surface imaging [113]. The
surface imaging technique involves the use of a Kinect camera [114] to acquire an image of the
patient and the radiotherapy equipment in the form of a 3D point cloud [113]. The collision
free distance between the gantry and the patient couch is defined as a clearance cylinder. The
collisions are detected by identifying the points that lie outside the clearance cylinder. One
advantage of this approach is that it enables the simultaneous real-time capture of scene objects
and collision detection. The collision between the patient and the LINAC can also be easily
checked with this method as the patient model is created in real-time. One drawback here is the
possibility of the existence of blind spots where the camera does not scan objects in the scene
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completely. This results in an incomplete point cloud representation of the patient or treatment
equipment leading to errors in collision detection.

A more recent proposal for collision detection which has been implemented for the open-
source radiotherapy research toolkit SlicerRT [115] can be seen in the work of [116]. The
author uses a collision detection filter implemented in SlicerRT to check for collisions between
couch and gantry using 3D models that have been imported into SlicerRT. One limitation of
this approach is that each gantry and couch angle combination to be checked has to be inputed
manually leading to a cumbersome process. If we imagine a 6� discretization on a 4c space
the operation could involve about 3600 candidate couch-gantry angles. In a similar way, when
a collision is detected, the process for removing the corresponding couch-gantry configuration
is not automated.

For our application, we require an automated method for collision detection that is fast and
easy to integrate into our workflow for selecting non-coplanar beam angles. This is to avoid
having to test each individual gantry-couch combination manually. We require a method that
can obtain input beam angles easily from another software component and deliver output in
a common format. One problem we found in literature is that the software used for collision
detection are not open-source and sometimes di�cult to obtain, not su�ciently maintained
or even obsolete in some cases. Our proposition has to make use of software that is easily
obtainable, continuosly maintained to make for easier comparison.

Considering these factors, we propose a method for collision detection for non-coplanar
radiotherapy based on performing a dynamic co-simulation to detect contact forces using
MATLAB [108] and ADAMS [109]. Both software are easily obtainable and well known within
the research community. The proposed approach can be reproducible in other radiotherapy
treatment centers thereby allowing for better comparison of results. Our method also o�ers
possibility to change the 3D models to that of a specific radiotherapy equipment being employed
at a particular treatment clinic while avoiding cumbersome measurements. The input candidate
angles are very easy to generate in MATLAB and subsequently sent to the collision detection
engine in real-time without need for manual input. Finally we note the speed of this approach
enables us to obtain the collision-free couch-gantry angles for treatment in clinically feasible
time.

2.2 Geometric Setup
We make use of the 3D CAD model of the LINAC equipment by Varian Trubeam obtained
from the work of [116]. This 3D model is the same as the Varian Trubeam LINAC installed
at the radiotherapy treatment clinic, CHRU Brest. This 3D model was chosen to enable an
easier comparison of the simulated model to the real equipment. The 3D model is obtained as
a .BC; file, a format that can be read by most common 3D dynamics simulation engines. The
component parts of the 3D model are imported into ADAMS a 3D dynamic simulation engine
[109] and assembled following the IEC-61217 standards for radiotherapy equipment [117].
The di�erent parts of the 3D model imported into ADAMS before assembly can be visualized
in figure 2.1.
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Figure 2.1 – 3D CAD models of the di�erent parts of a radiotherapy equipment showing the
di�erent frames attached to each body with the axis colred x (red), y (green), z (blue)

The isocenter is denoted by frame ' 5 in figure 2.1 and is located at 1295<< along the
vertical measured from the center of the cicular base for the Varian Trubeam. The isocenter
constitutes the origin of the reference frame within ADAMS enviroment. The gantry (fig 2.1
parts 1 & 2) makes use of a local co-ordinate system '1 in figure 2.1 which di�ers from the
reference frame.

Joint 1 located at the origin of frame '1 in figure 2.1 is a revolute joint which rotates anti-
clockwise around z-axis of the local frame attached the gantry. Joint 1 is introduced between
the fixed head (fig 2.1 part 1) and the rotating gantry (fig 2.1 part 2). The transformation
between the reference frame and the local frame attached to the gantry is taken into account for
the assembly of Joint 1.

The rotation matrix that defines the orientation of Joint 1 with respect to reference frame
60=CAHR 5 is given as:

60=CAHR 5 =
266664
2>B(c) �B8=(c) 0
B8=(c) 2>B(c) 0

0 0 1

377775
266664
1 0 0
0 2>B( c2 ) �B8=( c2 )
0 B8=( c2 ) 2>B( c2 )

377775
266664
2>B( c2 ) �B8=( c2 ) 0
B8=( c2 ) 2>B( c2 ) 0

0 0 1

377775
(2.1)

Thus for a gantry rotation of q� is

60=CAHR 5 (q) =60=CAH R 5 .

266664
2>B(q) �B8=(q) 0
B8=(q) 2>B(q) 0

0 0 1

377775
(2.2)

Joint 3 located at the origin of frame '3 in figure 2.1 is a prismatic joint is introduced
between the bed and the Base Interior. It moves along the x-axis of the reference frame in order
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to achieve longitudnal motion of the patient couch. The homogenuos transformation matrix
that defines the position and orientation of Joint 3 with respect to the fixed reference frame is
given as:

5T3 =

26666664

1 0 0 %G

0 1 0 0
0 0 1 0
0 0 0 1

37777775
(2.3)

Joint 4 located at the origin of frame '4 in figure 2.1 is a prismatic joint between the vertical
support and the base of the couch for linear motion along the z-axis of the reference frame. A
change in the length of Joint 4 is used to vertically position the patient couch. The homogenuos
transformation matrix that defines the position and orientation of Joint 4 with respect to the
fixed reference frame is given as:

5T4 =

26666664

1 0 0 0
0 1 0 0
0 0 1 �%I
0 0 0 1

37777775
(2.4)

Joint 5 located at the origin of frame '5 in figure 2.1 is a prismatic joint between the Base
Interior and the vertical support for linear motion along the y-axis of the reference frame.
The motion of Joint 5 achieves a lateral positioning of the patient couch. The homogenuos
transformation matrix that defines the position and orientation of Joint 5 with respect to the
fixed reference frame is given as:

5T5 =

26666664

1 0 0 0
0 1 0 %H

0 0 1 0
0 0 0 1

37777775
(2.5)

Joint 6 located at the origin of frame '6 in figure 2.1 is a revolute joint which rotates
anti-clockwise around the z-axis of the reference frame. Joint 6 is introduced between the base
of the patient couch and the ground. The rotation matrix that defines the orientation of Joint 6
with respect to the fixed reference frame for a couch rotation of \� is given as:

5R6(\) =
266664
2>B(\) �B8=(\) 0
B8=(\) 2>B(\) 0

0 0 1

377775
(2.6)

Therefore our simulated LINAC model has 5-degrees of freedom consisting of two rotations
of the gantry and couch combined with three translations of the patient couch. We consider
only these 5-degrees of freedom for this study. The linear motion of the couch along the three
axis is used to align the tumor isocenter to the machine isocenter during patient positioning
before treatment. The rotational motion of the couch and gantry are used to change the orienta-
tion of the beam during treatment. The entire colission detection setup can be seen in figure 2.2.
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Figure 2.2 – Radiotherapy Treatment Setup in ADAMS

ADAMS allows us to measure shell-to-shell contact forces when two bodies collide in
dynamic simulation. We create contact measurement elements in ADAMS between all com-
ponent parts of the couch and gantry 3D models enumerated previously in figure 2.1. At each
orientation, a force measurement element in ADAMS is used to detect whether or not there
exists a collision between these component parts.

2.3 Co-simulation with MATLAB
The assembled model of the LINAC is exported as an ADAMS plant to MATLAB in the form
of a simulink file model (.slx) as shown in figure 2.3. This plant has 2 inputs which are the
couch and gantry angles and 6 outputs which are the contact force measure for each of the 6
parts of the simulated LINAC model. The prismatic joints values which position the patient
couch are held constant during simulation and therefore fixed before the plant is exported.
The couch and gantry revolute joint values vary during simulation and are recieved as input
variables from MATLAB when the LINAC model is in simulation.
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Figure 2.3 – Co-simulation for LINAC collision detection between MATLAB and ADAMS:
Inputs to the ADAMS plant (left) are couch and gantry angles and Outputs (right) are collisions
measured between the simulated bodies

The motion control of the simulated LINAC colission detection setup is performed using
a MATLAB script. At each iteration, a couch-gantry angle pair is sent to the ADAMS plant
from MATLAB by calling it’s simulink model. The revolute joints attached to the couch and
the gantry of the simulated LINAC in ADAMS are rotated according to the input angles. If any
contact occurs between any of the bodies during this time period, a measurement of the contact
force value in Newtons is recorded.

The ouput of the co-simulation is an array of measured contact forces. If there exists any
component of the output array with a value greater than zero at a particular couch-gantry angle
pair, this indicates the existence of a collision. This couch-gantry angle pair must then removed
from the candidate set to be used for the treatment planning. The trajectory considerations
moving from one couch-gantry angle pair to the next is not taken into consideration during
this simulation. The analysis for each pair is done on an absolute basis so that the collision
e�ect at one couch-gantry angle pair is not influenced by the collision e�ect of the previous
couch-gantry angle pair.

2.4 Evaluation Study
To evaluate the proposed method, we perform a co-simulation using the 3D CAD model of a
LINAC called the Varian Trubeam®. The results of the simulation are compared to the results
from a real equipment of a similar model installed at the radiology section, Brest Regional Uni-
versity Hospital (CHRU). The aim of this evaluation study is to verify that collisions detected
in simulation are the same on the real equipment. The couch angles \ and gantry angles q
are generated with a 5� discretization such that �180�  \, q  180� as shown in figure 2.4.
To ensure stability in the simulation, we remove the angles in the sample where the solution
to the dynamic model is undetermined notably 0�, 180�, 360�. All inputs can be collected in
a set of couch-gantry input pairs B. Iteratively, a pair of (\8, q8) is sent to the ADAMS plant
from MATLAB. The three translational degrees-of-freedom of the treatment couch do not vary
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during this simulation and fix patient couch position to chosen value (%G , %H, %I).

To verify the simulated collision detection, tests are carried out on the real LINAC equipment
at di�erent couch-gantry positions. The Developer Mode interface available on the LINAC
enables the input of the test couch-gantry angles on the real equipment. Twenty couch-gantry
angle pairs are chosen at random from all angles used for simulation to perform these tests.
Each of the chosen couch-gantry pair is entered manually on the LINAC causing the LINAC
to rotate the couch and the gantry to the desired configuration. A potential collision on the real
equipment is signaled on the display and causes the machine to stop motion for safety reasons.

2.4.1 Results
The results of the simulation and verification studies are shown in the table 2.1. An example
of such a test is shown in figure 2.7.

Figure 2.4 – Plot of the full workspace of the couch-gantry orientations

Table 2.7 compares the results of the collision detection tests carried out on the real LINAC
equipment to the simulated results. No di�erences were observed in the collisions detected
in the simulation and those observed in the real equiment. We note that a command to move
the real LINAC equipment to an orientation that leads to collision causes the machine to stop
before attaining this orientation to prevent eqipment damage. This comparison between the
real and simulated equipment thereby validates the proposed method.
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Table 2.1 – Collision Detection results comparing selected couch-gantry angle pairs simulated
vs real equipment

Gantry
Angle

Couch
Angle

Couch
Vertical

Couch
Lateral

Couch
Longitudnal

Collision
in Simulation

Collision
on Real Equipment

≠80° ≠95° ≠29.67cm 112.35cm 0cm True True
15° ≠60° ≠29.67cm 112.35cm 0cm False False
75° ≠25° ≠29.67cm 112.35cm 0cm False False
135° ≠10° ≠29.67cm 112.35cm 0cm True True
≠5° 15° ≠29.67cm 112.35cm 0cm False False
70° 30° ≠29.67cm 112.35cm 0cm False False
40° 40° ≠29.67cm 112.35cm 0cm False False

≠76° 65° ≠29.67cm 112.35cm 0cm False False
≠100° 80° ≠29.67cm 112.35cm 0cm True True
73.9° 85° ≠29.67cm 112.35cm 0cm True True

(a)

Figure 2.5 – Example of collision test done on Real equipment a Varian Trubeam®LINAC
installed at CHRU Brest q = �76�, \ = 65�

Figure 2.6a shows a plot of the couch-gantry orientations where collisions have been
detected (in black) and couch-gantry orientations that are collision-free (in blue) at a fixed
patient couch position of (%G = 0<<, %H = 0<<, %I = 0<<). We observe that the largest
collision-free workspace is a pure subset of the full couch-gantry workspace. This implies that
a continuous trajectory can be found to move from a particular couch-gantry angle orientation
to another without crossing a collision-prone area of the workspace. This is a very important
for non-coplanar VMAT treatment planning as the gantry and couch rotate continuosly during
treatment., it is important that the trajectory does not traverse a collision-prone configuration.
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(a) (b)

Figure 2.6 – Plot of collision-free workspace at couch setting (a) (%G = 0<<, %H = 0<<, %I =
0<<) (b) (%G = 0<<, %H = 0<<, %I = �200<<)

To see the e�ect of di�erent patient couch positions on the collision-free workspace we
change the couch position to (%G = 0<<, %H = 0<<, %I = �200<<). This change corresponds
to a motion of the patient couch vertically upwards by 200mm. Figure 2.7a plots the results of
the collision detection simulation with collision-prone workspace in black and collision-free
workspace in blue. We observe a reduction in the size of the collision-free workspace when
the position of the patient couch is increased vertically. This is because an increased height of
the patient couch moves it closer to the rotating gantry thereby increasing the likelihood that a
collision occurs.

(a) (b)

Figure 2.7 – Plot of collision-free workspace at couch setting (a) (%G = 0<<, %H = 0<<, %I =
�200<<) (b) (%G = 100<<, %H = 0<<, %I = �200<<)

The next test is to see the e�ect of a change in the longitudinal couch position on the collision-
free workspace. The couch position is set to (%G = 100<<, %H = 0<<, %I = �200<<)
corresponding to a longitudinal motion of the couch towards the gantry. From the plot of the
collision detection results in figure 2.7b we see that the increase of the longitudinal position of
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the couch allows for a slight increase in the workspace compared to the couch setting where
the longitudinal position was unchanged in figure 2.7a.

2.5 Discussion
Non-coplanar treatment planning requires the simultaneous rotation of the couch and gantry
which raises the posibilty of collision between parts of the treatment equipment. Each couch
and gantry angle combination has to be checked for the existence a collision and the collision-
prone pairs have to be omitted for planning purposes. We have presented a methodology that
can be used to check and detect collisions at a pre-planning stage to generate collision-free
candidate couch-gantry orientations.

The proposed methodology can facilitate the process of collision checking for each fixed
table position in an automated fashion which is an improvment over previous methods [116]
that required a manual entry of each orientation to be checked. The methodology can be easily
integrated in the planning workflow as a pre-planning step and the resulting couch-gantry an-
gles can be utilized during the planning and post planning steps. The software tools employed
(MATLAB and ADAMS) are easily obtainable and very commonly used in research, therefore
the proposed method is repeatable at other treatment centers.

The required input for repeating this experiment is a 3D CAD model of the radiother-
apy equipment installed at the treatment center and the desired translation positions of the
couch. The use of a 3D CAD model of the LINAC equipment eliminates the need to peform
cumbersome measurement on the equipment [111] and avoid introducing further errors in the
simulation. The use of a 3D CAD model also reduces the computational cost that would
have been incurred if image processing methods [114] were used to detect the collisions. The
translation positions of the couch depends on the positioning of the patient which is decided
by the treatment planner. Some collision-prone couch-gantry pair become collision-free when
the translation positions of patient couch is adjusted [110]. But for a continuous non-coplanar
delivery, the patient couch has to be fixed. Trying to avoid of a collision-prone configuration
by changing the position of the patient couch during a rotation of the gantry/couch could lead
to a discontinuous workspace and possibly an unattainable trajectory.

Using our proposed methodology, the results on the collision-free couch-gantry angle pair
can be obtained in a matter of minutes. We found that the computation time is dependent of the
number couch-gantry angle pairs being evaluated and thus depends on the discretization used.
Typical discretzation values in non-coplanar treatment are in the range between 2�0=3 6�. With
the discretization in this range, the computation time for this methodology is not significant.

The accuracy of these results can be a�ected by factors linked to the discrepancies between
the real equipment and the simulated 3D CAD model. Such di�erences include di�erences
in the isocentre position and di�erences in the couch translation positions during simulation.
Another factor that could a�ect the accuracy could be in the positioning peripheral components
such as the EPID imaging equipment usually attached to the rotating gantry. For LINACs
equipped with this component, it is important that the operating mode during patient treatment
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co-incides with the position in simulation. However these factors do not lead to great discrep-
ancies under normal operating conditions and a safety margin can be adopted to minimize their
e�ects.

A limitation to this method is that it does not take into account collisions between the gantry
and a patient model. This limitation can easily be overcome by introducting a bounding box
that represents the patient on the couch. Future work is to introduce a patient model obtained
from recontruction of patient image captured as a 3D point cloud for the collision detection
studies.



CHAPTER

3
OPTIMIZING BEAM SELECTION FOR
NON-COPLANAR VMAT TREATMENT

PLANNING WITH SIMULATED
ANNEALING

W� propose an approach to beam selection for non-coplanar VMAT that combines a
simulated annealing inspired algorithm with direct leaf trajectory optimization. Beam

angle selection is performed using simulated annealing to obtain globally optimal beams. Direct
leaf trajectory optimization is used for dosimetric evaluation during beam selection instead of
fluence map optimization in order to account for machine constraints. Treatment plans for the
AAPM TG-119 evaluation case, a clinical case in prostate cancer and for a clinical case in
liver cancer are computed using our proposed algorithm and compared to the state of the art
approach on the basis of prescription mean and maximum dose to the PTV, organs-at-risk and
delivery time. The results show an accurate delivery of the prescription dose to the target tumor
volume (50⌧H ± 0.8) in all cases. The results also show an improved organ at risk sparing in
terms of a reduced mean dose to the core in TG-119 case (38%), the rectum, the heart in liver
case (38%) and the penile bulb in prostate case (14% and 26% respectively). The estimated
delivery time when using our proposed algorithm was higher in all cases (⇠ 30%) compared to
the state of the art. An increase in the number of control points has been observed when using
our method compared to the state of the art method but conversely there is a reduction in the
average delivery time spent at each control point. The use of the proposed simulated annealing
inspired algorithm to generate non-coplanar trajectories for VMAT presents an opportunity
to search a larger space in order to obtain globally optimal beam orientations leading to an
improvement in organ-at-risk sparing.
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3.1 Introduction
The main goal in VMAT is to deliver rapidly the maximum prescribed dose to the tumor,
minimizing the dose to the surrounding organ-at-risk. Given these objectives, both im-
proved dose planning and delivery monitoring approaches are becoming increasingly essential
[118, 119, 120].

In non-coplanar VMAT, the gantry carrying the radiation beam and the patient couch rotate
simultaneously to change the radiation beam orientation. At the same time, the radiation fluence
intensity is changed at each control point to obtain a prescribed dose distribution within the
tumor in the patient. Several authors [84, 77, 83] have argued that non-coplanar VMAT could
lead to superior treatment plans and should be used more extensively in treatment planning.
A major advantage is that non-coplanar VMAT can achieve better organ-at-risk avoidance by
orienting the radiation beams in a di�erent geometric plane relative to the patient.

One of the earliest approaches for non-coplanar VMAT planning is to make use of a com-
bination of a fixed patient couch and a rotating gantry during treatment [87, 88, 89, 90]. One
weakness of this approach is that the definition of the treatment trajectory is manually done
and thus varies from one treatment planner to the other. Such a method for selecting non-
coplanar trajectory is not repeatable for a di�erent tumor geometry or when a di�erent planner
creates the trajectory. Also, the entire space of possible couch-gantry orientation combina-
tion is not explored to select the most optimal trajectory with respect to the treatment objectives.

Another approach for non-coplanar VMAT makes use of a combination of a fixed gantry
and a rotating couch during treatment [91, 121]. This approach was used for accelerated partial
breast irradiation (APBI) to successfully reduce the dose received by normal breast tissues
during treatment. But using such a technique comes with an increased risk of collision and an
increased planning complexity. The use of a rotating couch fixed gantry combination produces
a discontinuous and non-isocentric beam trajectory which is unsuitable for tumor most loca-
tions in the body. The search space for the optimal control points for irradiation is also severely
limited.

Most recent non-coplanar VMAT studies employ a combination of a dynamic couch-gantry
motion during treatment [92, 85, 86, 77, 93, 94, 95, 96]. In this way, there is increased degree
of freedom and consequently a greater flexibility to obtain optimal control points for patient
irradiation.

A challenging aspect of non-coplanar VMAT planning is the creation of the treatment
trajectory for patient irradiation. The treatment trajectory is a sequence of orientations along
which the couch and gantry move during treatment. Early approaches [88, 89] to the determina-
tion of non-coplanar trajectories for VMAT were performed manually with unoptimized beams.

Subsequent improvements saw the introduction of geometric methods that use the beam’s
eye view (BEV) information [85, 86, 94, 96, 95]. The geometric methods assign a score to each
beam orientation in relation to the tumor’s shape and a search algorithm is used to determine a
non-coplanar trajectory through the lowest scoring beams.
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The geometric methods di�er in the search algorithm they employ such as hierarchical
clustering [85], Djikstra’s algorithm [86, 94] or �⇤ [96, 95]. The advantage of these geometric
methods is that they o�er a fast way to choose beam angles that form part of the non-coplanar
VMAT treatment trajetory. The drawback of such geometric methods is that they do not eval-
uate the fluence contribution of a combination of beams angles during selection. So a single
beam angle that may appear to o�er a good target coverage and organ-at-risk avoidance may
become suboptimal in a combination with other beam angles.

An alternative to geometric methods are fluence methods [103, 77, 93, 94] which formulate
the trajectory generation problem as a beam angle optimization problem. Fluence methods
solve a fluence map optimization [122] (FMO) problem when selecting beam angles for the
non-coplanar VMAT trajectory. Some of the fluence methods use a two-step approach [77, 93].
First a beam angle optimization is solved to obtain a set of beams. These beams are then linked
to form a trajectory by solving a traveling-salesman problem and the final VMAT plan is created
using this trajectory . These fluence methods that involve two-steps di�er principally in their
beam angle selection strategy such as: genetic algorithm[77], greedy strategy [93], look-ahead
strategy [93], gradient-norm strategy [93].

Other fluence methods [103, 94] perform VMAT optimization and trajectory generation
concurrently. One approach [94] uses an ;2,1 anisotropic sparse minimization for VMAT op-
timization while alternately using a graph search to find a non-coplanar trajectory. Another
approach [103] creates the beam trajectory by performing monte-carlo search on a tree structure.
Di�erent possible trajectories in the tree-structure are evaluated by solving an FMO problem.
The solution obtained from the fluence optimization is used in subsequently to search for new
nodes to be included on the tree.

Most of the highlighted fluence methods [103, 77, 93, 94] solve an FMO problem in or-
der to evaluate the dosimetric quality of a beam combination during trajectory creation. The
problem with the use of FMO for evaluating the dosimetric quality of a trajectory is that the
machine and multi-leaf collimator (MLC) constraints are not considered during the trajectory
evaluation process. The highlighted methods use the direct aperture optimization technique
[72] (DAO), which is a non-convex optimization problem, for generating the VMAT final plan.
The non-convexity of the DAO problem and the extremely large number of possible apertures
makes it di�cult to use DAO for dosimetric evaluation of the beams during trajectory formation.

Another approach called the direct leaf trajectory optimization [80] has been proposed for
VMAT planning. The direct leaf method optimizes directly the MLC trajectory for radiation
delivery in a sliding window fashion while taking into account MLC and machine constraints.
This method has the advantage of avoiding the arc-sequencing step used in DAO so that plan
quality is not compromised. This formulation thereby lends itself to be used for dosimetric
evaluation during in the simultaneous beam selection and VMAT generation process.

A recent state of the art non-coplanar VMAT method [93] uses direct leaf trajectory opti-
mization for creating the final VMAT plan. The fluence methodology proposed in this work is
the state of the art and the general approach is seen in other fluence methods [103, 77, 94] with
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variations in the beam angle selection strategy. However, this state of the art method uses FMO
for dosimetric evaluation during beams selection phase. Due to the large number of possible
beams under consideration, fluence evaluation is done on a limited of the beam solution space
during trajectory creation.

In this work, our hypothesis is that in order to obtain a high quality non-coplanar VMAT
treatment plan we have to explore the entire space of candidates beams during trajectory gen-
eration to select the dosimetrically optimal beams. There is also a need to consider the MLC
and machine constraints during the trajectory creation phase. This ensures the final trajectory
is deliverable. It also ensures that the plan dosimetry evaluated during trajectory creation
corresponds as much as possible to the final VMAT plan dosimetry.

Within this context, we propose and investigate a non-coplanar VMAT planning method
that selects globally optimal beam orientations during trajectory creation while considering
the MLC and machine constraints. We compare the resulting treatment plan obtained using
our method to a state of the art approach [93]. The contribution of this paper is a simulated-
annealing inspired algorithm for beam selection in non-coplanar VMAT treatment planning.
The proposed algorithm is capable of producing the global optimum to the combinatorial opti-
mization problem by evaluating the fluence contribution in the space of candidate beam angles
in an unrestricted manner. Our method follows the general non-coplanar VMAT planning
method proposed in [93] with the main di�erence in the beam angle selection method.

The chapter is organized as follows: Section 3.2.2 presents the simulated annealing non-
coplanar VMAT planning algorithm, the method used to choose the algorithm parameters
and the conditions for convergence. Details on the beam trajectory generation are presented
in section 3.2.3 while section 3.2.4 shows the implementation details. The metrics used
for comparison in the evaluation study on three patient cases can be found in section 3.2.5.
The results of the evaluation study are presented in section 3.3 and then discussed in section 3.4.
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3.2 VMAT treatment plan optimization
Given the 3D computed tomography (CT) image of a cancer patient, the entire volume contains
a set ofV discrete voxels. The incident radiation beam 1 for patient treatment at each orientation
can be decomposed into a set of beamlets. The dose received by a voxel 9 2 V is denoted
as 3 9 and the intensity of an incident beamlet 8 2 1 with fluence intensity G8. B denotes the
set of candidate beam angles that are available for the VMAT treatment planning. Such that
1 2 B a set of equally spaced couch-gantry angle pairs that constitute a 4c space. At the initial
stage, the infeasible or collision-prone configurations are removed from B. The dose influence
matrix, D, expresses the relationship between the dose received by a voxel 3 9 and a beamlet of
unit fluence intensity G8, such that:
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Given a dose prescribed by the physician d? to be delivered to the tumor, our objective
function minimizes the least-square deviation between the prescribed dose and the actual dose
received by the tumor voxels.
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where Vt ⇢ V denotes the tumor voxels with cardinality |Vt | = #C and Vo ⇢ V denotes
the organ-at-risk voxels with cardinality |Vo | = #>. ?+ is a penalty factor for controlling the
relative importance of the target tumor voxels and ?� is the penalty factor for controlling the
relative importance of organ-at-risk voxels. At an initial stage, the dose influence matrix D is
calculated for each beam angle 1 2 B in the set of all candidate beam angles.

3.2.1 Non-coplanar VMAT planning methodology
Our planning follows the recent state of the art approach [93] with an aim to improve on the
beam angle selection. Beam angle selection is performed to obtain optimal beams from the
set of all candidate beam angles to serve as control points for the treatment trajectory. A
traveling salesman problem is solved to connect all the optimal beam angles obtained from
beam selection to form a valid treatment trajectory. Finally a direct leaf trajectory optimization
is performed to obtain the final plan using the new trajectory.

In order to improve the beam angle selection step, our approach makes use use of direct leaf
trajectory optimization to evaluate the fluence contribution during the beam angle selection
instead of fluence map optimization. The direct leaf trajectory optimization is used during
the beam angle selection phase to improve comparison between treatment plans and to better
account for MLC and machine constraints. Another di�erence in our approach is that there is
no-limitation on the space of the candidate beam angles to be explored during the search for
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optimal beams. Therefore a very large space of candidate beam orientations is available for
selecting the optimal beam orientations.

3.2.2 Beam selection algorithm using simulated annealing
Simulated annealing [123] is a widely used heuristic method that is used to find a global solution
to a combinatorial optimization problem. It mimicks the annealing process in metallurgy with
the notion of slow cooling interpreted as a slow decrease in the probability of accepting sub-
optimal solutions as the algorithm proceeds. Simulated annealing has been applied to beam
selection for intensity-modulated radiotherapy (IMRT) planning [124] and selecting optimal
seed locations during inverse brachytherapy treatment planning [125].

Figure 3.1 – Flowchart showing the Beam selection process using simulated annealing

The simulated annealing non-coplanar VMAT algorithm 4 is proposed in order to search
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the space of all input candidate beams to obtain globally optimal beam orientations. This
method combines the work of [124] which applies a similar method for selecting beams for an
IMRT optimization and direct leaf trajectory optimization[80]. The use of direct leaf trajectory
optimization allows us to include the machine parameter constraints during the beam selection
phase. This formulation for the VMAT optimization is a convex approximation and therefore
lends itself for the evaluation of the objective function value in the simulated annealing al-
gorithm. This formulation also has the advantage of avoiding the two-step process in DAO
by eliminating the need to sequence fluence intensities into deliverable leaf apertures. The
procedure for our proposed algorithm is illustrated in figure 3.1.

Algorithm 4 Non-coplanar VMAT by simulated annealing
1: �=8C : K⇤  ;, B {11, 12, ..., 1=}, 8  0, _ 0.99, 5  38A42C!40 5 $?C8< (K)
2: 2⌘>>B4 )8=8C DB8=6 4@D0C8>= 3.4 0=3 ) 5 8=0; DB8=6 4@D0C8>= 3.5
3: )8  )8=8C

4: while ()8 > ) 5 8=0;) do
5: K8  K⇤
6: 1

⇤  A0=3><(0<?;4 (B \ K8)
7: K8  K8 [ 1⇤
8: 58  38A42C!40 5 $?C8< (K8)
9: ?8  4G?

⇣
5 � 58
)8

⌘
10: if (A0=3 (0, 1)  ?8 ) then
11: K⇤  K8

12: 5  58

13: else
14: K8  K8 \ 1⇤
15: end if
16: )8  _.)8�1

17: 8  8 + 1
18: end while
19: return K⇤ ; 5

Algorithm 4 starts initially with a set of non-coplanar candidate beams (B) and an initial
temperature ()8=8C). The output is a set containing the optimal beam combination (K⇤). Our
implementation of the direct leaf trajectory optimization is referred to as directLeafOptim() [80].

At each iteration, a beam (1⇤) in the set of non-coplanar candidate beams (B) is selected at
random to be replaced by a candidate beam not included in the treatment plan using the function
randomSample(). The objective function value (f) of this beam angle combination is calculated
by solving the direct leaf trajectory optimization using the function directLeafOptim(). In this
way, we take into account the machine constraints and MLC leaf constraints when comparing
di�erent beam angle combinations. The selected beam combination is accepted as the best
if the acceptance probability ?8 is greater than a threshold chosen by the user. The cooling
temperature is progressively decreased by a factor (_) to control the probability of accepting a
new solution. The algorithm is stopped when the cooling temperature )8 is less than a chosen
threshold for the final temperature )5 8=0; .
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Choosing the Initial and Final Temperature for simulated annealing

The choice of the initial and final temperatures ()8=8C ,)5 8=0;) influences the cooling rate of
Algorithm 4 and hence the speed of convergence [126]. If )8=8C is set too high, a lot of time is
spent at the beginning of the algorithm and if set too low, the algorithm terminates with a local
solution in a very short time. )8=8C is chosen using an analytical relationship that maximizes the
probability of accepting state transitions during the initial search in the solution space [127].
Specifically:

)8=8C =
�� 5<0G

;= (% � � 5<0G)
(3.4)

where � 5<0G = <0G
�
5 (K8) � 5 (K 9 )

�
defines the maximum deterioration in the objective

function value from solutionK8 to a neighboring solutionK 9 . %() is the acceptance probability
function. Typical values for % (�� 5<0G) are around 0.99, 0.9, 0.8. In the same way, a )5 8=0;
set too high delays the algorithm termination and if set too low, the algorithm terminates with
a local solution. Our choice of )5 8=0; minimizes the probability of accepting a state transition
as the number of iterations 8 !1 so that:
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where � 5<8= = <8=
�
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defines the minimum deterioration in the objective function

value from solution K8 to a neighboring solution K 9 . Typical values for the acceptance
probability % (�� 5<8=) are around 0.1, 0.2, 0.3.

Convergence of the simulated annealing Algorithm

The convergence Algorithm 4 to the global minimum corresponds to the beam angle com-
bination that gives the lowest objective function value from the direct leaf trajectory op-
timization among all candidate solutions. This corresponds to probability condition that
lim8!1 % [K8 2 K⇤] = 1 [126].

Simulated annealing can be viewed as a sequence of homogeneous Markov chains with
constant temperature )8 in each chain and the temperature decreased from one chain to the
next chain [128]. If the state transition matrix associated to the Markov chain at a particular
temperature )8 is irreducible and aperiodic, then simulated annealing algorithm converges if
and only if lim8!1 )8 = 0 [129]. Irreducibility implies that there exists a non-zero probability
to find a solution from one beam angle combination 5 (K8) to another 5

�
K 9

�
[128].

Due to the approximate convexity of the direct leaf trajectory optimization formulation [80],
a unique solution to the objective function value 5 can always be found and thus our formulation
is irreducible. Similarly, aperiodicity means that starting from beam angle combination solution
5

�
K 9

�
it is possible to return to 5 (K8) in one period. This property is enforced in the function

randomSample() so that at each period, each beam angle 1⇤ 2 B \K8 has an equal probability to
be chosen.
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3.2.3 Trajectory generation
After the selection of the optimal beams, a trajectory is generated to connect them together.
A graph ⌧ (# , ⇢) can be used to represent the candidate beam angle space B. Each node
of this graph corresponds to a couch-gantry angle combination or control point i.e. # =
{(21, 61) , (22, 62) , ... (2=, 6=)} = {=1, =2, ...==}. There exists an edge between two nodes =1

and =2 if and only if the euclidean distance between them is less than a threshold n .

k =1 � =2 k=
q
(21 � 22)2 + (61 � 62)2  n (3.6)

The threshold n enforces the maximum motion constraint from one couch or gantry angle
to the other. The value of n depends on the spacing used in creating couch-gantry angle pairs.
If the maximum allowed motion from one couch or gantry angle to the other is \� then:

n =
p
\

2 + \2 (3.7)

An adjacency matrix A is created to represent the edges of graph ⌧ (# , ⇢) such that:

A(=8, = 9 ) =
(
k =8 � = 9 k, if k =8 � = 9 k n 8 8, 9 2 B
1, >C⌘4AF8B4

(3.8)

A traveling salesman problem is solved on graph G to obtain a path to connect the optimal
beam angles K⇤ already chosen by the simulated annealing algorithm. We have adapted a
genetic algorithm implementation [130] for use in solving the traveling salesman problem. The
objective is to minimize the total euclidean distance traveled along the path to visit all the input
nodes. To solve the traveling salesman we create another adjacency matrix AK⇤ that defines
edges of the selected optimal beam angles. Such that:

AK⇤ (=8, = 9 ) =
n
k =8 � = 9 k 8 8, 9 2 K⇤ (3.9)

AK⇤ serves as an input to the genetic algorithm to solve the traveling salesman problem.
The result is an optimal path p1 that connects all the selected optimal beam angles. But the
optimal path p1 might not be feasible as some consecutive beam angles may be too far from
each other. Therefore intermediate beam angles have to be included in-between using the
algorithm 5 below:

Algorithm 5 Heuristic Algorithm for creating final trajectory
1: �=8C : ⌧, p1, n , AK⇤ , #  |p1 |, p2  ;
2: for 8 = 1 to # � 1 do
3: if (AK⇤

⇣
p8

1, p
9
1

⌘
> n ) then

4: s B⌘>AC4BC ?0C⌘

⇣
⌧, p8

1, p
9
1

⌘
5: p2  p2 [ s \ p8

1
6: else
7: p2  p2 [ p8

1
8: end if
9: end for

10: return p2
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Algorithm 5 loops through consecutive nodes or beam angles in the optimal path p1 (denoted
as p81, p

9

1)to check if they are too far apart using line 3. If both nodes are too far apart, a shortest
part between both nodes is calculated on the graph ⌧ using the function shortestpath() to
return a series of nodes to be traversed to connect both optimal nodes. The output of Algorithm
5 is a new feasible path p2 containing the optimal path p1 with intermediate nodes inserted
heuristically. A final VMAT optimization is performed using our implementation of direct leaf
trajectory optimization and the beam angles in the final path p2. A new dose influence matrix
including only the optimal beam orientations is calculated DK⇤ for use in the final VMAT
optimization.

3.2.4 Hardware and software Implementation Details
Our computations were performed on a computer with Intel® Xeon® 16-core W-2145 3.7GHz
processor and 256GB random access memory (RAM). The VMAT treatment planning exper-
iments were performed using matRad [131] a toolkit for radiotherapy computational research
and the research code was written in Matlab (version 2017a). The VMAT optimization is
solved using an ipopt [132] implementation of L-BFGS algorithm [133] that is included in
matRad.

We assume that the couch and gantry move at the same speed which is constant during
the treatment. The beamlet size is set to 7 ⇥ 7 <<2 and MLC size of 40 ⇥ 40 2< is used.
This beamlet size was chosen so as to reduce the size of the dose influence matrix due to
main memory limitations of the computer. The MLC size chosen is the standard size available
from most equipment manufacturers to enable comparison. Table 3.1 summarizes the machine
parameters used for the direct leaf trajectory optimization.

Table 3.1 – Machine Parameters used for direct leaf trajectory optimization

Variable Description Value
X Dose rate 600 "*/<8=
;<0G Max leaf speed 3 2</B42
6B Gantry speed 6 346/B42
2B Couch speed 6 346/B42

Data sets and parameters

Three data sets of cancer cases, an AAPM TG-119 benchmark case, a clinical prostate case
cancer and a clinical liver case were considered for treatment plan evaluation using our proposed
method. The AAPM TG-119 is a phantom provided by American Association of Physicists
in Medicine Task Group 119 [134]. It is particularly adapted for studying and comparing
non-coplanar treatment planning using a C-shaped target surrounding by an area of OAR. The
patient CT data and the associated labeled segmentation for the prostate cancer case and liver
case were obtained from the CORT dataset [135].
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The candidate beam orientations, defined as couch-gantry angle pairs, are obtained from
the CORT dataset [135]. The candidate beam orientations consist of 1983 non-coplanar beam
angles sampled at 5� discretization. The dose influence matrix for each of the three evaluation
cases is calculated using the pencil-beam algorithm implemented in matRad.

All cases have a target prescription dose of 50Gy and the maximum dose allowed to the
OAR is set at 0Gy. The importance factor are chosen by trial-and-error as ?+ = 1000 for the
tumor voxels and ?� = 10 for the organ-at-risk voxels except for the skin voxels which is set
as ?� = 400 in order to select beams that are not too close to each other. Table 3.2 shows the
details used for our treatment planning.

Table 3.2 – Patient cases used for the experiments

Description dp Number of voxels Number of beamlets
TG-119 Case 50Gy 3597681 14545
Prostate Case 50Gy 3047040 63722
Liver Case 50Gy 7910952 28222

For comparison, treatment plans for the two evaluation cases were also prepared using
our implementation of the non-coplanar VMAT method proposed in [93] which we refer to
in subsequent section as greedy method. We consider this method as the state of the art in
non-coplanar VMAT optimization.

Greedy Non-coplanar VMAT planning methodology for comparison

For comparison, treatment plans for the three patient cases was also prepared using our imple-
mentation of the non-coplanar VMAT method proposed in [93] which we refer to in subsequent
section as greedy method. Using the same input candidate beam anglesB, beam angle selection
is performed using a greedy strategy.

At each iteration, all available candidate beam angles are included in the optimal combi-
nation and the beam angle that leads to the lowest objective function value after fluence map
optimization is selected. The greedy algorithm has no restriction on the number of iterations
or the number of beams angles required. The greedy algorithm is stopped only when a 5%
increase in the final objective function value is detected in comparison to the most recent final
objective function value. To keep comparison similar, the same objective function in equation
3.3, importance factors and machine parameters are employed for both treatment planning
methodologies under comparison.

Coplanar VMAT planning methodology for comparison

For comparison we have also prepared VMAT treatment plans for each of the three patient cases
using a coplanar trajectory. The VMAT treatment plan optimization for the coplanar method
is done using direct leaf trajectory optimization defined in section 3.2.1 with the same dataset
and machine parameters as in section 3.2.4. The main di�erence is in the manner which the
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trajectory is created. For the coplanar plans, the trajectory contains the same couch orientation
but di�erent gantry orientations.

The coplanar beam trajectory consists of 37 beam angles and are obtained from the space
of the candidate beam orientations described in sub-section 3.2.4. This is done to keep the
comparison to the non-coplanar beam trajectory similar by maintaining the same angular
distance as the coplanar trajectory. The gantry angles for the coplanar plan ranges between
(�90�  0�  90�) and are selected from the space of candidate beam orientations where the
couch angles is 0�.

3.2.5 Comparison Metrics
The treatment plans are compared using metrics such as Dose volume histogram, mean dose,
maximum dose and conformity number.

Dose volume histogram (DVH)

The DVH is a cumulative histogram that shows the proportion of the volume of each region-of-
interest and the quantity dose received. This plot presents a concise information of how much
dose is absorbed by each volume in the patient and is useful for comparing treatment plans.

Mean dose

This measures the mean of the dose absorbed by all voxels in a specific region-of-interest of
the patient. Given # voxels in a region-of-interest V with each voxel 9 receiving dose 3 9 , it is
calculated using the relation:

"40= 3>B4 =

Õ
#

9=1 3 9

#

9 2 V (3.10)

Maximum dose

This measures the maximum dose absorbed received by a specific region-of-interest of the
patient.

Conformity Number

The conformity number was proposed by [136] to quantitatively assess the degree of conformity
of delivered dose. It is given as:

⇠# =
+) ,A4 5

+)

⇥
+) ,A4 5

+A4 5

(3.11)

where +A4 5 is the volume that receives a dose equal to or greater than the reference dose,
+) ,A4 5 is the volume of target that receives a dose equal to or greater than the reference dose
and +) is the volume of the target. The conformity number ranges between 0 and 1. A value
of 1 denotes that an exact prescription dose has been delivered to the target with no dose to the
surrounding tissues while 0 denotes a lack of conformal dose.
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Delivery Time

The delivery time is estimated using the total exposure time at each control point. The exposure
time at a control point corresponds to the maximum traversal time for each row of the multileaf
collimator at this control point which is calculated using the relationship in equation 1.28. The
delivery time is an estimation because it is unknown at the time of planning the actual time
taking by the machine to move between two control points as it strictly depends on the model
of the machine being used for the treatment delivery and its motion dynamics.

3.3 Results

3.3.1 TG-119 Case
Figure 3.2 shows the DVH plot comparing a treatment plan developed using SA method (algo-
rithm 4) in dashed line to a treatment plan developed using the greedy method in thick lines for
TG-119 case. A similar conformal dose distribution to the Target is observed for both methods.

However a reduction in the dose to the Core and the Body can be observed in the DVH
using SA method. This reduction is confirmed from the dose statistics in table 3.3 with mean
dose to the Core using SA method (4.7Gy) vs (12.3Gy) for greedy method. This improvement
represents a 72% reduction in the mean dose to the Core. A reduction in the mean dose to the
Body using the SA method (3.7Gy) is also observed compared to the greedy method (4.8Gy)
which is equivalent to a 27% reduction.

Compared to the coplanar method as shown in figure 3.3, the SA method also shows a better
Target coverage with a mean dose of (49.6Gy) vs (49.5Gy). Both methods have the same mean
dose to the Body. A 76% reduction in the mean dose to the Core is observed using the SA
method compared to the coplanar method.

Figure 3.2 – DVH comparing the simulated annealing method (dashed lines) to greedy method
(thick lines) for TG-119 case
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Figure 3.3 – DVH comparing the simulated annealing method (dashed lines) to Coplanar
method (thick lines) for TG-119 case

Figures 3.4 shows the CT slices containing the dose contours for the TG-119 case planned
using the three methods. A better conformal dose is observed from the dose contours when
using the SA method. The improved dose conformity can be confirmed from table 3.3 with a
conformity number of 0.92 for SA method compared to 0.91 for greedy method and 0.88 for
the coplanar method. The SA method terminates with a lower final objective function value
16,400 vs 17,200 for greedy method and 25,500 for the coplanar method.

The trajectory comparison in figure 3.5 shows that the proposed SA method has a longer
trajectory vs greedy method. The longer trajectory in the SA method is consequence of gener-
ating more control points (92) as more beams are added to the combination in search of a global
solution. The greedy method has fewer control points (26) in its trajectory as the algorithm
is stopped prematurely as soon as a local minimum is encountered. The coplanar trajectory
is more straight forward as it is obtained from a fixed couch position defined by the treatment
planner and not generated by an algorithm.

The e�ect of the trajectories on the treatment delivery can be further compared using the
delivery time in table 3.4. We observe a delivery time of 227s for SA method vs a delivery
time of 140s for greedy method and a delivery time of 183s for coplanar method. This implies
that using the same couch and gantry speed, the trajectory for the SA method takes more time
to deliver as it has more control points.

The shape of the final trajectory seen in figure 3.5 is created after the traveling sales man
problem is solved to find a valid path that connects all control points. The control points
are active during treatment and are indicated using a green circle. The intermediate trajectory
points have no green circles around them and are not active during treatmeent. The intermediate
trajectory points have been added in cases where two adjacent control points are not directly
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reachable. We note that the final delivery trajectory created for the SA method contains more
intermediate control points have been added since it contains more control points.

(a)

(b)

(c)

Figure 3.4 – Comparing Isodose contours for TG-119 using greedy method (a) SA method (b)
and Coplanar method (c)
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(a)

(b)

(c)

Figure 3.5 – Comparing Trajectories for TG-119 case using greedy method (a) and SA method
(b) and Coplanar method (c)
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Table 3.3 – Dose statistics for TG-119 case

Metric SA method greedy method Coplanar method
Objective function value 1.64 ⇥ 104 1.72 ⇥ 104 2.55 ⇥ 104

Conformity Number 0.92 0.91 0.88
Dose(Gy) Mean Max Mean Max Mean Max

Target 49.6 52.3 49.5 52.8 49.5 53.5
Core 4.7 17.6 12.3 24.2 18.9 32.9
Body 3.7 52.3 4.8 52.8 3.7 53.5

Table 3.4 – Comparing trajectory generated for TG-119 case

Metric SA method greedy method Coplanar method
Estimated Delivery time 227s 140s 183s

No of control points 92 26 37

3.3.2 Liver Case
Figure 3.6 compares the DVH plot of the treatment plan using SA method (algorithm 4) in
dashed line to a treatment plan developed using the greedy method in thick lines for Liver case.
A similar conformal dose distribution to the target is observed for both methods.

The dose statistics in table 3.5 shows reductions to several organs-at-risk when using SA
method vs greedy method. These reductions can be observed in the: SMASV 0.7Gy vs
1.6Gy (56%), Heart 2.6Gy vs 4.2Gy (38%), Celiac 1.1Gy vs 2.1Gy (48%), Duodenum 0.4Gy
vs 1.0Gy (60%) and on the Skin 1.5Gy vs 1.7Gy (12%). Conversely an increase in the mean
dose to the Spinal Cord is observed using the SA method 1.0Gy vs 0.2Gy for the greedy method.

Compared to the coplanar method, the SA method also shows a better Target coverage with
a mean dose of (49.9Gy) vs (49.7Gy). This can also be observed in the DVH plot in figure
3.7. The coplanar method has 0Gy delivered to some organs at risk such as Celiac, Duodenum,
SMASV. This is due to the trajectory chosen which is made up of a fixed couch position that
completely avoids these organs. The same dose is recieved by the Skin (1.5Gy) and the Spinal
Cord (1Gy) using both the SA method and the coplanar method. The main di�erence in both
methods can be observed in the dose recieved by the heart which is 2.6Gy using the SA method
and 7.5 Gy using the coplanar method. This represents a 66% reduction in the mean dose to
the Heart.
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Figure 3.6 – DVH comparing the simulated annealing method (dashed lines) to greedy method
(thick lines) for Liver case
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Figure 3.7 – DVH comparing the simulated annealing method (dashed lines) to coplanar method
(thick lines) for Liver case
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Table 3.5 – Dose statistics for Liver case

Metric SA method greedy method Coplanar method
Objective function value 9.5 ⇥ 103 1.05 ⇥ 104 9.63 ⇥ 103

Conformity Number 0.95 0.9 0.93
Dose(Gy) Mean Max Mean Max Mean Max

Target 49.9 51.4 49.7 51.9 49.7 51.8
Celiac 1.1 1.6 2.1 2.4 0 0
Heart 2.6 51 4.2 50 7.5 50.6

Spinal Cord 1.0 5.0 0.2 6.2 1 6
Duodenum 0.4 1.8 1.0 4.8 0 0
SMASV 0.7 1.4 1.6 2.4 0 0

Skin 1.5 52.6 1.7 51.9 1.5 51.8

(a) (b)

(c)

Figure 3.8 – Comparing Isodose contours for Liver using greedy method (a) SA method (b)
and Coplanar method (c)

Figures 3.8 shows the CT slices containing the Isodose contours from the treatment plan
for the Liver case using the three methods. A more conformal dose to the Liver using the
SA method can be observed. We can observe a high dose area occuring in the bottom left
of the CT slice for the greedy method figure 3.8a. This high dose area is an illustration of a
local minimum being encountered. Since the greedy algorithm has no mechanism of removing
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Metric SA method greedy method Coplanar method
Estimated Delivery time 132s 127s 145s

No of control points 31 43 37

Table 3.6 – Comparing trajectory generated for Liver case

beams which become sub-optimal when other beams are added to the combination, the result
is a sub-optimal solution. A higher conformity number (0.95) can be observed in table 3.5
for SA method compared to 0.91 for greedy method and 0.93 for coplanar method. The SA
method terminates with a lower final objective function value 950 vs 1050 for greedy method
and 963 for coplanar method.

The trajectory comparison in figure 3.9 shows that the proposed SA method has a longer
trajectory vs greedy and the coplanar method. This can be confirmed in table 3.6 with 31
control points for the trajectory generated SA method vs 43 control points from the greedy
method and 37 control points for the coplanar method. The longer trajectory occurs in SA
method because the algorithm adds more control points to the beam combination in the search
for a global optimum.

The delivery time is estimated to be 132s for the SA method leads vs 127s for the greedy
method and 145s for the coplanar method The final trajectory is created after the traveling sales
man problem is solved contains some intermediate control points like in the TG-119 case. The
active trajectory points are circled in green while the non-active points are not circled and are
not active during treatment delivery. The non-active trajectory points are inserted to ensure
that the motion from one couch-gantry combination to the next is feasible.
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(a)

(b)

(c)

Figure 3.9 – Comparing Trajectories for Liver case using greedy method (a) SA method (b)
Coplanar method (c)
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3.3.3 Prostate Case
Figure 3.11 shows the DVH plot comparing a treatment plan developed using SA method (algo-
rithm 4) in dashed line to greedy method in thick lines. A similar conformal dose distribution
to the Target is observed for both methods (49.4Gy).

However a reduction in the dose to the bladder and the Rectum can be observed in the
DVH using SA method. This reduction is confirmed from the dose statistics in table 3.7 with
mean dose to the Rectum 19.5Gy vs 22.4Gy (14%), Bladder 22.5Gy vs 23.5Gy (4%), Penile
Bulb 4.9Gy vs 6.2Gy (21%). The table also shows that the SA method has terminated with an
objective function value that is 5% lower than greedy method.

Comparing to the coplanar method from the DVH in figure 3.14 the SA method shows a
similar Target coverage with a mean dose of 49Gy vs 49.4Gy. The coplanar method has 8%
less mean dose to the Skin 6.9Gy vs 6.4Gy and 82% less mean dose to the Penile Bulb 4.9Gy
vs 0.4Gy. Conversely the SA method has has 15% less mean dose to the Bladder and 11% less
mean dose to the Rectum.
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Figure 3.11 – DVH comparing the simulated annealing method (dashed lines) to greedy method
(thick lines) for Prostate case

Table 3.7 – Dose statistics for Prostate case

Metric SA method greedy method Coplanar method
Objective function value 6.88 ⇥ 104 7.24 ⇥ 104 4.72 ⇥ 104

Conformity Number 0.49 0.5 0.55
Dose(Gy) Mean Max Mean Max Mean Max

Target 49 53.8 49.4 56.2 49.4 53.1
Skin 6.9 53.8 6.9 53.8 6.4 53.1

Bladder 22.5 53.7 23.5 53.5 26.2 52.3
Rectum 19.5 51.6 22.4 50.9 21.8 51.6

Penile bulb 4.9 10.6 6.2 14.5 0.3 1.2
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(a)

(b)

(c)

Figure 3.12 – Comparing Isodose Contours for Prostate using greedy method (a) SA method
(b) and Coplanar method (b)
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Figure 3.14 – DVH comparing the simulated annealing method (dashed lines) to Coplanar
method (thick lines) for Prostate case

From the isodose contours shown in Figure 3.12 conformal dose is observed from the dose
contours when using the SA method compared to the greedy and coplanar methods . We ob-
served a higher dose region just outside the prostate and above the prostate using the coplanar
method. This indicates a sub-optimal beam combination has been applied leading to fluence
intensity that is concentrated in a particular region

. The trajectory comparison in figure 3.15 shows that the proposed SA method has a longer
trajectory with 43 control points vs 10 control points for the greedy method and 37 control
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points for the coplanar method. Also the table 3.8 with a delivery time of 246s for SA method
vs a delivery time of 87s for greedy method and 246s for the coplanar method. It is important
to note that the fewer number of control points indicates the termination of the beam angle
selection algorithm in the presence of a local minimum.

Metric SA method greedy method Coplanar method
Estimated Delivery time 127s 87s 246s

No of control points 43 10 37

Table 3.8 – Comparing trajectory generated for Prostate case
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(a)

(b)

(c)

Figure 3.15 – Comparing Trajectories for Prostate using greedy method (a) SA method (b) and
Coplanar method (c)
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3.4 Discussion
The use of beam angle selection to generate non-coplanar trajectories for VMAT presents an
opportunity to search a larger space to obtain optimal beam orientations for treatment. The
consequence is that a huge number of solutions are possible to the resulting non-convex com-
binatorial optimization problem.

The beam angle selection methods that exist in literature (enumerated in section 3.1) limit
the search space during fluence evaluation [93] and/or employ a two-step approach to over-
come the non-convexity [77] which could lead to local solutions. The simulated annealing
algorithm for non-coplanar VMAT treatment planning that we have presented is able to handle
the problem of non-convexity by employing direct leaf trajectory optimization. The proposed
algorithm has no restriction on the search space and thereby evaluates a very large number of
possible treatment plans to obtain globally optimal treatment beams.

From the results in section 3.3, we observe dosimetric improvements in terms of organ-at-
risk sparing is observed using the SA method such as: reduced mean dose to the core in TG-119
case (38%), the Heart in Liver case (38%) and the Rectum in Prostate case (14%). However, no
significant di�erences are observed in the dose delivered to the target in all cases (50⌧H± 0.8).
We observed that there is a high dose region in the Liver case using the greedy method (figure
3.8a). This demonstrates the possibility of a local minimum when the beam selection algorithm
is unable to escape this state and thus cannot find a global solution. The beam that is selected
exists proximity to the treatment bed however the orientation is underneath the treatment bed.
Such a beam encounters significant interference before it reaches the target in the tumor.

We found that the optimal beam orientations selected using the greedy method for all three
patient cases were fewer in number and further apart in angular euclidean distance from each
other. Conversely the SA method selects a large number of beams which are closer to each other
to serve as active control points during treatment. The net e�ect of this during treatment deliv-
ery is no concentration of the high dose portions on organs such as the skin using the SA method.

Generally the SA method showed better organ-at-risk sparing compared to the coplanar
method e.g reduced mean dose to the heart in the liver case and to the core in the TG-119 case.
However, We have observed that in some cases the use of a non-coplanar trajectory created with
the SA method does not lead to an imporved dosimetry compared to the coplanar trajectory.
This is seen in the prostate case where the mean dose to the penile bulb and the Skin organs
are lower for the coplanar method compared to the SA method. This di�erence in organ-at-risk
sparing is reflected in the conformity number. An explanation is that these solutions from the
coplanar method are locally optimal and is a function of the trajectory. The SA method in the
search for global optimality may counter balance the sparing of an organs-at-risk with a higher
mean dose to another organ-at-risk.

We observed that adding control points in the second stage to complete the trajectory
could degrade the quality of the final plan if the intermediate control points are active during
treatment. Such sub-optimal intermediate beam angles are excluded from the final direct leaf
trajectory optimization along the selected non-coplanar trajectory. Indeed [77] a�rms that such
a trajectory that excludes intermediate beam angles may be realized by closing the MLC leaves
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or setting the dose rate to zero at when the machine traverses between two optimal beam angles.

Trajectory comparison shows that there is an increase in the number of control points
when using the proposed SA method compared to the greedy method. But the increase in the
trajectory length and delivery time are not significantly di�erent to a�ect production time in
clinical use. Compared to the coplanar method, the estimated delivery time for the SA method
is lower in the Liver and the prostate case but conversely it is higer for the TG-119. The
estimated delivery time is a function of the trajectory of the beam angles seleted and the time
to deliver the desired dose to the target. The TG-119 case has a particularly complex shape and
we see that more control points are needed for the trajectory and hence a higher delivery time
for the SA method. For the liver and prostate cases there is a similar number of control points
for both SA method and coplanar method so the lower delivery time for the SA method reflects
an improved e�ciency in dose delivery to the target.

Memory limitations during computation is a problem that can be encountered when imple-
menting our proposed algorithm. The copy and storage of the dose influence matrix forms the
bulk of the memory utilization during computation. We overcome this di�culty by using an
increased beamlet size of 7<<⇥7<< and using a computer of large RAM (256GB). The e�ect
of increasing the beamlet size is the reduction in the number of beamlets under consideration.
This has a direct e�ect of reducing the number of columns of the dose influence matrix and
thus reducing its size. Therefore makes it easier to store and transfer the dose influence matrix.

Future work is to evaluate this non-coplanar VMAT planning approach on a larger number
of patient cases that have the cancer tumor located at di�erent parts of the body. Another
possibility in the future work is to include a delivery trajectory criterion during the beam angle
selection phase so as to eliminate the need to insert intermediate beam orientations in the final
phase.



CHAPTER

4
A SAMPLING-BASED APPROACH FOR
NON-COPLANAR VMAT TREATMENT

PLANNING USING RRT

We present a new method for non-coplanar VMAT treatment planning using Rapidly-
exploring random trees. This algorithm is introduced to deal with the ine�cient treat-

ment trajectories that arises from inserting intermediate control points when beam selection
methods are applied to non-coplanar VMAT treatment planning. The use of RRT method
eliminates from aperture contention issues that could occur from such ine�cient trajectories.
The RRT method enables the simultaneous plan optimization and trajectory generation. The
algorithm progressively samples the space of the input candidate beam orientations to build a
tree consisting of nodes and edges. During the tree-construction, fluence intensity optimizaton
is performed simultaneously to search for delivery trajectories with optimal dosimetry. A
depth-first search is done after the tree construction to enumerate all valid trajectories on the
tree. The trajectory which contains the treatment plan with the lowest objective function value
is selected as the best. Treatment plans using Liver, TG-119 and Prostate cases were prepared
and compared to a beam selection approach to non-coplanar VMAT planning. The results
show that treatment plans of a comparable dosimetry to the beam selection approach can be
obtained using this approach while obtaining a more e�cient trajectory that is shorter in length,
takes less time to deliver.
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4.1 Introduction
VMAT improves delivery e�ciency compared to conventional delivery methods such as fixed
gantry IMRT due to a reduction in the delivery time and cumulative dose recieved by the pa-
tient. [42]. In non-coplanar VMAT, a simultaneous rotation of the linear accelerator gantry and
the treatment bed is used to orient the beam for patient irradiation. The use of non-coplanar
beams provides an opportunity for improved dosimetry over co-planar methods in terms of
better target coverage and organs-at-risk (OAR) avoidance. Several authors have argued for the
adoption of non-coplanar VMAT for use in treatment [84]. Non-coplanar VMAT has shown
better OAR sparing compared to coplanar VMAT in several clinical studies [87, 88, 89].

But despite the advantages of non-coplanar VMAT, they are still not widely adopted for
use at most radiotherapy treatment centers. The di�culty is in the design of the non-coplanar
beam trajectories and the choice of the beam orientations that will form part of the trajectory.
There exists a large number of possible trajectories and a method is required to select a tra-
jectory containing beams that delivers the optimal dose distribution in the most e�cient manner.

Several strategies have been proposed over the years for generating non-coplanar trajec-
tories. The earliest methods relied on the experience of the treatment planner to manually
define a non-coplanar trajectory [92, 87]. Such manual methods are not optimized and are only
applicable to specific anatomies.

Further developments have seen the use of tumor geometric information for generating
non-coplanar trajectories for VMAT treatment. The author in [85] presents a method that uses
the geometrical information obtained from the beam-eye-view (BEV) to score di�erent beam
orientations. Then uses a hierarchical clustering algorithm determines a continuous couch-
gantry trajectory from the beam scores by merging several discontinuous sub-arcs. The method
presented by [86] uses a similar geometric approach with a graph search algorithm to determine
a minimum-cost trajectory from a cost map. The cost map is calculated for each beamlet by ray-
tracing it’s intersection with the OARs. These geometric scoring methods su�er from aperture
contention issues as adjacent beams of similar beam scores could result in uncorrelated MLC
apertures shapes. To overcome aperture contention issues, [137] introduced TORUS which
uses sectioning of the tumor geometry to generate a score for connected BEV regions. Di-
jkstra’s algorithm is used to generate a trajectory from the resulting graph optimization problem.

More recent studies use a beam angle selection method to generate non-coplanar treat-
ment trajectories [77, 93]. The selected beams could be far apart so intermediate way-points
are introduced to form a complete trajectory. These studies di�er mainly in the approach to
beam angle selection. The method presented by [77] selects treatment beams using a genetic
algorithm. [93] considers three beam selection strategies i.e. greedy strategy, look ahead
strategy and gradient strategy. Both authors solve a traveling salesman problem to connect the
selected beam angles to form a treatment trajectory. The di�culty is that beam selection is a
highly non-convex and combinatorial optmization problem. A large number of solutions are
possible leading the authors to restrict the solution space. Moreover, intermediate way-points
are introduced to create a valid trajectory but are dosimetrically sub-optimal and could degrade
the plan quality.
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Non-coplanar VMAT planning imposes a dual goal to obtain a non-coplanar trajectory and
a dosimetrically optimal VMAT plan along this trajectory. We note that all the aforementioned
methods use a two-step approach of first designing a non-coplanar trajectory and then preparing
a VMAT plan along this trajectory. By separating both processes it is possible to obtain a high
quality VMAT plan on an undeliverable non-coplanar trajectory or a very e�cient non-coplanar
trajectory containing a sub-optimal VMAT plan. It becomes evident that the trajectory gener-
ation process must run concurrently with the VMAT optimization process.

To handle this problem, we propose a sampling-based non-coplanar VMAT planning algo-
rithm that is capable of simultaneously generating a non-coplanar trajectory while performing
VMAT treatment plan optimization. Another motivation for this work is to handle the problem
of inserting intermediate control points in the trajectory as seen in methods that employ beam
angle selection. Our proposed algorithm does not insert intermediate control points therefore,
the trajectory obtained is a complete, valid and deliverable trajectory.

The contribution of this chapter is an algorithm inspired from rapidly-exploring random
trees ('')⇤) for non-coplanar VMAT treatment planning. The algorithm progressively sam-
ples the space of the candidate beam orientations while evaluating the fluence contribution of
each beam in an unrestricted manner to build a tree. Tree-construction and VMAT optimization
are performed concrrently and a depth-first search is done at the end of the tree construction
to select the lowest cost trajectory. We have also introduced two new metrics based on the
bending energy that can be used to measure the smoothness of the resulting trajectory.

This chapter is organized as follows: section 4.6 presents the '')⇤ non-coplanar VMAT
planning algorithm, section 4.8 presents the hardware and software details for the implemen-
tation as well as details of the three patient cases and the metrics used in the evaluation study.
can be found in section. The results of the evaluation study are presented in 4.9 and discussed
in section 4.10.

4.2 Rapidly-exploring random trees (RRT)
The control of complex non-linear systems becomes very challenging as the number of degrees
of freedom/ state-space dimensions increases [138]. Rapidly-exploring random trees are a
class of sampling-based agorithms used in trajectory planning and control of complex systems.
RRT algorithms are capable of handling such high dimensionality of complex systems. RRTs
employ a probabilistic approach by continuously sampling a state space at randomn starting
from a defined point pBC0AC towards a goal point p4=3 .
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Figure 4.1 – Illustration of the RRT sampling process, discovered paths are shown with thick
lines while the undiscovered paths are shown with dashed lines

Figure 4.1 illustrates the process of sampling of RRT algorithm. Starting from a defined
point denoted as pBC0AC , the algorithmn selects a randomn point in the configuration space, pA0=3
and then finds the nearest point that exists already on the tree p=40A . A finite step is performed
from p=40A towards pA0=3 in order to find a new point p=4F that is added to the tree. This process
of node discoverly is performed iteratively until p=4F becomes the sames as the goal point p4=3 .
The pseudo-code of the RRT algorithm is shown in algorithm 6.

Algorithm 6 Pseudocode for RRT algorithm
1: �=8C : pBC0AC , p4=3 , T
2: T 033+4AC4G(T, pBC0AC )
3: repeat
4: pA0=3  A0=3⇠>= 5 86DA0C8>=()
5: p=40A  =40A4BC#486⌘1>DA (T, pA0=3)
6: p=4F  BC44A (p=40A , pA0=3)
7: T 033⇢364(p=40A , p=4F )
8: until p=4F = p4=3

9: return T

RRTs have been demonstrated to be probabilistically complete so that they are capable to
find a path from pBC0AC to p4=3 if one exists. RRTs also have very good exploring capabilities
as the algorithm tends towards the unexplored regions of the configuration space with each
iteration.

The author in [139] applies RRT for the kinodynamic motion planning for complex sys-
tems. The problem presented is to plan motion systems that have nonlinear dynamics in a
high-dimensional configuration space with obstacles present. The authors developed a ran-
domized planning approach for trajectory planning in high-dimensional state spaces using
rapidly exploring random trees (RRT). Experimental verification was performed to determine
the trajectories for hovercrafts and satellites in an enviroment with obstacles. The results show
that after exploring many configuration states, a trajectory could be found successfuly with the
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RRT algorithm.

In another work [140], RRT is applied to object grasping and path planning for mobile
manipulators. The task is to bring the robot close to the goal configuration from a start con-
figuration in order to grasp an object. RRT is applied to the planning phase to move the
robot from start to goal while avoiding obstacles. The experiments are performed using a 10
degree-of-freedom Puma® robot successfully performs the path planning phase of the complex
pick-and-place tasks in simulation.

Another application is the use of RRT algorithm for generating maneuver profiles for un-
manned aerial vehichles (UAVs) [141]. This work uses RRT in the first step of the trajectory
planning layer, to solve the time-dependent path planning problem of UAVs. One aim of using
RRT in this method is to take advantage of its quick spreading ability that allows the exploration
of a large portion of the configuration space.

In radiotherapy, the first application of a sampling-based approach is the Monte Carlo tree
search algorithm (MCTS) for generating a static beam IMRT plan [103]. It was introduces
to handle the inter-dependence of the beam trajectory and the beam parameters. The MCTS
technique employs a tree structure to search for possible treatment trajectories while evaluating
each encountered node. The nodes are evaluated using upper confidence bound applied to trees
(UCT) which is defined as:

*⇠) = - 9 + ⇠?

s
;=(=)
= 9

(4.1)

where - 9 is the average objective function value calculated over the number of visits on the
node j, = 9 is number of time the node j has been visited, ⇠? is a constant and n is the number
of time the tree node has been visited. MCTS uses the UCT value to choose the next node to
visit by selecting the node with the highest UCT value. MCTS selects a random node when
all possible nodes to be visited have the same UCT value. The authors defined the objective
function value - 9 as a minimization of the linear combination of the mean and maximum dose
to the PTVs and OARs [103]. The MCTS algorithm was evaluated on a chest wall case and a
brain case and compared to a coplanar and a 4c treatment plans developed for the same patient
cases. The results show that MCTS found trajectories that lead to an improved dosimetry com-
pared with the coplanar treatment plan. Compared to the 4c treatment plan however presented
a better OAR sparing compared to MCTS.

To the best of our knowledge, our work is the first attempt to produce a non-coplanar VMAT
treatment trajectory using a sampling-based approach. It is also the first attempt to model the
generation of a non-coplanar VMAT treatment trajectory through the use of rapidly-exploring
random trees.
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4.3 Asymptomatic sub-optimality of the RRT algorithm
The optimality of a path planning algorithm measures its ability to generate the shortest path,
thus leading to an improved e�ciency. Optimality can be measured using several criteria such
as path length, collision-free space, execution time, and the total number of turns. It has been
shown that the probability of RRT algorithm to converge to an optimal solution is 0 as the
number of samples approaches infinity (1) [142]. We do not detail the formal proof here as it
is beyound the scope of our study. The implication is that RRT algorithm does not necessarily
guarantee to find the least cost path. Conversely, this implies that the RRT algorithm converges
to a suboptimal solution with probability of 1 as the algorithm progresses.

A new variant of RRT algorithm called RRT⇤ was introduced to deal with the problem of
asymptomatic sub-optimality of RRT algorithms. The RRT⇤ inherits the asymptotic optimality
of the RRG algorithm while maintaining a tree structure of RRT algorithm. This is done by
reconfiguriation of the tree-structure to discover lower cost nodes to reach nodes that already
exist in the tree.

4.4 Improved Rapidly-exploring random trees (RRT⇤)
RRT⇤ is a state-of-the art technique widely used in planning trajectory for robots [142]. It be-
longs to a class of informative incremental sampling-based motion planning algorithms namely
rapidly-exploring random trees/graphs (RRT/RRG). RRT⇤ is an improved version of RRT. It
combines the asymptotic optimality of RRG and the tree-like structure of RRT.

The strength of RRT⇤ lies in its ability to explore the candidate space by rapidly growing a
random tree while evaluating the trajectory cost function. The advantage of RRT⇤ is that it can
handle complex high-dimensional problems. They are particularly suitable for combinatorial
optimization where a set of beam angles is chosen from a larger set.

When compared to RRT algorithm, RRT⇤ algorithm quickly discovers the initial path and
then improves its quality in subsequent iterations to produce a near-optimal path as the number
of iterations approaches infinity. However, its has a slower rate of convergence compared to
RRT because it requires many iterations to optimize the initial path [143].

RRT⇤ explores the candidate space by rapidly growing a random tree and evaluating a cost
function on trajectories on the tree. The cost function is used to steer the search towards the
regions of the candidate space that have not been explored as the best path returned converges
to the optimum cost function. RRT⇤ has been used for planning dynamic trajectories for robots
[144] and for exploring conformal energy landscapes of molecules [145].
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4.5 Motivation for choosing '')⇤ algorithm
Our original motivation for choosing the '')⇤ is that it o�ers the possibility to generate a path
while simultaneously evaluating a path objective. This property is quite similar to our objective
of combining the non-coplanar trajectory generation phase with the VMAT plan optimization
phase during treatment planning. Thus, a combination of both steps into a single algorithm
will enable the generation of a non-coplanar VMAT plan that takes all constraints into account
at every point during the creation of the delivery trajectory.

Previous authors have noted that beam selection is an NP-hard combinatory optimization
problem [124] making it very di�cult to combine the beam selection process with VMAT
treatment planning constraints. The beam selection methods despite being the pre-dominant
approach for selecting non-coplanar beam trajectories are also prone to fall into a local mini-
mum especially when several constraints are considered concurrently. Thus another reason for
choosing '')⇤ algorithm is to use its space exploring and coverage capability to escape local
solutions.

4.6 New '')
⇤ algorithm for Non-coplanar VMAT planning

The non-coplanar VMAT planning can be seen as a navigation through a connected bounded
subset of a k-dimensional euclidean space guided by an information metric on the space.

In our case, : = 2 is parametrized by each couch-gantry angle pair to which we refer subse-
quently as nodes. The candidate beam angle space B can be represented by a graph ⌧ (# , ⇢).
The nodes of this graph are defined as # = {(21, 61), (22, 62), ...(2=, 6=)} = {n1, n2, ...n=}.
The information metric in our space is the value of the the cost function 5 (d) resulting from a
set of nodes that constitute a valid trajectory.

Given the graph of the candidate beam angle space G and a starting node n8=8C the optimal
planning problem is to determine an optimal trajectory X?0C⌘ containing a connected set
of nodes such that the cost function 5 (d) (previously defined in equation 1.6) is the global
minimum. The modified RRT⇤ VMAT algorithm 7 is proposed in order to explore the candidate
beam angle space to simultaneously generate an optimal VMAT treatment plan and a smooth
non-coplanar trajectory. The procedure for our proposed algorithm is illustrated in figure 4.2.



88 Chapter 4. A Sampling-based approach for Non-Coplanar VMAT Treatment Planning
using RRT

Figure 4.2 – Flowchart showing the procedure for '')⇤ Non-coplanar VMAT planning algo-
rithm

Algorithm 7 starts with an initial node n8=8C and the graph G as input. n8=8C serves as the
starting node and is chosen using a first order estimate of the steepest descent direction using a
projected gradient of the objective function [93].
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Algorithm 7 RRT⇤ algorithm for non-coplanar VMAT
1: �=8C : V {n8=8C }, E ;, G 6A0?⌘(B), 8  0
2: 2⌘>>B4 n DB8=6 4@D0C8>= 3.7
3: for 8 = 1 to # do
4: T (V,E)
5: nA0=3  30C0B0<?;4(G, 8)
6: n=40A  :==B40A2⌘(T, nA0=3)
7: n=4F  BC44A (n=40A , nA0=3 ,G, n)
8: if 8BE0;83 (n=4F ) then
9: V⇤  V [ n=4F ; n<8=  n=40A

10: pn=4F = getPathfromStart(T, n=40A , n8=8C ) [ n=4F

11: 5n=4F (d) = 38A42C!40 5 $?C8<(pn=4F )
12: 5n<8= (d)  5n=4F (d)
13: X=486⌘1>DA  #486⌘1>DAB(T, n=4F , [)
14: if 8B=>C4<?CH(X=486⌘1>DA ) then
15: for 0;; n=486⌘1>DA 2 X=486⌘1>DA do
16: pn=4F = getPathfromStart(G, n=486⌘1>DA , n8=8C ) [ n=4F

17: 5n=4F (d) = 38A42C!40 5 $?C8<(pn=4F )
18: if 5n=486⌘1>DA (d) < 5n<8= (d) then
19: n<8=  n=486⌘1>DA ; 5n<8= (d)  5n=486⌘1>DA (d)
20: end if
21: end for
22: E⇤  E⇤ [ {n<8=, n=4F }
23: for 0;; n=486⌘1>DA 2 X=486⌘1>DA \ n<8= do
24: if 5n=486⌘1>DA (d) < 5n=486⌘1>DA (d)8�1 then
25: n?0A4=C  %0A4=C (n=486⌘1>DA )
26: E⇤  E⇤ \ {n?0A4=C , n=486⌘1>DA }
27: E⇤  E⇤ [ {n=4F , n=486⌘1>DA }
28: end if
29: end for
30: end if
31: end if
32: V V⇤; E E⇤
33: end for
34: leaves 35 B%A4>A34A (T)
35: X?0C⌘  64C<08=%0C⌘(T, leaves)
36: return X?0C⌘

| |0 | |+ is a positivity function defined as max(0,a). T is a tree data-structure that is used to
store the discovered nodes. T is composed of vertices V and edges E.

The nodes are stored in V and their corresponding edges stored in E. T also holds infor-
mation about the parent node of each nodes that is discovered by the algorithm.

The algorithm progresses iteratively by sampling the candidate beam angle space using the
matlab function datasample(). Given a graph G the function datasample() : (G) 7! nA0=3
returns an undiscovered node sampled uniformly at random from the graph. The discovery of
new nodes by the algorithm is illustrated in figure 4.3.
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Figure 4.3 – Figure showing '')⇤ algorithmn during node discovery. horizontal-axis = couch
angle (degrees) and vertical-axis = gantry angle (degrees) The black dots denote discovered
nodes at a specific couch-gantry angle while the green box denotes the start node n8=8C

Subsequently, a search is performed using the matlab function knnsearch() to obtain the
nearest neighbor node to nA0=3 in graph G. Given a tree T and an input node nA0=3 , the function
knnsearch() : (T, nA0=3) 7! n=40A performs a nearest neighbor search to return the node on the
tree closest to the input node.

The next step is to perform a steering operation such that node nA0=3 is reachable from the
node n=40A . Given two nodes, the function steer() : (n=40A , nA0=3 ,G) 7! n=4F returns a node
n=4F such that k n=4F � nA0=3 k is minimized under the constraint k n=4F � n=40A k n .

The steer function is implemented using the relation:

n=40A =

2=4F

6=4F

�
=


2=40A

6=40A

�
+ s.n (4.3)

where s is a random vector R2 such that s(8) takes a value of either 0 or 1.

The node n=4F is then checked for validity using the function isvalid which returns true if it
is possible to reach node n=4F from n=40A or false otherwise. If valid, n=4F is added to the tree T.

The cost function value 5n=4F (d) of the path pn=4F starting from the root node n8=8C up to
n=4F while passing through n=40A is calculated in the next step. pn=4F is obtained by using
the function getPathfromStart. Given a tree T, a start node n8=8C and an end node n=40A , the
function getPathfromStart : (T, n=40A , n8=8C) 7! pn=4F recursively iterates through each node
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encountered from the end node to start node to obtain the indices of their parent node. These
node indices represent a path. These node indices are concatenated together with the index of
n=4F and then used to select the corresponding columns from the dose influence matrix that
are used in the objective function calculation.

We make use of an in-house implementation of the direct leaf trajectory optimization in
the function directLeafOptim to calculate the cost function value [80]. The use of direct leaf
trajectory optimization enables us to take into account the machine constraints and MLC leaf
constraints during objective function calculation. The formulation of the optimization problem
is convex and so are guaranteed a solution using commercially available solvers[72]. Another
advantage that this method enables the calculation of the VMAT treatment plan in a single step
by avoiding leaf sequencing. Given a path pn, created from the start node n8=8C and end node
n using getPathfromStart, the function directLeafOptim : (pn) 7! 5= (d) returns the final cost
function value 5= (d) using direct leaf trajectory optimization. This corresponds to obtaining
the minimum of the optimization problem described in equation 1.20. We save this path and
it’s cost as the minimum cost path to reach node n=4F.

The next step is to determine all the neighboring nodes of n=4F. Given a tree, a node n and
a distance parameter [ in degrees, the function Neighbours : (T, n, [) 7! X=486⌘1>DA returns a
list of nodes located at a distance [ from n on the tree.

The next step in the algorithm is to search through all neighbor nodes to see if a lower cost
alternative path to this node can be discovered by passing through n=4F. If this a lower cost
alternative path is found from a neighboring node, n=4F replaces the parent of this neighboring
node. For each neighbour node n=486⌘1>DA , we determine the path pn=4F starting from the root
node n8=8C up to n=4F while passing through n=486⌘1>DA using the function getPathfromStart as
already described. For each neighbour node n=486⌘1>DA who’s path pn=4F is determined, we
calculate the resulting cost function value using pn=4F (lines 13-21). If the neighbor nodes has
a lower cost to reach the new node n=4F, it designated as the minimum cost node n<8=. The
minimum cost node n<8= becomes the parent of the newly discovered node n=4F.

After a fixed number of iterations N, the algorithm has generated a tree with all discovered
nodes and their parent nodes. A function dfsPreorder is used to determine all terminal nodes
on the tree. The dfsPreorder is an implementation of the iterative depth-first search [146].
Given a tree, the function dfsPreorder : (T) 7! leaves returns a list of terminal nodes on the
tree by exploring, as far as possible, each branch of the tree starting from the root node. The
algorithm for dfsPreorder function can be found in 8.
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Algorithm 8 dfsPreorder by Iterative Depth-first search
1: �=8C : G, Visited  ;, S  BC02: , n  n8=8C

2: S.?DB⌘(n)
3: while S is not empty do
4: if n 8 Visited then
5: Visited Visited [ n
6: for 0;; n2⌘8;3 2 2⌘8;3#>34B(G, n) do
7: S.?DB⌘(n2⌘8;3)
8: end for
9: else

10: n S.?>?()
11: end if
12: end while
13: leaves B>AC (Visited,0 0B24=38=60)
14: return leaves

Figure 4.4 – Figure showing '')⇤ algorithm after dfsPreorder, horizontal-axis = couch angle
(degrees) and vertical-axis = gantry angle (degrees). The brown colored line connects dis-
covered nodes starting from the root node. Each branch of the tree corresponds to a di�erent
trajectory that is discovered.

The discovered branches of T are illustrated in figure 4.4 and corresponds to di�erent
trajectories. Each leaf in the set leaves is a terminal node in a branch of the tree T starting
from the root node n8=8C . Each terminal node in leaves has an associated path cost to reach it
from the root node. The path linking the lowest cost terminal node to the root node is chosen
as the best path using the function getmainPath. Given a tree and a list of terminal nodes, the
function 64C<08=%0C⌘ : (T, leaves) 7! X?0C⌘ returns a list of nodes traversed from the lowest
cost terminal node to the root node. The final path returned by algorithm 9 as X?0C⌘.
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Algorithm 9 getmainPath by searching for the lowest cost path
1: �=8C : G, leaves, n8=8C , X?0C⌘  ;, 5n<8= (d)  1
2: for 402⌘ ;40 5 2 leaves do
3: pn;40 5 = getPathfromStart(T, n;40 5 , n8=8C )
4: if 5n;40 5 (d) < 5n<8= (d) then
5: X?0C⌘  pn;40 5

6: end if
7: end for
8: return X?0C⌘

4.7 Modifications made to '')⇤ for non-coplanar VMAT
planning

We have made some modifications to the original '')⇤ algorithm in order to adpat it to the
non-coplanar VMAT treatment planning process. The first modification is the steer() function
whose relation is defined in equation 4.3. The steer() function represents the motion of the
system from one configuration to the another. Most applications that make use of '')⇤ for path
planning model the steer() function depending on the kinematics or dynamics of the system
under consideration [138].

The particularity of the linear accelerator performing a non-coplanar treatment delivery
prohibits an arbitrary motion from one configuration to the other. From a given position of the
couch and gantry linear accelerator can only move to 8 possible configurations as illustrated in
figure 4.5 and this gives rise to the the steer() function in equation 4.3.

Figure 4.5 – Figure showing the 8 possible motions for a linear accelerator froma given couch-
gantry angle (=1, =2) where \ represents the smallest allowed angular displacement of the linear
accelerator and is equivalent to the discretization used to create all couch-gantry angle pairs
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Another modification that we have introduced is in the computation of the cost function
5 (d). Most applications of '')⇤ to path planning consider the path cost to be a function of the
state space configuration. Such that for a system whose position configuration is represented
as 2-D cartesian co-ordiantes, a path-cost can be calculated using Euclidean, Malahanobis or
Hausdor� distance [147]. For application to non-coplanar VMAT treatment planning, we have
chosen to model the computation of path cost as the evaluation of the treatment objectives. In
other words, we want the algorithm to generate a path that fufils the treatment objectives as
defined by the objective function 5 (d) in equation 1.6.

Finally, a key di�erence between our algorithm and classical path planning algorithms is the
absence of a defined goal configuration. We have seen in section 4.2 that most sampling based
planners define a start configuration pBC0AC and an end configuration p4=3 so as to terminate the
algorithm when the end configuration is attained. The '')⇤ algorithm defines a fixed number
of iterations N after which the algorithm is stopped. The advantage here is that the algorithm
is guaranteed to terminate after a defined period but the di�culty is to choose the value N. We
have chosen the number of iterations to be equivalent to 10% of the number of all candidate
beam orientations under consideration.

4.8 Hardware and software Implementation Details
The '')⇤ non-coplanar VMAT algorithm is implemented using existing helper functions in
matRad [131]. matRad is a toolkit for radiotherapy computational research written in Matlab.
matRad includes an ipopt [132] implementation of L-BFGS algorithm [133] used for solving
the VMAT optimization.

The class for the tree and node representation are adapted from a Matlab implementa-
tion of a hierarchical tree data structure [148]. All calculations are performed using an Intel®

Xeon® computer with a 16-core W-2145 3.7GHz processor and 256GB random access memory
(RAM). The couch and gantry are set to the same constant speed of 6 346B�1during treatment.
A beamlet size of 7 ⇥ 7 <<2 and an MLC leaf size of 40 ⇥ 40 2< is chosen for computation.
This choice of the beamlet size helps to reduce the size of the dose influence matrix. A ma-
chine dose rate setting of 600"*<8=�1 and a leaf speed of 3 2<B�1 is used in our optimization.

4.8.1 Comparison Metrics
The metrics employed for comparison include dose volume histogram, mean dose, maximum
dose and conformity number already defined in chapter 3. To make a comparison between
trajectories we introduce two metrics, the bending energy and total bending energy.
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Bending Energy

The bending energy (⌫4) is a function of the curvature of a trajectory and is used to determine
the smoothness of a trajectory [149]. It is defined as:

⌫4 =
1
=

=’
8=1

k2
8

(4.4)

where k8 is the curvature of the trajectory at node i and n is the number of nodes along the
trajectory. The curvature at any node is an angle defined using the inner product of the two
vectors formed by the two neighbor nodes of each node such that:

k8 =
(n8�1 � n8).(n8+1 � n8)
kn8�1 � n8kkn8+1 � n8k

(4.5)

Trajectories that contain sharp curves will have a high value of ⌫4.

Total Bending Energy

The Total bending energy ()⌫4) is a metric that quantifies both the smoothness and the length
of a trajectory [149]. It is defined as:

)⌫4 =
=’
8=1

k2
8

(4.6)

Trajectories that contain sharp curves with many nodes will have a high value of )⌫4.

4.9 Results

4.9.1 Comparison of '')⇤ method vs greedy method
TG-119 Case

The DVH plot in figure 4.6 compares a treatment plan developed for a TG-119 case using '')⇤

method (dashed lines) vs greedy method (thick lines). We observe that both methods deliver a
similar dose distribution to the Target (50 Gy ± 0.5). We also observe a reduced dose to the
Core and Body using the '')⇤ method. Table 4.1 shows a comparison of the dose statistics
for both methods. Using the '')⇤ method 40% lower mean dose is observed in the Core 7.4
Gy vs 12.3 Gy and 19% less to the Body 3.9 Gy vs 4.8 Gy.
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Figure 4.6 – DVH for TG-119 case comparing the '')⇤ method (dashed lines) to greedy
method (thick lines)

A slice of the CT showing the isodose contours for the TG-119 case planned using both
methods can be observed in Figures 4.7. The CT slice shows a more conformal dose distribution
around the Target with the greedy method. From table 4.1, we note that the greedy method
terminates with a lower final objective function value of 17,200 vs 24370 for '')⇤ method.
Comparing the trajectories using figure 4.8 shows that the proposed '')⇤ method has more
control points on the trajectory (62) vs the greedy method (26). '')

⇤ method also has an
estimated delivery time of 234s vs 140s for greedy method as can be observed in table 4.2. We
can see a better trajectory smoothness with '')⇤ method ⌫4 (0.51 vs 0.89) and )⌫4 (32.16 vs
128).

(a) (b)

Figure 4.7 – Comparing Isodose contours for TG-119 using greedy method (a) and '')
⇤

method (b)



4.9. Results 97

Table 4.1 – Dose statistics for TG-119 case

Metric greedy method RRT⇤ method
Objective function value 1.72 ⇥ 104 2.44 ⇥ 104

Conformity Number 0.91 0.9
Dose(Gy) Mean Max Mean Max

Target 49.5 52.8 49.5 53.2
Core 12.3 24.2 7.4 21.3
Body 4.8 52.8 3.9 53.2

Table 4.2 – Comparing trajectory characteristics generated for TG-119 case

Metric greedy method RRT⇤ method
Estimated Delivery time 140s 234s

No of control points 26 62
⌫4 0.89 0.51
)⌫4 128 32.16

(a) (b)

Figure 4.8 – Comparing Trajectories for TG-119 using greedy method (a) and '')⇤ method
(b)

Liver Case

A DVH comparison between '')⇤ method (dashed lines) and greedy method (thick lines) for
the Liver case is shown in figure 4.9. The Target recieves a similar dose distribution when using
both methods with a mean dose of (50 Gy ± 0.3). We observe from table 4.3 the reductions
in the mean dose to the OARs using the '')⇤ method vs greedy method. These reductions
include: SMASV 1.05 Gy vs 1.6 Gy (35%), Heart 3.2 Gy vs 4.2 Gy (24%), Duodenum 0.6 Gy
vs 1.0 Gy (40%) and Celiac 0.8 Gy vs 2.1 Gy (62%).
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Figure 4.9 – DVH comparing the '')⇤ method (dashed lines) to greedy method (thick lines)
for Liver case

(a) (b)

Figure 4.10 – Comparing Isodose contours for Liver using greedy method (a) and '')⇤method
(b)

Table 4.3 – Dose statistics for Liver case

Metric greedy method RRT⇤ method
Objective function value 1.05 ⇥ 104 9.29 ⇥ 103

Conformity Number 0.9 0.96
Dose(Gy) Mean Max Mean Max

Target 49.7 51.9 49.9 51.3
Celiac 2.1 2.4 0.8 2.1
Heart 4.2 50 3.2 50.9

Duodenum 1.0 4.8 0.6 5.2
SMASV 1.6 2.4 1.05 2.6

Skin 1.7 51.9 1.5 52.3
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Table 4.4 – Comparing trajectory generated for Liver case

Metric greedy method RRT⇤ method
Estimated Delivery time 127s 168s

No of control points 43 52
⌫4 0.92 0.5
)⌫4 66.44 26.08

On the whole, treatment plans created with both methods have a similar dosimetry with the
'')

⇤ method achieving slightly better dosimetry. The isodose contours in figure 4.10 and the
conformity number in table 4.3 (0.96 vs 0.9) show the improved conformal dose distribution
using the '')⇤ method. The final objective function value of greedy method is a higher 10500
vs 9290 for the '')⇤ method. Another di�erence in both treatment plans can be seen when
we compare their trajectories in figure 4.8. The greedy method produces a treatment plan with
fewer control points (43) while the '')⇤ method has more control points (52). Comparing
trajectory metrics in table 4.4 we see that the '')⇤ method produces a smoother trajectory.
This trajectory smoothness is verifieed by a lower value of ⌫4 (0.5 vs 0.92) and )⌫4 (26.08 vs
66.44) for the '')⇤ method.

(a) (b)

Figure 4.11 – Comparing Trajectories for Liver using greedy method (a) and '')⇤ method (b)

Prostate Case

Figure 4.13 makes a comparison of the DVH plot for the prostate case using using '')
⇤

method (dashed lines) vs greedy method (thick lines). The Target recieves the prescribed dose
distribution (50 Gy ± 0.9) in both cases. We observe a reduced mean dose to the Skin,Penile
bulb and Rectum using the '')⇤ method. This reduction in the mean dose represents 6.7 Gy
vs 6.9 Gy (3%) to the Skin, 1.2 Gy vs 6.2 Gy (91%) to the Penile bulb and 21.08 Gy vs 22.4 Gy
(6%) to the Rectum. On the contrary the plan made using '')⇤ method has an increased mean
dose to the Bladder 24.08 Gy vs 23.5 Gy (3%) as seen in table 3.7. The table also shows that
the greedy method has terminated with a lower objective function value of 72400 vs 85735 for
the '')⇤ method.
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Table 4.5 – Dose statistics for Prostate case

Metric greedy method RRT⇤ method
Objective function value 7.24 ⇥ 104 8.57 ⇥ 104

Conformity Number 0.5 0.48
Dose(Gy) Mean Max Mean Max

Target 49.4 56.2 49.02 55
Skin 6.9 53.8 6.7 55

Bladder 23.5 53.5 24.08 52.58
Rectum 22.4 50.9 21.08 49.59

Penile bulb 6.2 14.5 1.2 4.7

Figure 4.13 – DVH comparing the '')⇤ method (dashed lines) to greedy method (thick lines)

(a) (b)

Figure 4.14 – Comparing Isodose Contours for Prostate using greedy method (a) and '')⇤

method (b)

The isodose contours in figure 4.14 shows that the '')⇤method produces a more conformal
dose distribution. Comparing the trajectories produced by both methods in figure 4.15, we see
that greedy method has 10 control points vs '')⇤ method with 72 control points. The '')⇤

method has better smoothness metrics of ⌫4 (0.5 vs 0.89) and )⌫4 (36.37 vs 82.83) compared
to the greedy method.
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Table 4.6 – Comparing trajectory generated for Prostate case

Metric greedy method RRT⇤ method
Estimated Delivery time 87s 153s

No of control points 10 72
⌫4 0.89 0.5
)⌫4 82.83 36.37

(a) (b)

Figure 4.15 – Comparing Trajectories for Prostate using greedy method (a) and '')⇤ method
(b)

4.9.2 Comparison of '')⇤ method vs simulated annealing method
TG-119 Case

The DVH plot in figure 4.16 compares a treatment plan developed for a TG-119 case using SA
method (dashed lines) vs '')⇤ method (thick lines). The dose distribution to the Target using
both methods are very similar and in the range of (50 Gy ± 0.5). However a reduced mean
dose to the Core and Body can be observed using the SA method. The dose statistics for both
methods are compared in table 4.7. The table shows that the mean dose is reduced to the Core
(4.7 Gy vs 7.4 Gy) and Body (3.7 Gy vs 3.9 Gy) using SA method vs '')⇤ method. This
represents a reduction of 36% in the mean dose to Core and 5% to the Body.
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Figure 4.16 – DVH for TG-119 case comparing the simulated annealing method (dashed lines)
to '')⇤ method (thick lines)

A slice of the CT showing the dose contours for the TG-119 case planned using both methods
can be observed in Figures 4.17. The CT slice shows a more conformal dose distribution with
the SA method. From table 4.7, we note that the SA method terminates with a lower final
objective function value of 16,400 vs 24370 for '')⇤ method. The main di�erence between
both methods can be seen when we compare the trajectories they produce. The trajectory
comparison in figure 4.18 shows that the proposed '')⇤ method has a shorter trajectory with
62 control points vs 92 control points for the SA method. This can be confirmed in table 4.8
with a delivery time of 234s for '')⇤ method vs 227s for SA method. We can also observe
that the proposed '')⇤ method has a better trajectory smoothness as quantified by a lower
value of ⌫4 (0.51 vs 0.79) and )⌫4 (32.16 vs 201.48).

(a) (b)

Figure 4.17 – Comparing Isodose contours for TG-119 using SA method (a) and '')⇤ method
(b)
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Table 4.7 – Dose statistics for TG-119 case

Metric SA method '')
⇤ method

Objective function value 1.64 ⇥ 104 2.44 ⇥ 104

Conformity Number 0.92 0.9
Dose(Gy) Mean Max Mean Max

Target 49.6 52.3 49.5 53.2
Core 4.7 17.6 7.4 21.3
Body 3.7 52.3 3.9 53.2

Table 4.8 – Comparing trajectory generated for TG-119 case

Metric SA method '')
⇤ method

Estimated Delivery time 227s 234s
No of control points 92 62

⌫4 0.79 0.51
)⌫4 201.48 32.16

(a) (b)

Figure 4.18 – Comparing Trajectories for TG-119 using SA method (a) and '')⇤ method (b)

4.9.3 Liver Case
The DVH shown in figure 4.19 compares the treatment plan calculated using SA method
(dashed lines) vs '')⇤ method (thick lines) for the Liver case. Both methods produce a similar
dose distribution to the Target and Skin as observed in the DVH plot. The dose statistics in
table 4.9 shows a reduction in the mean dose to the OARs when using SA method vs '')⇤

method. These OARs include : SMASV 0.7 Gy vs 1.05 Gy (33%), Heart 2.6 Gy vs 3.2 Gy
(18%), Duodenum 0.4 Gy vs 0.6 Gy (33%). Conversely an increase in the mean dose to the
Celiac 1.1 Gy vs 0.8 Gy (27%) is observed using the SA method vs the '')⇤ method.
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Figure 4.19 – DVH comparing the SA method (dashed lines) to '')⇤ method (thick lines) for
Liver case

The dose ditribution of both treatment plans can be observed from figure 4.20 showing the
CT slices containing the Isodose contours. The conformity number is very similar for both
methods (0.95 vs 0.96), can be observed in table 4.9. The final objective function value of
SA method is a higher 9,500 vs 9290 for the '')⇤ method. Comparing the trajectory of both
treatment plans in figure 4.18, we can observe a longer trajectory when using the SA method
(Control points = 31) while the '')⇤method has a shorter trajectory (Control points = 52). We
also observe in table 4.10 that the '')⇤ method produces a smoother trajectory. The trajectory
smoothness is quantified by a lower value of ⌫4 (0.5 vs 0.84) and )⌫4 (26.08 vs 115.65) for
the '')⇤ method as observed in table 4.10.

(a) (b)

Figure 4.20 – Comparing Isodose contours for Liver using SA method (a) and '')⇤ method
(b)
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Table 4.9 – Dose statistics for Liver case

Metric SA method '')
⇤ method

Objective function value 9.5 ⇥ 103 9.29 ⇥ 103

Conformity Number 0.95 0.96
Dose(Gy) Mean Max Mean Max

Target 49.9 51.4 49.9 51.3
Celiac 1.1 1.6 0.8 2.1
Heart 2.6 51 3.2 50.9

Duodenum 0.4 1.8 0.6 5.2
SMASV 0.7 1.4 1.05 2.6

Skin 1.5 52.6 1.5 52.3

Table 4.10 – Comparing trajectory generated for Liver case

Metric SA method '')
⇤ method

Estimated Delivery time 132s 168s
No of control points 31 52

⌫4 0.84 0.5
)⌫4 115.65 26.08

(a) (b)

Figure 4.21 – Comparing Trajectories for Liver using SA method (a) and '')⇤ method (b)

4.9.4 Prostate Case
In figure 4.23, we see the DVH plot comparing a treatment plan for the prostate case using using
SA method (dashed lines) vs '')⇤ method (thick lines). We observe that both methods deliver
the prescribed dose distribution to the Target with a mean dose of (50 Gy ± 1.2). However a
reduction in the mean dose to the Bladder and to the Rectum can be observed in the DVH using
SA method. This reduction is quantified from the dose statistics in table 4.11 with mean dose
to the Rectum 19.5 Gy vs 28.5 Gy (32%), Bladder 22.5 Gy vs 26.6 Gy (15%). On the contrary
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the SA method shows an increased mean dose to the Skin 6.9 Gy vs 6.6 Gy (+4%). We also
observed from the table that the SA method has terminated with a lower objective function
value of 68800 vs 85735 for the '')⇤ method.

Figure 4.23 – DVH comparing the SA method (dashed lines) to '')⇤ method (thick lines)

The isodose contours are presented in figure 4.24 shows that the SA method produces a
more conformal dose distribution compared to '')⇤method. The SA method also has a higher
conformity number 0.49 vs 0.39 as seen in table 4.11. The final objective function value of
the SA method is lower at 68,800 vs 85,700 for the '')⇤ method.From a comparison of the
trajectories of both treatment plans in figure 4.25. The SA method has a trajectory with 43
control points compared to the '')⇤ method with 72 control points. The '')⇤ method has
a delivery time of 153s as seen in table 4.12. Finally the '')⇤ method has better smoothness
metrics of ⌫4 (0.5 vs 0.81) and )⌫4 (36.37 vs 134.12) compared to the SA method.

(a) (b)

Figure 4.24 – Comparing Isodose Contours for Prostate using SA method (a) and '')⇤ method
(b)
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Table 4.11 – Dose statistics for Prostate case

Metric SA method '')
⇤ method

Objective function value 6.88 ⇥ 104 8.57 ⇥ 104

Conformity Number 0.49 0.31
Dose(Gy) Mean Max Mean Max

Target 49 53.8 48.8 56.6
Skin 6.9 53.8 6.6 68

Bladder 22.5 53.7 26.6 52.9
Rectum 19.5 51.6 28.5 50

Penile bulb 4.9 10.6 1.2 7.2

Table 4.12 – Comparing trajectory generated for Prostate case

Metric SA method '')
⇤ method

Estimated Delivery time 127s 153s
No of control points 43 72

⌫4 0.85 0.5
)⌫4 134.12 36.37

(a) (b)

Figure 4.25 – Comparing Trajectories for Prostate using SA method (a) and '')⇤ method (b)
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4.10 Discussion
We have presented an '')⇤ method that simultaneously generates a non-coplanar trajectory
while performing a VMAT optimization. The '')⇤ method was inspired from the hypothesis
that the quality of the final plan is dependent on the delivery trajectory employed. Therefore
the trajectory generation is run concurrently as the VMAT plan optimization is performed.

The '')⇤ method avoids the two-step approach found with beam angles selection methods
for non-coplanar VMAT treatment planning such as the greedy method. The two-step approach
of generating a non-coplanar trajetory and subsequently obtaining a VMAT plan along this tra-
jectory can be seen in [93] and [77]. The advantage of avoiding this two-step approach is the
elimination of the need to include intermediate nodes in order to form valid trajectories from
the selected beam angles. Therefore no loss of plan quality occurs. All the nodes generated by
the '')⇤ algorithm are active during treatment delivery reducing the error between a treatment
plan and it’s delivery.

We have observed an improved dosimetry of the VMAT plan obtained using the '')⇤

method compared to the greedy method. This is expected as the '')⇤ method samples a larger
portion of the global solution space to generate the non-coplanar VMAT treatment plan. A
better OAR sparing was observed using the '')⇤ method in most cases. The OAR sparing
observed include: reduced mean dose to the core in TG-119 case (40%), the heart in Liver case
(24%) and the rectum in Prostate case (6%). However, no significant di�erences are observed
in the dose delivered to the target in all cases.

We observed that there is a (3%) increase in the mean dose to the bladder using the '')⇤

method in the prostate case. In general, the '')
⇤ method has a comparatively superior

dosimetry to our implementation of the state of the art greedy method. The smoothness of
the trajectory was measured using the bending energy (⌫4) and total bending energy ()⌫4). A
lower value of ⌫4 and )⌫4 is observed when using the '')⇤ method vs the greedy method in
all patient cases.

When compared to the SA method, it is observed that the dosimetry of the VMAT plan
obtained using the '')⇤ method is not superior. This is expected as the SA method finds
the global solution when generating the non-coplanar VMAT treatment plan. OAR sparing
observed using the SA method include: reduced mean dose to the core in TG-119 case (36%),
the heart in Liver case (18%) and the rectum in Prostate case (32%). The SA method has a
better accuracy in dose delivered to the target in all cases. A (4%) increase in the mean dose to
the skin was observed using the SA method compared to '')⇤ method (6.9⌧H EB 6.6⌧H) in
the prostate case. In general, the SA method has a comparatively superior dosimetry than the
proposed '')⇤ method.

The main improvement o�ered by the '')⇤ method over SA method can be seen when
we compare the trajectories obtained from both methods. We observe that the '')⇤ method
compared to the SA method for the three patient cases has a lower value of the smoothness
metrics ⌫4 and )⌫4 is also observed with the '')⇤ method vs the SA method in all patient
cases. From our observation, '')⇤ also produces a trajectory with nodes that are more closely



4.10. Discussion 109

related to each other which results in improved trajectory smoothness. This observation is
valid and comes from the fact that the generation of a new node using the '')⇤ method is
constrained to be in relation to the previouly generated nodes and the root node.

The '')⇤ method is a sampling-based approach thus the space of the candidate beams is
explored in a constrained manner compared to the SA method which is unconstrained. The
tree structure of the '')⇤ method constrains the discovery of new nodes to be related to the
previously discovered nodes and the root node. The implication is that the choice of the root
node influences the final trajectory as new nodes are included to the tree only after comparing
them to previously discovered nodes. This constraint therefore makes the choice of the root
node a very important task as it influences the final VMAT treatment plan trajectory and quality.

Our choice of the root node of the tree using a first order estimate of the steepest descent
direction using a projected gradient of the objective function in equation 4.2 is not unique.
Other methods such as geometric scoring or greedy strategy can be applied to choose the root
node.

The '')⇤ method o�ers a reasonable trade-o� between treatment plan quality and plan de-
liverability. Very high quality VMAT plans may be undeliverable using the existing equipment.
When a trade-o� is made to obtain a deliverable trajectory, it is important to that the treatment
plan quality remains as high as possible. By solving VMAT optimization concurrently with
the trajectory generation, both criteria of quality and deliverability are continuosly monitored.



Conclusion and Future Work
Conclusion
Despite advances that have been made over the last decades on improved treatment techniques,
cancer remains one of the major causes of mortality in europe and around the world. New
techniques for radiotherapy notably the non-coplanar VMAT have been proposed and show
very promising dosimetric results.

The non-coplanar VMAT technique helps to better focus the radiation beam on the tumor
target while sparing the organs-at-risk during treatment especially in the presence of complex
geometric arrangement of organs. VMAT makes use of a lower amount of monitor units for
treatments thus reducing the secondary side-e�ects and increases patient survival. However
the factors that hinder their adoption persist.

One problem is that a dynamic motion of the gantry and couch during treatment could lead
to a collision and hamper patient safety. Another issue is that the introduction of non-coplanar
orientations increases the space of possible solutions. Therefore, a globally optimal set of
orientations have to be chosen for treatment. Also an increase in the number of orientations
significantly increases the size of the matrices used to hold data during computation. There are
also issues in creating a valid trajectory from a set of beam orientations that have been chosen
to be employed for treatment.

The focus of this thesis is to propose improvements to some of these problems so as to
aid the adoption of non-coplanar VMAT for cancer treatments Our propositions touch three
aspects of non-coplanar VMAT planning namely collision detection, global optimization for
beam selection and trajectory generation.

Collision Detection

In Chapter 2, a fast and e�cient method for detecting collision-prone beam orientations was
presented. This methodology is proposed to eliminate the possibility of a collision during the
motion of the couch and gantry. In this way, collisons can be detected at the pre-planning
stage and removed to create a set of collision-free candidate couch-gantry orientations for use
in treatment planning stage.

The proposed method uses MATLAB and ADAMS in a co-simulation to detect contact
forces occuring between parts of the 3D CAD model of the simulated LINAC. Experiments
were made to compare the collision-prone orientations on the simulated LINAC to Varian
Trubeam® installed at CHRU Brest. The aim of these tests is to check that collisions are
detected on the simulated and the real LINAC at the same orientations. No di�erences were
observed in the collisions detected on the simulated LINAC compared to the real equiment thus
validating the proposed methodology. The collision-free workspace at three di�erent couch
positions are also compared.
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It has been observed from our experiments that the collision-free workspace available
for treatment can be increased or decreased by changing the couch positions. The proposed
methodology is fast and easy to integrate into the treatment planning workflow and eliminates
the need to peform cumbersome measurement on the equipment. Other radiotherapy treatment
centers can easily use the proposed method of collision detection simply by using the 3D
models of their installed radiotherapy equipment.

Beam selection using Simulated annealing

In Chapter 3, a simulated-annealing inspired algorithm is presented for selecting globally
optimal beam orientations for non-coplanar VMAT planning. Beam angle selection is first
performed using simulated annealing in order to obtain optimal beams that serve as control
points for the treatment trajectory. The second step is to create a valid treatment trajectory by
solving a traveling salesman problem to connect all the optimal control points obtained from
beam selection. Finally a direct leaf trajectory optimization is performed to obtain the final
plan using the new trajectory.

Simulated annealing is employed because of its ability to escape local solutions. Direct
leaf trajectory optimization allows us to include the machine parameter constraints during the
beam selection phase. Treatment plans for three patient cases: a AAPM TG-119 case, a liver
case and a prostate case are computed using our proposed non-coplanar simulated annealing
VMAT algorithm and compared to our implementation of two state of the art approaches.
One approach uses a coplanar trajectory and optimizes a VMAT treatmentr plan along this
trajectory. Another approach uses a greedy strategy to select non-coplanar beam orientations
and makes a final VMAT treatment plan along this trajectory. Our comparisons were made on
the basis of prescription dose accuracy, organ-at-risk sparing and delivery time.

The results show an accurate delivery of the prescription dose to the target tumor volume
(50⌧H ± 0.6) in all cases. The results also show an improved organ-at-risk sparing in terms of
a reduced mean dose to the core in TG-119 case (38%), the heart in liver case (38%) and the
rectum in prostate case (14%). The estimated delivery time when using the proposed simulated
annealing algorithm was higher in all cases compared to the greedy method. An increase in
the number of control points has been observed when using the proposed simulated annealing
algorithm compared to the state of the art methods.

Our conclusion from this study is that the simulated annealing algorithm o�ers a dosimetric
improvement in terms of organs-at-risk sparing compared to the state-of-the-art approaches.

Trajectory generation using '')⇤

In Chapter 4, an algorithm based on '')⇤ for generating the trajectory for the non-coplanar
VMAT plan delivery is presented. This algorithm eliminates the need to insert intermediate
control points when beam selection methods are applied to non-coplanar VMAT treatment
planning.

The algorithm samples the input candidate beam orientations to build a tree consisting of
nodes and edges. A direct leaf trajectory optimizaton is solved simultaneously during tree
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construction to search for delivery trajectories with optimal dosimetry. A depth-first search is
done after the tree construction to create a set of all valid trajectories that exist on the tree. A
criteria of lowest objective function value is used to select the treatment trajectory.

Treatment plans for three patient case: liver case, prostate case and AAPM TG-119 case
were prepared and the results compared to a state-of-the-art approach which we refer to as
greedy method. The comparisons are made on the basis of dosimetric quality and trajectory
smoothness. The results show an improved dosimetric quality and improved trajectory smooth-
ness when compared to greedy method. The reductions to the mean dose to the organs-at-risk
observed include: reduced mean dose to the Core in TG-119 case (40%), the Heart in Liver
case (24%) and the Rectum in Prostate case (6%). The '')⇤ method generates a trajectory
with a lower number of control points and a lower delivery time than the greedy method for the
three patient cases. The smoothness of the trajectory was measured using the bending energy
(⌫4) and total bending energy ()⌫4) are lower value for the '')⇤ method indicating better
trajectory smoothness.

In order to test the performance of the proposed '')⇤ algorithm for non-coplanar VMAT
we also compare the resulting treatment plan to the treatment plans obtained using the simu-
lated annealing algorithm proposed in chapter 3. The comparison showed that the simulated
annealing algorithm has a better dosimetry with respect to reductions in mean dose to the
organs-at-risk. OAR sparing observed using the simulated annealing method include: reduced
mean dose to the Core in TG-119 case (36%), the Heart in Liver case (18%) and the Rectum
in Prostate case (32%). However, the '')⇤ algorithm produced a smoother trajectory than
the simulated annealing method when measured with the bending energy metric that has been
introduced.

Our conclusion from this study is that the '')⇤ method o�ers a reasonable trade-o�
between treatment plan quality and plan deliverability because the dosimetry of the treatment
plan is continuously monitored during trajectory generation.
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Future work
Future work will be to include the patient model in the collision detection framework presented
in chapter 2. This will involve a capture of the patient 3D pose using a point cloud and con-
verting this to a parasolid using image reconstruction techniques.

A significant challenge encountered during this work is the very large size of the dose influ-
ence matrix data. We were able to overcome this problem by using a computer with a very large
random access memory (256Gb). It is important in the future to investigate the possibility of
compressing much of this data using other techniques of data representation in order to enable
the use of these algorithms on computers that do not have a large random access memory. The
dose influence matrix used in this wrok is already stored using a sparse representation. The
improvement could be in the representation of the columns of this matrix as singular nodes of
a computation which are distributed in parallel by a master node and then results returned at
the end of the computation.

Another interesting area for future work is to perform further analysis of the simulated
annealing algorithm in chapter 3 on di�erent patient cases. Only three patient cases were
considered in this thesis due to computational resource limitations and lack of patient data. It
will be interesting to see how the algorithm performs on other specialized patient cases like
breast or on patient cases that involve a massive amount of dose influence matrix data such as
head and neck case.

Finally, '')⇤ algorithm in chapter 4 needs to further investigated for application to trajec-
tory planning for other radiotherapy treatment techniques such as brachytherapy. An example
will involve the use of the '')⇤ method to plan needle insertion trajectories for robots used in
brachytherapy.
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Titre : L'Optimisation pour l’arc thérapie par modulation d’intensité volumétrique non-coplanaire 

Mots clés : radiothérapie, planification du traitement, VMAT 

Résumé :  Le VMAT non coplanaire permets 
de traiter les tumeurs qui sont situées à 
proximité des organes à risques et ceux qui se 
trouve à coté ou entourées de tissus normaux. 
L'utilisation de trajectoires dynamiques pour le 
mouvement du lit et gantry permets la livraison 
plus précise des faisceaux pendant les 
traitements contre le cancer. Malgré les 
améliorations qui ont été constatées dans le 
VMAT non coplanaire, des défis persistent. 
Dans cette thèse, nous présentons une 

méthodologie pour la détermination des 
orientations de faisceaux du traitement. Cette 
méthodologie est proposée pour éviter la 
possibilité d'une collision lors du mouvement 
du lit et gantry pendant le traitement. En même 
temps, nous proposons un algorithme basé sur 
le recuit simulé pour la planification de 
traitement VMAT non coplanaire. Cet 
algorithme est utilisé pour sélectionner les 
meilleures orientations possibles du faisceau 
pour la livraison précise de la dose prescrite. 

Nous proposons également un algorithme 
inspiré de RRT pour générer la trajectoire du 
livraison du plan VMAT non coplanaire. 
L'algorithme est proposé pour résoudre le 
problème de l'insertion des faisceaux 
intermédiaires comme on a pu constaté dans 
les méthodes de VMAT par sélection des 
faisceaux. 
Les résultats de cette étude montre des 
améliorations dans la détection des 
collisions,l'optimisation globale du plan de 
traitement e la génération de trajectoires pour 
la plan du traitement VMAT non coplanaire. 
Ces améliorations comprennent une meilleure 
dosimétrie en ce qui concerne les réductions 
de la dose moyenne aux organes à risque et 
une trajectoire de livrasion plus efficace. 
Nos études indiquent qu'il existe un 
compromis raisonnable entre la qualité du 
plan de traitement et la délivrabilité du plan si 
la dosimétrie du plan de traitement VMAT est 
surveillée en permanence pendant la 
génération de trajectoire. 

 

Title : Treatment Planning Optimization for Non-coplanar Volumetric Modulated Arc Therapy 

Keywords : radiotherapy, treatment planning, VMAT 

Abstract: Non-coplanar VMAT has the 
potential to treat tumors that are located in close 
proximity of critical organs or that are partially 
surrounded by normal tissues. The use of 
dynamic couch-gantry trajectories offers an 
opportunity for more precise and accurate 
delivery of radiation during cancer treatments. 
Despite the improvements that have been seen in 
non-coplanar VMAT, challenges still persist. 
In this thesis, we present a methodology for the 

determination of collision free couch-gantry 
orientations. This methodology is proposed to 
avoid the possibility of a collision during the 
motion of the couch and gantry during treatment. 
We propose an algorithm based on simulated 
annealing for non-coplanar VMAT treatment 
planning. This algorithm is used to select the 
best possible beam orientations for the accurate 
delivery of the prescribed dose.  

We also propose a RRT inspired algorithm for 
generating the trajectory for the non-coplanar 
VMAT plan delivery. The algorithm is 
proposed to solve the problem of the addition 
of intermediate beam orientations observed in 
beam selection methods. 
From the results of studies on the proposed 
methods, improvements to collision detection, 
global optimization and trajectory generation 
for non-coplanar VMAT treatment planning 
were observed.  These improvements include a 
better dosimetry with respect to reductions in 
mean dose to the organs-at-risk and a more  
efficient delivery trajectory. 
Our studies indicate that there exists a 
reasonable trade-off between treatment plan 
quality and plan deliverability if the dosimetry 
of the VMAT  treatment plan is continuously 
monitored during trajectory generation. 
 
 

 


