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ADU Analog to Digital Unit.

AR Aspect Ratio.

ASIC Application Specific Integrated Circuit.

BC Black Carbon.

BEM Boundary Element Method.

BF33 Borofloat 33 glass.

BFL Back Focal Length.

BFP Back Focal Plane.

BOX Buried OXide.

BS Beam splitter.

CCD Charge-Coupled Device.

CMOS Complementary Metal Oxide Semiconductor.

CMP Chemical-Mechanical Planarization.

CPC Condensation Particle Counter.

CVF Charge-to-Voltage conversion Factor.

DBR Distributed Bragg Reflector.

DC Dark Current.

DRIE Deep Reactive Ion Etching.

DUV Deep Ultra-Violet.

EEA European Environment Agency.

EM Electro-Magnetic.

F-FS-S-BS-B Forward, For-Side, Side, Back-Side, Back-
ward.

FBAR Film Bulk Acoustic Resonator.

FDFD Finite Difference Frequency-Domain.

FDTD Finite Difference Time-Domain.

FEM Finite Element Method.

FF Filling Factor.

FFL Front Focal Length.

FFP Front Focal Plane.

FFT Fast Fourier Transform.

FOV Field of View.

FP Fabry-Perot.

FSR Free Spectral Range.

FWHM Full Width Half Maximum.

GLMT Generalized Lorenz-Mie Theory.

GS Global Shutter.

HDP-CVD High Density Plasma Chemical Vapor Deposi-
tion.

IARC International Agency for Research on Cancer.

ICP Inductively Coupled Plasma.

IFOV Instantaneous Field of View.

IFP Image Focal Plane.

IOT Internet of Things.

LD Laser Diode.

LED Light Emitting Diode.
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M & NEMS Micro and Nano Electro-Mechanical System.

MLFMM Multilevel Fast Multipole Method.

MOEMS Micro Optio-Electro-Mechanical System.

MTF Modulation Transfer Function.

NA Numerical Aperture.

NDIR Non Dispersive InfraRed.

NIR Near InfraRed wavelength range (750 nm to 1.4 µm).

OFP Object Focal Plane.

OPC Optical Particle Counter.

OSA Optical Spectrum Analyzer.

OTF Optical Transfer Function.

P-S Parallel (P) and perpendicular (S) polarization.

PBG Photonic Band Gap.

PCB Printed Circuit Board.

PCM Photonic Crystal Membrane.
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PCSEL Photonic Crystal Surface Emitting Laser.

PDMS PolyDiMethylSiloxane.

PECVD Plasma-Enhanced Chemical Vapor Deposition.

PHC Photonic Crystal, or PC.

PM Particulate Matter.

PM1 Submicronic Particulate Matter subclass.

PM10 Particulate Matter subclass sized between 10 µm and
2.5 µm.

PM2.5 Particulate Matter subclass sized below 2.5 µm.

PMF Polarization-Maintaining Fiber.
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PSL PolyStyrene Latex.

PTF Phase Transfer Function, also known as PhTF.

QE Quantum Efficiency.
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RCLED Resonnant Cavity Light Emitting Diode.

RCWA Rigorous Coupled-Wave Analysis.
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SLD.
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SMPS Scanning Mobility Particle Sizer.
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SOI Silicon On Insulator.
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SWVF Spherical Wave Vector Function.
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List of Symbols

Symbol Description Unit/Domain*

General optics
λ Wavelength µm
ω Optical pulsation rad · s−1

np Complex refractive index of a particle p R+ + iR
nm Complex refractive index of the surrounding medium R+ + iR
ni Complex refractive index the medium i R+ + iR
ε Dielectric function F/m
−→
M(k)

l,m,p,
−→
N (k)

l,m,p SWVF, or spherical harmonics C3

−→
E Electric field V/m
−→
H Magnetic field A/m
−→
U Normalized optical vector field C3
−→
k Wave-vector µm−1

Pinc Incident optical power mW
ϕ Phase angle rad
h(x, y) Point spread function D(0, 1)
ν, νx, νy Axial, sagittal and tangential spatial frequencies µm−1

F Optical Fourier transform C→ C

H (νx, νy) Optical Transfer Function (OTF) D(0, 1)
M (νx, νy) Modulation Transfer Function [0, 1]
P(νx, νy) Phase Transfer Function rad
r, t Reflectivity and transmission coefficients [0, 1]
R, T Mirror OTF in reflection and transmission mode D(0, 1)
R, T Energy reflectance and transmittance fractions [0, 1]

Scattering
χ Size factor R+

Pχ(x, y) Sphere equivalent planar obstacle D(0, 1)
Cscat, Cbscat,
Cext & Cabs

Scattering, back-scattering, extinction and
absorption cross sections

µm2

As(χ) Extinction ratio [0, 1]
Wscat Total scattered power mW
S(θ) Scattering signature of a single particle D(0, 1)
S f (θ), Sb(θ) Forward and backward scattering signature D(0, 1)
St(θ) Total scattering signature of an aerosol D(0, 1)
ϕs(θ) Phase scattering signature rad
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Symbol Description Unit/Domain*

General geometry
θ Scattering angle, or polar angle rad
θx, θy Sagittal and tangential angles rad
φ Azimuthal angle rad
φp Polarization angle rad
xp, yp, zp Particle position µm
α, β Beam misalignment angles (pitch, yaw) rad
γ Vignette angle rad
Ω Instantaneous Field of View (IFoV) sr
Wb Width of a Gaussian beam µm
Σ Beam section µm2

d Cavity length µm
hi Thickness of a dielectric layer i µm
h Thickness of a slab µm
P Lattice period µm
FF Filling Factor [0, 1]
D Diameter of a unit cell µm

Aerosol science
Dp Particle diameter µm
Da Particle aerodynamic diameter µm
Dpp Peak particle diameter of a distribution µm
σ Standard deviation, or log-normal deviation R+

n Particle concentration part/cm3;
µg/cm3

Sensor
ppix Pixel’s pitch µm
fN Nyquist frequency cycles/mm
tint Integration time µs
f Detection rate %
Vs Sampling volume µm3

Image processing
I Image matrix ADU
Niso Number of iso-θ N+

M Image reduction matrix (Niso × 5)
ε Minimization criterion R+

* Note that units are usually given when the value is scalar; the domain is given for unit-less values.
The D(0, 1) domain refers to the unit closed ball of the complex plane:
D(0, 1) =

{
x + iy | (x, y) ∈ R2, |x2 + y2| ≤ 1

}
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I.1 Introduction on Particulate Matter

I.1 Introduction on Particulate Matter

I.1.1 Generalities

Particulate Matter (PM) is a distribution of objects (solids or liquids) in suspension in the air, and whose
size can vary from a few nanometers to a few micrometers. PM comes in a wide variety of shapes and
chemical compositions originates from a natural or anthropogenic processes. These compounds may
contain toxicants and mutagenic substances in the form of fine mineral dust; organic elements such as
Black-Carbon (BC) soot which are produced from the incomplete combustion of hydrocarbons, coal or
fossil-fuel; bio-aerosols such as viruses, pollen or spores; acid droplets (nitric or sulfuric); heavy metals
such as lead, mercury or even cadmium.

Anthropogenic PM are known to have a serious impact on health [1,2], in particular on cardiovascu-
lar, cardiac and respiratory diseases such as lung cancer and even neuro-degenerative diseases. Medical
reports have shown that the finer a particle is, the deeper it penetrates the human respiratory system [3].
For this reason, a legislative classification on aerosol granulometry has been created, that classifies PM
into sub-classes according to their size (see, Figure I.1).

Human hair
50-80µm

PM10

PM2.5
PM2.5

PM10

PM0.1

PM10 (< 10 µm)

PM2.5 (< 2.5 µm)

PM0.1 (< 100 nm)

Combustion particles, 
organic compounds, 
metals, etc.

Dust, pollen, mold, etc.

UFPs, nanoparticles, BC

(a) (b)

Figure I.1: (a) Size comparison of PMs with a human hair. (b) Zoomed view of fine and ultra-fine PM.

• PM10 refers to particles with a size ranging from 10 µm to 2.5 µm: this is the less harmful subclass.

• PM2.5 (particles smaller than 2.5 µm) have been classified as a known carcinogenic agent (group 1)
by the International Agency for Research on Cancer (IARC) [4, 5]. In addition, a meta-analysis
conducted by the US-EPA concluded on the causality of premature death by PM2.5 exposure [6].

• PM1 and UFPs are unregulated subclasses that refers to submicronic particles and Ultra-Fine Particles
(< 100 nm) respectively: these classes are expected to be far more harmful that PM2.5 as they can
penetrate the respiratory system even deeper [7, 8] (up to the alveolar duct for the UFPs).

Beyond health considerations, anthropogenic PM pollution appears to have an adverse effect on
climate [9, 10], especially for Black-Carbon (BC) soot. Indeed, meteorological models suggest that con-
trolling the emissions of BC could be one of the most efficient ways to mitigate the global warming, even
more than controlling carbon monoxide or methane emissions [11–14].

p. 16



Chapter I Introduction

I.1.2 Laws and regulations

We take as a reference the regulations imposed on the member states of the European Union1, that states
the maximum legal concentration for most air pollutants (see, in Table I.1).

Polluant Concentration (µg/cm3 )

PM10 40
PM2.5 25
Sulfur dioxide (SO2) 125
Nitrogen dioxide (NO2) 40
Carbon Monoxide (CO) 104

Table I.1: European Union regulation on the concentration of some pollutants (one-year average).

It should be noted that PM1, UFPs and BC, potentially the most dangerous for both health and
climate, do not appear in the directive. On the other hand, formulating the regulation in mass concen-
tration (µg/cm3 ) is problematic in the sense that, within a same subclass, the larger particles have a
considerable impact on the total mass of the subclass, even though the smaller particles are the most
hazardous to health. Then, apart from direct gravimetric measurement, most PM sensors can only give
concentrations in particle number, for a given range of sizes (see, Section I.2). Typically, the mass con-
centration is derived from the mass density of the particles using conversion tables [15]. The use of this
type of tables supposes to know indirectly the composition of the particles for a given size, for exam-
ple after calibration campaigns. However, the aerosol composition does vary according to the location,
time of measurement and weather conditions. Note that, in this manuscript, we will consider particle
number concentrations (particles/cm3 ) instead of the historical (regulated) particle mass concentration
(µg/cm3 ), as epidemiologists consider the former as a more relevant health metric [16].

It is anticipated that regulation will be updated with new metrics in the near future [9, 17] . Indeed
the scientific community, the World Health Organization (WHO) and various environmental protection
agencies appear to put significant pressure toward regulatory agencies [18]. In particular, by defining
metrics on the particle number concentrations for the still unregulated fractions PM1, UFPs and BC.

12008/50/EC Directive on Ambient Air Quality and Cleaner Air for Europe.
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I.1.3 Aerosol geometry

Ambient air particles show an impressive diversity in terms of morphology: from globally spherical
or polyhedral geometries to highly irregular shapes. Examples of ambient air particles are shown in
electron microscopy images in Figure I.2

Figure I.2: Electron microscopy images of calibrated polystyrene beads (a), ammonium sulfate droplets (b), silica grains (c),
Cirrus ice crystals (d), soot generated by a flaming coal combustion (e), Sahara sand grains (f), sea salt crystals (g), fly ash (h),
bio-aerosol (i), a wood tarball (j) [19–22].

A large part of particles generated from incomplete combustion of carbonaceous elements forms BC
soot [21, 23]. As seen in Figure I.2(e), BC exhibit a peculiar morphology, that can be modelled as fractal
aggregates, i.e. agglomerated chains of identical particles where there is a certain repetition of patterns
at different scales. True mathematical definition of such aggregates is the fractal relation discussed in
reference [24].

p. 18



Chapter I Introduction

I.1.4 Size distribution of an aerosol

From the previous sub-section, we showed that certain particles are very irregular, in terms of geom-
etry. However, a particle diameter Dp can still be defined. The first reason for such a definition is
that an aerosol includes particles with random orientations. This allows us to consider any particle as
statistically spherical, and thus to define a diameter. Several definitions can be given, for example a geo-
metrical definition such as the volume-equivalent diameter, where the particle is assimilated to a sphere
of same volume. This is the best definition since such a diameter refers directly to the mass of the parti-
cle2. It is also possible to define sphere-equivalent diameters that share certain physical properties with
the particle. These definitions are generally associated with measurement methods. For example, the
aerodynamic diameter of a particle is the diameter of a uniform sphere that has the same aerodynamic
mobility as the particle. Similarly, the optical diameter (which will be used in this manuscript) can be
defined as the diameter of a sphere with the same optical index as the particle and with similar optical
scattering properties (see, Section I.2).

Depending on the definition of the diameter (i.e. according to the characterization method), errors
can be created when estimating the actual particle size. Calibration campaigns are sometimes necessary
to correctly estimate the mass of the aerosol. In the case of characterization by optical scattering, errors
in estimating the refractive index of a particle can lead to large errors in estimating the real particle di-
ameter, which is an issue we will encounter and discuss in the following chapters.

An aerosol size distribution usually exhibit a log-normal law (I.1), which is a kind of normal law,
when considering ln Dp as the argument.

n(ln Dp) =
dN

d(ln Dp)
=

N√
2π ln σ

exp

(
−

ln Dp
2 − ln Dpp

2

2 ln2 σ

)
(I.1)

With N the total particle number concentration3, σ the log-normal deviation (which is usually about
σ ∼ 2), Dp the equivalent diameter of particles, Dpp the peak diameter of the distribution. This law
means, notably, that there aer many more particles smaller than Dpp than there are larger particles.

The Whitby trimodal atmospheric model is frequently used [25]. This simplified model, based on the
physical-chemical formation process of particles, characterizes the particle size distribution according to
a sum of three log-normal distribution modes: the nucleation mode, the accumulation (or coalescence)
mode, and the coarse particle mode. An example of such a distribution is shown in Figure I.3.

Nuclei mode

Accumulation mode

Coarse 
particule 

mode

PM10PM2.5

Aerodynamic Diameter, 𝐷𝑎 (µm)
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−
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)
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𝐷
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Figure I.3: Size distribution of the most common
aerosols of ionic origin (modified from [26]).

We can mention other distribution models, depending on the aerosol considered: for example, the γ
distribution is used to describe the size of water droplets within clouds, mists or fogs [27]. A priori, the
log-normal distribution is used.

2As a reminder, the legislation imposes a mass concentration limit.
3The concentration integrated over the whole distribution.
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I.2 Particulate Matter sensors

I.2.1 Overview of PM sensors

In this section, we aim to provide a brief overview of the PM sensing techniques [28] by giving a list that
is far from exhaustive. The specific case of optical sensors will be discussed in the next subsection.

Historically, particle concentration is quantified by the gravimetric method. It consists of the direct
measurement of the mass of an accumulation of particles by weighting particles captured by a filter.
Modern gravimetric methods allows for the mass measurement of single particles by using Micro and
Nano Electro-Mechanical Systems (M & NEMS) such as oscillating piezoelectric cantilevers [29,30], Film
Bulk Acoustic Resonators (FBAR) [31] or Surface Acoustic Wave (SAW) resonators [32, 33].

Other main approaches that were historically used to measure particle concentrations are the β at-
tenuation [34, 35] and the ionization method [36]. Both methods take advantage of the fact that small
particles efficiently absorb the radiation from a radioactive material. The former directly measures the
attenuation of a radioactive β source induced by PM. The latter measures electrostatic effects of ionized
particles that have absorbed radiation from an α source4. For both cases, the concentration is then eval-
uated from the overall absorption of radiation.

These examples are some methods for detecting particles. Then, other methods allows to determine
the size of particles, by evaluating a related physical behaviour. The most popular way to size particles
is the inertial (or aerodynamic) sizing: it is achieved by measuring the aerodynamic mobility (inertia) of
a particle that is carried by an accelerating air flow, deriving the aerodynamic diameter. This is conven-
tionally done through cascaded impactors or cascaded aerodynamic lenses. But the preferred modern
method, refereed as Aerodynamic Particle Sizing (APS) consist in generating this acceleration using a
nozzle and a time-of-flight module [37]. Another widely used sizing methods, such as the diffusion
size classifier [38] or the SMPS (Scanning Mobility Particle Sizer), involve measuring the deviation by
an electrostatically charged particle submitted to an electric field, using an electrostatic classifier [39,40],
the electrostatic charge being linked to the surface area of the particle. Most of these sizing methods
are designed to expose a specific particle’s physical behaviour, the detection is often done by another
technique such as gravimetric or optical. These techniques can accurately determine the size of parti-
cles, but are generally bulky and expensive. In the following section, we will discuss the optical sensing
techniques for both detection and sizing, and we will see why it makes sense to try to miniaturize an
optical PM sensor specifically.

4This technique, which was very popular for domestic smoke detectors, is gradually being abandoned as it does not provide
sufficient accuracy.
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I.2.2 Optical PM sensors

Optical methods for PM sensing are particularly interesting as they are rather easy to implement and
often allow real-time measurements. They are generally based on absorption and scattering of light by
particles. The common methodology is to illuminate an air chamber or fluidic channel and have the
particles interact with the light.

• Extinction (or obscuration) method: The principle of this method is to measure the loss of optical in-
tensity from a single light source (visible or near infrared5) that passes through a plume of sus-
pended particles (or measuring the blackening of a particle filter) using a single, on-axis photo-
detector [41] (illustrated in Figure I.4). In accordance with the Beer-Lambert’s law of attenuation,
this setup makes it possible to estimate a concentration if the particle distribution of the plume
is known: meaning that such instruments requires calibration campaigns. However, this simple
method is unsuitable for the measurement of fine particles in low concentrations due to a poor
signal to offset ratio, resulting in a quite low sensitivity. The term aethelometer, or nethelometer is
sometimes used to refer to such instruments.

• Light-scattering method: The method is somehow similar to the extinction setup except that the photo-
detector is placed in an off-axis configuration [42] and is able to detect only the light deviated by
a particle accordingly to the principle of light scattering. The sensitivity is much better here than
in the extinction setup because the signal to offset ratio is only impacted by stray light from the
source. Such a setup is illustrated in Figure I.4.

PM cloud

Photodetector
(scattering setup)Scattered rays

Source

Photodetector
(extinction setup)

ϴ Scattering angle

Figure I.4: Illustration of the extinction and
scattering techniques.

Figure I.4 illustrates the simplest light-scattering setup. In the same way as the extinction setup, it
is able to estimate the total concentration of PM but is insensitive to the nature and size distribu-
tion of the particles from the sampled aerosol. In most cases, a particle filtering stage can be used
prior to the optical measurement unit, allowing for example the sensitivity to PM2.5, excluding
PM10 [43]. Particle filtering can be efficiently achieved by taking advantage of their inertial pro-
prieties: it is used in fluidic devices like Virtual Impactors (VI) [44] and cyclones [45] to cite only a
few.

• Light scattering analysis: In an alternative light-scattering setup, retrieving and analyzing more pre-
cisely the light-scattering properties of particles (spectral, angular, polarization dependencies etc.)
makes it possible to estimate optical parameters such as refractive index and sphere equivalent
diameter. For example, by multi-wavelength illumination [46] or discrete multi-angle scatter-
ing [47, 48] measurements with a set of photo-detectors or spectral filters.

More advanced light-scattering sensors allow for complete measurement of the angular scatter-
ing efficiency function (we call ’scattering signature’) by using either a rotating detection arm or
periscope [49, 50] or an array of photo detectors coupled with an optical Fourier transform opti-
cal setup using mirrors [51] or lenses [52] (see, Chapter III). Indeed, for a particle of a given size,

5This spectral range is generally used because small particles efficiently interact with short wavelengths. Moreover, source
prices are generally low in this range.
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morphology and optical index, we can describe the theoretical angular distribution of the scat-
tered light (for example using the Lorenz-Mie theory which will be discussed in Section I.3). Thus,
knowing an experimental signature can, again, lead to the determination of optical and geometri-
cal parameters of particles (and subsequent classification) by performing an inverse problem. This
part will be detailed in Section I.3 and II.4.

• Optical Particle Counters (OPC): This family of instruments usually function in the same way as
conventional light-scattering sensors [53], the difference being that only one particle should be
detected at a time. It usually requires focusing optics or particle focusing fluidics (such as nozzles)
to limit the detection area [54] as well as high numerical aperture detection optics (such as an ellip-
tical mirror) to improve the sensitivity. A schematic of a typical OPC is shown in Figure I.5. OPCs
that uses a laser light-source are often called LPC (Laser Particle Counter).

Focusing 
optics

Particle focusing 
Nozzle

Elliptical 
mirror

Beam dumpPhoto-detector

Air flow

Figure I.5: Schematic of a typical OPC.

The size can then be estimated using the scattering intensity of a single particle although this ap-
proach isn’t very accurate as the intensity does not increase monotonically with diameter (see,
Section I.3). Alternatively, if the photo-detector is time-resolved, the diameter can also be esti-
mated using the duration of the scattered pulse. These OPCs are generally calibrated and can
accurately size particles within a small range of refractive indexes, however this limitation can be
mitigated by evaluating an optimized line of sight and Field of View (FoV) of scattering angle [55].
OPCs can also implement light-scattering analysis modules as described above.

As a variant, the CPC (Condensation Particle Counter), artificially increases the size of small par-
ticles (e.g. UFPs) by solvent (or water) wetting, making scattering efficiency stronger. This allows
to shift down the size range of classical OPCs.

• Holographic characterization: Another family of OPCs allows the counting and classification using a
lens-less/holographic setup [56–58]. The principle of particle holographic characterization, which
is illustrated in Figure I.6, is to illuminate a microfluidic channel on one side and to record the
holograms created by the particles on the other side (interference between illumination and parti-
cle scattering). The holograms are recorded by an imaging system, for example a lens-less CMOS
image sensor.

Hologram

Scattered wave

Particle

Illumination 
(reference wave)

Figure I.6: Illustration of the holography technique.
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Chapter I Introduction

• Cavity-enhanced sensing : This is a very sensitive detection method that puts the particle/light in-
teraction within a resonant optical cavity, for instance a Fabry-Perot (FP) resonator constituted by
two mirrors [59, 60] (see, Chapter IV). An example of a passive cavity aerosol detector is shown
in Figure I.7(b). Such a structure makes it possible to exacerbate the electromagnetic field inside
the cavity, where particles can circulate. The extinction or scattering is then measured with signif-
icantly improved sensitivity compared to a cavity-free arrangement (see, Figure I.7(a)).
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Figure I.7: Comparative schematics of (a) a classical LPC, (b) a passive cavity and (c) an active cavity setup.

An alternate architecture involve using a laser cavity, or a RCLED (Resonnant Cavity Light Emit-
ting Diode) cavity as the sensing area [61]. An illustration of such a system is given in Figure I.7(c).
The cavity features an active medium and is then powered by an optical or electrical pump. The
behavior of the source then depends on the presence of a particle that disturbs the cavity, resulting
in an intensity drop of the emitted light associated with a degradation of the lasing threshold.

• Optical trapping of nano-particles: Nano-particles (or UFPs) have masses low enough to be sensitive
to optical gradient forces (as well as radiation pressure). Thus, nano-particles can be trapped (and
manipulated) using optical nano-tweezers [62]. The conventional optical trap is a focused high-
power optical beam, or two counter-propagating focused beams [63]. Since the developments of
optical micro-cavities [64], nano-particle sensing by optical trapping in these structures is becom-
ing more and more popular: for instance with vertical micro-cavities [65], photonic crystal6 defect
cavities [?, ?, 66, 67] or metallic meta-surfaces [?, ?]. Finally, the size of a nanoparticle is derived
from the trapping efficiency, or the time needed of a particle to escape the trap. This family of
methods finds a notable application in the trapping and characterization of wet particles such as
bio-particles [?, 68, 69] but one might expect further developments toward airborne UFPs charac-
terizations.

In Table I.2, we provide a comparison of the overall properties and specifications of the main PM
sensing techniques. We’ve selected only commercially available sensors, or laboratory sensors exten-
sively tested on the field.

As explained earlier, we took interest in optical methods. Indeed, this family of methods allows,
using relatively simple setups, to count and classify particles, with additional insights on the size the
material (refractive index) and geometry (irregularities, surface roughness, volume porosity etc.). In
order to design an optical setup that maximizes our ability to detect and classify particles, we have to
understand properly the light-scattering phenomenon, for instance using scattering theories and meth-
ods that will be discussed in the following section.

6Photonic crystals are discussed in Chapter IV.
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Physical family Technique Metric measured Real time Portability Size range LoD Price Comment

Gravimetric Gravimetric
filter

Concentration
(cumulative mass)

No High > 150 nm 10 µg/m3 Lowest Direct mass measurement. Cheap-
est, simple to deploy. But sample
analysis is time consuming.

M & NEMS Number and size
distrib.

Yes High > 5 nm N/A N/A Direct mass measurement. Only for
small masses (kDa - MDa range).

Inertial Impactors Concentration
(cumulative)

No Variable 1 µm− 10 µm N/A Low Useful when looking at size specific
chemical characteristics. But sam-
ple analysis is time consuming.

APS Number and size
distrib. (aerody-
namic diameter)

Yes Medium-
Low

0.5 µm− 20 µm 103

part/cm3
High Reference technique. High sizing

accuracy and resolution.

Electric Diffusion size
classifier

Size distrib.
(surface area)

Yes High 10 nm− 700 nm 103−6

part/cm3
Medium Portable and robust. But poor accu-

racy for size distribution.

SMPS Size distrib.
(surface area)

Yes Low 2.5 nm− 1 µm 101−7

part/cm3
High Highest resolution for size distribu-

tion.

Radiation β attenuation Concentration
(indirect)

No High N/A 1 µg/m3 Medium-
High

Use of a radioactive source.

Optical Extinction
photometry

Concentration
(indirect)

Yes High > 1 µm 600 µg/m3 Very low Cheap. But poor sensitivity, and
mostly sensitive to large particles.

Light scatter-
ing

Concentration
(indirect)

Yes High 300 nm− 10 µm 100 µg/m3 Very low Reference technique for personal
PM monitors.

Light scatter-
ing (angular
photometry)

Size distrib.
(optical diameter)

Yes Variable 300 nm− 10 µm 100 µg/m3 Low-
Medium

Good sizing accuracy if calibrated.
Highly dependent on refractive in-
dex.

OPC Particle number Yes High 300 nm − 10 µm
(CPC, > 15 nm)

104

part/cm3
Low Cheapest counter.

Holography Number and size
distrib.
(optical diameter)

Yes High 500 nm− 10 µm 104

part/mL
Low-
Medium

Analysis is computationally expen-
sive. Usually wet samples.

Table I.2: Comparison of the overall properties and specifications of the main PM sensing techniques. Adapted from [17, 28, 35, 70]



Chapter I Introduction

I.3 The optics of small particles

I.3.1 Overview of scattering theories, models and numerical methods

In this section, the main techniques that allows to model the phenomenon of elastic light scattering by
particles is discussed. This knowledge would enable the design of analysis systems capable of clas-
sifying particles (particle number, size distribution, material, geometry etc.): for example, in order to
characterize ambient air and identify environmental or sanitary hazards.

It could also allows us to create alarm systems that are less sensitive to false positives. This, in order
to operate in contaminated environments (e.g. to discriminate fumes from kitchen water droplets or to
operate in dusty areas such as mines or workshops).

There are many variants that take into account several parameters such as lighting conditions, parti-
cle morphology and orientation, size range, multiplicity of particles, etc. Among the vast zoology of the
theories, models and numerical methods, we present some of the main ones in Table I.3.

Diameter Dp < λ/10 > 20λ

Method Rayleigh’s scattering Ray Tracing (RT)

EM volume & surface methods (FEM, FDTD, FDFD, BEM)

Spherical Wave Vector Functions Expansion (SWVF)
• Lorenz-Mie theory (spheres)
• T-Matrix method (arbitrary geometries)

Table I.3: Main scattering description methods and their range in particle diameter. λ is the wavelength of illumination.

Relevant light-scattering characteristic are for instance: the absorption, scattering and extinction effi-
ciencies (or cross-sections) of a particle but also the scattering signature of a particle. The latter refers to
the angular7 scattering efficiency, meaning the angular distribution of scattered radiation. It depends on
the geometry of the particle (morphology and size), its refractive index and the wavelength of the exci-
tation light in the surrounding medium. In order to perform the inverse problem, which is to determine
the nature of an aerosol (from its optical and geometrical properties), it is crucial to be able to measure
this angle-dependent scattering efficiency [71, 72].

Rayleigh dipolar scattering theory [73] allows to describe the scattering of a small particle (< λ/10)
while the geometrical Ray-Tracing (RT) model [74] is only valid for large particles (> 20λ). These the-
ories have the advantage of being simple but they are no longer valid when the particle size is close
to the illumination wavelength. Then, we can model the scattering in the entire range of particle size
by full volumetric Electro-Magnetic (EM) simulations such as the Finite Element Method (FEM) [75],
the Finite Difference Time-Domain or Frequency-Domain (FDTD/FDFD) [76, 77]. We can alternatively
use EM surface methods such as the Boundary Element Method (BEM) [78, 79], which approximate the
boundary conditions with a discrete evaluation on surface points. Although these methods are theoret-
ically applicable to model any type of structure regardless of its size and any type of lighting condition,
the main limitation is the fact that the volume or surface of a particle must be discretized with ele-
ments whose size must be much smaller than the wavelength. This limits the range of size to a few
tens of wavelength de facto for computational resource reasons, not to mention the reduced computing
resources available for embedded systems.

7The ’scattering angle’ is the angle between the scattered ray and the optical axis, i.e. the polar angle.
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I.3 The optics of small particles

This is why we choose to use analytical EM theories that consists in expanding electromagnetic fields
into Spherical Wave Vector Functions (SWVF) [80].

One can show that SWVFs (
−→
M(k)

l,m,p,
−→
N (k)

l,m,p), also known as ’spherical harmonics’, forms a vector basis

of the solutions of Maxwell’s equations (see, Appendix B). In this method, the incident (
−→
U inc), internal

(
−→
U int) and scattered (

−→
U scat) fields8 are expanded into series of SWVFs. Note that internal and scattered

fields are those evaluated inside and outside the particle, respectively.
Only the expansion coefficients of the incident fields are a priori known. The relationships between

the different expansion coefficients are then determined using the boundary conditions on the particle
surface [81]. These latter result from the prior definition of the particle geometry (size, morphology).
Assuming there is no surface current, tangential components of the fields are continuous at those inter-
faces, see equation (I.2).

−→n × (
−→
U scat +

−→
U inc) =

−→
U int (I.2)

−→n is the unit vector normal to the particle’s surface. Solving this problem can be difficult for arbi-
trary surfaces, as solutions take integral forms (further details hereafter on Section I.3.3). However, for
some simple shapes such as spheres, one can obtain analytical expressions of both the scattered and the
internal fields.

I.3.2 Electro-magnetic scattering by spheres: a brief introduction to the Lorenz-Mie theory

The Lorenz-Mie theory [82, 83] is the most common description of light-scattering. It is the simplest
theory within the family of SWVF expansion methods, where expansion coefficients are calculated for
sphere of homogeneous complex refractive index, illuminated by a monochromatic, polarized plane
wave. Assuming these hypothesis, this theory is exact and valid for any range of diameter (Figure I.8).
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Figure I.8: Illustration of light-particle interaction in Lorenz-Mie
theory.

Let us consider a spherical particle with a radius a, in a surrounding medium of refractive index nm
and illuminated with a wavelength λ in the vacuum. Such a spherical particle can be reduced into the
adimensional size factor χ, related to the optical diameter discussed in Section I.1.4.

χ =
2πnma

λ
(I.3)

Note that, we agree on a convention in terms of polarization and angles. Such a convention is prop-
erly defined in Appendix A.

8We consider normalized, and unit-less waves, as explained in Appendix A.
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Chapter I Introduction

This theory enables the calculation of the absorption, scattering and extinction cross-sections (given
in µm2) as a function of χ and the refractive index of the particle. A cross-section expresses an area
associated to the portion of the incident electromagnetic wave that have interacted with the scatterer.
The extinction cross-section indicates the total optical power taken from the incident wave (by absorp-
tion and scattering) over its amount of power per unit of area. For example, the theory shows that the
scattering and extinction cross-sections increases non-monotonically with χ, as shown in Figure I.9.
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Figure I.9: Scattering cross section Cscat(χ) as a function of
size factor χ.

It is also possible to evaluate the electromagnetic fields in any point of space. Finally, one can cal-
culate the far-field radiant diagram of the scattered fields, which intensity is what we call the scattering
signature (discussed above). Figure I.10 shows the scattering signatures (polar plots9 with a logarithmic
scale) of laboratory PolyStyrene Latex (PSL) spheres with three different diameters.

𝐷𝑝 = 4 µ𝑚 𝐷𝑝 = 0.9 µ𝑚 𝐷𝑝 = 0.2 µ𝑚

(𝑎) (𝑏) (𝑐)

Figure I.10: Scattering signatures of PSL spheres of three different diameters: (a) 4 µm, (b) 0.9 µm and (c) 0.2 µm; illumi-
nated by an unpolarized plane wave (λ = 635 nm).

These signatures were calculated using a Lorenz-Mie calculator developed in-house, with a non-
polarized incident plane wave of wavelength λ = 635 nm onto a single PSL sphere with refractive index
nPSL = 1.5875 at this wavelength [84]. Observe that coarse particles (few wavelengths of diameter)
present several scattering angular lobes of higher intensity. The number of these lobes decreases with
the particle diameter and is highly dependent on the particle complex refractive index.

It should be noted that the size distribution of particles influences the scattering phenomenon and
that in most cases, scattering cannot be modeled by a mono-disperse aerosol of average size [85, 86].

9In such polar diagrams, the incident light comes from left to right. A scattering (polar) angle of 0◦ correspond to a ray that
wasn’t deviated.
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I.3 The optics of small particles

I.3.3 Scattering by irregular particles

The Lorenz-Mie theory is only adapted to (roughly) spherical particles (such as calibrated laboratory
beads, suspended droplets, wood fire smoke, some species of bio-aerosol, etc.), but may not be applied
to describe scattering properties of particles with irregular shapes that can be found in ambient air (see,
Figure I.2). Numerous theories have been developed to model non-spherical particles and clusters. Sec-
tion 8 of reference [87] offers a great review of such methods. We will simply cite some of these methods
in the present section.

It is always possible to apply full EM numerical methods (FEM, FDTD, FDFD, BEM) to solve such a
problem, but it requires resources in terms of computing power that are not always available for most
applications. Many Generalized Lorenz-Mie Theories (GLMT) [88] have been formulated in order to
model different particles morphologies such as spheroidal particles [19,89] or particle clusters [90]. Then,
another approach considered relevant combines the BEM with the Multilevel Fast Multipole Method
(MLFMM) [91] as it can solve large scale, arbitrary scattering problems. Here, scattering is approxi-
mated by a set of dipolar sources at the vicinity of the interfaces. A fast MLFMM-BEM scattering cal-
culator based on a scalar and vector formulation, instead of the more conventional SWVF formulations,
was developed in-house prior to the preparation of this manuscript [92]. In the future, MLFMM-BEM
could be applied to process the data measured by our PM sensors.

Finally, one of the most advanced scattering theories for arbitrary shapes is the T-Matrix Method
(TMM10) [93–95]. It allows to calculate precisely the scattering by a non-spherical particle of random
orientation as well as a set of n-particles11. TMM relies on the SWVF expansion of both the known
incident field

−→
U inc and the scattered field

−→
U scat, which has to be determined.

−→
U inc = ∑

n

n
∑

m=−n
amn
−→
M(1)

mn + bmn
−→
N (1)

mn

−→
U scat = ∑

n

n
∑

m=−n
fmn
−→
M(3)

mn + gmn
−→
N (3)

mn

(I.4)

Again,
−→
M(1,3)

mn and
−→
N (1,3)

mn are the SWVFs. The relationships between the coefficients of the expansion
(a, b, f , g)mn are given by the T-matrix, calculated from the conditions at the interfaces of the particle
(I.2). (

amn
bmn

)
= T

(
fmn
gmn

)
(I.5)

However, this rather computationally-heavy (but much faster than volume and surface EM numeri-
cal methods) method is becoming more and more used as computers become more and more powerful.
A FORTRAN code developed by Mishchenko et al. in the public domain is available on the NASA-GISS
website.

In addition, the case of clusters like Black-Carbon (BC) soot is briefly discussed. BC soot are known
to be arranged in the form of fractal aggregates, that are usually generated procedurally, using aggre-
gation models such as DLA [24], BCCA or BPCA [96]12 to cite only a few. The scattering properties of
such fractal aggregates can then be computed using the arbitrary scattering calculators cited above or
simplified models such as the mean field approximation of Mie’s theory [97, 98].

10This method is not be be confused with another TMM (extensively used in the literature), which stands for Transfer Matrix
Method. The latter is refereed as the Abelès matrix method in this document (see, Appendix J).

11The TMM formalism can also be used to model the particle-light interaction for various illumination conditions, such as its
coupling with resonant optical modes [?].

12DLA : Diffusion-limited aggregation, BCCA : Ballistic cluster-cluster aggregation, BPCA : Ballistic particle-cluster aggregation.
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I.4 The stakes of miniaturized air quality sensors

I.4.1 Air quality monitoring: a new paradigm

In the classical model, air quality monitoring (PM, gaseous pollutants, relative humidity, etc.) is carried
out by stations with expensive and bulky characterization instruments [99]. These stations are generally
managed by state or city funded agencies. The data collected by these instruments allow precise char-
acterization of the air quality where the station is located. The major disadvantage of such a model is
that it does not allow the collection of pollution levels with sufficient spatial resolution (e.g. street-to-
street air quality) and it does not allow the measurement of indoor air quality, which can be much worse
than outdoors [17, 100, 101]. For example, the EEA (European Environment Agency) makes available
interactive maps of the air quality index13. We can see for instance, that the air quality of most European
middle-sized cities is monitored on the basis of only a couple stations per city. As air quality is becoming
a major issue of concern, a new monitoring model is clearly needed.

With the emergence of connected on-board systems (IoT, Internet of Things) equipped with geolocal-
ization modules, we see the possibility that a network of portable environmental sensors can measure
pollution levels with high spatio-temporal resolution [102]. Such monitoring networks can also achieve
great accuracy by sharing and correcting its measurements with data from weather conditions (humid-
ity, temperature) [103] and measurements provided by climate monitoring satellites [104, 105] such as
ESA’s Sentinel constellation [106, 107] or NASA’s EOS constellation [108]. Moreover, these data would
be directly accessible to a user of such sensors, or an informed citizen. Using air quality map as in Fig-
ure I.11, the user could quantify, identify polluted areas (both indoor and outdoor) and then limit his
personal exposure to pollutants.

Figure I.11: Air quality map of the city of Grenoble, France. Provided by eLichens.

However, an air quality monitoring model based on a broad sensor network is only possible with
widely distributed sensors. Thus the clear need for low-cost, portable and personal air quality monitors
[109, 110].

13Using an air quality index built upon the concentration of various pollutants.
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I.4 The stakes of miniaturized air quality sensors

I.4.2 A new generation of inexpensive, miniature PM sensors

We have seen previously, that optical sensors based on the light scattering phenomenon appears to be
the best candidates for inexpensive systems thanks to their good sensitivity and simplicity [111]. Figure
I.12 shows six low-cost PM2.5 sensors from the main manufacturers that came recently in the consumer
marker. All six of those are based on the principle of light scattering.
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46 mm

59 mm

HPMA115S0-XXX

Nova Fitness
SDS011 PMS 7003

SPS30 GP2Y1010AU0F PPD42NJ

≈ 18 € ≈ 13 €

≈ 12 €

≈ 45 €

≈ 13 € ≈ 10 €

Figure I.12: Photographs of six low-cost PM2.5 sensors from the main manufacturers with size and usual prices.

Those sensors are usually assembled from inex-
pensive electrical and optical components such
as LEDs, photodetectors and molded optics. The
circulation of air is generally generated by a fan.
At the time of this manuscript preparation, such
sensors suffers noticeable inaccuracies [112, 113]
and soiling issues which limits their lifespan.
Figure I.12 indicates the size of all six sensors,
and their usual price. The main part of the manu-
facturing cost being assembly and packaging.

Those sensors should be seen as building blocks
for low-cost and/or wearable air quality moni-
tors and can be modified and integrated into full
IoT systems [45, 105, 114]. A representative ex-
ample amongst many is the Mobile Aerosol Ref-
erence Sampler (MARS), developed by Colorado
State University, is a full system that comprises a
commercial low-cost PM sensor (PMS5003, Plan-
tower) disassembled and integrated along an air
convection and filtering system and IoT systems
such as a power unit, GPS, Bluetooth and Wi-Fi
modules (see, Figure I.13).
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Figure I.13: Exploded view of the MARS key components
(adapted from [45]).

For wearable devices, all elements should operate with a relatively small electrical consumption. In
particular, this limits the optical power needed to illuminate particle to the milliwatt order of magnitude.
Then, the read-out of the photo-detectors and the data processing should be kept as simple as possible.

However, the cost, reliability and energy consumption of PM2.5 and PM1 sensors could be greatly
improved by taking steps toward the miniaturization and co-integration of the various elements.
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I.4.3 A future generation of integrated PM sensors

Great efforts are being made within the scientific and technical communities to scale down optical
light-scattering PM2.5 & PM1 sensors. It usually involves silicon microfabrication techniques and co-
integration of optical, electro-optical elements and air micro-fluidics. The end goal being the full inte-
gration of a PM sensor ’on-a-chip’.

However, in addition to the costs associated with the development of new clean room process flows,
there are a number of challenges to be met. Indeed, it is necessary to design compact architectures
(whose total footprint is of the order of a centimeter or even a millimeter), with rather planar geome-
tries, compatible with silicon micro-fabrication methods and able to perform the same functions as the
macroscopic systems implemented in current PM sensors. In particular, the geometrical dependencies
of various physical functions (e.g. air convection, photometry, heat evacuation etc.), which are often not
scalable, require new designs for integrated PM sensors.

For example, there have been many developments in air micro-fluidics, with the fabrication of planar
circuits by deep etching of silicon, allowing for the controlled circulation of an aerosol14. For instance,
silicon based Virtual Impactors (VI) allows to separate particles using inertial principles prior to the
optical sensing unit [44]. Other works seek to sample air into channels, by the means of MEMS micro-
pumps [115].

Next, optical and electro-optical elements could be co-integrated alongside fluidic parts. Those for-
mer elements are generally a light source, photodetectors and passive optics. This integration is in itself
a great technical challenge (notably in terms of heterogeneous integration, thermal management, pack-
aging and optical coupling) [116]. Then, another critical challenge is to manage stray light that may
come from any scattering surface around the optical sensing area. Parasitic scattering is usually orders
of magnitudes compared with the scattering from a single particle: it is the main limitation for sen-
sitivity, causing a high signal to offset ratio. This is especially true for miniature systems with small
geometries, because stray light sensitivity decrease with the inverse square of the distance between the
scattering surface and the photodetector.

In Figure I.14, we provide three examples of integrated PM sensor designs found in the literature.
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Figure I.14: 3D models of integrated PM sensors from (a) [117], (b) [118] and (c) [119].

The design in subfigure (a), reported in reference [117], involves a silicon based fluidic system etched
from two substrates. A laser diode and a photodetector are integrated separately on the two substrates
before assembly. The next design shown in subfigure (c), reported in [118] involves a single electro-
optic circuit, covered with a silicon air-microfluidic circuit. Finally, the third design from subfigure (c),
reported in [119], features a electro-optic chip with a laser diode and a concentric ring photodetector.
The scattered light for particles is collected by a concave mirror, which covers the electro-optic chip. As
explained earlier, the sensitivity is mainly impacted by stray light in those PM sensors ’on-a-chip’.

Even if the sate of the art is progressing very fast, the community has not converged yet toward an
elite design, that surpasses others in terms of integration and specifications. During the preparation of
this manuscript we have tried to explore other designs through various prototypes, in order to better
identify difficulties and solutions.

14Note that, due to electrostatic charges usually carried by particles, channel walls should be made from a conductive material.
This part forbids us to use PDMS based channels, extensively used in ’lab-on-chip’ technology.
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I.5 Positioning in regard to the state of the art

From the observation discussed in Section I.4, there is a clear need for the development of inexpensive
and miniaturized PM2.5 and PM1 sensors targeted at the personal air quality monitoring and sensor
network market applications. We will seek to take new steps in the development of tomorrow’s minia-
turized sensors in order to address this new need.

We rely on our background in CMOS technology and integrated photonics shared by both the CEA-
Leti and the Institute of Nanotechnology of Lyon (INL). Moreover, developments on miniaturization
and cost reduction of air quality sensors are the spearhead of the laboratory of optical sensors (LCO in
french) [120], which already involves Non-Dispersive InfraRed gaz sensors [121], photoacoustic trace
gaz sensors [122] and Volatile Organic Compounds sensors. We apply the same methodology to scale
down PM sensors. In particular, our early designs involve planar chips fabricated using CMOS tech-
nology electro-optics and photonics with active components such as a light source and photodiodes,
passive optics such as silicon-based waveguides and a vertical air channel drilled out of the chip. This
design is described in one of our 2012 patents [123] (and redrawn in colour in Figure I.15), followed by
several other patents [124–130].

Photo-
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Figure I.15: Drawing of a photonic PM sensor ’on-
a-chip’ proposed by CEA-Leti (redrawn from [123]).

In this manuscript, we will propose three new miniature prototypes (see, Figure I.16) that aim to
explore several architectures and identify both successful and unsuccessful design choices. Each pro-
totype will be sequentially discussed in separate chapters: from Chapter II which starts by taking the
firsts steps toward the miniaturization of a PM sensor through CMOS processing, with mature steps;
gradually toward Chapter IV, we will explore future solutions that involve forward looking steps.
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Figure I.16: Graphical presentation of the three prototypes (a,b,c) described in Chapter II, III and IV respectively.
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As discussed in Section I.2, there are several possible architectures for optical PM sensors. However
some appear more interesting than others and could be well suited for being implemented in minia-
turized system. In particular, we want to implement in an OPC, a capability to record and analyze a
scattering signature that is essential to characterize single particles. To do so, we describe in Chapter II
a first prototype that can perform a lens-less imaging of a particle’s scattering signature, building upon
the developments on CMOS image sensors. Such a prototype is schematized in Figure I.16(a). Among
the development made, we report the co-integration of a fluidic channel within the CMOS imager chip
and the analysis of the recorded scattering signatures based on the Lorenz-Mie theory (see, Section I.3).

Then, we describe in Chapter III a prototype that aims to significantly improve the optical setup
used to record scattering signatures. To do so, we have developed a miniature and monolithic lens
assembly designed to perform an optical pre-processing of scattering signatures with a wide Field of
View (FoV) of scattering angles, which is schematized in Figure I.16(b). A first improvement increase
the accuracy of a particle’s characterization by widening the evaluation of scattering signature. This
improvement comes with an increase in sensitivity, by allowing to collect more scattered light. A sec-
ond improvement reduces the computing cost used on image processing: this part was made through
an optical pre-processing of the scattering signature in Fourier-domain. Indeed, energy consumption
related to image processing is a critical part for on-board systems like those we target. The additional
contributions associated with this second prototype are the exploration of a new approach concerning
the design possibilities of miniature complex opto-fluidic assemblies with compact optical systems. We
are working on making such optical systems possible by developing new manufacturing processes on
glass. We hope that in the future, such optical pieces would be commonly coupled on top of CMOS
optronic chips in the same fashion as photonic packaging methods.

Finally, a third prototype is described in Chapter IV: this last prototype aims to explore forward
looking designs in order to pave the way toward future PM sensors. As energy consumption is a ma-
jor factor for portable systems, we seek to lower the energy needed to power a light source. that is to
say, we will seek to optimize the sensitivity of the sensor so that it can operate with very low optical
intensities. Very good sensitivities will be sought, for example by means of optical cavities. Here we
explore the cavity-enhanced PM sensors that uses vertical micro-cavities. The latter have already shown
great promises in several fields such as VCSELS15 or MOEMS16 especially when using Photonic Crystal
Membrane (PCM) reflectors. In this chapter, we will show a system that features a PCM-based Verti-
cal Cavity (VC) that is deliberately perturbed by the presence of a particle within the cavity. Then we
characterize such perturbator through transmission imaging. Such proposed method can be referred
to imaging a cavity-perturbation scattering signature. It can use similar and updated image analysis
procedures developed for the previous prototypes. Such a system is schematized in Figure I.16(c). Our
work on this third prototype involves both a theoretical and experimental study of the optical behaviour
of a PCM-based VC and especially its sensitivity to a particle-induced perturbation, as such system is
poorly explored in the scientific literature.

15Vertical Cavity Surface Emitting Lasers.
16Micro Opto-Electro-Mechanical Systems.
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I.6 Chapter conclusion

In this introduction, we hope we gave the reader an overview of the environmental and health issues
posed by PM pollution (Section I.1), as well as the importance of having the capability to monitor and
characterize ambient air quality. We have discussed the different sensing methods for this purpose, fo-
cusing in particular on optical PM sensors (Section I.2). The latter are particularly interesting as they
can - by using reasonably simple architectures - measure PM concentrations as well as characterizing
particles through the recording and analysis of scattering signatures. We have reviewed the most rel-
evant theories used to predict those scattering signatures, such as the Lorenz-Mie theory (Section I.3),
and discussed how they can be used to estimate both the size and the refractive index of a particle.

At a time when air quality degradation is becoming a major and global concern, we see that the
monitoring of air quality is shifting toward the wide distribution of inexpensive, portable air quality
monitors as opposed to conventional air quality stations. The need for this new generation of air quality
sensors is being recently addressed by research institutions and industrial R&D research groups all over
the world. The goal is to develop a miniaturized, fully integrated PM sensor (Section I.4).

In this manuscript, we propose three prototypes with different levels of maturity. Each prototype
helps solving challenges encountered while scaling down PM sensors (new designs for stray-light man-
agement, integrated photonics, air micro-fluidics etc.) by exploring different designs, in order to identify
sucessful and unsucessful setups. Chapter II aims to take step toward the miniaturization of PM coun-
ters and analyzer using CMOS technology. Chapter III proposes an implementation of a miniature op-
tical piece using innovative designs and new manufacturing techniques. Finally, Chapter IV describes
a novel architecture designed to enhance the sensitivity of the sensor compared with cavity free setups,
while allowing a new way to analyze scattered light from a particle.
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II.1 Architecture of the sensor

II.1 Architecture of the sensor

II.1.1 General overview of the architecture

In this chapter, we present a miniaturized PM counter and analyzer that is able to measure the ‘light
scattering signature’ (angular scattering efficiency) of a single particle using a lens-less imaging setup
[131]. The principle of lens-less projection of a scattering signature is presented in Figure II.1.
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Figure II.1: Illustration of the lens-less pro-
jection of a scattering signature.

As previously explained in Section I.2, this technique is designed to be able to estimate the diam-
eter and the refractive index of a particle, using light-scattering descriptions such as the Lorenz-Mie
theory for spherical particles (see, Section I.3). We present in Figure II.2, a schematic rendering of the
architecture of the sensor.
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Figure II.2: (a) Architecture of the sensor (partial cross-sectional view). (b) Close up view of the sampling region.

The device is composed of a specifically designed CMOS imager chip (see, Section II.1.2) that is
drilled at wafer level to create a vertical fluidic channel (see, Section II.1.3). This opto-fluidic chip, we
call a ’holed retina’ is mounted on a holed ceramic and driven by an electronic board (see, Section II.1.4).
Particles are illuminated by the light beam formed by a lensed fiber placed nearby the muzzle of the
channel. The fiber is mounted onto a multipurpose 3D-printed piece we call a ’cloaker’, that prevents
stray light from blooming the retina (see, Section II.1.5). Finally, we measure a lens-less projection of the
scattered signature of a single particle on the holed retina.
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Chapter II Lens-less imaging of scattering signatures with a holed retina

II.1.2 Dual matrixes global shutter imager chip

We have developed a CMOS imager chip customized for our special requirements [132], as explained
later, our unusual design will allow us to drill a hole through the chip to form the fluidic channel [124].
Our chip was modified from the CreaPYX standard platform proposed by the Pyxalis company [133].
The former is designed in a prototyping fashion: flexible and quickly modifiable with little cost and
effort.

We present the layout in Figure II.3(a). The imager is composed of a classic frame part and an un-
common dual matrix core part. This core part has two detection areas (‘forward’ and ‘backward matrix’)
separated by a central blind area. These matrixes are labelled according to the direction of the scattered
light they assess: forward scattering and backscattering. Both matrixes are sized by 75 × 281 pixels,
with a pitch of ppix = 10 µm. The blind area between the two detection matrixes is sized by 2160 µm ×
660 µm (rectangular profile) and is made free of pixels or metallic lines (and thus, ready to be drilled).

(a)

Forward matrix

Backward matrix

Frame

Forward

Backward

Forward

Backward

(c)

(b)

Figure II.3: (a) Imager chip layout. Image example in (b) flat-field mode and (c) focus mode.

We show examples of images obtained in flat-field and focus modes in subfigures II.3(b) and (c) re-
spectively. X and Y labels are the pixel numbers, all the following images will be presented with this
format, lines from 1 to 75 and lines from 76 to 150 correspond respectively to the forward and backward
matrixes. We observe saturated hot pixels at the internal edges (central bright lines), caused by a higher
Dark Current (DC). For the image processing, we simply ignore these eight defective lines.

The pixel is designed with a 2 gains high dynamic range, 5T architecture allowing a low noise Global-
Shutter (GS) readout procedure [134]. Unlike the common Rolling Shutter (RS) mode where each line
is captured sequentially, GS mode allows to capture the full image simultaneously. Since the particle is
moving, the latter mode is essential to prevent motion blurring or distortion of the image. The Charge-
to-Voltage conversion Factor (CVF) is 120 µV/e− in high gain mode and the gain is 45 µV/ADU (Analog
to Digital Unit). In GS mode, the minimal integration time is tint = 76.8 µs, longer integration time will
be multiples of this minimal time, as it is the duration needed to read a full image1. The external Quan-
tum Efficiency (QE) is 57% at 637 nm, and drops to 22% at 850 nm. Such pixel design is well suited for
capturing low intensity scattering signatures with good sensitivity.

Note that the chip is a front-side imager. A back-side imager would be more interesting for our
application because it has a better angular acceptance2. Nevertheless, we prefer to use the former as
it is about three times cheaper than the latter: price reduction remains the main goal of this chapter’s
prototype.

1In the following, a given integration time is implicitly the closest multiple of the minimal integration time.
2We will discuss the angular acceptance of a front-side imager later, in Section II.2.
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II.1 Architecture of the sensor

II.1.3 Post-process

The imager chips were fabricated on 200 mm silicon
wafers that were supplied from a shuttle run (multi-
project wafer) of an undisclosed, advanced CMOS
manufacturing fab (see, Figure II.4). Then, we have de-
veloped a post-process in our in-house 200 mm MEMS
foundry to drill the components at wafer scale [132]. The
drilling post-process should use conventional micro-
fabrication technologies that are widely used today in
industrial micro-fabrication platforms. By doing so,
such a post-process can be efficiently transferred to an
industrial foundry, which can then manufacture the
sensors in volume production.

The layout includes an alignment mark for our lithog-
raphy steps. An external seal ring is commonly used
around the chip. Here, we also added an internal seal
ring around the hole area designed to protect the matrix
of photodetectors during the drilling process.

200 mm

Figure II.4: Photography of a 200 mm wafer con-
taining our custom imagers.

The first step concerns a front-side process that etches the multilayer passivation with an oblong pro-
file (2 mm×0.5 mm). To do so, we use a C4F8/CO plasma process in a Reactive Ion Etching (RIE) reactor.
We finalize the etching of the air channel by a backside process. We deposit a few microns of oxide hard
mask by PECVD (Plasma-Enhanced Chemical Vapor Deposition) and use a contact photolithography
on a positive resin to pattern the oblong profile. In order to achieve a fast, deep anisotropic etching of
725 µm, we use an Inductively Coupled Plasma-Deep Reactive Ion Etching (ICP-DRIE) [135]. The ICP
reactor is widely used for anisotropic silicon etching because it maintains vertical sidewalls with high
aspect ratio. In our case, a standard Bosch process (cyclic isotropic etching with SF6 gaz followed by
C4F8 plasma) is sufficient to obtain a straight profile as our aspect ratio AR = 1.45 is sufficiently small.
We present the final holed retina in Figure II.5.

1 mm
(a)

Internal seal ring

500 µm

Hole

Forward  Matrix

Backward Matrix

(b)
Figure II.5: Images of the fabricated holed retina.
(a) Optical view of the chip. (b) Optical view
zoomed on the hole.

We will simply use the term DRIE to refer to this etching process. Figure II.5(b) shows an opti-
cal image of the hole, suggesting the high quality of the DRIE process. Alternatively, first trials3 have
demonstrated that it is also possible to form the fluidic channel at wafer level using an ablative laser
process and still get functional CMOS sensors.

Both the SEM and DC studies validates the post-process. That is to say that it allowed to form a
channel, while allowing a good functioning of the retina.

3The results were obtained only on a first trial and on a few samples in this work and the process could be significantly
improved if necessary.
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Chapter II Lens-less imaging of scattering signatures with a holed retina

Figure II.6 shows tilted Scanning Electron Microscope (SEM) images as well as optical images of
the hole fabricated with both techniques. Comparing subfigure II.6(a) and (b) shows that the sidewalls
roughness is much more important with the laser ablation technique. Note that the roughness has
no impact on our application. We also observe on subfigure II.6(c) that some burned residues of the
protective resin could not be removed by standard acetone solvent spraying.

Figure II.6: Comparison of drilled hole obtained by DRIE
or laser technology. (a,d) SEM and microscopy view of
DRIE process. (b,c) SEM and microscopy view of Laser
process.

In order to estimate the impact of the post process on the Dark Current (DC) of the image sensor, we
made DC maps before (Figure II.7(a)) and after the post-process (Figure II.7(b)). We acquire dark images
for increasing integration time Id(tint) expressed in ADU (AnalogToDigitalUnit). We can obtain a DC
map by taking the slope map DC = dId/dtint expressed in ADU/ms.

Figure II.7: Cartography of the dark current (in ADU/ms) before (a) and after (b) the drilling post-process, and associated
histograms (c).

Histograms in Figure II.7(c) show that the drilling post-process have increased the DC level by about
30 % in a similar way for both drilling techniques (DRIE and laser ablation). Fortunately, there is no
evidence of gradient in noise distribution: the post-process didn’t increase the DC in the vicinity of the
drilled area. We will see in the following that the chip is packaged on a drilled ceramic carrier, which
reduces the cooling surface of the CMOS: this may be an explanation for the increase in DC. Finally, we
should emphasize that the DC increase is not a critical parameter for our application because we use
short integration time. Indeed, the readout noise remains predominant compared with the DC for short
integrating time.
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II.1 Architecture of the sensor

II.1.4 Packaging and fluidics

The chip was wire-bonded (ball bonding) to a ceramic carrier (see, Figure II.8(a)). The device, in the
state in which it is described in this chapter, has exposed wires. In the meantime, we have developed
a glob-top (insulating silicone rubber) process to protect these wires. This step makes the device more
robust to external conditions, especially when it comes to detecting aqueous particles, which can wet
around the wires.

We have drilled a circular hole (2 mm diameter) through the thickness of the ceramic, which is larger
than the hole of the silicon chip (0.5 mm × 2 mm oblong profile). Such fluidic profile eases the convec-
tion of the air flow through the channel and creates a flow acceleration at the channel restriction (flowing
from the larger ceramic hole to the smaller silicon hole) by a Venturi effect, Figure II.8(b). The ceramic is
clipped, with full contact on the socket of the driving motherboard (CreaPYX test platform [133]).

Holed retina

Ceramic 
package

(a)
(b)

Ceramic

Silicon
0.5 x 2 mm

Ø2 mm

Figure II.8: (a) Photography of the holed retina bonded on the ceramic carrier. (b) Cross-sectionnal view of the channel

The footprint of the system is limited by the size of the ceramic carrier (29.2 mm, square) while the
size of the silicon chip is only 6 mm× 5.9 mm. Future packaging of this sensor will include direct bond-
ing of the CMOS chip onto PCB to reduce the footprint. The driving hardware could be performed by an
ASIC (Application Specific Integrated Circuit). Compact packaging should include a compact convec-
tion system that uses a miniature fan. We can also optimize the fluidic set up by designing a nozzle-like
channel profile to concentrate the beam of particles while speeding them.
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Chapter II Lens-less imaging of scattering signatures with a holed retina

II.1.5 Optical setup

We illuminate a detection volume nearby the muzzle of the channel at a good proximity of L ' 1.5 mm
between the optical axis and the retina. This proximity allows for a good sensitivity to scattered light
(as the scattered intensity decreases with the inverse square of the viewing distance) and a quite wide
Field of View (FoV) of scattering angles. The illumination beam is shaped by a Single Mode (SM) optical
fiber terminated by a GRIN lens. The beam, thus obtained has a very low numerical aperture of NA =
0.02. The fiber is connected to a visible light source (λ = 635 nm, SLED from EXALOS), delivering the
optical power Pinc = 1 mW at the fiber output. We have selected this wavelength because it shows
the best compromise between the scattering efficiency, the cost of the sources and the external Quantum
Efficiency (QE) of our pixel. Figure II.9 illustrates the optical setup.
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CMOS chip

Cloaker
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Figure II.9: Schematic of the optical setup (partial cross-sectionnal view).

The optical fiber is aligned and mounted on a multipurpose 3D-printed piece we call a ‘cloaker’,
which primary purpose is to protect the retina from stray light as much as possible. In particular, scat-
tered light from the output of the optical fiber can easily bloom the retina, making the sensor completely
dazzled and thus blind to scattered light from particles.
The cloaker is fabricated with a high-resolution (25 µm voxel) SLA (Stereo-Lithography Apparatus) 3D
printer (Form 2 printer by Formlabs), using a black photopolymer resin. Figure II.10 shows a photogra-
phy of the cloaker side by side with its 3D model.

Figure II.10: (a) Photography of the chip mounted on ceramic with the cloaker. (b) 3D model of the cloaker.
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II.2 Analytical modeling of the lens free projection

II.2 Analytical modeling of the lens free projection

II.2.1 Generalities and definitions

The output of the fluidic channel (along Z axis) is illuminated by a light beam (
−→
k inc wavevector) at a

short distance of the retina (L ' 1.5 mm) (see, Figure II.11(a)). To calculate the scattering of the incident
light by the particle, the Lorenz-Mie theory is used locally, this is an electromagnetic description where
the particle is spherical and illuminated by a plane wave. Then, a near-field/far-field transformation
is performed so that scattered light can be considered as rays. In alternate models, other theories can
be used instead (see, Section I.3). These scattered rays are cast from the position of the particle (now
considered punctual) and projected onto the retina under a scattering angle θ. The signature is carried
along perpendicular trajectories4 to what we call ‘iso-θ’, meaning ‘the curve where all the pixels are
illuminated under the same scattering angle’. In the case of a planar projection parallel to the optical
axis of illumination, which corresponds to our configuration, the ‘iso-θ’ are hyperbolae as shown in the
calculated scattering angles map in Figure II.11(b).

𝑘𝑖𝑛𝑐
𝑍

𝑋

𝑌

𝜃

𝑀(𝑥, 𝑦)

Particle
(a) (b)

Figure II.11: (a) Schematic of the scattering projection. (b) Calculated map of projected scattering angles (in degrees).

The white rectangles correspond to the ‘forward’ and ‘backward’ detection areas where we can eval-
uate the scattering signatures. As a recall, each matrix is 2.81 mm× 0.75 mm. We abusively define the
FoV as the range of evaluated scattering angles. In this case, each submatrix can evaluate scattering
signatures within a FoV of about 25 degrees, perpendicular to the iso-θ.

II.2.2 Radiometric model

In Figure II.12, we present the calculated projection for the 4 µm, 0.9 µm and 0.2 µm PSL (PolyStyrene
Latex). Those specific cases were already presented in Figure I.10.

(a) (b)

𝐷𝑝 = 4 µ𝑚 𝐷𝑝 = 0.9 µ𝑚 𝐷𝑝 = 0.2 µ𝑚

(c)

Figure II.12: Calculated planar projection of scattering signatures for particle diameters of (a) 4 µm, (b) 0.9 µm and (c) and
0.2 µm.

4A trajectory that is normal to the iso-θ is the trajectory that have the steepest gradient in terms of the scattering angle θ:
meaning that those trajectories evaluates a wide range of scattering angles.

p. 42



Chapter II Lens-less imaging of scattering signatures with a holed retina

As before, white rectangles correspond to the imaging regions defined by the ‘forward’ and ‘back-
ward’ matrixes. We observe that the lobes seen in the scattering signature are projected into luminous
arcs that follow the ‘iso-θ’ hyperbolae. For simplicity, ‘iso-θ’ will now refer only to maxima and minima
of theses hyperbolae. These projections well justify the relevance of the planar projection technique for
scattering signature analysis as we can see a clear difference between the three images.

We describe a radiometric model where the particle is consid-
ered as a punctual source with an intensity that varies along
the scattering angle, accordingly to a calculated scattering
signature (see, Lorenz-Mie theory [82]).

First, we normalize such an unpolarized scattering signature
S(θ) by integration over the whole sphere, such as:∫ 2π

φ=0

∫ π

θ=0
|S(θ)|2 sin θdθdφ = 4π (II.1)

The angle dependent scattered intensity (in W/sr ) is given by
the function Wscat · |S(θ)|2, where Wscat is the total scattered
power (in W). Spherical angles θ and φ are defined in Figure
II.13.

Figure II.13: Definition of θ (polar) and
φ (azimuthal) angles on a scattering signa-
ture.

Second, we need to determine the intensity seen by each pixel of the retina as a function of the scat-
tering angle. We can evaluate the scattering angle θ (and φ, if the signature do not exhibit an azimuthal
symmetry) captured by every pixel of the retina, according to the geometry of Figure II.14.

Figure II.14: Geometry of the projection.

In our model, the particle can have a certain position S(xp, yp, zp) contained within the volume of the
channel and the light beam. The optical axis can be misaligned with respect to Y axis by angles (α, β)5

delimited by the divergence of the light beam.

For a point M(x, y) in the retina (centered on a pixel), we calculate the associated scattering angle
θ and the vignette angle γ (and optionally, the azimuthal angle φ). To do so, we define a new set of
coordinates (x′, y′) for the retina transformed with translation by (xp, yp) and rotation by β. If α = 0
(parallel projection), the associated scattering angle is:

θ(x, y) = acos
y′

SM
= acos

(y− yp) cos β + (x− xp) sin β√
(x− xp)2 + (y− yp)2 + z2

p

(II.2)

5Pitch and yaw, respectively.
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II.2 Analytical modeling of the lens free projection

Where, SM is the optical length. The case where α 6= 0 is not discussed here, if the reader wants to
solve this case, here are some hints: the optical axis can, in this case, intersect the plane (x′, y′) at a point
F. Then, the angle θ, can be found by solving the SFM triangle using the Al-Kashi theorem.

The case where there is no azimuthal symmetry of the scattering signature6 will not be discussed in
much detail. In this case, the signature S(θ, φ) will have to be considered and both θ and φ will have to
be calculated for each pixel position M(x, y). In the case where α = 0 (parallel projection, only case
discussed here), the azimuthal angle φ is written:

φ(x, y) = π + atan
x′

zp
= atan

(x− xp) cos β + (y− yp) sin β

zp
(II.3)

The vignette angle γ is independent of the misalignment angles of the
illumination axis. It is simply written

γ(x, y) = atan
zp√

(x− xp)2 + (y− yp)2
(II.4)

We define Ω(x, y) as the solid angle associated to the pixel centered on
M(x, y) (see, Figure II.15), explicit expression is:

Ω(x, y) =
FF · (ppix · sin(γ))2

SM2 (II.5)

Where ppix is the pixel’s pitch and FF its filling factor. This solid angle is
sometimes abusively referred to as IFoV, which stands for Instantaneous
Field of View.

Figure II.15: Pixel’s surface
seen under the vignette angle γ.

Another source of vignetting is the angular response of a buried photodiode, denoted T(γ). This
function can be measured or modelled using reference [136] (see, Figure II.16(a)). This simple geomet-
rical model, is applicable to front-illuminated pixels like the one we’ve developed. It can be used as a
first approximation to model such a pixel. The considered pixel has a 10 µm wide photodiode, buried
under a silica tunnel of refractive index ns = 1.45 and thickness h = 4.9 µm, with a passivation layer
made of silicon nitride7 of refractive index np = 1.88. We give in Figure II.16(b) the modelled angular
transmission of the considered pixel.
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Figure II.16: (a) Cross sectional schematic of a buried pixel, redrawn from [136]. (b) Angular response model.

Note that calculating the angular response with this model is not ideal, it would be better to directly
implement angular response measurements. Although this measurement requires a specialized test

6Such a scenario is to be considered when the particle is illuminated in non-polarized light and when the particle is not rota-
tionally symmetrical along the illumination axis.

7The thickness of silicon nitride is not useful for this model.
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bench we do not have access to at the moment. Finally, the intensity received by the pixel centered on
M(x, y) corrected by the pixel angular response and the solid angle is given by:

I(x, y) = T(γ(x, y)) · Wscat · | S(θ) |2 · Ω(x, y) (II.6)

The projections we obtained have been compared with ray-tracing (RT) simulations (Zemax Op-
tic Studio) coupled with the Lorenz-Mie theory (far-field). Here, we use a point source with a angle-
dependent intensity imported from a computed particle scattering signature. In Figure II.17, we com-
pare the result of the two projection methods obtained from the same computed signature (4 µm PSL).

(a) Radiometric model (b) Mie + RT

Monitor

Angle dependent 
punctual source

X

Y

L

(c) 

Figure II.17: Projection of a 4 µm PSL calculated with (a) the radiometric model and (b) a RT simulation. (c) 3D-view of the
RT simulation window.

Those two projection methods lead to matching results. However, we must note that the vignette
effects differ from the different methods: the RT method didn’t take into account the angular response
of pixels while our model uses an angular response calculated from a simplified geometry of the pixel,
which is not ideal. Note that the radiometric model took 0.163 second to compute the image8 while the
RT simulation took 18.891 seconds using the same computer, which is 136 times faster. Indeed, the RT
simulation have traced 5× 106 rays (and still gets a noisy image) while the model only calculated the
irradiance of 300× 420 = 126000 pixels (one ’ray’ per pixel). Thus, one can argue that such model could
be well suited to be implemented in an optimization procedure where it should be called repeatedly
(see, Section II.1.3).

8The model can be optimized to be even faster.
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II.3 Characterization results

II.3.1 Experimental setup and protocol

We generate a controlled flow of particles using a calibrated aerosol dispenser (see, Appendix D). For the
particles, we use calibrated laboratory particles (PSL from MagSphere) with monodisperse distribution
of particle diameter. These particles are diluted in ultra-pure water solutions, one solution per diameter.
The concentration of each solution is chosen in order to detect one particle at a time in our experimental
setup (see below).

A portion of the particle flow is directed toward a reference sensor (APS Spectrometer 3321 by TSI)
while the rest is sent to our sensor under test, via a silicone tube, with a flow rate of 0.8 L/min. The
silicone tube is plugged onto the back of the holed ceramic so that the aerosol flow can traverse through
the entire holed device toward the illumination beam (see, Figure II.18). Illuminated particles can scatter
light onto the two detection matrixes.

Creapyx 
motherboard

Aerosol in
(silicone tube)

USB connection

Fiber in

(c)

(a)

(b)

Ceramic 
carrier

Holed retina

Fiber in

Cloaker

Particle

Aerosol 
in

Figure II.18: (a) Photography of the experimental setup. (b) Zoomed view. (c) Schematic cross sectional view (not to scale).

We record the projected scattering signatures using the CreaPYX electronic board [133]. This driving
board is interfaced with a standard PC through a USB connection and controlled with a tailored driving
software. All images are integrated over time tint = 5 ms and automatically subtracted with a back-
ground image, which was previously recorded with no particle in the illumination beam.
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The electronic board allows for the collection of a pack of 32 images in burst mode (i.e. with maximal
frame rate) before transferring this pack to the computer and collecting a new burst. Each pack is auto-
matically analyzed with a home-made routine, which consists in a threshold detection, as illustrated in
Figure II.19.

Threshold

Figure II.19: Example of threshold detec-
tion of a single particle.

We monitor the standard deviation of the forward matrix of each image. When no particle crosses the
optical beam, the standard deviation remains under the threshold value set by the user. If the threshold
is reached, then it is likely that a particle was detected. The corresponding image is saved for subsequent
image processing.

II.3.2 Experimental signatures

We routinely collect bursts of images for different particle concentrations and different PSL diameters.
To illustrate the various signatures measured, we present in subfigures II.20(1), a set of four representa-
tive signature measurements corresponding to 4 different PSL diameters.

𝐷𝑝 = 4 µ𝑚 𝐷𝑝 = 2 µ𝑚 𝐷𝑝 = 830 𝑛𝑚 𝐷𝑝 = 320 𝑛𝑚

(a1) (c1)(b1) (d1)

(a2) (c2)(b2) (d2)
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Figure II.20: (1) Experimental signatures compared with (2) modeled signatures of four PSL diameters: (a) 4 µm, (b) 2 µm,
(c) 830 nm, (d) 320 nm.

We can see, in Figure II.20, important signature variations with respect to the particle diameter:
for small particles (compared to the wavelength), the signature appears spherical as in subfigure (d).
Then, as the PSL diameters increases, the forward projected pattern takes an elliptical shape (subfigure
(c)) and divides into an increasing number of iso-θ. For particles of a few wavelengths in diameter,
the backward matrix starts collecting useful information, in the form of iso-θ (subfigure (a) and (b)).
These observations are consistent with our model’s predictions9: these signatures are compared with

9The characterizations presented were performed with calibrated laboratory particles that show scattering patterns that are
in great accordance with the Lorenz-Mie theory. In ambient air conditions, most particles have irregular shape and will most
likely scatter light in different ways. The model will have to be modified using other theories to predict the scattering behavior of
irregular particles (see, Section I.3.3).
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modelled ones (subfigures II.20(2)), with default parameters (no diameter or refractive index fit, centered
scatterers). Fitting modelled signatures with experimental images will be discussed in Section II.4.

It is noteworthy that the detection of a single submicronic particle down to Dp = 320 nm is possi-
ble. To go further, it is very likely that smaller PSL could be detected, nevertheless their signature would
be very similar to the one of PSL 320 nm. Indeed, for small particles, the iso-θ can’t be seen anymore
(however we can still evaluate the ratio of the forward/backward intensity).

The use of a shorter illumination wavelength could be a way to bring back iso-θ to smaller diameters
in addition to allowing greater sensitivity. For small particles, in the approximation of Rayleigh’s dipolar
scattering [73], the scattering efficiency varies in D6

p/λ4. We understand that scattering effects drops
rapidly with particle’s diameter, and that we could compensate this effect by using a shorter wavelength,
with more important ratios.

II.3.3 Overall scattered intensity

All images were normalized. Indeed, one of the main experimental difficulties we encountered is the
important variability of the signatures obtained for each diameter of PSL. In our experimental setup, the
position and velocity of a particle when it crosses the optical beam can vary. This results in a translation
of the signature along the optical axis (see, Appendix II.4) or a variation of the overall scattering intensity.

A similar sensor (described in Appendix C.2) shows a slightly better repeatability thanks to a longer
fluidic channel. We were able to plot statistical data of scattered intensity versus the PSL diameter (see,
Figure II.21).

Figure II.21 shows the overall intensity of im-
ages obtained with three monodisperse samples
of PSL with different diameters. Vertical error
bars express the experimental standard devia-
tion (showing the variability of intensity), hor-
izontal error bars express the diameter disper-
sion of our PSL samples. As a comparison, we
plot in the same graph, for each particle diam-
eter, the intensity of computed imagesa. Note-
worthy, peaks that appear in the modelled curve
must not be interpreted as noise: these are Mie’s
resonances.

aObtained with our radiometric model, modified to ac-
count for refraction and occultation (see, Section C.2).

Figure II.21: Intensity vs. PSL Diameter from model and
experimental data.

For this alternative sensor, an increase in intensity is observed with the size of the particle, even if
the error bars are very large. For this chapter’s prototype, the intensity variations are such that no graph
could even be drawn. A way to improve this part is to implement better particle guiding channels, with
possibly particle focusing features such as nozzles: this will reduce the range of positions accessible by
the particle.
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II.3.4 Partial occultation of projected signatures

Some images show distinctive patterns as for instance in Figure II.22. Theses patterns are shadows
created from the partial occultation of the projected signatures. This effect can happen when a particle
is at the limit of the detection area: under certain conditions of position, part of the signature is occulted
by the cloaker.

(𝑎) (𝑏)

Shadow Shadows

Figure II.22: Examples of experimental images showing shadows. (a) Signature with one shadow. (b) Two superimposed
signatures showing two shadows.

Shadows can contain precious information: the position of the particle that can, for instance, be
retrieved through the analysis of the position and magnification of the edge of the shadow. For high
concentration aerosols, the presence of several shadows can reveal images with a multiple detection as
in Figure II.22(b). More details are discussed in Appendix C.1, in which we explain the origin of these
shadows, and a processing tool to detect and count them. Counting shadows can be a way to address
a classic issue encountered by many OPCs, which is discriminating coincidence events [137]. We can
take advantage of the phenomenon of partial occultation by designing specific occultors called ’reticles’,
more details will be discussed in Appendix C.
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II.3.5 Discussion about estimating particle concentration

For a given particles’ diameter, we measure the detection rate fp which is the fraction of images that
passed the detection threshold over the total of images recorded. For example, we obtained a detection
rate of fPSL3 = 0.074 for 3 µm PSL particles. As explained before, the particle’s concentration is cho-
sen so that we obtain a detection rate much lower than one, thus avoiding coincidence events10. This
detection rate is the statistical metric that allows us to estimate particle concentration in the sampling
volume, as these two quantities are presumably linearly equivalent.

The sampling volume Vs is the volume in which particles can cross the optical beam during the inte-
gration time of an image. To calculate such volume, one must accurately determine the optical surface
crossed by particles as well as trajectories and velocities of particles. This last part would require us to
perform FEM simulations of particle tracing in a turbulent air flow. Early simulations were performed
to calculate the velocity map of particles, using the COMSOL Multiphysics software. However, 2D and
3D simulations of the turbulent air flow were made with both the k− ω and the SST model (suggested
in a COMSOL blog post for jet flows, like in our case) but we couldn’t obtain reasonable results. Further
air flow studies could be performed in the future, if necessary.

Another way to find Vs is to measure the detection rate f as a function of known concentrations, and
then evaluate the slope of the curve. Using a similar holed sensor (detailed in Appendix C.2), we have
performed opacity measurements on a paraffin generator tunnel (by Lorenz Messgerätebau GmbH &
Co. KG). This tunnel delivers paraffin particles and the concentration is set to create a plume of given
opacity (unit: dB/m), circulating at a velocity of 0.2 m/s. Figure II.23 shows the distribution of the
paraffin particles: mass and particle number as a function of particle diameter. We fit mass distribution
with a log-normal law: best mass median diameter is Dpp = 0.77 µm and best geometric standard
deviation is σ = 2.03 (see, Section I.1.4).

(a)
(b)

Linear 
region

Coincidence events

Figure II.23: (a) Paraffin plume distribution. (b) Measurement rate vs. opacity of the paraffin plume.

Several measurements were made for different opacity of plume, which is correlated to particle con-
centration: the denser the plume is, the stronger is the total light extinction. Figure II.23(b) shows fp as a
monotonic function of the plume opacity. We have shown that opacity is linearly equivalent with mass
concentration. Calculations of the proportionality coefficient can be found in our reference [138]: in
which we used reference [85], Beer-Lambert’s law of attenuation and Lorenz-Mie’s theory for an aerosol
with the previously fitted log-normal mass distribution. As earlier, we count the measurement rate fp.
This rate is directly correlated to the probability that a particle, large enough to be measured, appears
in the detection volume. The relation fp(O) should be linear for low opacities, the measurement rate
drops for higher opacities, because the sensor measures more coincidence events. Futures studies would
allow us to correct the measurement rate, taking into account coincidence events (see, Appendix C) so
that we could extend the linear region to higher particle concentrations. Again, in such linear region,
the sampling volume Vs could be evaluated by taking the graph’s slope. Nevertheless, even without
correction, one can argue that the measurement rate gives an estimation of the particle concentration as
fp(O) is monotonic.

10These experimental conditions are close to what can be found in outdoor air.
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Chapter II Lens-less imaging of scattering signatures with a holed retina

II.4 Image processing

II.4.1 Strategies for diameter and refractive index retrieval

We explore the ways modelled images can be fitted to experimental signatures using our radiometric
model for given particle diameter Dp and refractive index n. These target particles’ parameters are vari-
ables among other geometric parameters (xp, yp, zp, α, β) defined in Section II.2, that we need to fit as
well. Within our experimental setup where we use a collimated fiber for illumination, we have found
that some parameters have negligible effects (xp, zp, α). The effect of a small β can be easily retrieved by
evaluating the rotation of the image. The only geometrical parameter we have to fit is the position of the
particle along the optical axis (yp). Noteworthy, another research group also working on scaled-down
PM sensors, reported severe errors induced by the position of the particle [139]. Here, we propose to
correct these errors within our image analysis procedure.

Our strategy consists in focusing only on the iso-θ (ridge and valleys only) and define a reduced
image contained in a small matrix (see, Appendix E.1). In this step, we extract parameters from the
iso-θ we consider relevant, such as coefficients of a polynomial fit, the with of the iso-θ and weather or
not it is a ridge or a valley. The intensity along the iso-θ is ignored, because it cannot be well modelled
given our lack of knowledge of the true vignette effects. Although this information could be analyzed
in the future, to extract information on zp, if needed. Then, we define a minimization criterion based on
the comparison between reduced images of experimental and modelled signatures (see, Appendix E.2).
Minimizing this criterion allows us to estimate particle parameters such as its diameter.

It should be stated that, with our current setup, we encounter experimental variability in the overall
scattered intensity mainly due to particle position and spatio-temporal illumination non-uniformities.
Thus, we are not able to use the overall intensity in our data processing method, at least with our current
set-up.

II.4.2 Experimental versus modelled comparison of reduced images: diameter fit

The diameter of the particle is the metric we want to measure. In our laboratory measurements, we used
PSL spheres of refractive index nPSL = 1.5875 at our working wavelength [84]. Using our minimization
criterion ε(Dp), we found Dp = 3.81 µm. In Figure II.24, we present the comparison of the experimental
image used in the example and the fitted modeled image.

This test case is presented only to illustrate the
principles of the image processing. Note that
the expected diameter was Dp = 3 µm (error
is 27%). The diameter we have found with our
procedure is slightly beyond the scope of the
dispersion guaranteed by the supplier of PSL
spheres (10%).
This error might be due to an unknown com-
bination of the errors from the procedure (and
the model) but also the dispersion of the refrac-
tive index of PSL. Indeed, it has been found that
the refractive index of commercially available
polystyrene beads can vary from a sphere to an-
other as shown in reference [140]. Moreover,
other research groups performing a similar in-
verse problem as ours also measure a certain
distribution in the refractive index [141].
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Figure II.24: Example of diameter fit using iso-θ curves.
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II.4.3 Sensitivity to refractive index

In Figure II.25, we evaluate our minimization cri-
terion ε(Dp, n) for a reasonable range of diameters
and refractive indicesa. The experimental image
used for the comparison is the same as the one
presented before in Figure II.24.

We observe that the reasonable diameter and refrac-
tive index we expect from our experimental image
are within a local minimum circled in white in the
ε(Dp, n) map shown in Figure II.25. However, other
local minima may introduce large errors in the esti-
mation of our parameters.

aThe imaginary part of the refractive index was not consid-
ered here, as PSL is not absorbing at the working wavelength.
For absorbing particles, the imaginary part should be added to
the list of unknowns of this inverse problem.
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Figure II.25: Map of our minimization criterion against
particle diameter and refractive index in logarithmic
scale.

We don’t know yet if solving such inverse problem is rigorous, meaning that if two different particles
with different diameter and refractive index can exhibit the same projected signature (with the same iso-
θ). Suppose we have a perfect setup were particles are not displaced, we still don’t know how critical are
local minima (when two different projected signatures look alike). From the literature, it appears that
solving such a problem is possible [140,141]. In future developments, we hope to erase these unwanted
local minima by a number of improvements. For example, we could investigate better definitions for
ε(Dp, n); identify relevant parameters to be integrated into our image reduction matrix; the overall in-
tensity of an image should be almost monotonous and could help us with the issue of local minima by
pre-estimating the diameter and refractive index (to be used as a starting point for our optimization);
implement the simultaneous analysis of both forward and backward matrixes etc. Optimizations within
our fluidic set-up could also reduce the range of accessible particle position, improving the accuracy of
the procedure. The latter will also have to be tested with a large number of test cases to conclude on its
accuracy.

We also notice that the region with refractive index below 1.55 has a very high ε(Dp, n). This sug-
gests that our procedure could differentiate organic media of high refractive index (such as polymers)
from inorganic media with a lower refractive index (such as silicates or aqueous droplets).

It should be stated that the method presented in this section is designed to work with spheres. Par-
ticles present in ambient air can show irregularities in shape that attenuates the effects of the Mie’s
oscillations [142]. The method is based on the analysis of ridges and valleys found in experimental
signatures obtained with spherical laboratory particles, and could not be used in its current state with
ambient air particles. Future improvements of this method should include more advanced scattering
calculators (see, Section I.3.3) or machine learning methods [141, 143].
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In this chapter, we have presented a prototype that made significant advances toward the miniaturiza-
tion of PM sensors. To make such sensor, we have developed an unconventional design of a CMOS
image sensor allowing for a hole drilling post process at wafer level. The hole drilling post-process
(200 mm CMOS platform) and the packaging are engineered to create a vertical through fluidic channel
so that an air stream carrying particles can traverse the sensor. A compact optical set-up featuring a
multi-purpose 3D-printed piece (we refer to as cloaker) enables the alignment of a collimating fiber and
protects the retina from stray-light. Such an optical set-up allows for the lens-free projection of a single
particle’s scattering signature on the image sensor. The full sensor architecture is described in Section
II.1.

We have developed an analytical model that describes the lens-free projection of scattering signatures
that combines the Lorenz-Mie theory and classic radiometric calculations (see, Section II.2). Experimen-
tal images were taken with calibrated laboratory particles (PSL spheres) and show great accordance with
our predictions. We have successfully recorded scattering signature of single particles down to a diam-
eter of 320 nm (see, Section II.3). Finally, we present how we can characterize single particles through
image processing, by using a recorded signature and our model (see, Section II.4). This image analysis
procedure is a first step toward the retrieval of a particle diameter and refractive index. However, there
are still significant inaccuracies in the procedure.

Further developments will include improvements on the packaging: we aim to reduce the footprint
of the system by bonding the CMOS chip directly on a compact PCB and driving it with an ASIC. The
fluidic design with an optimized channel profile and a fan-induced convection would improve both
the sensitivity and the image processing accuracy. The sensitivity and richness of the signatures could
be improved by using shorter wavelength and optimized pixels. Once these modifications applied,
we plan to test our sensor with particles more representative of what can be found in ambient air: non
spherical particles, metallic, dielectric or organic aggregates. To do so, we will definitively have to adapt
our image analyses procedure to cope with these morphological variations. The next generation optical
set up could feature miniature optics as it will be discussed in Chapter III.

As a side note, it would be interesting to slightly modify this prototype to implement reticles in order
to partially occult the scattering signature. As explained in Appendix C, such designs could improve
the image processing and take advantage of coincidence events11.

11We encourage the reader to take a look at this appendix.
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III.1 Designing the optical system

III.1 Designing the optical system

III.1.1 Generalities

In Chapter II, we have described a first prototype for an optical PM sensor, that is the base frame for the
second prototype that will be discussed in this chapter. The former is able to count particles and record
scattering signatures that are projected onto an opto-fluidic CMOS chip we call a ’holed retina’. The
recorded signature is optically transformed through a planar, lens-free projection with a short working
distance (see, Section II.2). The geometry is optimized to maximize both the sensitivity of low intensity
scattered light as well as the Field of View (FoV) of scattering angles. With this first prototype, the FoV
is limited by the geometry as we can evaluate scattering signatures within a FoV of only a few tens of
degrees (see, Figure II.11(b)). There is little margin of improvement that can be made using the lens-
free planar projection. Moreover, the uncertain position of the particle within the illumination beam
can result in an affine transformation of the image as well as a blurring effect, with a shifted FoV. This
last part is taken into account by our image analysis procedure (see, Section II.4) but one may want to
simplify the computing part as much as possible for future portable applications.

Figure III.1: Photography of the miniature lens system next to a one euro cent coin.

Some of these identified problems (the narrow FoV and the influence of the position of the scattering
particle) concerning the lens-free projection method can be addressed. The suggested solutions resulted
in the design and fabrication of our miniature optical system [144], shown in Figure III.11. This piece
was made from a single fused silica glass substrate and contains several optical surfaces, alignments
and fluidics. All those elements are included inside a small volume of about 3 mm × 6 mm × 1 mm.
More information can be found in the patent [126].

1Note that a one euro cent coin is sized by 16.25 mm in diameter.
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III.1.2 Achieving position insensitivity

In most non-miniaturized light-scattering photometers, the position of the particle has no impact on the
measurements. Indeed, the range of positions accessible by the particle is very small as compared to
the optical path of scattered rays. In our case, the impacts of the particle position include translation,
magnification and rotation of the recorded image (see, Section II.4); a superposition of shifted signatures
can be generated by a distribution of particles, resulting in a position blur; as a corollary, the detection
of a moving particle (with respect to the image integration time) results in a motion blur.

We will propose a way to achieve position insensitivity. A setup equivalent to a far-field setup is
the common d-f lens system, where the retina is placed at the Image Focal Plane (IFP) of a thin lens
(simplified model) so that the object can be seen at infinity [145]. Consequently, the retina can record an
angular image by refocusing parallel rays. Indeed, let us consider the object (a particle or a distribution
of particles) as a punctual source (or several punctual sources), at unspecified positions and casting rays
which intensity vary according to the scattering angle. The retina will then directly record the scattering
signature. The recorded image is not modified by displacing the particle because the same scattered
rays are always seen under the same angles (see, Figure III.2).

Position 
blur

Bloomed 
area

Position 
blur

No blur

Small bloomed 
area

No blur

Lens Retina

Source

Retina

Source

(a) Direct image (b) Angular image

Figure III.2: Illustration of the d-f setup that performs angular imaging by refocusing parallel scattered rays.

In the classic d-f setup, the retina is placed on the IFP of the lens2. Using Fourier’s harmonic descrip-
tion3 of the d-f setup [146], one can show that the angular image (i.e. the scattering signature) is carried
by the amplitude of the wave at the lens’ IFP while the information on the position of the particle is only
carried by the phase of the wave at this plane. Justification will be provided in Appendix F.3. A simple
photo-detector array is only sensitive to the amplitude: under these considerations, the recorded image
is purely an image of the scattering signature, in the Fourier domain. We will show that this optical
pre-treatment of the scattering signature dramatically simplifies the analysis of the image taken by the
retina, removing the need for energy-costly image processing.

Such a setup can achieve position insensitivity if we consider a thin lens with infinite lateral exten-
sion. For a real lens with a finite pupil, the scattering signature is contained within the projection of the
lens’ pupil on the retina. However, one must keep in mind that the projection of the lens’ pupil depends
on the particle’s position, which will be discussed later in this chapter.

2The d-f setup is not to be confused with the more specific f-f setup, where the particle is placed on the Object Focal Plane
(OFP) of the lens.

3For further details on Fourier’s harmonic description of optical systems and optical Fourier transform (see, Appendix F).
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III.1.3 Asymmetric crown assembly

Let us consider a lens system coupled to a detector array. A major factor that limits the FoV is the pupil of
the system. Our idea behind improving the FoV for light scattering analysis is to merge several of these
subsystems around a perpendicular air channel in a crown shape, as illustrated in Figure III.3(a). The
edges of each subsystem may contain aberrations or unwanted artifacts that we call ‘blind fields’, espe-
cially at the limit of two merged ones where we may observe cross-talk effects4 between the subsystems.

By taking advantage of the symmetry of the scattering signature around the optical axis, one can
sacrifice a bit of redundancy by facing half of the lenses toward the blind fields of the other halves. The
resulting design is an asymmetric crown shape with an uneven number of optical subsystems arranged
around a perpendicular air channel. An example is shown in Figure III.3, with five subsystems (modeled
as thin lenses).
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FoV overlap

Figure III.3: (a) Principle of blind fields asymmetrically coupled to clear fields. (b) Lenses coupled with imagers in Fourier
planes. (c) Principle of overlapping sub-FoV for signature reconstruction.

In the IFP of each subsystem, one can reconstruct a scattering signature (because there is an injunc-
tive law linking a position on IFP and the scattering angle) along each associated sub-FoV. Subfigure
(c) shows the signature seen through all five subsystems (F, FS, S, BS, B standing for Forward, For-Side,
Side, Back-Side, Backward). As explained earlier, we design the sub-FoVs with an overlapping region
(grey areas), in order to mitigate the defects at the edge of each sub-FoV, by taking advantage of the
asymmetric design.

In this design, the total FoV can be - in theory - as wide as 180◦. The limiting factor is the surface
bloomed by the illumination beam (which is orders of magnitude more intense than the scattered inten-
sity). For a collimated beam (as in Figure III.3), the bloomed area is at best, the size of the diffraction
spot of our optics plus the Point Spread Function (PSF) of our retina. For a diverging (or converging)
beam, the bloomed area is convoluted with associated angles within the beam divergence. In the case of
a spatially extended source (e.g. a LED) that is difficult to collimate, the lens will at least have the effect
of reducing the bloomed area.

Note that, such an sampling geometry allows for collecting the most of the scattered flux, especially
around low scattering and backscattering angles where the scattering efficiency high usually high. This
increases the sensitivity of the sensor to small particles.

4We call cross-talk effects the case where a scattered ray enter a sub-system through its front diopter, and exit through the
adjacent subsystem’s back diopter.
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III.1.4 Compact optical subsystems with coincidental Fourier planes

Each optical subsystem must meet a certain set of specifications: it must be as compact as possible; it
must also fold its Fourier plane (i.e. IFP) onto a plane perpendicular to the fluidic channel so that all
subsystems’ Fourier planes are coincidental. This set-up enables the use of a single holed retina (in a
fashion similar to our first-generation PM sensor) to image all Fourier planes on separate Regions Of
Interest (ROIs).

In Figure III.4, we present the design of an optical subsystem composed of two spherical diopters
and a 45◦ spherical internal reflector that folds the image focal plane. The surface can be coated with
a metallic reflective layer such as aluminum or gold. Alternatively, no reflective layer is used as the
internal reflections within the material can be efficient enough.

BFL

Focal plane

Back diopter

Front diopter Front diopter

Reflector
Reflector

(a)
(b)

1 mm

Figure III.4: Design of the refracto-reflective optical subsystem. (a) Ray tracing view from Zemax Optic Studio. (b) 3D view
of the truncated subsystem.

Every surface participates to the focusing of rays so that we can obtain a good optical system with a
wide sub-FoV (50◦), with acceptable aberration which will be discussed hereafter, and a short Back Focal
Length (BFL = 0.37 mm). The subsystem takes advantage of three surfaces out of a same volume, thus
can be manufactured out of a unitary piece. For this prototype, the material used for the design is fused
silica glass, but it can also work with most optical polymers. This refracto-reflective subsystem was
designed using the optimization tools of Zemax Optic Studio software in sequential mode (see, Figure
III.4(a)). Compactness is then improved by truncating such optical surfaces (see, Figure III.4(b)).
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To analyze the performances of an optical system, we commonly plot the Modulation Transfer Func-
tion (MTF), which is the Fourier transform of the Point Spread Function (PSF), see Appendix F. A sys-
tem’s MTF describes the loss of contrast created by the optical system as a function of the spatial fre-
quency (usually given in cycles/mm), that quantifies the finesse of a detail. The PSF is the response
of the optical system illuminated by a point source: it represents the blur induced by the system. The
concepts of image quality analysis, used here, are defined in more detail in the references [145, 147].

Here, we compute the PSF using Huygens’ wavelet direct integration algorithm5. Then, the MTF is
obtained by taking the amplitude of the Fast Fourier Transform (FFT) of Huygens’ PSF. We present in
Figure III.5 the Huygens’ MTF of the optical system.

0° Tangential

0° Sagittal

25° Tangential

25° Sagittal

Y (Tangential)

X (Sagittal)

Y’ (Tangential)

X’ (Sagittal)

Figure III.5: Tangential and Sagittal MTF of the optical subsystem at 0◦ and 25◦.

Our system uses a folded focusing mirror and a short BFL, these specifications do induce imper-
fections. First, such system has astigmatism: meaning the tangential and sagittal6 focal planes are dis-
jointed. It means that we can’t be in focus for both vertical and horizontal rays. A second imperfection is
that both tangential and sagittal focal planes are highly curved. In the same manner, we can’t be in focus
in both the center and the edge of the retina. This imperfection is known as field curvature aberration.

In the center of the retina (0◦ inclined rays), we privilege the vertical resolution (tangential MTF)
rather than the horizontal resolution (sagittal MTF), see purple curves in Figure III.5. This is equivalent
to say that the blur spot is elliptical and extended in the X’ direction7. However, in the edge of the retina
(25◦ inclined rays), the horizontal resolution is privileged instead. We choose this compromise because
our subsystem is elongated in the X direction and is designed to focus scattered rays that are higly in-
clined in the X-direction. This part is shown in Figure III.5, where orange curves shows that the sagittal
MTF is much better than the tangential MTF.

The resolution of the subsystem has to be compared with the resolution of the retina. To do so, we
introduce the Nyquist frequency fN = 1/2ppix, which quantifies the geometrical sampling of the image
plane, through the pixel’s pitch, denoted ppix. For a 10 µm pixel, like the one we used in Chapter II,
fN = 50 cycles/mm. The resolution of our subsystem appears quite good, even comparable with the
resolution of the image sensor itself. Indeed, for privileged directions, the MTF is more than 50 % at the
Nyquist frequency. One might argue that the subsystem is over-engineered for such pixel’s pitch.

It should be noted that the MTF of our optical subsystem will not be measured. Indeed, conventional
MTF characterization methods [147] require the use of a blade as an object, that can’t fit within the flu-
idic channel. If one really wants to measure such MTF, we suggest to fabricate a subsystem alone, or cut
a full subsystem assembly (described in the next section).

5According to Zemax Optic Studio’s user manual, Huygens’ PSF is more accurate than a PSF computed by geometric ray-
tracing.

6The tangential focal plane is the surface were vertically aligned rays are focused by the system. In the same way, sagittal refers
to horizontally aligned rays, mutatis mutandis.

7Note that the X, Y coordinate system is used only in this section, and is specific to a subsystem alone. A new coordinate
system will be used later when each sybsystem will ba arranged around the air channel.
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While the MTF plot is very useful to quantify the resolution of an optical system, it may be difficult
for a non specialist to visualize the effects of the optical system on an image. Thus, it might be interesting
to perform an image simulation obtained from an object at infinity (angular object). Image simulations
are shown in Figure III.6.
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Figure III.6: (a) Picture of Marine as a source object at infinity and (b) simulated image obtained with the subsystem.

The object is a square angular image of Marine sized by 60◦ × 60◦ (see, subfigure (a)). Later, exam-
ples of images that we would obtain with Mie’s scattering signatures will be presented in Figure III.11
with the full assembled optical system. The simulation tool (Zemax Optic Studio, Sequential Mode)
computes the spatially variant Point Spread Function8 PSF(x, y, x′, y′) of the optical subsystem. This
PSF takes into account only geometrical aberrations, diffraction effects are ignored here9. Chromatic
aberrations are also taken into account as the PSF is calculated with RGB colors, this information can be
useful if one wants to scatter light with different wavelengths. The simulation image is finally obtained
by convoluting the object and the PSF (see, Appendix F).

Subfigure (b) shows the image simulation obtained with the optical subsystem. The image sensor
used for the simulation is one of the two submatrix of our holed retina presented in the previous chapter
(see, Section II.1.2). One must keep in mind that this optical system was not originally intended to work
with this specific retina as it was designed prior to it, with only a general idea of a holed image sensor.
For instance, the magnification is not properly adapted to cover a large portion of the retina. We observe
that the system shows fisheye effects as well as field curvature aberrations, especially in the Y direction.
The latter is mainly caused by the fact that we have a folded optical system. The image looks pixelated,
and not blurred that much: the resolution appears to be limited by the retina, as discussed earlier.

8With given set of sampling positions (x′, y′).
9These are the simulation settings we’s selected because it speeds up significantly the image simulation. Indeed, we have seen

that diffraction effects are negligible compared to geometric aberrations: our system is far from being limited by diffraction.
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III.1.5 Subsystem merging and fiber alignment

Five identical optical subsystems are merged into a unitary piece. Front surfaces are at an equal distance
(Front Focal Length, FFL) from the center of the channel. The channel is designed to have a section
similar to that of the holed retina channel10 (see, Chapter II), which is about 1 mm2. The subsystems are
assembled so that the ’radius’ of the channel is FFL = 0.5 mm. The resulting 3D model is rendered
in Figure III.7. It contains the merged subsystems around a vertical fluidic channel. Note that the front
surfaces (first diopters) are part of the inside walls of the channel.

Optical fiber Reflectors
Air Channel

Diopters

1 mm

YZ

X Figure III.7: Rendering of the miniature optical
system.

We also design a V-groove that continues through the back subsystem and stops at the edge of the
channel. This V-groove allows an easy alignment of a standard pigtailed optical fiber (125 µm of diam-
eter). The fiber can illuminate the channel forming a beam with a divergence defined by the numerical
aperture (NA) of the fiber. This piece is designed to be manufactured from a single, 1 mm thick, fused
silica substrate.

In Figure III.8, we show a schematic of the device showing the path of both the illumination beam
and the scattered rays. Here, only the F and B subsystems are present in the cross sectional view, the FS,
S and BS subsystems are arranged around the air channel.
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Optical fiber Particle Scattered rays

BFL
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Bloomed 
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X

Z

Figure III.8: Schematic cross sectionnal view showing the path of the illumination beam (red) and the scattered rays (orange).

10In order to have similar fluidic performances.
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III.1.6 Angular response at the Fourier plane

We will now evaluate the angular response of the merged system: we present a RT (Ray Tracing) simula-
tion of the silica glass piece in Figure III.9. For a better comprehension, we have simplified the scattering
particle down to a simple conical source point, which has a given irradiance angle and is axially sym-
metrical around the beam axis. An image monitor is placed at the coincidental Fourier plane, and can
record the irradiance pattern induced by the scatterer.
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Figure III.9: (a) 3D view of the RT simulation of the optical system. (b) Close up cross sectional view.

By sweeping the angle of the conical source from 1◦ to 180◦, one can obtain the intensity map in
the coincidental Fourier plane for each scattering angle, and then, associate a scattering angle (and
intensity) to each pixel of the monitor. In Figure III.10(a), we plot the angular response of the optical
system that evaluates a centered scatterer S(0, 0, 0). The angle map is plotted using a colored scale, and
the associated intensity is plotted using a transparent-black (bright-dark) overlay.
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Figure III.10: Angular response (in degrees) of the optical system that evaluates (a) a centered scatterer and (b) a displaced
scatterer.

We recognize the five Regions Of Interest (ROIs) associated with the five optical subsystems (F, FS,
S, BS, B standing for Forward, For-Side, Side, Back-Side, Backward). We verify that a point within a
ROI, is associated to a single scattering angle. These ROIs allow us to evaluate the scattering signature
thanks to the associated overlapping FoVs. Note that we observe luminous ’claw marks’ at the edge
of two adjacent subsystems (at blind fields). These artifacts are cross talk effects between the systems,
meaning that rays can enter through a first diopter and exit through a last diopter of the adjacent system.

In order to evaluate the impact of the position of the scatterer, we perform the same RT simulation
but the scatterer is displaced at S(xp, yp, zp), using reasonable positions when compared with the in-
cident beam: (xp = 100 µm, yp = 15 µm, zp = 10 µm). Note that the range of accessible positions is
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highly elongated along the axis of the illumination beam (X-axis). The result of such a simulation is
presented in Figure III.10(b). We verify that every pixel is still associated with the same scattering angle.
This gives us confidence that our strategy to measure a scattering signatures with position insensitivity
is relevant.

The main difference between the two images is that the images of the pupils of each subsystem are
slightly transformed due to the displacement of the scatterer, which was to be expected. This part should
not bother us too much as it takes effect at the edge of every subsystem (blind fields), which can be easily
corrected thanks to our asymmetric assembly of subsystems. Another impact of the particle’s displace-
ment is that ’claw marks’ induced by cross talk effects are very dependent on the particle’s position.
This can be more problematic as one has to write a software that can detect such marks so that impacted
pixels are excluded during the reconstruction of the scattering signature. Although, such marks could
be analyzed to evaluate the position of the particle, if necessary.

For illustration purpose, we perform a simulation to predict the scattering signature of a sphere, by
using the Lorenz-Mie theory (far-field) and a RT simulation. The simulation is identical to what was
made in Figure II.17 for the lens-less setup. Results are shown in Figure III.11 with our usual examples
of three PSL spheres (refractive index nPSL = 1.5875 [84]) with different diameters. We can clearly see
Mie’s oscillations within the differents ROIs.

S-ROI

F-ROI

FS-ROI BS-ROI

B-ROI

Air 
channel

(a) 𝐷𝑝 = 4 µ𝑚 (b) 𝐷𝑝 = 0.9 µ𝑚 (c) 𝐷𝑝 = 0.2 µ𝑚

S-ROI

F-ROI

FS-ROI BS-ROI

B-ROI

Air 
channel

S-ROI

F-ROI

FS-ROI BS-ROI

B-ROI

Air 
channel

Figure III.11: Lorenz-Mie and RT simulation of scattering signature in Fourier domain for three PSL spheres diameters: (a)
4 µm, (b) 0.9 µm and (c) 0.2 µm.

The images are given with an arbitrary unit of irradiance (in logarithmic scale). The scale bar is
shared by all three images so that one could compare the relative brightness of scattering signatures
obtained with different diameters.
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III.2 Fabrication Process

III.2.1 Micro-machining on glass

The prototype of the monolithic optical piece is a challenging piece to manufacture. It has small dimen-
sions and the surfaces of the diopters must have optical grade surface qualities. Precision micro-tooling
of molds [148] is still very expensive but can be cost-efficient if optical pieces are molded at volume
fabrication (using for instance micro-injection molding [149]). Direct laser 3D printing by two-photon
polymerization shows great promise printing miniature optics [150,151] but is not yet suited for printing
millimeter-sized optical pieces: the lateral dimensions are limited to a few hundred micrometers.

For our prototype, we have selected a manufacturing process based on an innovative laser micro-
machining of glass [152, 153], developed by FEMTOprint, which relies upon three main steps: laser
exposure, wet/chemical etching and polishing.

Starting from a 1 mm thick fused silica glass wafer, the 3D shape of the device is generated by sweep-
ing a tightly focused (20x microscope objective, NA = 0.4) femtosecond laser beam at a wavelength
of 1030 nm, on a f200a head machine. We generate the object within the substrate by moving the sam-
ple and the beam in the fashion of a 3D printer. The exposure to femtosecond laser pulses triggers a
non-linear absorption process that causes a glass densification within the laser voxel11 that eventually
induces a drastic change in selectivity (up to 1000 times) when immersed in an etching solution [154].
The excess material is then removed by a KOH solution (45 %) at 80 ◦C for 10h; and the unexposed
volume of the device is released from the wafer. At the end, the device is cleaned with water and dried
before the quality control. Since the etching process has a finite selectivity and is quite long, the original
design is pre-compensated in order to achieve the desired dimensions.

The machined surfaces showed a typical roughness Ra12 around 80 nm on the vertical sidewalls
(channel-facing front diopters) and 150− 300 nm (Ra) on the planar or 3D surfaces (reflecting surfaces
and back diopters), i.e. not low enough for optical elements. For this reason, a proprietary polishing
process has been applied to selectively reduce the roughness of the optical elements by locally reflowing
the material surfaces at the vicinity of the optical surfaces using a proximity tool, while minimizing the
deformation. To this goal, a reduction of Ra to values below 30 nm has been achieved, which is much
better that the roughness we’ve initially targeted (λ/10), and allows for minimal surface scattering. An
optical image showing a top view of the fabricated glass piece is shown in Figure III.12.

1 mm
(a)

(b)

Figure III.12: (a) Original drawing. (b) Optical image of the fabricated optical system.

11The laser voxel is the volume at the vincinity of the focusing point where the optical power density has reached a certain
value, allowing for the non-linear densification effect.

12Ra stands for Rouhness average, and is the average value of the profile heigh deviations.
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III.2.2 Molding & replication

In this section, we explore the replication process that would be critical if one wants to manufacture
such optical piece at a reasonable cost. We show preliminary tests with a discarded glass prototype
(polishing-induced deformation test sample) that we will call ‘mother’ in this section. We use PDMS
(silicone rubber) as the molding material. For complex 3D pieces like this one, the mold is made of two
parts: the bottom part is molded and dried first so that the upper part can be molded in turn [155]. A
picture of the glass prototype inside its mold is shown in Figure III.13 (a).
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Bottom PDMS mold

Optical system

Top mold

Bottom 
moldOptical 

piece
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Figure III.13: (a) Photography of the mother molded in PDMS. (b) Cross sectional view of the unmolding step.

Despite the delicate surfaces of the channel inner walls (see, Figure III.13 (b)), the unmolding step
went smoothly. We observe no degradation of the mother after being molded and unmolded. The low
roughness of the original glass piece appears to be well transferred into the mold. Previous in-house
studies have shown that this method is well suited for the molding of optical grade surfaces. This
PDMS mold is then used to shape a replica (call ‘daughter’ hereafter) with an optical polymer. Here, we
use a commercial transparent clear epoxy resin.

Daughter

Mother

(a) (b)

Daughter
Fiber

Figure III.14: Glass prototype (’mother’) next to its epoxy resin replica (’daughter’) (a). Optical image of the daughter with a
fiber installed (b).

A photography of the resulted replica is shown in Figure III.14(a) next to the original glass prototype.
Apart from the different refractive indices of the materials, the surface quality of the lenses appears very
similar (although we did not perform precise measurements of the replica’s roughness). The shapes are
also reproduced with a great fidelity even inside the channel and with the V-groove that can hold an
optical fiber with great accuracy (as shown in Figure III.14(b)).
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III.2.3 Mirror deposition

In this section, we describe how the mirror deposition step is performed. A metallic layer has to coat
at least the 45◦ slanted optical surfaces, while avoiding the first diopters facing the fluidic channel to be
metallized.

1 mm
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(b)

(c)
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Area to be covered 
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Figure III.15: (a) Drawing of the optical piece showing the
area to be covered. Optical view of the optical piece covered
with a Kapton stripe, seen from the top (b) and from the side
(c).

Thus, specific areas must be covered prior to any
metal deposition step. Those areas include the
fluidic channel, and the surfaces that belongs to
the F and S subsystemsa. The remaining surfaces
that do not have optical functionality can be met-
allized without affecting the operation of the sys-
tem. We cover those surfaces using a stencil made
from a 1 mm wide stripe of Kapton (polyimide ad-
hesive film) which overlays the area drawn in Fig-
ure III.15(a).
In a preliminary process, we cut the said Kapton
stripe manually with a blade and a pair of binocu-
lars. We position, again manually, the stripe on the
optical piece using a pair of tweezers. The result of
such step is shown in subfigures (b) and (c).

aWe will see hereafter, that the F and S subsystems are not
functional due the stray light dazzling from the source. Thus,
those systems should not have mirrors that can redirect stray
light toward the retina.

In a future process, the fabrication of such stencil should be computer-assisted: for instance CNC
cutting, laser ablation or lithography.

The metallic layer is deposed by PVD: first with a 10 nm
titanium layer, followed by a 100 nm gold layer. The
roughness on the top surface is far from ideal. For-
tunately, preliminary studies have shown that the sil-
ica/metal interface is well preserved, in terms of surface
quality, which justifies the use of such process to manu-
facture internal reflectors. The thin layer of titanium has
the function of ensuring the adhesion of the gold onto the
fused silica. Indeed, we have observed phenomena of de-
tachment in the absence of such a layer. The use of gold
as the coating material is motivated by its reflectivity on
a range from red to NIR, which is weakly impacted by
the titanium layer.
In order to prevent any movement of the sample during
vacuuming of the PVD chamber, the covered piece is at-
tached to the sample holder by means of a Kapton tape
on a non-critical area. After this step, the parts that were
not to be metallized are revealed, by simply removing the
Kapton stencil with tweezers (see, Figure III.16(a, b)). The
final optical piece, with its selectively deposited mirrors
is presented in Figure III.16(c).

(a) (b)

(c)

1 mm

Kapton

Figure III.16: (a) Photography of the optical piece
after the metallization step. (b) Photography of the
optical after the removal of the Kapton stencil. (c)
Optical top view of final optical piece with its selec-
tively deposited mirrors.

In the future, a specific mirror deposition process will have to be developed in order to be compatible
with our polymer pieces.
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III.3 Characterization of the optical system alone

III.3.1 Experimental setup

Preliminary tests were performed with the optical system only (without the holed retina). To do so, we
packaged our optical system with an upper and a lower shell (see, Figure III.17) that were fabricated
using the same high resolution (25 µm voxel) SLA-3D-printer that made the cloaker in Chapter II (Form
2 printer by Formlabs).

Beam dump

Nozzle

(a) (b)

Figure III.17: (a) Assembled 3D models of the shells. (b) Photography of the lower shell holding the lenses aligned with a fiber.

The shells contain a housing with precise dimensions for the optical system, an upper 1 mm circular
air channel aligned with a metallic nozzle, an opening aligned with the back diopters, an additional V-
groove and beam-dump for stray light evacuation. The air stream is injected into the upper part through
the nozzle so that the optical path is not obstructed by fluidic parts. In a future set-up, the air-stream
will be injected from the back, trough the holed retina, as it would prevents particle soiling.
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Figure III.18: (a) Close up view of the optical system under test. (b) Photography of the optical characterization setup. (c)
Schematic of the bench’s optical relay setup (not to scale).

We use a multimode pigtailed fiber (MMF 105/125) with low divergence (NA = 0.1) illuminated by
an AlGaInP laser diode (LD) operating at a wavelength of 637 nm and with an optical power of 5 mW
(HL63102MG by Oclaro). The Fourier plane is not accessible in this set-up but we can relay it using a
microscope objective (NPL 10x/0.2 NA objective by Leitz Wetzlar) in reverse orientation onto a bared
Global Shutter CMOS monochromatic image sensor (Thorlabs USB2.0 CMOS Global Shutter camera).
The optical characterization setup is illustrated in Figure III.18.
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III.3.2 Scattering signature of a smoke canister

We take a reference image (see, Figure III.19) with light on, and no
air stream. The sensing area was previously cleaned up with dry
air. Every image of scattering signatures will have this reference
subtracted.

We observe that the Forward Region Of Interest (F-ROI) is com-
pletely bloomed by the illumination beam, the Backward ROI (B-
ROI) is partially bloomed by the scattering at the end of the fiber.
These white surfaces are blind areas beyond the dynamics of the
pixels. However, the BS, S and FS ROIs receive very few stray light.
Therefore, we will evaluate only these three ROIs to reconstruct
scattering signatures with total FoV as wide as 90◦.

FS-ROI BS-ROI

S-ROI

Air 
channel

Source 
blooming

F-ROI B-ROI

Figure III.19: Reference image.

An example of a measured scattering signature is shown in Figure III.20. It was obtained by spraying
particles from an aerosol canister (Smoke Check HIS Canned Smoke by InspectUSA) in the nozzle.
Subfigure (a) is the image obtained (reference subtracted) in the presence of the aerosol.

FS-ROI

S-ROI

BS-ROI

Fiber in

(a) (b)

FS-ROI BS-ROI

S-ROI

Air 
channel

Figure III.20: (a) Example of experimental image. (b) Reconstructed signature.

The procedure to reconstruct a signature is pretty simple: let us first consider one of the three ROI
separately (white contours). First, every pixel in the ROI is normalized using the simulated intensity
map calculated previously using a RT simulation (intensity map in Figure III.10(a)). This step allows to
compensate the intensity drop observed at the edge of the ROI. Then, for every scattering angle, we lo-
cate every pixel within the ROI associated with this very angle, by using our angle map, also calculated
by RT simulation (see, Figure III.10(a)). The intensity associated to this scattering angle is the average
value of these corrected pixels. With the FS, S and BS ROIs, we can draw three curves and reconstruct a
scattering signature (subfigure III.20(b)).

One notices that noise due to stray light is quite important for low-scattering angles (50− 60◦). Also
note that the curves are not perfectly overlapping: the edges of the individual curves correspond to
blind field and should not be over-trusted. This overlapping mismatch will not bother us much as it
appears to be very repeatable. It is most likely linked to the optical piece itself and thus, easy to cor-
rect in post-process, for example with a single calibration. To connect the curves, we make averages
on the overlapping regions. The averaging weight varies linearly from 1 to 0, dropping at the edge of
each curve. With this step, one can have a continuous merged curve (drawn in black), which is more
representative of real scattering signatures. The reconstruction of the signature was extremely simple
compared to the planar projection set-up (see, Section II.4), which gives us confidence that procedure is
compatible with low energy portable applications.
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III.3 Characterization of the optical system alone

In Figure III.21(b), we plot three signatures obtained with images that were recorded at different
spraying events. These signatures have been normalized for comparison: we can see that the system
allows to obtain signatures with a good repeatability, where the overall brightness provides us with
information on the particle concentration.

Lorenz-Mie theory

Experimental

(a) (b)

Figure III.21: (a) Distribution of the aerosol canister (Smoke Check HIS Canned Smoke by InspectUSA). (b) Reconstructed
signatures compared with Lorenz-Mie theory.

It is noteworthy to precise that in this setup, with a nozzle above the system, the piece is highly sub-
jected to particle soiling. Thus, we can’t spray too much particles from the canister to the nozzle. If so,
the optical piece has to be dismounted and cleaned. Cleaning such piece can be tricky, usual methods
like pulsed ultrasound baths with solvents didn’t show any results. An efficient method we have tried
is a mechanical cleaning using polyurethane foam precision swabs (Texwipe TX750E).

Particles from the aerosol canister were not calibrated in size. However, we can still compare these
signatures with modelled ones. Let’s consider the distribution of the aerosol sprayed by the canister: this
distribution is presented in Figure III.21(a) and was measured with the Aerodynamic Particle Sizer APS
Spectrometer 3321 by TSI. It shows two log-normal modes with a main mode peaked around 4 µm and a
smaller mode around 2 µm. Assuming that particles are spherical (which is reasonable considering that
this aerosol is made of droplets), we model the signature using the Lorenz-Mie theory (see, Appendix
B). The signature of the total aerosol St(θ) is computed with signatures S(θ, Da) of spheres integrated
over the aerodynamic diameter’s distribution n(Da) measured by the APS:

St(θ) ∝
∫

n(Da) · Cscat(Da) · S(θ, Da)dDa (III.1)

Were θ is the scattering angle, Da the aerodynamic diameter and Cscat the scattering cross-section.
The refractive index used is that of butane13 (n = 1.3326 [156]). The signature computed is then com-
pared with experimental ones in subfigure III.21(b), with a good accordance. Note that the model is
based on a continuous integration over the diameter, resulting in a strong smoothing of Mie’s oscil-
lations. In a real aerosol with a reasonable concentration (i.e. with a finite number of particles), the
distribution should be drawn at random, which would possibly allow us to resolve slight oscillations.
The experimental signatures appear to exhibit those slight oscillations, but tests on a wider variety of
aerosols will be required to conclude on this point. In the future, new versions of the device and the
experimental setup should be tested with our calibrated aerosol test bench (see, Appendix D). This will
allow us to conclude whether or not we can resolve Mie’s oscillations on single particles, or multiple
particles.

13In reality, the aerosol is a mixture of butane, isobutane, n-octanol and water, as disclosed in the the product’s safety data sheet.
Considering butane as the sole media does not appear to induce noticeable errors. Moreover, the refractive index of all four of
these liquids is very similar.
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III.4 Optical system coupled with a holed retina

III.4.1 Experimental setup

In this section, we design the assembly of the optical piece mated with the holed retina. To do so we have
to design new shells in order to bring the optical piece at close proximity with the retina, at a distance
BFL = 0.37 mm. It is noteworthy to precise this first iteration of the optical system was designed
prior to the final design of the holed retina: we will have to make slight re-purposes of this retina. In
Figure III.22(c), we can see a top view of the optical system aligned with the holed retina. For this
part we have to discard the denomination ’forward’ and ’backward’ previously used as it doesn’t make
anymore sense in this setup: the matrixes will simply be referred as half-matrixes. Here, we find that we
can align the S subsystem with a first half matrix; the FS and BS subsystems will share the second half
matrix. Bloomed subsystems F and S fortunately fall partially over the blind areas of the retina. We can
see that the matrixes are not perfectly aligned with the different ROIs of the coincidental Fourier plane.
Moreover, the channel changes dimensions from the silicon chip (0.5 mm× 2 mm oblong profile) to the
optical piece (1 mm, pentagonal profile). A second iteration of the optical piece will have to be designed
fully compatible with this specific retina.

(a)

(b)

(c)

Upper shell

Lower shell Optical 
piece

Nozzle groove

Holed retina 
on ceramic

Holed 
retina

Fiber

Figure III.22: (a) Photography of the shells partially assembled with the optical piece and the holed retina. (b) Schematic of the
assembly (partial cross sectional view). (c) Top view of the optical system aligned with the retina.

The new shells were designed and fabricated in the same fashion as the previous ones. Figure
III.22(a,b) shows the shells mounted on the holed retina. The lower shells is sized to fit within the
socket of the Creapyx motherboard [133] as in Chapter II. It contains housing for the optical piece and
shows apertures in front of the three functional subsystems (S, FS and BS subsystems). The bloomed
subsystems (F and S) are intentionally cloaked by baffles within the lower shell to protect the retina
from stray light. However, the lower shell has some issues due to fabrication limitations: the SLA-3D-
printer (Forms 2 by Formlabs) is not able to print thin polymer sheets as small as BFL = 0.37 mm. We
had to print thicker lower shells: the optical piece is then defocused by almost 0.1 mm. An other issue is
that, even with a thicker shell, cloaking baffles are still thin enough to transmit (and scatter) light from
the source: partially failing at their purpose. The upper shell has no particular features apart from a
conical groove that can align a metallic nozzle that would capture the air flow that comes from the back
of the ceramic.
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III.4 Optical system coupled with a holed retina

III.4.2 Unsolvable blooming issues

First tests have shown that the use of such shells to assemble the whole system successfully aligns the
optical piece with the retinal horizontally. However, in this setup, the retina is completely dazzled by
stray light from the source, which results in a full image of saturated pixels when using reasonable
integration time and optical power. Such setup cannot be used for particle detection (see, Figure III.23).

Parasitic scattered light Figure III.23: Photography of the system showing a large
amount of parasitic scattered light.

In preliminary tests described in the previous section, the microscope objective and the long optical
path (see, Figure III.18) could easily filter stray light, making possible the recording of images. In this
case, we are especially sensitive to scattered light from the end of the fiber as well as from the illumina-
tion beam that crosses diopters (ghost reflections and scattering, even with our optical grade polishing).
In this design, the fiber is in contact with the optical piece, and the illumination beam crosses several
diopters, making the system unable to operate.
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III.5 Advanced design: a second iteration

The first iteration failed at delivering images with the full set-up (optical piece mated with the holed
retina). It however, succeeded at pointing some of these ’glaring’ weaknesses. From this return of expe-
rience, we have identified several improvements and modifications to make. We have mostly in mind
stray-light management:

i The illumination path must be completely free of optical elements (removal of F and S subsystems),
so that the system is not sensitive to scattering by diopters.

ii The illumination system must be separated from the optical piece (no V-groove).
iii The subsystems must have greater BFL so that a cloaking device with efficient stray light protec-

tion could fit between the optical piece and the retina.
iv The assembly should feature anti-cross-talk geometries.
v The systems must be designed with maximal compatibility with the holed retina.

vi The geometry should facilitates the positioning of a stencil for the mirror deposition.

III.5.1 Design of the advanced subsystems

The design of the second iteration of the optical system [157] comes with the knowledge of two main
things. Identified weaknesses of the first iteration of the optical subsystem and a better understanding
of the design tools (Zemax Optic Studio, Sequential mode). Then, three subsystems should be made:
a first 90◦ centered system called S (’Side’) subsystem and two symmetrical 90± 30◦ called FS and BS
(’Front-Side’ & ’Back-Side’). Let’s focus first on the S subsystem illustrated in Figure III.24(a).
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Figure III.24: (a) Design of the S subsystem alongside its truncated model. (b) Design of the FS/BS subsystem alongside its
truncated model.

The system is designed with full compatibility with a half matrix and has a longer BFL = 1 mm.
This allows us to fit an efficient cloaking device within the BFL (see, hereafter), it also allows us to use
a single focusing surface instead of three, simplifying the fabrication step. Only the front surface is
curved, the back surface being a simple flat surface unprocessed from the substrate14, thus removing
the need for a backside process. The front diopter is slanted by 10◦ in order to facilitate an eventual
unmolding process. Then we can improve the uniformity of the PSF: we do so by engineering an in-
ternal reflective surface that corrects the aberrations. This reflector is a freeform surface defined by an
optimized Chebychev 2D-polynomial [158]. We used third order polynomials for Y (tangential) but only
second order polynomials for X (sagittal) as it creates symmetrical surfaces with respect to X, satisfying
the symmetry of the setup. Due to the relative position of the front surface and the half matrix, the
reflector is not slanted at 45◦ like before but at 33.5◦ so that the optical axis is rightfully aimed at the
center of the half matrix. The sub-FoV is even wider than previously: up to 60◦.

14The surface facing parallel (scattered) rays is the one that should be curved for lesser aberrations
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III.5 Advanced design: a second iteration

Now let us focus on the FS (or BS) subsystem. The
same rules were applied, however the image plane
(a quarter matrixa) is rotated by 30◦ with respect to
the front surface because a different viewing angle
of scattering signatures is evaluated: Figure III.25
presents a top-view of the geometry, showing the
relative position and tilt of the subsystems with re-
spect to the half-matrixes. For readability reasons,
only the front surfaces, internal reflectors and reti-
nae are drawn. The main difference compared to
the S subsystem is that the X symmetry is broken.
Thus, the freeform reflective surface cannot be X-
symmetrical: that’s why we also use a third order
Chebychev polynomial for X. The FS and BS subsys-
tems are symmetrical with respect to the separation
plane of the two halves of the second half matrix, as
seen in Figure III.25.

aThe second half matrix is shared by the FS and BS subsys-
tems.

Half matrixes

Freeform 
reflectors

Freeform 
reflector

X-symmetry

Broken
X-symmetry

Broken
X-symmetry

S

FS & 
BS

Figure III.25: Schematic top-view of the three subsys-
tems aligned with the two half-matrixes.

As for the first iteration, we plot in Figure III.26 the Huygens’ MTF of the advanced design in order
to evaluate its performances. In particular, we want to know if the freeform surface did correct our
previous issues, which are field curvature and astigmatism.

0° Sagittal 25° Sagittal

0° Tangential 25° Tangential

Figure III.26: Tangential and Sagittal MTF of
the second iteration subsystem at 0◦ and 25◦.

The likeness of the sagittal and tangential MTF curves suggests that we have a nice circular blur. This
is maintained both with an on-axis and with a 25◦ inclination, which testifies for a uniform blur spot
throughout the surface of the retina. The resolution is, however, a bit worse than for the first iteration
(see, Figure III.5) which was over-engineered compared to the resolution of the holed retina. As a recall,
the Nyquist frequency of our retina is fN = 50 cycles/mm. Here, the contrast is completely lost at about
30 cycles/mm, which could be interpreted as low, at least compared with fN . It means that our blur spot
is a bit larger than a pixel, which is quite advantageous for our application. Indeed, we don’t need to
record scattering signatures with a pixel’s resolution, we even blur the image in post-process (Gaussian
blur, σ = 2 pixels) to attenuate noise and other artefacts.
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Again, to visualize the effects of the second iteration subsystems on the recorded image, we perform
image simulations on the three subsystems (see, Figure III.27)
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Figure III.27: (a) Picture of Marine as a source object at infinity. (b) Simulated images obtained with the S subsystem on a
first half matrix and (c) with the FS and BS subsystems sharing the second half matrix.

The advanced design (second iteration) shows great improvements compared to the first iteration
(see, Figure III.6) as shown in the image simulation. As expected, the FS and BS images are shared on
one half matrix, and rotated by ±30◦. The magnification is rightfully adapted to a half matrix of our
holed retina and the PSF appears good enough for scattering signature imaging, with a nice circular
blur (and a very slight sagittal coma aberration).

Note that the beam axis is aligned with the elongated directions of the matrixes, and not perpendic-
ular such as in Chapter II. Such modification was made because the subsystems have a wider sub-FoV
in the elongated direction of detection.
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III.5 Advanced design: a second iteration

III.5.2 Fabrication of the monolithic glass optical system

In the same fashion as the first iteration, all subsystems (S, FS and BS) are merged into a unitary piece
as shown in Figure III.28. In this system, the fiber alignment V-groove have been removed so that
the beam can be formed externally with minimal stray light. The beam path is free from any optical
elements. We’ve kept a flat, unprocessed, surface on top of the optical piece, so that the positioning of a
stencil is facilitated, in order to robustify the process of depositing mirrors.

1 mm

(𝑎)

(𝑏)

(𝑑)

(𝑐)

Figure III.28: (a) Photography of the fabricated optical system next to a one euro cent coin. (b) 3D view of the optical system.
(c) Optical view of the fabricated glass piece. (d) Associated view of the original drawing.

This second iteration optical system was fabricated once again by the FEMTOprint company, by
laser micro-machining on fused silica and selective polishing. Details on the fabrication process were
already discussed on Section III.2.1. Here, the polishing process was optimized compared with the one
used for the first iteration. Moreover, the slanted freeform surfaces were designed easily accessible by
the polishing tool, this enables us to polish those surfaces and reach roughness values between 5 nm
and 15 nm (Ra). The flat unprocessed surfaces on the top, as well as the flat back-face, have a pristine
surface quality, unmodified from the original glass substrate. Figure III.28(c) shows an optical view of
the polished glass piece15. As a comparison, subfigure (d) is a tow-view of the original drawing, which
shows the great fidelity of the fabricated piece compared with the parent model.

Using the same process as described in Section III.2.3, we selectively deposit the mirrors on the
freeform surfaces, using a Kapton stencil (see, Figure III.29(a)) and a PVD metal deposition (subfigures
(b, c)).

Kapton(𝑎)

(𝑏)

(𝑐)

1 mm

Figure III.29: (a) Photography of the op-
tical piece with the Kapton stencil. (b)
Optical piece after the metallization pro-
cess and stencil removal. (c) Optical top-
view of the final optical piece.

15Note that the rough surfaces (machined surfaces without polishing) appear bright because they scatter light, whereas the
polished and pristine surfaces (e.g. the slanted freeform surfaces) appears dark, which testifies to an excellent surface quality.
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III.5.3 Optical system assembly with a cloaker and a holed retina

In Figure III.30, we show the arrangement of the optical piece in relation to the holed retina. Such a
figure is useful to visualize the space constraints, and to verify the alignment of the optical sub-systems
with respect to the half matrixes and the fluidic channel.

Half matrix 
(S)
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(FS/BS)

Beam 
axis

FS

BS

S

Figure III.30: 3D view of the monolithic ad-
vanced optical system aligned with the holed
retina.

We have designed a specific lower shell (or cloaker) also optimized for stray-light management. In
particular, the lower shell is built with cloaking features than can fit within the BFL of the optical piece.
Such a cloaker, which is presented in Figure III.31, is printed with a SLA-3D-printer (Form3 by Formlabs)
using adaptive voxel resolution (down to 25 µm) using a black photopolymer resin.
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Figure III.31: (a) 3D view of the second iteration optical piece with the lower shell (cloaker) and the holed retina mounted on
ceramic. (b) Cross-sectional view of the optical setup, showing the optimized apertures.

Unlike with the first iteration, the illumination system isn’t directly integrated with the optical setup.
This choice is motivated by the fact that such an optical piece can be studied separately from the illumi-
nation system. And that consequently, the latter can be interchanged easily, within the framework of an
iterative approach to development. Moreover, separating the illumination system from the optical piece
allows to implement elements that can protect the detectors from stray light coming from the source.
Thus, we chose to implement a 45◦ mirror (3 mm wide), which sits on the cloaker, and separated from
the optical piece by a diaphragm printed with the cloaker (see, Figure III.31(a)). By doing so, one can
insert an interchangeable illumination module, as long as it provides a downward beam that recovers
the pupil of the mirror. Preferably, such an illumination system would be designed in a similar way to
the miniature refractive-refractive optics present in the optical piece itself, and would allow to form a
beam over the fluidic channel from a bare laser diode (LD). In our case, for reasons of supply, we use a
system consisting of a commercially available bare LD (637 nm, 5 mW), and aspherical lenses contained
in a standard 0.5 inch optical tube. Further details on the illumination module will be provided in Ap-
pendix G.

Below the optical piece, the shell has optimized apertures that can select the scattered rays that were
transformed by the optical system, as shown in subfigure (b). These apertures are slanted with the angle
defined by the folding mirror (see, Figure III.24).
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III.5 Advanced design: a second iteration

As for the first iteration of the optical piece, we compute its angular response, when associated with
the lower shell and its optimized apertures, using a RT simulation (see, Figure III.32)
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optimized apertures

Air 
flow

S FS
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Figure III.32: (a) 3D view of the RT simulation of the second iteration optical system. (b) Close up cross sectional view.

In the same manner as for the simulation presented in Figure III.10 for the first iteration, we com-
pute the angular response for both a centered and a displaced scatterer. The position of the displaced
scattered with respect to the center of the channel is the same as for the simulation made for the first
iteration: (xp = 100 µm, yp = 15 µm, zp = 10 µm). Results are shown in Figure III.33.

(a) Centered scatterer (b) Displaced scatterer
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BS-ROI FS-ROI
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Figure III.33: Angular response (in degrees) of the second iteration optical system evaluating (a) a centered scatterer and (b) a
displaced scatterer.

We have drawn white rectangles, that correspond to the two submatrixes. Again, we verify that the
S-ROI falls on a first half matrix and that the FS and BS ROIs share the second half matrix. Thanks to the
new design of both the optical piece and the cloaker, we do not observe evidence of cross-talk effects in
the retina. Moreover, the total FoV was increased up to 110◦. The position insensitivity appears to be
maintained, as pixels are coloured the same in both subfigures. The transformation of the pupil’s image
of each subsystem is much fainter than in the previous design. Indeed, the optical path of scattered rays
is longer, thus the relative displacement is smaller. Based on those simulations, the new design appears
much better than our first iteration, and is fully compatible with our holed retina
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III.5.4 Characterization of the advanced system
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Figure III.34: Photography of the characterization setup.

The characterizations of the second iteration optical
piece are performed in the same fashion as for
the lens-less setup (see, Section II.3), by using the
Creapyx motherboard that drives the holed retina,
and the aerosol test bench (see, Appendix D) that
provides a continuous flow of calibrated particles,
which are commercially available PSL spheres in
our case.

A photography of the characterization setup is
given in Figure III.34. The optical piece is sitting
on the lower shell (cloaker) that properly aligns it
with the holed retina below. As explained earlier,
the downward illumination is provided by the illu-
mination module (standard 0.5 inch lens tube, with
a LD and aspheric lenses, see Appendix G), and
redirected horizontally toward the muzzle of the air
channel using a 45◦ mirror.

In the photography we see that, despite the diaphragm,
a large portion of stray light comes toward the optical
piece, hitting some of its diopters.

Then, we take a reference image, using the holed retina
when no aerosol is injected in the channel. Such a refer-
ence is presented in Figure III.35, and will be used as an
offset to be automatically subtracted to future images.
We notice that, a portion of the lower half matrix is im-
pacted by stray light (the half matrix that evaluates the
FS and BS ROIs), but not to a great extend.

Figure III.35: Reference image without particle.

Given the visible amount of stray light hitting the optical piece, and the reasonable amount that ends
up on the retina, one might argue that the anti-stray-light designs were successful, at least for our given
illumination setup.

As described in Section II.3, we record bursts of 32 images, in global shutter (GS) mode, and we fol-
low the standard deviation of the full image (with its reference subtracted)16. Then, an image is saved
when its standard deviation reaches a given threshold.

We must note that such a setup is not perfect, notably in terms of robustness against misplacements,
at least in its current state. Indeed, 3D printed pieces have not been drawn with carefully optimized
tolerances. This results in a play on most of the elements, making the relative alignment of the air
channel, the cloaker, the optical piece, the 45◦ mirror, and the illumination module not very robust. In
the near future, such a setup could be greatly improved by conducting a proper calibration of the printer.

Despite the use of a not very robust set-up, we were able to detect single PSL particles of 3 µm and
830 nm. Examples of representatives signatures that can be experimentally recorded are given in Figure
III.36(a,b)17. Hopefully, once a correct alignment is found, the images obtained are quite repeatable for

16Unlike the lens-less setup reported in Chapter II, not only the ’forward’ matrix is evaluated, because the scattering the signa-
ture is projected in a more even way.

17We see, in experimental images, that the signature is quite rough, it might be an indication of small surface irregularities. If
so, it could be a way to discriminate smooth particles such as droplets.
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a given aerosol, both in terms of brightness and patterns. This can already give us confidence that the
signature is weakly impacted by particle position, due to the Fourier-domain imaging setup.
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Figure III.36: Experimental images of scattering signatures of PSL spheres: (a) 3 µm and (b) 830 nm; compared with associ-
ated computed signatures: (c, d) respectively.

We observe three separated areas, that correspond to the S-ROI on the upper half matrix (rows 76 to
150); the BS and FS-ROIs on the lower half matrix (rows 1 to 75). We notice that the positions of such
ROIs are slightly translated compared to what was expected, due to the alignment problems mentioned
above. The white pixels correspond to pixels from the reference image that reached a certain threshold,
that were removed from the image processing, in order to be less sensitive to Poissonian-type noises.

The scattering signatures of large spheres, such as the 3 µm PSL, exhibit a number of Mie’s oscilla-
tion, whereas the 830 nm PSL does not (at least within the evaluated FoV). This effect is predicted by the
Lorenz-Mie theory (see, Section I.3), and be can be found on the RT simulations for the associated PSL
diameters (see, subfigures (c, d)). The oscillation of 3 µm PSL signatures facilitates the interpretation
of such a recorded signature. For didactic reasons, we are going to focus in particular on this specific
image Figure III.36(a):
We observe several vertical oscillations on the S-ROI, whereas those on the BS and FS ROIs are slanted
by ±30◦, which was expected by design. Those oscillations follows the iso-θ, which are defined as the
trajectories on the retina that correspond to the rays scattered with the same scattering angle.
In order to reconstruct a scattering signature from the recorded image, we perform the same procedure
as described in Section III.3.2, here we quickly recall the basic steps. By using a computed angle map,
as shown in Figure III.33(a), one can associate each pixel of the retina to a scattering angle. For a given
scattering angle (with a tolerance of 1◦), a mean value of the intensity carried by those associated pixels
can be calculated which then results in a sub-scattering signature reconstructed within the sub-FoV of
each ROIs. In this case, the ROIs are misaligned with respect to the retina, thus we had to manually
translate the angle map to best fit with the recorded image. Due to this effect, the BS ROI was cropped,
resulting in a loss of FoV for very high angles. Still, the total FoV is quite wide, about 85◦.

Before plotting those sub-signatures together, we had to perform a correction, that consists in hav-
ing a multiplicative factor for each sub-signature. This step is motivated by the fact that the relative
brightness of the ROIs are not consistent to what was expected: this can be seen especially with the
BS-ROI (Figure III.36(a)) that is much brighter than expected (Figure III.36(c)). Hopefully, this correction
appears to be very repeatable between the different recorded images, and could be easily found through
a calibration campaign. We believe that it could be imputed to misalignment errors of the apertures
with respect to the subsystems’ pupils, that may create an uneven loss of photometry between the ROIs.
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Finally, we merge those sub-signatures, by running a sliding average over the areas of overlap of the
subFoVs, as explained in Section III.3.2. We insist on the fact that the reconstruction step is particularly
resource-efficient in terms of computing capabilities, especially when applying only matrix operations
(which are optimized by MATLAB, our data processing tool).

In Figure III.37, we plot the merged scattering signatures, alongside the theoretical signature of a
3 µm PSL sphere illuminated by a 637 nm wavelength beam, computed using the Lorenz-Mie theory.

FS-ROI

S-ROI
BS-ROI

FS-ROIBS-ROI

S-ROI

Lorenz-Mie

(a)

(b)

Merged

Figure III.37: (a) Reconstructed signature from experimental image plotted with the theoretical signature. (b) Experimental
image of a 3 µm PSL used for the reconstruction.

Based on such a representative plot, we find that the reconstructed signature is surprisingly faithful
with the theoretical one, especially with the position and frequency of the Mie’s oscillations in the plot
(those were not corrected). This gives us confidence that such an architecture of the sensor and recon-
struction procedure is well suited for our application. However, to conclude on this point, we will have
to conduct a proper statistical study, over a wide number of PSL diameters, with blind reconstructions.
To do so, we will have to make our setup more robust. In the near future, the 3D printing of the cloaker
would be optimized; then, the next step would be to integrate directly both the cloaker (with its op-
timized apertures) and the optical piece on-top the CMOS at wafer scale, in order to achieve optimal
alignments.

Note that, we’ve modelled the Mie’s scattering using circular polarization illumination conditions,
even if the LD should be polarized linearly (or at least elliptically). We’ve made this approximation
because polarizations effects on the scattering signatures are not predominant in our conditions, and
because we integrate each scattering angle over the iso-θ, meaning that the polarization effects (carried
by the azimuthal angle, found along those iso-θ) are mitigated. Nevertheless, it could be interesting in
the future to study more carefully those polarizations effects.

In addition, a study on a larger number of particles, and on a larger diameter range could allow
us to conclude on the detection limit, in terms of particle size. We can already determine with which
SNR (Signal to Noise Ratio) we have detected 3 µm and 830 nm PSL. We calculate the SNR from the
standard deviation of the images taken in a 32-image burst. We note that the PSL of 3 µm were detected
with an SNR of about 825, while the PSL of 830 nm (which scatter less intensely) were detected with an
SNR of about 14518. Those values are quite high already, thus we can realistically expect that we can
measure smaller particle sizes using such a setup. In addition, the SNR should be further improved by
optimizing the illumination system so that the amount of stray light is minimized.

18Those values were quite constant between images obtained from the same PSL diameter, meaning that the brightness and
patterns of the recorded signatures are most likely much more repeatable that for the lens-less setup.
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III.6 Discussion about particle identification

We recall that the principle of measuring a scattering signature is to find certain parameters of the parti-
cles that compose an aerosol, such as diameter Dp and refractive index n. To do so, we have to compare
the image recorded experimentally, with a prediction from a model, usually based on the Lorenz-Mie
theory and a geometrical transformation; and finally, perform the inverse problem. Such an exercise
was already attempted in Section II.4 for the lens-less setup19. The optimization schematic used for the
lens-less setup, and the Fourier-domain setup is presented in Figure III.38.
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Figure III.38: Schematic of the optimization procedure used for the lens-less setup (a) and the Fourier-domain setup (b).

The general idea between both setups is to find a way to compare data retrieved from an experimen-
tal image with data from a modelled one. In Section II.4, we’ve developed a procedure to reduce an
image (either experimental or modelled) in order to compare those. Such a procedure is schematized
in subfigure (a). This procedure requires a prior computation of the modelled image. All these steps,
which are relatively expensive in calculation, must be called regularly in an optimization loop. More-
over, as the image obtained depends on geometrical parameters such as the position of the particle yp,
these must be taken into account in the optimization.

In the Fourier-domain setup, the procedure (schematized in subfigure (b)) is simplified. It requires to
perform the simple step of signature reconstruction Sexp(θ), and this only once. The computed signature
S(θ, Dp, n) is retrieved directly from the Lorenz-Mie theory, and it’s the only step within the optimization
loop. The minimization criterion ε2(Dp, n) is also much simpler than previously, which is a simple mean
of a one-dimensional deviation function:

ε2(Dp, n) ∝
∫

θ∈FoV
|Sexp(θ)− S(θ, Dp, n)|dθ (III.2)

In the future, one could test different definitions for ε2, using for instance an euclidean norm instead
of a simple deviation. It could also be interesting to implement ponderations at the center of each sub-
FoV where the aberrations are soft.

19We encourage the reader to get familiar with this section, in order to fully understand the present discussion.
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We are now going to study the accuracy of such a procedure, in its capacity to find the correct values
of Dp and n. In Section II.4, we’ve already plotted the map of the minimization criterion ε(Dp, n), used
to find the correct parameters of a 3 µm PSL. For didactic reasons and for the sake of comparison, we are
only considering the case of the sibling 3 µm PSL. The test images are found in Figure II.24 for the lens-
less projection, and in Figure III.36(a) for the Fourier-domain projection. The maps of both minimization
criteria are plotted in Figure III.39 as a function of the particle diameter Dp and n.
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Figure III.39: Map of our minimization criterion versus particle diameter and refractive index in logarithmic scale used for
the lens-less setup (a) and the Fourier-domain setup (b).

We draw the targeted parameters as red lines, and the reasonable local minima as a white contour.
The accuracy of a procedure is judged by the extent of such a contour, and its distance from the targeted
parameters. In addition, we are also interested in local minima, i.e. their number and prominence, for
the reason that they can induce important errors in the estimation of the desired parameters.

We already discussed that, the procedure used in the lens-less setup was rather bad in view of these
different judgment criteria (see, subfigure (a)). In comparison, the procedure for the Fourier-domain
setup appears more successful (see, subfigure (b)), at least for the test case of a 3 µm PSL. We judge
however that such a procedure is to be improved, not least because the precision is still insufficient, in
particular by the fact that the valley of the local minimum is very elongated in one direction, and by the
presence of another local minimum.

The direction of elongation of the local minima seems to be preserved, after comparison of the two
methods. It would seem that this defect comes from the fact that similar scattering signatures can be
obtained for different couples (Dp, n); and that a simple measurement of the scattering signature only
allows to find a kind of optical diameter (that combines both Dp and n). We believe that it is possible to
solve this limitation by simultaneously evaluating the optical diameter of the same particle (of fixed ge-
ometric diameter Dp) in two different ways, for example by recording a dichromatic scattering signature.

Then, another way to improve this procedure is, for example, to make the assembly more robust,
as explained previously. Other elements could also help to reduce the uncertainty in the retrieval for
parameters Dp and n, such as using the overall image brightness as a starting point for the optimization.

Again, the simple use of a 3 µm PSL example is far from sufficient to conclude on the accuracy of the
procedure. To do so, we will have to perform a proper statistical study on a large number of particles,
and over a wide range of diameters and types of particles (organic, inorganic, aqueous, irregular).
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In conclusion for this chapter, we have designed a second prototype that features a miniature, mono-
lithic refracto-reflective system suited for the optical pre-treatment of scattering signatures. This design
is applied to our family of PM sensors prototypes that uses holed retinae. It addresses the various areas
of improvements for miniature PM sensors, that were identified Chapter II: such as the ability to collect
more flux from the scatterer (with viewing angles where scattering is usually strong), particle’s position
insensitivity, ultra-wide FoV and simplified image processing. It features a monolithic assembly of five
compact optical subsystems arranged around an air channel, that are folded onto a coincidental focal
plane (see, Section III.1).

We present a state-of-the-art fabrication process for a glass prototype that was developed by FEM-
TOprint, that consists in the direct, 3D writing on glass, using a femtosecond laser inscription, a selective
etching and local surface polishing, followed by a selective mirror deposition process. To achieve cost
effectiveness for eventual volume production, we propose a replication process that uses silicone rubber
molds and epoxy as the replication media (see, Section III.2).

Preliminary tests have shown good results reconstructing scattering signatures within a FoV of 90◦,
with very little computing cost. We have obtained repeatable signatures from a canned aerosol, that
fits well with the Lorenz-Mie theory (see, Section III.3). However, the design proposed was unable to
function when mated with the holed retina, as it showed critical design flaws. Its main issue is that the
system was too sensitive to stray light from the source: making the retina blind to scattered light from
particles (see, Section III.4).

An advanced design is then proposed in Section III.5, which is a second iteration built upon the
return of experience provided by our first iteration. Such advanced optical piece, includes a free-form
surface and shows greater performances in all fields. In particular, it features elements that prevents
stray-light sensitivity and is fully compatible with the holed retina presented in Chapter II.

With the new design, we were able to test the complete assembly, which includes the second iteration
glass piece, an optimized cloaker, and the holed retina, using calibrated aerosols. We were able to mea-
sure the scattering signature (optically processed) of single particles of polystyrene beads of different
sizes. We were then able to test the reconstruction procedure of the scattering signature, which is par-
ticularly faithful to a theoretical signature. This gave promising results in solving the inverse problem,
which consists in finding the size and refractive index of a particle using a theoretical particle scattering
model, such as the Lorenz-Mie theory (see, Section III.6).

However, in order to conclude on the performance of such a system, we will have to carry out more
in-depth tests on an assembly that needs to be made more robust. For example, it would be interesting
to record signatures from a larger quantity of particles in order to perform a statistical study. Such a
study would allow us, for example, to relate the detection rate to a particle concentration. We would
also test our device on calibrated particles of various sizes, which would allow us to experimentally
estimate a Limit of Detection (LoD) in size. Then, in order to be more representative of a real aerosol,
we would perform those tests on a larger variety of particle types (such as organic, inorganic, aqueous,
irregular particles).
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IV.1 Concept architecture and general principles

In this chapter, a third prototype will be presented, designed with a more forward looking approach
compared to the previous ones, presented in Chapters II and III. We will explore a way to detect and
analyze particles with enhanced sensitivity by means of optical micro-cavities. Such structures can be
manufactured using conventional micro-fabrication techniques for planar photonics. In the future, we
hope to make these photonic structures conjointly with CMOS optronic chips (such as our holed retina
presented in Chapter II). Amongst the different possible cavities, we are particularly interested in di-
electric Fabry-Perot (FP) Vertical Cavities (VC), which are formed with two planar dielectric mirrors
assembled parallel and on top of each other. The dielectric mirrors themselves are designed with a cer-
tain periodicity in the dielectric structure. In particular, a Distributed Bragg Reflector (DBR) is made by
a periodic alternation of thin films with different refractive indexes; and a Photonic Crystal Membrane
(PCM) is made by etching a periodic pattern on a dielectric slab. More details on DBRs, PCMs and VCs
will be discussed in Section IV.2.

Here, we use the high intracavity optical intensity of such vertical cavities to enhance the sensitivity
of an optical sensor: an open VC cavity is particularly relevant because a fluidic channel carrying an
aerosol, fits in the space between the two mirrors (DBRs or PCMs1). We illuminate the system from the
top, transmitting through an upper mirror and generating a vertical cavity mode. Then, particles circu-
late horizontally between the two mirrors, and can deliberately perturb such cavity mode. The effects of
the interaction between the particle and the cavity mode is measured by transmission imaging of what
we call the ’cavity-perturbation scattering signature’. The recording and analysis of the transmitted pat-
tern could be used to retrieve properties of the particle such as its diameter and refractive index, in a
manner similar to what was presented in Chapter II and III. We present in Figure IV.1, an artistic view of
the prototype of a PM sensor made with a DBR and a PCM as the top and bottom reflectors respectively.

Bottom 
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Top 
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Spacer

Air channel

Transmission:
Perturbation signature

Particle

Incident 
light

Figure IV.1: Artistic view of the third prototype, made with an open VC formed by a DBR and a PCM (partial cross-sectional
view).

A PCM is itself a resonant structure, that is very sensitive to the inclination of the illumination beam,
resulting in a rich modification of the reflected and transmitted pattern, for both intensity and phase.
This part will be detailed in more details in the following. This sensitivity is usually considered as a
parasitic effect that designers try to avoid (and that is not found with DBRs), but it could prove useful
when applied to sensors. A PCM coupled with a VC allows us to intertwine the perturbation effects that
a particle creates on the VC mode, and its repercussions on a transmission pattern, enriched by a PCM.
In short, we don’t measure a particle’s scattering signature directly but the indirect effects of a scatterer

1A more conventional use of PhCs applied to PM sensors is to have particles interact with the evanescent field of a defect
cavity [66]. We will not discuss defect cavity PhCs here. For more information, the reader is invited to consult the reference [159].
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on a cavity mode.

Thus, the architecture we choose for such prototype is the following: a PCM is used as the bottom
reflector, facing an imaging module at the back of the VC, that can record the cavity-perturbation scatter-
ing signature of a particle within the VC mode. This imaging setup can be a simple lens-less setup (see,
Chapter II) with a CMOS image sensor directly in contact with the back side of the bottom substrate; or
it can be a Fourier-domain imaging setup (see, Chapter III) that will be described later in Section IV.6.4.
The top reflector is a DBR instead of a second PCM, because of its extended lateral dimensions: this
setups removes the need for horizontal alignment of the two mirrors. An illumination module is facing
the DBR top reflector, at the front of the VC.

We show in Figure IV.2, a schematic that illustrates the general principle of a PM sensor that uses a
PCM-based vertical cavity (PCM-VC). Such an embodiment is described in more depth in patent [127].
In the absence of a particle, the excited (vertical) mode is centered on the Γ point of the PCM’s reciprocal
space, i.e. in normal incidence (see, Section IV.2.2). In the following we abusively call such a cavity
mode, a ’Γ mode’. The unperturbed cavity signature is that of the Γ cavity mode.

Top Reflector

Bottom Reflector (PCM)

Air Channel
Γ Mode
(no perturbation)

Unperturbed 
cavity signature

Perturbator

Cavity-perturbation 
scattering signature

(a) (b) 
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Figure IV.2: General principles behind the mesurement of a cavity-perturbation scattering signature in a PCM-VC.

In the presence of at least one particle, the cavity mode is perturbed: the vertical Γ mode is partially
extinguished and transverse higher order FP modes appear. This cavity mode perturbation is highly
dependent on the scattering signature of the perturbator (related to its size and refractive index). This
perturbed cavity mode then modifies the pattern transmitted by the PCM, i.e. the cavity-perturbation
scattering signature, that is recorded by the imaging module. Such a signature is characteristic of cavity
itself but also the nature of the perturbation and therefore could allow the classification of the particle(s)
present in the cavity. The effects of a scatterer on a cavity mode are illustrated in Figure IV.3 with a
2D-FDTD simulation of the perturbation of such a VC.

DBR

PCMMonitor

Incident Plane Wave

Dp = 0,2 µm Dp = 1 µm

(a) (b) (c)Incident Plane Wave Incident Plane Wave

-15 -10 -5 0 5 10 15

X (µm)

0

4

8

12

16

Z
 (

µ
m

)

-15 -10 -5 0 5 10 15

X (µm)

0

4

8

12

16
-15 -10 -5 0 5 10 15

X (µm)

0

4

8

12

16

Figure IV.3: FDTD simulation (Ey field) of a DBR/PCM VC without perturbation (a), with a 0.2 µm scatterer (b) and with a
1 µm scatterer (c), when illuminated by a P polarization (or TE polarization).
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We can see for instance that for a small perturbation (see, subfigure (b)), the vertical mode (Γ) is
weakly extinguished while higher order FP modes are excited. Then, for a coarse perturbator, the main
effect is the important attenuation of the vertical mode. A detailed interpretation of the phenomenon
will be discussed in Section IV.4. These perturbations are presumably extremely sensitive, and would al-
low the detection of very small particles, which is particularly difficult with conventional light scattering
methods (see, Chapter II and III).

IV.2 Introduction to dielectric mirrors

IV.2.1 Photonic Band Gaps reflectors

Passive optical devices are commonly designed to perform a given transformation of light. To do so, we
commonly engineer a certain volume with a spatially variant dielectric function ε(x, y, z). The refractive
index n is the square root of ε, in the following we will discuss n and ε alike. The most simple example of
passive optical device is the spherical diopter: characterized by the discontinuity of the refractive index
along a spherical surface is used to design focusing optics (principle of a lens). Then, if we reduce the
size of these dielectric patterns down to the order of the wavelength, we’re beginning to derive some
interesting properties from these photonic structures. To cite only one example, we can design single-
mode waveguides [160] made with small core with a high index surrounded by a low index cladding.
More generally, a structuring of the dielectric material at the wavelength scale allows to quantify the dis-
crete allowed modes ( just like the waveguide), and therefore defines bands of forbidden modes: what
is called a Photonic Band Gap (PBG) [161]. In this document, we will mainly focus on PBG structures
that can perform a wide field of functions, and more specifically: reflectors.

Let us consider a dielectric material in which we have created a periodic structuration, when the
period is within the order of magnitude of the wavelength in the medium (sometimes referred as the
Bragg regime2). Devices created with a periodic dielectric function are widely called Photonic Crystals
(PC, or PhC) [159, 165]. A periodic pattern can be repeated in several directions to create 1D [166],
2D [167] or 3D [168–171] PhCs. Examples of PhCs found in literature are presented in Figure IV.4.

0.5 µm 5 µm 5 µm

1 µm 1 µm 2 µm

(𝑎)

(𝑏) (𝑐)

(𝑑) (𝑒) (𝑓)

Figure IV.4: Examples of PhCs, electronic microscopy images found in literature. (a) 1D PhC [166]. (b) 2D PhC [167]. (c)
2D PhC on a slab [172]. (d) Wood-pile 3D PhC [169]. (e) Inverse opal 3D PhC [171]. Natural 3D PhC found in Vaga sp.
butterfly’s wing [173].

2Beyond the Bragg regime, is the Sub-Wavelength Grating (SWG) regime [162] where light becomes only sensitive of a average
refractive index. This way one can access a continuum of refractive indexes using only two materials [163, 164].
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By analogy with the physics of electron waves in semiconductor crystals, the behaviour of electro-
magnetic waves in a PhC can be described by Bloch modes [174–176] (waves that are delocalized over
the span of the crystal, which results from the folding of the guided mode due to the periodicity of
the lattice) and the field of study can be restricted to the first Brillouin zone in the reciprocal space
(wavevector space), by plotting the photonic band diagram. In semiconductors, the geometry of the
crystal’s lattice can generate an energy band gap that forbids the propagation of electrons. Concepts
and terminologies stemming from solid-state physics and semiconductor physics are not developed in-
tentionally, the reader is encouraged to consult the references [177, 178] if needed. Thus, by analogy, a
PBG structure is a particular use of a PhC, with specific geometrical conditions on the lattice, that allows
the generation of a band gap in the photonic band diagram.

For simplicity, we will first describe the case of a 1D-PhC mirror, widely refereed as a Distributed
Bragg Reflector (DBR), which is an alternating and periodic stacking of dielectric thin films of index n1
and n2 > n1. We plot its photonic band diagram in Figure IV.5.

Z

𝜔0

0 𝜋/𝑎
𝑘𝑧

𝜔

X

𝑘𝑛1

𝑎

𝑛2

𝜔1

𝜔2

Z

𝜔0

0 𝜋/𝑎
𝑘𝑧

𝜔

X

𝑘

𝑛𝑚𝑖𝑑

𝑎

𝜔 =
𝑐 𝑘

𝑛𝑚𝑖𝑑

Photonic Band Gap

(𝑎) (𝑏)

Figure IV.5: Illustration of the formation of a PBG created by the modulation of the refractive index in the Bragg regime.

We will discuss briefly on the formation of such a PBG. If we artificially create a periodicity a in
uniform material of average index nmid, then the band diagram is written ω = c|k|/nmid. No PBG
is observed, as light propagates in a uniform medium. In the case of DBR, the electromagnetic field
couples to the alternating dielectric layers in even (pulsating ω1 modes) and odd (pulsating ω2 modes)
modes. Between these even and odd modes, no electromagnetic wave can propagate: this creates a PBG
for the pulsations ω1 < ω < ω2. In this range, the light is thus reflected, we explain in this way the
reflectivity plateau of a DBR (see, Section IV.3.2). In the same way, 2D and 3D PhCs can exhibit PBGs, in
specific cases (such as the angle of incidence).
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IV.2.2 Periodicity on a slab: the PCM reflector

In the field of planar photonics, one of the most simple structure is the slab, or planar waveguide. This
structure is made of a film with a thickness h, and infinitely extended in the X and Y directions. Such a
structure is particularly adapted to the technologies of manufacturing. It is made with a high index core
ncore surrounded by low index cladding nclad (see, Figure IV.6(a)). It allows to restrict the propagation of
light in the plane of the slab. This one direction of confinement is called a refractive guiding, which is a
generalization of the total internal reflection guiding well known in classical optics. In these conditions,
light behaviour can be described by a 2D free-space-like propagation in a material with a refractive
index ne f f (effective index of a slab mode). The slab is a key concept in this chapter, thus we want to
give some of its principles, while taking an intuitive perspective. Let’s first consider a plane wave that
is not confined in the slab, we will try to figure out its band diagram (which is the pulsation ω of the
excitation EM versus the parallel wave vector k‖). Such band diagram is schematically drawn in Figure
IV.6(b).
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Figure IV.6: (a) Schematic of a slab. (b) Band diagram of a slab.

In free space, the pulsation is ω = c |k| = c
√

k2
⊥ + k2

‖, where k⊥ and k‖ are the perpendicular and

parallel components of the wave vector k, see Figure IV.6(a). We don’t wish to dive into great details3,
but there is a condition on the wave vector that dictates if the wave is guided or not: high values of
k⊥ (compared to k‖) correspond to waves that have a low polar angle θ. Borrowing concepts from the
geometric optics, the guiding conditions is not respected until a certain critical angle. In our case, it
corresponds to the limit between guided modes and radiated modes, which is called the ’light-line’
ω = ck‖/ncore, drawn in red in Figure IV.6(b). The light cone (shaded area) correspond to a continuum
of waves above the light line, we call radiated modes. Guided modes are below the light lines: here,
there is only a discrete amount of possible modes because of the finite thickness of the slab.

From a slab, we can again generate a periodicity (1D or 2D) to create a new kind of PhCs: Photonic
Crystal Membrane (PCM)4. An example of a PCM was given in Figure IV.4(c). There are a large variety
of periodic structures that can be etched through the slab, Figure IV.7 gives examples of three different
lattices: (a) The 1D lattice is a periodic succession of bars of the core material, that repeats in one di-
rection and that are extended in the perpendicular direction. 2D PCM can also be made with lattices
of holes where the core material is removed periodically. We give examples of two of the most usual
lattice symmetries: (b) square and (c) triangular. The use of holes is rather widespread, because such
an elementary cell is easily drawn with classical positive resist lithography techniques. Of course, other
elementary cells can be drawn and etched, such as circular rods [179] or any arbitrary shaped elemen-
tary cell. The lattice symmetry is chosen according to the desired symmetry of the PCM’s response. For
more details on the possibilities, one can consult general references on symmetrical group theory [180].

3For more information, see [159].
4It is also possible to generate a 1D periodicity on a linear waveguide, creating a linear PhC.
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(a) 1D (b) Square (c) Triangle

Figure IV.7: Example of PCM lat-
tices: (a) 1D lattice, (b) Square
lattice of circular holes, (c) Trian-
gular lattice of circular holes.

The engineering of a periodic structure allows the presence of Bloch modes in the slab, that are either
below, or above the light line. The former optical modes correspond to Bloch modes that are confined
within the slab by refractive effects, which is the preferred mode of operation for in-plane photonic cir-
cuits, where slab modes are not allowed to interact with radiated modes: this is known as diffractive
confinement. If a Bloch mode is above the light line, then it becomes possible to be coupled with the
continuum of radiated modes (out-of-plane mode of operation): the structured slab can thus operate in
both confined and radiated regime [181]. In this document, we will mainly focus on a particular PCM
operating above the light-line which could be used as a reflector for reasons that will be detailed below.

A PCM reflector has a specific mode of operation: an out-of-plane incident light (normal or oblique)
can be coupled with a guided Bloch mode. Such coupling translates into a resonance observed in the
reflectance (and transmittance) spectrum. It happens when there is matching of both the wavelength
and the parallel wavevector k‖ of the incident wave and the guided mode. This resonance is called a
Fano resonance5 [183,184]: it exhibit a Lorentzian shape (both symmetrical and asymmetrical6, depend-
ing on the symmetry of the guided mode) in the PCM spectrum. The mechanism is explained simply
as following: an incident wave that propagates in the +Z direction excites a membrane mode that can
then radiate light out of the plane. In reflective mode, the radiated part that propagates along +Z is in
phase-opposition with the incident wave and the−Z is in phase: this results in a reflection phenomenon.
Operating a Bloch mode above the light line and tailoring of the different characteristic of a PCM reflec-
tor is possible by shaping those Fano resonances (such as spectral and angular reflectivity). We do so by
optimizing the geometrical parameters of the PCM. Several factors have to be taken into account such
as the materials, the thickness of the membrane and the periodic structure itself (lattice symmetry, shape
and size of the unitary cell). That’s coupled-mode engineering. Section IV.3.3 will explain in more depth
how to design such a PCM reflector.

5Fano resonances are not only found in PCMs, many physical systems that have coupled oscillators can exhibit those Fano
resonances [182].

6Showing a transmission peak close to a reflection peak.
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IV.2.3 Dielectric Vertical Cavities (VC)

A Fabry-Perot (FP) cavity is an optical resonator that features two mirrors M1 and M2 facing each other
and spaced by a given distance d [146, 185]. A schematic view of such optical system is given in Figure
IV.8(a).

It can be interpreted as an optical transmission sys-
tem that features a feedback loop (see, subfigure
(b)). At each loop, an EM wave loses in intensity
while travelling within the cavity, notably caused by
the reflectivity coefficient of the mirrors r1 and r2.
Light also propagates trough a distance 2d during
a full round trip, resulting in a phase shift by ϕ =
4πnmd/λ (λ is the operating wavelength and nm
is the refractive index of the intracavity medium).
For certain wavelengths, loops are in phase: in such
case, optical intensity within the cavity builds up
by constructive interference. For this reason, a FP
cavity can be interpreted as a device that can ’store’
electromagnetic radiation. A more detailed descrip-
tion of a FP resonator will be provided in Section
IV.4.1.
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Figure IV.8: (a) Schematic description of a FP cavity. (b)
Interpretation as a feedback system.

Such a resonator has been extensively used in many optical systems such as interferometers, spec-
trometers, lasers [186], non linear devices [187], and sensors [59, 60]. Developments on micro-fabricated
optical devices and very low-loss dielectric mirrors led to the birth of Vertical Cavities (VC). This par-
ticular FP resonator is constituted by two dielectric planar reflectors made by thin film deposition, one
on-top of the other. Among those reflectors, one can imagine DBRs and PCMs as part of VCs, as illus-
trated in Figure IV.9.
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Figure IV.9: Illustration of VC variants in-
volving DBRs and PCMs: (a) DBR-VC, (b)
hybrid PCM/DBR-VC, (c) PCM-VC.
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Chapter IV Perturbation of a PCM-based vertical cavity

DBR stacks (1D-PhCs) where first used in VCs, as it can be made using mature technological steps
(thin film deposition) and can achieve an arbitrary amount of reflectivity by adding more stacks. DBR-
based VC (DBR-VC) [188], shown in subfigure (a), were a key step toward the miniaturization of optical
cavities, which has made it possible for VCSELs (Vertical Cavity Surface Emitting Lasers) to flourish
[189, 190]. This latter device remains the main application for VCs. Compared to DBRs, PCMs shows
new advantages, notably in terms of compactness, the number of steps needed for fabrication and the
overall design freedom which is essential if one wants a very specific spectral, angular and polarization
response. Thus, it makes great sense attempting to implement PCM into VCs, using hybrid PCM/DBR-
VC (Figure IV.9(b)) or using a double PCM cavity (Figure IV.9(c)). Examples of PCM-based VC made
in-house are presented in Figure IV.10.

1 µm5 µm

(a) (b) (c)

Figure IV.10: SEM images of PCM-based VC: (a) Hybrid DBR/PCM-VC [181], (b) double PCM-VC [191], (c) PC-VCSEL
made with a double PCM-VC [192].

These compact resonant structures have several applications. For instance, as a MOEMS (Micro-
Opto-Electro-Mechanical System) filter [193], that is able to modify the distance that separates the mir-
rors by electrostatic attraction of doped materials when a voltage is applied to them. We can also take
advantage of the high intensity at given wavelengths within the cavity to insert an active medium and
fabricate PCM-based VCSELs (PC-VCSEL)7 [192, 197, 198].

7Note that the term PCSEL (Photonic Crystal Surface Emitting Laser) is sometimes used to refer to such structures, but also to
surface emitting Bloch mode lasers with a single PCM [194–196]. Thus, our preference for the more specific term PC-VCSEL.
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IV.3 Design of dielectric mirrors

IV.3.1 Choice of wavelength and materials

The important parameters involved in the choice of materials for dielectric mirrors are mainly the op-
erating wavelength and the complex refractive indexes at this wavelength. The index contrast between
the core and the cladding material has to be strong, in order to ensure a good efficiency of both refrac-
tive and diffractive effects which are critical for creating a large an efficient reflectivity plateau. Then,
our materials should offer a very good transparency at the operating wavelength because our resonant
structures stores a important optical intensity, in both the core and cladding material.

In Chapters II and III, the operating wavelength was λ = 635 nm, and was selected after finding a
compromise between the efficiency of the scattering phenomenon and the cost of the sources. Here, we
to take into account new constrains because we introduce new materials that comes with their indepen-
dent set of specifications. At λ = 635 nm, we didn’t find available materials in our micro-fabrication
platform that was transparent, with sufficient index contrast. For instance, the main materials used in
silicon photonics are incompatible with our application: SOI (Si/SiO2) is not transparent in the visi-
ble range; silicon nitride on silica (Si3N4/SiO2) or titanium oxide on silica (TiO2/SiO2) doesn’t have a
good index contrast, at least for PCMs applications8. Traditionally, PCM function in the NIR range, at
telecommunication wavelength. We cannot operate in this range because we need to record a cavity-
perturbation scattering signature from a particle using a CMOS image sensor, that are not sensitive to
wavelengths beyond λ ' 1 µm.

The new compromise we have found is on the NIR spectral range, around λ = 850 nm, building
upon the developments of optical free-space telecommunications, where efficient AlGaAs VCSEL or
LED sources (commercially available for a few cents) can communicate by conventional CMOS photo-
diodes. At this wavelength, we found appropriate materials: hydrogenated amorphous silicon (a-Si:H,
later refereed as aSi) can be used as the slab media for our PCMs and silicon nitride for the DBRs. We
give in Figure IV.11; the measured complex refractive index (n + ik) of aSi, Si3N4 and SiO2 cladding that
are available in our microfabrication platform at Leti.
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Figure IV.11: Ellipsometric measurements of complex refractive index of aSi, Si3N4 and SiO2 available at Leti.

As seen in Figure IV.11, this specific aSi becomes transparent beyond λ = 700 nm and has a quite
high real refractive index naSi = 3.702 at λ = 850 nm. Such characteristics are well suited for our PCMs.
The substrate has to be transparent, because our PM sensor prototype operates in transmission mode:
we choose a standard Borofloat 33 glass (BF33) substrate, with a refractive index of nBF33 = 1.465 at our
operating wavelength.

8No successful design of PCM was achieved with Si3 N4 and TiO2 in terms of spectral and angular acceptance. However, we
could obtain fairly good DBRs designs with Si3 N4/SiO2, see hereafter.
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IV.3.2 Design of a DBR

A conventional DBR reflector is an alternation of two dielectric materials stacked as thin films onto a
substrate.

The design such DBR stack is quite trivial: from an interferometric
standpoint, a thin film alternation must transmit an EM wave (of
operating wavelength λ0) in phase opposition and reflect this wave
in phase. The layers must be a quarter-wave thick (modulo one
wavelengtha for higher order DBRs) so that each alternation is a
half wave thick. This specific design of layer stack is often called a
quarter-wave DBR. If h1 and h2 are the thicknesses of the thin layers
of the alternating materials of indexes n1 and n2 > n1. Then these
thicknesses are calculated as follows:

h1 = λ0/4n1 h2 = λ0/4n2 (IV.1)

A geometric schematic of the structure, showing the layers and the
thicknesses are shown in Figure IV.12.

aHere, wavelength are given within a material of refractive index n.

h2
n1

n2 > n1

Z

Y
X

h1

Figure IV.12: Geometric parameters
of the DBR stack.

The energy reflectance of such mirror is at 100 % for a infinite stack of non lossy materials, a finite
number of alternating layers does impact such reflectance. For example, Figure IV.13(a) gives three
reflectance spectra of a mirror DBR for three different stacks: the more layers are stacked, the better is
the reflectivity. We also see that adding more layers improves the definition of the reflectivity plateau.
This design allows us to design an almost arbitrary reflectivity9. Moreover the width of the reflectivity
plateau (both spectral and angular) will be all the more important as the index contrast between the thin
layers is high.

(a) (b)

P

S

Figure IV.13: (a) Reflectivity spectra of a DBR mirror consisting of 5, 6 and 12 alternating thin film layers of SiO2 and Si3N4.
(b) Angular reflectivity of a 6 alternating layers of SiO2 and Si3N4, under P and S polarization. Both curves were calculated
using the Abelès matrix formalism.

In our case, we want to keep a good reflectivity for high angles, coming from a scatterer. As ex-
plained in the previous section, an alternation of Si3N4 and SiO2 on a BF33 substrate is used, as it
provides sufficient index contrast. For the operating wavelength λ0 = 850 nm, we design a DBR made
of 6 alternation (total of 12 layers): hSi3 N4 = 106 nm and hSiO2 = 146 nm. In Figure IV.13(a), we pro-
vide (a) the reflectance spectra, and (b) the angular reflectance, for both P and S polarization. Note
that polarization effects appear when the DBR is operated at oblique incidence. For the perpendicular
polarization (S), the more the DBR mirror is illuminated at shallow incidence, the more reflective it is.
The curves plotted in Figure IV.13 were calculated using our in-house Abelès matrix calculator, which
is detailed in Appendix J. Details on the fabrication of such mirror will be provided in Section IV.5.2.
Characterizations will then follow in Section IV.6.2.

9Typically we will try to adapt the number of alternations to have a mirror with a reflectivity close to that of the PCM in the
case of the hybrid vertical cavity.
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IV.3.3 Design rules for wide-band PCM reflectors

As explained earlier in Section IV.2.2, in order to design a PCM mirror, one has to design a PhC operating
with a Bloch mode above the light-line, so that the incident light can interact with such mode while
exhibiting a Fano resonance in the reflectivity spectrum. Tailoring such a spectrum amounts to engineer
the coupling between a slab mode and a radiated mode: shaping the position, width and coupling
efficiency of a Fano resonance. This means adapting the geometrical parameters of the PCM, (such as
materials, thickness of the slab, period and size of the periodic pattern), which impacts its band diagram
and thus its reflectivity spectrum.

In classic PCM mirror designs, we start with a mono-mode slab at the
operating wavelength: meaning that only one mode can be confined
vertically in the slab. This defines the thickness h of the membrane.
Then, one has to select the lattice symmetry of the periodic structure
such as 1D, square, triangular etc. (see, Section IV.2.2). We usually
select high symmetry unit cell such as circular holesa. An example of
unitary cell is given in Figure IV.14. In these considerations, we define
two geometrical parameters: the period P and the size of the pattern
D (or the Filling Factor (FF)). The FF is the surface fraction of the core
material, which is directly related to the diameter of the circular hole,
alongside the period P (see, Table IV.1).

aBreaking the symmetry of the unitary cell can, however, lead to interesting propri-
eties and provides additional freedom in the design process.

h

P

D

Figure IV.14: Geometric defini-
tion of a unitary cell: example of
a square lattice of holes.

Now, let us consider the three conventional periodic patterns that we will use to design our PCM re-
flectors: 1D, periodic holes arranged in square (π/2 symmetry) and triangular (π/3 symmetry) lattices.
We give in Figure IV.15 the geometric definitions of those unitary cells.
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Figure IV.15: Illustration of the geometrical
parameters of the (a) 1D, (b) 2D square lat-
tice and (c) 2D triangular lattice.

The size of the periodic pattern W (width of the 1D pattern) and D (diameter of the holes) are linked
to the two key parameters P and FF involved in the design of the mirror. Table IV.1 summarizes the
relationships between W, D, P and FF for all three lattices. Demonstration is trivial.

Lattice Size of pattern

(a) 1D W = FF · P
(b) Square (holes) D = 2P

√
(1− FF)/π

(c) Triangular (holes) D = Px

√
2
√

3(1− FF)/π

Table IV.1: Relationship between the size of pat-
terns, the period and filling factor of different types
of lattices.

Note, that the resolution of the lithography usually limits the range the realistic geometric param-
eters (see, Section IV.5). We usually consider the smallest detail in the pattern, which is the size of the
pattern (W or D), or the spacing between two elementary patterns (defined as s in Figure IV.15). It can be
shown geometrically that, this limitation impacts the the square lattice much more than the triangular
lattice, reducing the range of design possibilities. The symmetry of a lattice defines the symmetry of a
PCM’s reflectivity: notably in terms of polarization and angular dependence. In the following, we will
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discuss the specificities of the 1D and 2D-square designs, while the 2D-triangle will only be discussed
in Appendix H.

Tuning the two remaining parameters (P and FF) allow us to engineer a Fano resonance, by setting
its spectral position and width. However, this design limits the reflective band by the possible width of
a single Fano resonance. This limitation can be overstepped by considering a multimode slab. Indeed,
the reflectance spectrum can be broadened by merging two of those resonances [199]. In order to obtain
this phenomenon, it is necessary to have a slab with at least two modes in the vertical direction. That
is to say, a slab that admits one vertical oscillation. The advantageous h thickness of the membrane is
around :

h = λ/2nmid nmid =
√

FF · n2
2 + (1− FF)n2

1 (IV.2)

Where nmid is the average membrane index and FF is the Filling Factor. For aSi membranes encap-
sulated in SiO2, an avantageous thickness is haSi = 180 nm, for FF ' 50 %. This way, the incident light
at one edge of the operating wavelength range can couple with the fundamental slab mode (first Fano
resonance); and the same should happen with a second slab mode in the other edge of the wavelength
range. We will see in the following that, for reasons of technological hazards, we have a membrane
thickness of haSi = 180 nm, which is not optimal.

In this section, we will try to provide simple guidelines on the design of such membranes. First, one
needs to compute a PCM’s spectrum for a given geometry of the membrane. For instance, FDTD simula-
tions of a unitary cell with periodic boundaries could be a relevant choice. In our case, we prefer to use
the RCWA method (Rigorous Coupled-Wave Analysis) [200, 201]. This extremely fast semi-analytical
method, based on Bloch’s theorem and Fourier decomposition of EM fields into harmonic series, is used
to calculate the response to a plane wave of a periodic photonic system10. With this rapid simulation
tool, it is possible to design a mirror by easily varying the geometric parameters and evaluating their
impact on the reflectivity spectrum of the PCM, thus maximizing the width of the reflectivity plateau.

Changing the period P allows for example to roughly shift the operating wavelength of the mirror.
Then, we will try to bring together two Fano resonances in order to obtain a reflectivity plateau. To do
this, the filling factor FF must be modified: the resonances can be broadened by having the FF of the
membrane close to 50 % (sharpest modulation of refractive index): this improves the coupling efficiency
of slab modes (in-plane) and the radiated modes (out-of-plane). Note that changing FF will also shift
the Fano resonances. Ideally, P and FF are adjusted iteratively until a convincing reflectivity spectrum
is obtained. In Figure IV.16, we give an example of how two Fano resonances can be merged by tuning
FF, in the case of a 1D-PCM wideband reflector.
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Figure IV.16: Wideband mirror obtained by the merging of two Fano resonances done by modifying the FF of a 1D-PCM
(aSi/SiO2). Calculated by RCWA.

Note that these design rules can also be applied to other symmetries than 1D, for instance square or
triangular lattice of holes.

10The main disadvantage of these methods is that they cannot quantify lateral optical losses due to the finite pupil of the PCM
mirror.
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IV.3.4 Design of 1D and 2D PCM mirrors

Following the design methodology discussed above, we design a 1D-PCM mirror that exhibit the re-
flectivity spectrum presented in Figure IV.17. The mirror is designed to operate with the S-polarization.
As a recall, S-polarization refers to the case were the polarization plane is coplanar with the tangential
plane. This spectrum is obtained with a RCWA simulation (DiffractMOD, RSoft photonic suite), where
the PCM is excited by an S-polarized plane wave at normal incidence.

𝐸𝑖𝑛𝑐

𝑘𝑖𝑛𝑐
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Y
Z

Diffraction

(S polarisation)

𝑘𝑖𝑛𝑐 𝑘𝑖𝑛𝑐
TE1 TE2

aSi
absorption

Figure IV.17: Reflectivity spectrum
at normal incidence of a 1D-PCM
mirror simulated with the RCWA
method.

We plot the total energy reflectance spectrum R, which correspond to the total of energy reflected in
the same hemisphere as the incident plane wave; the specular reflectance spectrum R(0,0) (or diffraction
order (0,0)), which corresponds to the energy reflected as a plane wave that propagated accordingly to
the Descartes’ law of reflection; and the total absorption spectrum, which is the energy that was neither
reflected in one hemisphere nor transmitted in the other hemisphere. A difference between the total and
specular reflectance is observed when the wavelength becomes small enough compared to the periodic
structure to allow diffraction effects. It means that the incident light is scattered following privileged
directions, accordingly to Bragg’s law of diffraction. When R = R(0,0), the mirrors acts mostly like a
conventional mirror.

This mirror was obtained with a PCM from a 169 nm thick aSi/SiO2 membrane structured with a
1D periodicity along X. The geometric parameters are P = 0.51 µm and FF = 54 %. A wide reflectance
plateau is well observed, obtained by merging the two Fano resonances TE1 and TE2. We recall that,
the membrane thickness is not optimal due to technological hazards. We have however adapted our
geometrical parameters a much as possible, however the flatness of the reflectivity plateau remain less
efficient than if we had the desired membrane thickness.

Note that, in this document, we describe the polarization using the TE/TM convention for con-
fined slab modes (such as Bloch modes) on one hand. TE and TM stand for Transverse-Electric and
Transverse-Magnetic respectively. In our case, Bloch modes carried by an electric field Ey, are denoted
TE. We abusively extend this designation for the associated Fano resonances. On the other hand, we
use the S and P polarization convention to refer to radiated modes that propagate in free space (see,
Appendix A).
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Chapter IV Perturbation of a PCM-based vertical cavity

Let us quickly return to the design methodology for PCM reflectors: Figure IV.18 shows the influence
of FF and P on the reflectance spectra.
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Figure IV.18: Reflectance spectrum of a 1D-PCM mirror while modifying (a) the filling factor when P = 0.51 µm and (b) the
period when FF = 54 %.

The total reflectivity is displayed in blue, the absorption in red and the difference between total
reflectivity and specular reflection, i.e. diffraction, in green. Those three spectra are displayed simulta-
neously on an RGB image to make it easier to read the behaviour of the PCM. The human eye easily
interprets the color mixtures and visualizes the areas of interest. The objective is to maximize the width
of the reflectivity plateau by avoiding areas that exhibit absorption and diffraction. As explained ear-
lier, changing the period roughly shift the operation spectral ranges; and the filling factors allows for
merging the two Fano resonances, which is clearly visible in subfigure IV.18(a).

We recall that our angular and polarization convention is defined in Appendix A.
Using the same color code as in Figure IV.18, we plot in Figure IV.19(a) the reflectivity spectrum

at normal incidence of the 1D-PCM as a function of the polarization angle φp (polar plot), also calcu-
lated using RCWA. As seen in the plot, a reflectivity plateau is well defined at the S-polarization, but it
degrades progressively as the polarization angle rotates toward the P-polarization. Note, that another
Fano resonance appears in the P-polarized spectrum, but will not be used. This dependence in polariza-
tion was to be expected, considering the 1D periodicity of the mirror. We will see in the following how
to design PCM mirrors that are polarization independent, using a 2D periodicity.

𝜃

𝜙

(b)(a)

S-polarization

0°

90°

45°

𝜙𝑝

Polarization 
angle

Figure IV.19: (a) Polarization dependence in the reflectivity spectrum of the 1D-PCM. (b) Angular reflectivity of the 1D-PCM
at λ = 850 nm.

Then, we plot in Figure IV.19(b) the angular reflectivity of the 1D-PCM, calculated with a S-polarized
incident plane wave at λ = 850 nm. We see that the diagram is only symmetrical by a π rotation, which
is consistent with the PCM’s symmetry. The central blue spot correspond to the specular reflection
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IV.3 Design of dielectric mirrors

around normal conditions of illumination. This spot is shaped like a bow-tie, showing a larger angular
acceptance perpendicular to the bars, which is expected because the modulation of the refractive index
is stronger in this direction. Further away in this same direction, a second lobe appears for high θx an-
gles, exhibiting diffraction effects (green map).

Again, we apply the design methodology described in Section IV.3.3, but for a square lattice of holes
2D-PCM. With the same membrane thickness haSi = 169 nm (non-optimal), we’ve obtained the follow-
ing geometrical parameters: FF = 44 % and P = 0.560 µm.

At normal incidence, such a spectrum is polarization independent (φp invariant). This effect is made
possible by the 2D periodicity of high symmetry unit cells, holes in our case11. The associated spectrum
is presented in Figure IV.20(a). This show a drop in reflectance (not found in the 1D-PCM design), in the
form of a fine resonance. This effects is due to a parasitic Fano resonances that manage to couple within
the more complex 2D structure.

(a)

𝜃

𝜙

(b)

Figure IV.20: (a) Reflectivity spectrum at normal incidence of the square lattice 2D-PCM mirror. (b) Angular reflectivity at
λ = 850 nm.

Then, we plot in Figure IV.20(b), the angular reflectance for an S polarization (or, equivalently, a
P polarization), showing the angular behaviour of the mirror both in terms of specular reflection and
diffraction (following the same colour code: blue and green respectively), and calculated with RCWA at
λ = 850 nm. The figure exhibit a large cross-shaped region around normal incidence, where the mirror
operates with specular reflection (central blue area). Note that this region is slightly more extended is
the directions where the holes meets their firsts neighbours (X and Y): i.e. when the modulation of the
refractive index is stronger. Then, following the directions of the second neighbours (45◦ azimuth), we
observe four shapes that resemble the petals of a flower, where diffraction effects are predominant. We
note that the figure perfectly respects the π/2 azimuthal symmetry of the lattice.

Note that the case of a triangular lattice of holes will not be discussed in the main body of the
manuscripts, as it does not provides new insights toward the understanding of the perturbation phe-
nomenon of a PCM based VC. Additionnal details in the design and characterization of a triangular
lattice PCM are provided in Appendix H.

11Note that the polarization dependence can be tuned by breaking the symmetry of the unit cell [202].
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Chapter IV Perturbation of a PCM-based vertical cavity

IV.4 Perturbation of Fabry-Perot

In this section, we will model a Fabry-Perot (FP) cavity consisting of two dielectric mirrors (DBR or
PCM). The goal is to determine the spectral12, but also, the angular responses, carried by higher order
FP modes of such a cavity.

Then, we will study the influence of a dielectric particle within this cavity. We will model both the
extinction of the vertical mode (the Γ mode) and the energy transfer between the Γ mode and the higher
order modes. In particular, we will try to model how the angular energy transfer is made possible by
the phenomenon of light scattering by a particle.

Such a model will borrow concepts and mathematical tools from the Lorenz-Mie theory (see, Ap-
pendix B) and the Fourier’s formulation of wave optics and diffraction, especially when applied to par-
ticle scattering (see, Appendix F). Both appendixes are to be considered as prerequisites for an optimal
understanding of the following sections.

IV.4.1 FP cavity without pertubation

In this subsection, we will first model a basic FP cavity, which was introduced in Section IV.2.3, using
the Fourier’s formulation of wave optics and diffraction.

First, let us consider a FP cavity, made of two mirrors M1 and M2 with infinite lateral dimensions,
and separated by a distance d in an intracavity medium of refractive index nm. In such conditions, no
lateral loss are considered. We express the propagation of a wave through a round trip within the cavity,
in Fourier domain.

A round trip is divided into four events: a first free-space propa-
gation by a distance d, a first reflection by the mirror M2, a second
free-space propagation by a distance d, and a second reflection by
the mirror M1. We define F1,5(νx, νy) as the waves, in Fourier do-
main, between those four events, as schematized in Figure IV.21.

F2(νx, νy) = Hd(νx, νy) · F1(νx, νy)
F3(νx, νy) = R2(νx, νy) · F2(νx, νy)
F4(νx, νy) = Hd(νx, νy) · F3(νx, νy)
F5(νx, νy) = R1(νx, νy) · F4(νx, νy)

(IV.3)

𝐹1

𝐹3

𝐹2

𝐹4

𝐹5𝑀1 𝑀2

𝑑

Figure IV.21: Schematic of a round
trip propagation within a FP cavity.

Here, (νx, νy) are the sagittal and tangential spatial frequencies (given in µm−1 ). R1,2(νx, νy) are
the Optical Transfer Functions (OTF) of the mirrors which quantifies their reflection coefficients (and,
in some cases, the phase shift induced by a reflection13). We clarify the difference between the OTF
of the mirrors (R1,2(νx, νy)) which applies the complex function of the wave, the reflection coefficients
(r1,2) at the amplitude of the latter, and the energy reflectance (R1,2 = |R1,2|2) which applies to energy
of the wave14. Those functions can be computed using models such as the Abelès matrix method (see,
Appendix J) for DBRs, the coupled mode theory for PCMs, or more generally imported from RCWA
simulations. Then, Hd(νx, νy) is the OTF of a free space propagation by a distance d, expressed as:

Hd(νx, νy) = exp
[
i2πnmd

√
1/λ2 − ν2

x − ν2
y

]
(IV.4)

It should be noted that the refractive index nm of the intracavity medium can exhibit an imaginary
part, which can create a loss of modulation15 (equivalent to a Beer-Lambert attenuation) within the prop-

agation domain (ν2 < 1/λ2), with ν =
√

ν2
x + ν2

y the axial spatial frequency. We then define HR(νx, νy),
the OTF of a single round trip, expressed as:

HR(νx, νy) = R1(νx, νy) · R2(νx, νy) · H2d(νx, νy) (IV.5)

12Note that, in the schematics of this chapter, the rays or wavefronts are drawn purple. Indeed, in an intuitive representation,
NIR is associated with purple because it excites both red and blue pixels of common CMOS cameras.

13Which can happen in certain scenarios, such as a reflection made by a diffractive element, or more specifically, a PCM.
14The same applies for the transmission mode, whith t, T , and T
15We exclude the case of gain materials for the sake of simplicity.
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IV.4 Perturbation of Fabry-Perot

As suggested previously, in Section IV.2.3, such cavity is interpreted as an optical transmission sys-
tem that features a feedback loop where part of the radiation is lost at each loop. Such system is schema-
tized in Figure IV.22, using a block diagram.

𝒯1 + ℋ𝑅 𝒯2

𝒯1
1

1 −ℋ𝑅
𝒯2

𝐹𝑖𝑛 𝜈𝑥, 𝜈𝑦 𝐹𝑜𝑢𝑡 𝜈𝑥, 𝜈𝑦

𝐹𝑖𝑛 𝜈𝑥, 𝜈𝑦 𝐹𝑜𝑢𝑡 𝜈𝑥, 𝜈𝑦

≡

Figure IV.22: Representation of a FP cavity using a block
diagram, and its reduced diagram.

Here, Fin(νx, νy) and Fout(νx, νy) are the input and output waves, in Fourier domain; T1,2 are the OTF
of the two mirrors in transmission mode. At each loop, the wave is multiplied by HR, the OTF of a
round trip. It is common to reduce such feedback loop into a single block, as shown in Figure IV.22’s
bottom diagram. Hence, we express the OTF of the FP cavity HFP(νx, νy) as:

HFP(νx, νy) =
1

1−HR(νx, νy)
(IV.6)

In Figure IV.23, we plot the modulus and argument of HFP as a function of the spacial frequencies.
This cavity example is 15 µm long, and illuminated at a wavelength that resonate at the Γ mode around
850 nm.

𝑎 𝑎𝑏𝑠 ℋ𝐹𝑃 𝑏 𝑎𝑟𝑔 ℋ𝐹𝑃 𝜋

−𝜋

0

Figure IV.23: (a) Modulus and
(b) argument of HFP.

The FP rings are clearly visible in subfigure (a), which correspond to the higher order cavity modes.
The quality factor of a cavity mode can be deduced from the thickness of the corresponding ring16. It
should be noted that the high spacial frequencies, beyond the propagation domain (ν2 < 1/λ2), are not
computed. Indeed, we did not find any interest in extending our study beyond this frontier. The domain
that correspond to those high spacial frequencies are drawn in white.

We will now take into account the finite lateral dimensions of the mirrors, which induces noticeable
losses, especially with our PCM mirrors that are limited in size due to our writing process. Those lateral
losses are even more critical when studying high scattering angles. The higher the angle of incidence,
the higher the lateral losses: the quality factor of the FP resonances is thus degraded. Therefore, the
cavity perturbation scattering signature resulting from high scattering angles will be analyzed with less
sensitivity.

16The quality factor Q is the wavelength divided by the spectral width of the resonance, which is also related to the angular
width.
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Chapter IV Perturbation of a PCM-based vertical cavity

A classical approach to this problem is to calculate h(x, y, x′, y′) the Point Spread Function (PSF) of a
round trip in the Fresnel approximation [203].

u2(x, y) =
∫∫

R2
h(x, y, x′, y′) · u1(x′, y′)dx′dy′ (IV.7)

Where u1,2(x, y) are waves before and after a round trip. Then one must solve the following eigen-
values problem: ∫∫

R2
h(x, y, x′, y′) · u(x′, y′)dx′dy′ = µ · u(x, y) (IV.8)

Where arg µ = m2π and m ∈ Z. The eigenvalues u(x, y) are the cavity modes. However, this ap-
proach is particularly computationally heavy, especially for high order cavity modes, where classical
eigenvalue equation solvers converge poorly [204]. Moreover, the implementation of an intermediate
diffracting plane, such as a sphere equivalent planar obstacle, has proved to be particularly difficult
both in terms of formulation and computation. Indeed, an exact formulation takes a form that involves
cascaded integrals.

Another simpler approach, known as the ’clip approximation’, is to estimate the amount of optical
radiation lost during a round trip by quantifying the fraction of the beam reflected by the pupil of each
mirror as an effective reflectivity [203]. In our case, we implement a modified ’clip approximation’ by
considering the overlap of the waves f1 and f2, before and after a round trip. This approximation also
takes into account the angle of incidence of the wave (and thus its spatial frequency).

We model this part by considering the mirror M1 with infinite lateral dimensions (M1 is usually a
large DBR reflector), and M2 with a square pupil sized by W2. The model of lateral losses is illustrated
in Figure IV.24.

𝑀1

𝑀2

𝑑

𝑊𝑏

𝐹1

𝐹2

Lateral losses

𝑊2

asin 𝜆𝜈

Figure IV.24: Geometry of the lateral losses with the modified
’clip approximation’. For readability reasons, the geometry of
the problem is represented only in 1D.

We consider f1 (wave before a round trip) as a Gaussian beam. It is usually a good approximation
for a FP cavity mode. We write F1 = F { f1(x, y)} = exp(−(π · Wb/2)2 · (ν2

x + ν2
y)), which is a Gaussian

beam, sized by Wb, expressed in Fourier domain. Then, the wave F2 = F { f2} after a round trip is
calculated as such:

F2 = Hd · (PM2 ∗ (Hd · F1)) (IV.9)

Where PM2 is the Fourier transform of the pupil17 of M2, and ∗ is the operator of convolution. The
proof for this equation is left for the reader, who might want to express the propagation during a round
trip in real space, and then apply the Fourier transform. In order to obtain the overlap of f1 and f2
(denoted Rd), we perform an equivalent operation, which is the cross correlation:

Rd(x′, y′) = | f1(x, y)⊗x,y f2(x− x′, y− y′)| (IV.10)

The operator ⊗x,y is the 2D cross-correlation, which is equivalent to a correlation with a transverse
translation. One can convert such translation correlation into a deflection using a simple change of

17In the case of a square pupil, PM2 simply becomes a product of two orthogonal cardinal sinuses.
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IV.4 Perturbation of Fabry-Perot

variables: this leads to the effective reflection OTF Rd(νx, νy), that takes into account the lateral losses
using the modified ’clip approximation’.

Rd(νx, νy) = Rd

(
1
λ

atan
x′

d
,

1
λ

atan
y′

d

)
(IV.11)

Such effective reflectivity can then be implemented into the OTF of a round trip HR(νx, νy), alongside
the other two reflection OTF (R1,2).

IV.4.2 Particle induced extinction of the Γ mode

We will now introduce a particle within the cavity. This particle is a uniform dielectric sphere that will
introduce additional losses, as well as scattering, which is quantified using the Lorenz-Mie theory. Such
a particle, will be referred to as the perturbator in the following.

In our model, we will make the following approximation: the sole fundamental mode (Γ mode) is
subjected to extinction. It then generates scattering toward higher order FP modes. We will therefore
consider the Γ mode separately; then, the higher order modes, which are based on the intensity of the Γ
mode, will be studied in the next section.

As a reminder, the Lorenz-Mie theory allows to calculate an extinction cross section Cext(χ) of a
particle. This quantity quantifies the power drawn from an incident beam in relation to its section,
which is then dissipated (Cabs(χ)) or scattered in other directions (Cscat(χ), given in µm2).

Cext(χ) = Cabs(χ) + Cscat(χ) = Wext/IΓ (IV.12)

Wext is the optical power lost by the Γ mode due to the perturbator. IΓ is the intensity of the Γ mode
that illuminates the particle before undergoing losses. The perturbator will be abusively referred to as
the letter χ, which is the adimensional size factor.

During a passage of the mode Γ in the cavity, we quantify As(χ). It is the ratio of the intensity of the
mode Γ after having undergone the extinction and this same intensity in the absence of particle:

As(χ) = 1− Cext(χ)

ΣΓ
(IV.13)

The section of the mode Γ, denoted ΣΓ, is derived from the previous calculations, obtained in the
absence of a perturbator.

Based on observations from FDTD simulations (which are not shown here), we will introduce a phase
shift phenomenon arising from interaction between the mode Γ and the perturbator. A naive, but telling,
interpretation would be to attribute this phase shift to the path of light inside the particle. Let S̃(νx, νy)
be the scattering signature, defined in Appendix F. We also define the phase scattering signature:

ϕs(νx, νy) = arg(S̃(νx, νy))− π/2 (IV.14)

The subtraction by π/2 will be explained in the following. The phase shift of Γ, denoted ϕs,Γ, can be
retrieved trough the argument of such signature, when the deviation is null: ϕs,Γ = ϕs(0, 0).
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Chapter IV Perturbation of a PCM-based vertical cavity

Finally, we can extend our formulation of HR,Γ, the OTF of a round trip travelled by the mode Γ, in
the presence of a perturbator:

HR,Γ = R1R2Rd · H2d · (As(χ)eiϕs,Γ)2 (IV.15)

We plot in Figure IV.25, spectra of Γ intensity for different size of perturbators, using |HR,Γ|2, where
HR,Γ is the modified round trip OTF.

Figure IV.25: Spectra of Γ intensity for different size of perturbators.

The additional losses attributed to As(χ)2 have the effect of degrading the quality factor of the FP
resonances (Γ modes) and reducing its intensity while the phase shift 2ϕs,Γ has the effect of shifting those
resonances.

In should be noted that, in this model, the particle is delocalized and the Γ mode is extended through-
out the space bounded by the two mirrors. There are no spatial considerations, but rather spatial fre-
quency (angular) considerations because the cavity perturbation signature is analysed in far-field, and
the particle is at a random (or unspecified) position. Only the fact that the particle has been encountered
twice during a Γ mode round trip in the cavity is of interest to us, without considering the position of
the encounter. However, the extinction of Γ is most certainly underestimated because the Γ mode is
extinguished locally on a vertical cylinder with a cross section close to the effective cross section of the
particle (as seen in FDTD simulations) and not distributed over the whole lateral extent of the mirrors.
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IV.4 Perturbation of Fabry-Perot

IV.4.3 Energy transfer toward higher order cavity modes

We would remind that the cavity is illuminated at normal incidence, i.e. only the Γ mode resonates,
the higher order modes are initially not excited. Then, the scattering phenomenon (off-axis deflection)
induced by the scatterer allows an energy transfer from the Γ mode to the higher order modes.

Figure IV.26 gives a schematic representation of an
energy transfer from a fundamental mode to higher
order modes (Γ→ νi).

Since the transfer of energy is made possible by the
phenomenon of scattering, which must be carried out
with intense illumination, the phenomenon of cas-
caded energy transfer from the νi modes to the νj
modes (νi → νj) is neglected. Indeed, this transfer
should be based on a FP resonance νi which is much
fainter than the Γ mode.

0

𝜒

𝐼Γ

𝐼𝜈𝑖
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Figure IV.26: Schematic representation of the energy
transfer between the mode Γ toward the higher orders
νi.

The Lorenz-Mie theory is again used to quantify the efficiency of this energy transfer. We recall the
expression of scattering matrix s(θ) which links the P and S components of the incident and scattered
fields, in the far-field approximation18:(

UP
inc(θ)

US
inc(θ)

)
=

eikr

−ikr

(
s11(θ) 0

0 s22(θ)

)(
UP

scat(θ)
US

scat(θ)

)
(IV.16)

We also recall that these coefficients are complex: their amplitude |s11(θ)|2 and |s22(θ)|2 quantify the
angular distribution of the scattered energy; their phase arg(s11(θ)) and arg(s22(θ)) quantifies the phase
shift induced by the scattering. In Figure IV.27, we plot the argument and amplitude of the diagonal
components of such matrix as a function of the scattering angle θ and the cylinder19 diameter Dp.
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Figure IV.27: Plot of the argument
and amplitude of the diagonal com-
ponents of the scattering matrix s(θ)
as a function of the scattering angle θ
and the cylinder diameter Dp.

From equation (IV.16), one can build the scattering signature S̃(νx, νy) using a simple geometric
change of variables, and by correcting its intensity using the scattering cross section Cscat(χ). Proper
definition of S̃(νx, νy) is provided in Appendix F. By doing so, it is equivalent to inserting the sphere-
equivalent planar obstacle inside the cavity.

18Note that θ is used for both the angle of incidence and the scattering angle, because it is the same polar angle.
19This specific calculation was made using the 2D Mie’s theory, which calculates the scattering of an infinite cylinder instead of

a sphere [83]. Those plots are similar to those of a sphere.
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Chapter IV Perturbation of a PCM-based vertical cavity

The phase scattering signature ϕs(νx, νy) must be corrected by a subtraction by π/2, as previously
mentioned in equation (IV.14). A quick justification for this correction is given: for a particle diameter
tending towards 0, the argument of the diagonal coefficients of the scattering matrix at θ = 0 is equal
to π/2, as seen in Figure IV.27. Let us return to the equations IV.16 to explain this term: the phase term
exp(−ikr) is related to the propagation of a spherical wave, which is already taken into account in the
model. We also notice the decay term of a spherical wave −1/ikr which is a pure imaginary: this is why
we must subtract the phase of this pure imaginary (−π/2).

Then, since the Γ mode is a stationary wave that can be decomposed into a propagative wave and a
counter-propagative wave, we must consider both the scattering and backscattering phenomena. So we
define S̃ f+b(νx, νy) as the total scattering signature, composed of the forward scattering S̃ f and backscat-
tering signature S̃b

20, written as S̃ f+b = S̃ f + S̃b.

We provide, in Figure IV.28, a geometrical representation of our perturbed FP model, where the
sphere-equivalent obstacle is inserted inside the cavity, delimited by the two mirrors M1,2.
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Figure IV.28: Geometrical representation of
the perturbed FP model.

We will translate the scattering phenomenon, to integrate it into our FP model. To do so, we use our
feedback loop system, and consider two sources, as shown in Figure IV.28. A first real source comes
from the vertical illumination by a Gaussian beam (denoted Fin), that excites the Γ mode. A second
fictional source S̃ f+b(νx, νy), which is injected within the cavity, represents the scatterer, is proportional
to the intensity of the Γ mode (denoted FΓ). Both sources will interact with the FP cavity.

𝒯1 + ℋ𝑅 𝒯2

𝐹𝑖𝑛 𝜈𝑥, 𝜈𝑦 𝐹𝑜𝑢𝑡 𝜈𝑥, 𝜈𝑦

𝐹Γ

ሚ𝑆𝑓+𝑏 𝜈𝑥, 𝜈𝑦

+ Figure IV.29: Block diagram of the perturbed FP cavity,
using two sources.

By the superposition theorem, which applies to linear systems, like ours, we can consider these
sources separately, and in fine add them together.

Fout = Fin · T1 · T2 · HFP,Γ + FΓ · S̃ f+b · T2 · HFP (IV.17)

With T1,2(νx, νy), the OTF of the mirrors M1,2 in transmission mode. Then, the resulting image is
simply obtained with Iout ∝ abs(Fout)2.

20From the Lorenz-Mie theory, one can simply reverse the scattering signature, such as S f (θ) = Sb(π − θ).
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IV.4.4 Results and discussion

In Figure IV.30, examples of modelled cavity perturbation scattering signatures are given, for three di-
ameters of perturbators.
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Figure IV.30: (a) Lorenz-Mie computations of scattering signatures for (i) 0.5 µm, (ii) 1 µm, and (iii) 2 µm. (b) Associated
modelled cavity perturbation scattering signatures. Color axis is given is decibels.

A scattering signature has, depending on the particle size, one or more scattering lobes that resemble
slow varying concentric rings. The polarization dependence of the Mie scattering is responsible for the
non-circular aspect of these rings. A very sensitive image sensor would be able to detect the intensity of
these scattering lobes but not their phase shift.

In our case, we observe Mie scattering through a resonant cavity, we will be able to observe the trans-
mission of these scattering lobes, if they validate the resonance conditions of the FP cavity. Scattering is
the phenomenon at the origin of energy transfer between FP modes. We have just seen that this transfer
is done with a phase shift. This phase shift will modify the condition of the resonance of a FP mode,
in terms of spacial frequency (both angular and spectral). The scattering lobes appear clearly with slow
variations as wide spaced rings while the FP modes appear as intense thin rings. The spacing of these
FP rings depends on the length of the cavity and are generally much smaller than scattering lobes can
be. The radii of these rings are first related to the order of these modes (which are specific to the optical
length of the cavity alone), these radii are then shifted by the phase shift acquired during scattering.

Several overlapping phenomena can be observed: rings (FP modes) modulated by Mie’s oscillations
and by mirror efficiencies.
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Chapter IV Perturbation of a PCM-based vertical cavity

Unfortunately, such a 3D model does not allow the intelligible understanding of effects that depend
on the particle diameter. Moreover, due to computing capabilities, it is particularly difficult to simulate
the perturbation of a long cavity using volumetric numerical methods such as 3D-FDTD. However, the
dimensions of the problem can be reduced, since both our geometry and hypothesis are mainly based
on the P and S polarization planes. For this reason, we can afford to reduce our field of study to the XZ
and YZ planes. Thus, we will evaluate the cavity perturbation scattering signature only on the sagittal
and tangential axis.

In Figure IV.31(a), the abscissa axis represent the signature in S and P polarization, for the positive
and then negative polar angles θ respectively. One thus obtains a line for a given particle diameter,
which can be stacked by varying the particle diameter along the ordinate axis. The intensity of the
signature is displayed using a colored axis, in logarithmic scale.

In this 2D model, we no longer consider a sphere but an infinite cylinder21 in the axis not considered.
This cylinder is inside a DBR/DBR cavity (3 alt. aSi/SiO2 optimized for 850 nm). The intra-cavity
medium has a refractive index of 1.45, and the cylinder has an index contrast of 0.7. The Γ mode is
excited at the nearest FP resonance around 850 nm.
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Figure IV.31: Representation of the cavity perturbation scattering signature as a function of the perturbation diameter obtained
with (a) the 2D model with a DBR/DBR cavity, (b) a 2D-FDTD simulation with a DBR/DBR cavity and (c) a 2D-FDTD
simulation with a PCM/DBR cavity.

In this graph, we observe a vertical intense line, which corresponds to the Γ mode. Its intensity
varies according to the extinction efficiency of the cylinder, which depends on the diameter Dp. Then,
we recognize fine lines corresponding to the FP resonances excited by the phenomena of scattering and
backscattering (on the graph: f and b respectively). These resonances are based on the intensity of the
Γ mode, as explained above and are modulated by the Mie’s oscillations (on the graph, circled in white,
with a dotted line). The fact that these lines are not vertical comes from the fact that the resonance
conditions are modified by the phase signature ϕs of the particle, in particular the backscattering lines
where the phase signature is very rich.

21See, 2D-Mie theory for cylinders [83].
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IV.4 Perturbation of Fabry-Perot

For comparison, we simulate this DBR/DBR cavity, using a 2D-FDTD simulation. Here, we only
simulate the P polarisation. The cavity perturbation scattering signature is derived from the simulation,
using a near-field / far-field transformation. This transformation consists in averaging the Poynting
vector per unit of solid angle, and assuming a spherical wave type decay (in 1/r). Results are presented
in subfigure (b), in the same fashion as for the 2D-model. Characteristics present in the model are recog-
nized, in particular the f and b resonances, modulated by the Mie’s oscillations, and shifted by the phase
signature of the perturbator. However, these characteristics are largely overestimated in the model, com-
pared to the FDTD simulation. Explanation for such a difference may come from, for example, the fact
that we assume a delocalized perturbator, which causes an extended extinction of the Γ mode, and from
the assumption that a higher order FP mode is always phase shifted the same way at each cavity round
trip. Such a study, while failing to provide quantitative predictions of a cavity perturbation scattering
signature, at least allows to point out some of the mechanisms that come into play when an FP cavity is
perturbed by a particle (Γ mode extinction, phase-shifted scattering and backscattering resonances, etc.).
Possible improvements for the model will have to improve on the formulation of our hypothesis.

Finally, subfigure (c) present the results of the same 2D-FDTD simulation but with a PCM/DBR
cavity. The bottom mirror M2 is a 1D-PCM operating at the P polarization, aroung 850 nm: h = 0.2 µm,
P = 0.5 µm and FF = 55 %. By comparing subfigures (b) and (c), we can see directly that the simple
fact of replacing the M2 mirror, from a DBR to a PCM had a strong positive impact on the signature.

First, we notice that the scattering efficiency is all the stronger as the extinction of the Γ mode is
weak, i.e. for small particles, which are generally difficult to detect in out-of-cavity setup.

Then, the scattering and backscattering resonances are found much more intense and sharper than
previous, as well as their phase-shift curves. It is as if scattering and phase shift effects were sustained
by the cavity when it operates in higher FP orders. We suppose that the cavity/particle interaction is im-
proved when the PCM is used at oblique incidence, presenting a rich reflectivity response, especially in
terms of phase. This may allow to modify the resonance conditions of higher order FP modes when they
are perturbed by the particle. In order to properly model the coupled interaction of a cavity composed
of a PCM with a particle, it will certainly be necessary to model the behavior of a PCM, for example by
means of the coupled mode theory [205, 206].
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Chapter IV Perturbation of a PCM-based vertical cavity

IV.5 Fabrication of mirrors and cavities

IV.5.1 Fabrication of PCM mirrors

Our specific application needs a transparent substrate around 850 nm because we have an optical trans-
mission systems, as explained earlier. For this reason we start our process with a glass substrate: 725 µm
thick Borofloat 33 (BF33) 200 mm wafer supplied by Planoptik. Using such substrate in our 200 mm
microfabrication platform is not standard. Indeed, most machines are designed to operate on non trans-
parent substrates such as silicon. In order to use these machines we have performed an opacification
step on the back-face of the glass substrate, by depositing a 100 nm Titanium adhesion layer followed by
a 500 nm Silicon Nitride (SiN) layer. After this step, we can start depositing the stack needed to fabricate
our PCM reflectors on the front face.

BF33 wafer
725µm, Ø200mm

Ti (100 nm)

SiN (500 nm)
Opacification

TEOS-PECVD (1 µm)

aSi PECVD (169 nm)

Figure IV.32: Base stack for the process of the PCM mirrors (not to scale).

Before the core layer, we first deposit a 1 µm thick SiO2 bottom cladding (or BOX, standing for Buried
OXide) by PECVD (Plasma Enhanced Chemical Vapor Deposition) using TEOS (TetraEthyl OrthoSili-
cate) at 400◦, as a silicon source. This layer allows to compensate the slight refractive index mismatch
between SiO2 and BF33, which is ∆n = 0.02. This oxide layer allows to guarantee a good top-down sym-
metry of the PCM22. This step can, however, be considered questionable, future PCM mirrors designs
may instead forego the BOX.

Then, the core layer of hydrogenated amorphous silicon (a-Si:H, simply refereed as aSi) is deposited
by PECVD at 350 ◦C, haSi = 169 nm± 1.2 std. We must note that, the thick oxide layer, followed by the
aSi slab, strains the glass wafer, resulting in a significant bow, which is measured at an average of 90 µm
after the oxide deposition and 154 µm after aSi deposition. Indeed, amorphous silicon is well known
for its tendency to strain wafers due to its high Young’s modulus23. Note that we could not measure the
bow after the de-opacification step. For this reason, we do not have information on the strain caused by
the opacification layer on the back side. The base stack for the process of the PCM mirrors is presented
in Figure IV.32.

22A PCM that is not symmetrical above and below the plane can exhibit more diffraction losses.
23The Young’s modulus of SiO2 is −80 MPa, while that of aSi is −750 MPa
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IV.5 Fabrication of mirrors and cavities

Then, we can draw the lithography mask than contains those PCM reflectors. In order to compensate
the fabrication errors that would result in the modification of the PCM’s geometry, we draw several
variants of the targeted design, by modifying P and FF following the ranges given in Table IV.2. This
mask will be drawn into our device by e-beam lithography.

Lattice Targeted FF Range FF Targeted P Range P

(a) 1D 54 % 44− 64 % .510 µm .46− .56 µm
(b) Square (holes) 44 % 40− 50 % .425 µm .40− .45 µm
(c) Triangular (holes) 62 % 57− 67 % .560 µm .51− .61 µm

Table IV.2: Geometrical parameters for 169 nm thick aSi membranes: targeted design and range of parameters.

A 1D-PCM is quite easy and quick to pattern, because it’s made only with a succession of rectangles.
However, 2D-PCMs are much more complicated: indeed, contrary to a 1D pattern which can be drawn
in a single line, the electron beam must be switched off/on and then moved to each 2D pattern (not to
mention the large number of circles to be drawn. For this reason, we were able to draw large 1D-PCMs
that have a square pupil sized by 200 µm× 200 µm; 2D-PCMs are smaller, with a pupil of 100 µm×
100 µm. Figure IV.33 present the mask used to pattern our PCM mirror designs.

6500µm x 6500 µm

2D-PCM square
100µm x 100µm

2D-PCM triangle
100µm x 100µm

1D-PCM 200µm x 200µm

(a) Full mask (b) 2D-PCM square (target) (c) 2D-PCM triangle (target)

(d) 1D-PCM (target)

(d) Drawing of the hole

Min Spacing
E166nm

Min Width
L58nm

Target Target

Target

0.51

0.235

40 µm

40 µm 40 µm

1000 µm

0.352

0.425

0.56

0.35

Figure IV.33: Description of the lithography mask. (a) Full view of the mask, (b) View of the 2D-PCM square targeted design,
(c) View of the 2D-PCM triangle targeted design, (d) View of the hole.

In order to minimize the writing time of the e-beam step, a first rule is to define a path that minimizes
the distance travelled by the scanning electron beam between each unitary pattern. Then, a second rule
concerns the unitary pattern itself, a circular hole in our case: a circle has to be approximated by a reg-
ular polygon (see, Figure IV.33(d)). The more vertices we use, the better the circle will be defined, but
the writing time will explode. We choose a 12 vertices regular polygon because it appears like a good
compromise. Additionally the polygon should exhibit the same symmetry than the lattice, a 12 vertices
polygon does show both a π/2 symmetry (square lattice) and a π/3 symmetry (triangular lattice). Fi-
nally, the vertices of two neighbors holes should not be facing each other, in order to limit the proximity
effects during the writing step with the e-beam.
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Chapter IV Perturbation of a PCM-based vertical cavity

Ontop of the aSi layer, we deposit a 100 nm silica hard mask (SiH4 PECVD, 300 ◦C). Then we deposit
the e-beam positive resist (CAP112, 200 nm), by spin coating. An electron beam then fractures the resist,
shaping the PCMs (see, Figure IV.34). The fractured resist is removed, exposing the underlying silica
hard mask, that can be dry etched selectively (RIE with CF4/O2 gaz). Once the hard mask is etched, the
resist is no longer needed, and thus stripped. Finally we etch the aSi layer (ICP-RIE with HBr/Cl2/CF4),
reproducing the patterns of the hard mask.

Opacification layers

BF33 substrate

TEOS-PECVD

aSi

Hard mask SiH4

PECVD (100 nm)e-beam negative 
resist CAP112 
(200 nm)

Figure IV.34: Schematic view of the lithography and etching steps (not to scale).

After the etching step, we have noticed problems of field stitching as seen in Figure IV.35. The
imperfect stitching effects are aggravated by charge effects, specifically considering the insulating nature
of the substrate (glass in our case). Such an artifact is indeed particularly noticeable at the frontier of
two fields, where we can clearly see that the patterns are not connecting correctly.

Limit between 
two main fields

Subfield

Limit 
between 
two fields

0.5 µm

(𝑎) (𝑏) (𝑐) (𝑑)

(𝑒)
50 µm

Figure IV.35: (a) Optical view showing the frontiers of main fields and subfields. (b) Zoomed optical view of a frontier between
two fields. (c) SEM view of a 1D-PCM showing that the period is locally broken at the frontier of the fields. (d) Wide and (e)
zoomed optical view of the PCM designs written on a silicon wafer.

In Figure IV.35(a), we can distinguish a main field, that crosses a PCM, as well as the smaller subfields
(8.8 µm). This effects breaks the periodicity locally, creating defects within the PCM (see, subfigure (e)).
Hopefully, not all PCMs are impacted by the bad stitching between two main fields, which are more
critical than those for subfields. In order to confirm that this artifact is due to charge effects, we have
tested our design on the same lithography step, but on a silicon wafer. Figure IV.35(d,e) are optical views
of our PCM written on a silicon wafer, that does not exhibit the problems of field stitching observed on
glass. We could not afford a new fabrication run to correct this issue. We had to report this artifact for
those who would want to try the same thing in the future. A proposed solution would be the deposi-
tion a thin conducting layer (such as Ti, TiN or Al) below or above the resist layer, in order to properly
evacuates the electrons. Alternatively, one can use a conductive e-beam resist specialized for insulating
substrates, such as ESPACER 300 by Showa Denko K.K..
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IV.5 Fabrication of mirrors and cavities

To prevent particle soiling within the holes of our PCM mirrors, and to ensure the vertical symmetry
we cover the structured aSi layer with a silica top cladding deposited by HDP-CVD (High Density
Plasma Chemical Vapor Deposition) at 400◦24. This new layer is then planarized by CMP (Chemical-
Mechanical Planarization), this prevents a periodic pattern to form above the PCM, that would generate
parasitic diffractive effects. Finally, the opacification layer on the back face is removed. Figure IV.36(a,b)
shows the result of the PCM mirrors after the desopacification step.

(b)

HDP CVD (1 µm)

BF33

(a)

aSi

TEOS PECVD (1 µm)

(c) (d)

0.5 µm

Figure IV.36: (a) Schematic cross-cut view of the fabricated PCM reflector (not to scale). (b) Photography of the photonic chips
on the glass wafer. (c) Photography of a diced chip. (d) SEM picture of a triangle lattice PCM (colorized).

The final photonic chip containing our PCM mirrors is obtained by dicing the 200 mm glass wafer, as
shown in Figure IV.36(c). We notice the rainbow effects created by the arrays of PCMs that individually
diffract lights when seen at high angles. The varying geometries of the PCMs results in the colouring of
the mirrors, as seen in Figure IV.37, that can be useful to identify quickly a PCM among the group.

Figure IV.37: Optical transmission image of the 1D-PCM group, showing a nice color palette.

24Note that, we exceeded our thermal budget during this step, considering we deposited the aSi layer at 350◦: this is not
problematic as we knew that this specific aSi would not crystallize at 400◦. As a backup, we’ve tried a top cladding made by SiH4
PECVD, at 300 ◦C: after investigation, we didn’t notice any difference between these two alternative steps. This step is known to
cover efficiently inside small holes like in our PCM.
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Chapter IV Perturbation of a PCM-based vertical cavity

IV.5.2 Fabrication of DBRs

Distributed Feedback Reflectors were fabricated on our usual glass substrate (725 µm thick BF33). Prior
to any steps, the glass wafer was diced into 2 cm× 4 cm samples, in order to roughly respect the dimen-
sions of a microscope slide. The deposition step were performed at the PTA micro-fabrication platform
at Grenoble, France, on a 4 inch PVD (Physical Vapor Deposition) coating machine. As explained ear-
lier, the deposition consists in 6 alternation of Si3N4 and SiO2 (hSi3 N4 = 106 nm and hSiO2 = 146 nm).
Alternatively, we have also fabricated similar DBRs with 7 alternations, designed for 830 nm instead
of 850 nm. Figure IV.38 show a schematic view of the stack, alongside a photography of fabricated
reflectors.

BF33

Si3N4 PVD

SiO2 PVD

(𝑎) (𝑏)

Figure IV.38: (a) Schematic view of the DBR (not to scale). (b) Photography of fabricated DBRs.

The photography in IV.38(a) show the mirrors as they were arranged on the sample holder of the PVD
machine. The mirrors have a reddish hue thanks to their reflectivity around the NIR region. However,
we notice that the mirror in the center is coloured with a deeper red, which is indicative of a slight
non-uniformity of the deposit.
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IV.5 Fabrication of mirrors and cavities

IV.5.3 Cavity assembly

The main element required for the assembly of the cavities is the spacer. We choose to fabricate the
spacer from a calibrated 50 µm stainless steel foil (from h+s Präzisionsfolien). The opening between the
two mirrors and the fluidic channel25 is drilled out using a Ytterbium fiber laser driller (Trotec Speedy
400 flexx). Note that, the drilling process must spread out using multiple passes in order to prevent the
foil from warping itself due to localized heating26. Figure IV.39(a) shows a photography of the stainless
steel spacer next to the PCM and DBR mirrors.

PCM

Stainless steel
spacer

DBR

DBR/PCM cavity

DBR/DBR cavity
(a) (b)

Figure IV.39: (a) Photography of the stainless steel spacer next to the PCM and DBR mirrors. (b) Assembled PCM/DBR and
DBR/DBR cavities.

The stack that includes the two mirrors and the spacer must be assembled by maintaining a certain
pressure. However, in use, such cavities (especially PCM cavities, which can be 100 µm wide) must be
accessible with a short working distance, for example to be at the focal plane of a microscope objective
(see, Section IV.6.4, hereafter). We didn’t found a robust design with thin enough clamps to maintain
sufficient pressure. Instead, we chose to glue the different elements of the stack (UV-Polytec glue), while
the pressure is maintained by a rigid steel clamp. After polymerization, the clamp pressure is released.

In the following, we measured (from the free spectral range of a cavity spectrum) a cavity length of
d = 119 µm for a DBR/DBR cavity and d = 115 µm for a PCM/DBR cavity. Those cavities are much
longer than the 50 µm width of the steel spacer: we believe that the glue is stretched back after the re-
lease of the clamp pressure. Nevertheless, this assembly method allows full access to the back face of
the top mirror. Figure IV.39(b) show a photography of the assembled PCM/DBR and DBR/DBR cavities.

We were also able to estimate the misalignment between the two mirrors, using a visible laser pointer,
and measuring the deflection, induced by the misalignment, for the multiple reflections. This deflection
is measured at long distance (about 10 m), and correspond to a misalinment of the order of the mrad, or
below.

Note that those cavities can be disassembled by immersing them in an acetone bath. After this step,
the mirrors and the spacer must be properly cleaned.

25Note that, a functional air convention system could not be developed within the allotted time.
26The warping of steel is an effect that prevent us from using thinner spacers.
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Chapter IV Perturbation of a PCM-based vertical cavity

IV.6 Characterization

IV.6.1 Vertical transmission micro-spectrometer

We use a micro-spectrometer to measure the mirrors and cavities spectra. This instrument, shown in
Figure IV.40 allows for the measurement of vertical reflectance and transmittance spectra of samples
sized by 20 µm. These measurements can be automated at wafer scale (200 mm). This instrument was
developed prior to this work, but is well suited for testing our devices with few modifications. The
reflectance measurement needs a calibrated reference sample with high reflectivity, and can accurately
measure a sample’s spectrum that is less reflective than the reference. For PCM and DBR mirrors, we
could not obtain reasonable reflectance spectra. Hopefully, transmittance measurements does provide
reliable data: we are most interested in these measurements as it is suited to our device architecture.
Indeed, to make spectral measurement, we only need to take a background and a reference spectra of
the source without the sample.

Halogen Lamp

Toward OSAFiber

Polarizer

(a)

Objective 5x

Wafer 200 mm

(b)

Collector

Condenser

Translation 
stage

Filament OSA

Collector Condenser

Field 
diaphragm

Polarizer
Aperture 
diaphragm

Sample

Objective

TL
(c)

Figure IV.40: Photographs of the micro-spectrometer bench.(a) Full view. (b) Close-up view. (c) Simplified schematic of the
optical setup.

We will now briefly describe the transmittance setup, with the support of the full view in subfigure
IV.40(a). The source is a halogen lamp providing a broadband, white illumination covering the whole
visible and NIR spectral range (up to 950 nm). Illumination of the sample is achieved using the Köh-
ler setup [207], which consists in a collector doublet with a field diaphragm and a condenser doublet
with an aperture diaphragm. Such a setup provides uniform illumination from the halogen lamp’s fil-
ament and allows to properly collimate the beam by closing the aperture diaphragm mounted with the
condenser doublet. We add a polarizer between the collector and the condenser in order to measure
polarization dependent spectrum. The illumination beam is coloured yellow in subfigure (c).

Subfigure IV.40(b) shows a close-up view of the area around the sample. The latter is mounted on
a motorized translation (X,Y,Z) stage that can hold a 200 mm wafer. The transmitted beam is collected
by the microscopy setup (the sampled beam is coloured purple in subfigure (c)), using a microscope
objective (Plan-Apochromat. x5). The image of the sample is focused, by a microscope Tube Lens (TL),
to a 100 µm core multimode fiber. The fiber’s core is magnified by the microscope objective so that the
surface collected is 20 µm. Finally, the fiber relays the transmitted light to an optical spectrum analyzer
(OSA) where the light is diffracted by a grating and cast on a CCD camera (Andor Newton, SR-303i-B).
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IV.6 Characterization

IV.6.2 Dielectric mirrors transmittance spectra

We usually consider the spectrum 1− T that resemble the energy reflectance spectrum R but integrates
the absorbed and diffracted energy. In the case of a DBR constituted of two materials (silicon nitride
and silica) that does not absorb at our spectral range, and does not diffract light, we can safely consider
1 − T ' R. In Figure IV.41, we present the 1 − T spectrum of a fabricated DBR compared with the
targeted reflectance spectrum computed using the Abelès matrix method (see, Appendix J).

Figure IV.41: Comparison of
measured and calculated (Abelès
method) DBR spectrum.

We verify that the measured spectrum is consistent with the calculated one. Slight differences are
likely caused by small inaccuracies during the PVD deposition process.

Then, we measure the PCM’s transmittance spectra. As explained earlier, we are able to measure the
polarization dependent transmittance TS/P spectra of every single PCM mirrors within a full 200 mm
wafer. Every PCM is repeated throughout 13 chips contained in the wafer: we define the mean trans-
mittance 〈T〉 and its standard deviation std(T). In Figure IV.42, we plot 1− 〈TS〉 (first line), 1− 〈TP〉
(second line) and std(TS) (third line). Each line contains all 65 spectra from each individual 1D-PCM
contained in one chip. These spectra are regrouped in five subplots (five columns) that correspond to 5
periods. Each subplot is the spectrum as a function of the PCM’s Filling Factor (FF).

P=.460 µm P=.485 µm P=.510 µm P=.535 µm P=.560 µm

1
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Figure IV.42: Polarization dependent mean transmission spectra of all 1D-PCM, and example of standard deviation transmis-
sion spectra.

The first line shows the 1− 〈TS〉 spectra, which are measured in the S polarization (operating po-
larization). We observe a transmission drop that are likely the reflectance plateau that depends on FF
and P. The second line shows the 1− 〈TP〉 spectra (P polarization). We verify that our 1D-PCM are
polarization dependent. The third line shows the standard deviation spectra std(TS) calculated from
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Chapter IV Perturbation of a PCM-based vertical cavity

the 13 chips illuminated with the S polarization27. We see that the main source of deviation originates
from the fine Fano resonances that are a slightly shifted. Fortunately, the mirrors working range are not
impacted by these resonances which gives us a very good uniformity throughout the wafer: the order
of magnitude is about a few percent in transmittance. This measurement is made for both polarization
and for all PCM mirrors (1D and 2D), for readability reasons, we only plot std(TS) for the 1D design,
but similar results were obtained with the other designs and polarization.

Then, we present in Figure IV.43 the 1− 〈TS/P〉 spectra obtained from a 100 square lattice 2D-PCM,
averaged over 13 chips.

P=.400 µm P=.413 µm P=.425 µm P=.438 µm P=.450 µm

1
−

𝑇 𝑆
1
−

𝑇 𝑃

Figure IV.43: Mean transmission spectra of all 2D-PCM, square lattice.

As before, the first line shows the 1− 〈TS〉 spectra while the second line shows the 1− 〈TP〉 spectra.
We expect that such design is independent of the polarization, when illuminated at normal incidence.
However, we do observe polarization dependencies, especially for larger periods, where the reflectance
gets degradated at the P-polarization. We believe this artifact is due the e-beam writing process that
could have drawn non symmetrical holes28. Another comment is that the measured spectra does not
seem to be modified continuously when varying the two geometric parameters (FF and P): this can be
explained by the fact that square lattices are the hardest of our designs to manufacture. We will see in
Appendix H that the triangular design presents a much better independence in terms of polarization,
due to the less aggressive geometrical parameters.

27Such measurement is important if one want to manufacture a large number of these mirrors to assemble PM sensors at
industrial scale.

28The e-beam path is generally horizontal, which can result in the writing of a slightly ellipical hole, which breaks the symmetry
of the PCM [202].
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IV.6 Characterization

IV.6.3 Cavity spectra

In Figure IV.44, we present the reflectance spectrum of an unperturbed DBR/DBR cavity. It shows
clear FP resonances, in the forms of Lorentzian shaped reflectance drops. The specific shape of DBR
reflectance is found by following the envelope of those resonances.

(𝑎)

(𝑏)

Figure IV.44: Unperturbed DBR/DBR cavity spectrum: (a) Full measured spectral range. (b) Zoom on the range of interest.

Subfigure (b) shows the FP resonances around the spectral range of interest (i.e. around λ0 =
830 nm). Using the free spectral range (FSR) formula ∆λFSR ' λ2

0/2d, we can derive the measured
cavity length d = 119 µm, which is much higher than the width of the spacer (50 µm), which results
from the gluing process, as explained earlier.

The question now arises as to the impact of a particle-induced perturbation on such a spectrum.
During the preparation of this manuscript, we did not have time to develop a fully functional air fluidic
system that would have allowed an aerosol to circulate the cavity. However, our instrument allows us to
reduce our sampling area down to 20 µm, and thus measure the perturbation induced by a single dust
(less than 20 µm in size) naturally sedimented inside the cavity. Figure IV.45 shows measured spectra,
resulting from the cavity perturbation of three dusts of different size.

20 µm

Empty

Figure IV.45: Dust-induced perturbation of a DBR/DBR cavity, for three different sized-dust (coloured lines), compared with
the unpertubed spectrum (black line).
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Chapter IV Perturbation of a PCM-based vertical cavity

We have selected three neighbouring dusts (in order to compare them, and to avoid the effects of
spatial non-uniformity of the mirrors) of different sizes29 and with low aspect ratios. Optical images of
the sampled dust are presented in Figure IV.45, the dotted black circle represent the sampled surface.

We notice that the larger the size of the dust, the more the FP resonances lose in quality (loss of
contrast on the spectrum). This effect is due to the fact that the presence of dust induces optical losses in
the vertical cavity mode, the only one being measured by the instrument. Previously, we had called this
effect the extinction of the Γ mode. For the largest dust, the extinction effect is such that there is almost
no transmission (1− T ' 1).

Then, we notice that the resonances of the perturbed cavity spectra are shifted with respect to the un-
perturbed one, while keeping the same FSR. This is consistent with our previously suggested hypothesis
that the Γ mode undergoes a phase shift when it passes through a particle. However, this effect remains
difficult to quantify, because of our large cavity length (which induces a small FSR). In future studies,
we could attempt to reduce the cavity length (while allowing a good air flow between the mirrors) in
order to better spectrally isolate those FP resonances, and thus better quantify the phase shift effects.

The important point that prevents us from pursuing our interpretation of the perturbed spectra is
that we could not carry out these measurements with calibrated particles (e.g. PSL beads). Indeed,
neither the full geometry nor the complex refractive index of the dust is known. We have indeed en-
countered difficulties in depositing hydrosol droplets and drying them without having the particles ag-
gregating during this stage. If one wants to achieve such a deposition, more sophisticated processes will
have to be implemented, including for instance a dilution and a pressured atomization step followed by
a droplet impact on the targetted surface.

29Red, yellow and blue curves, in decreasing order of size.
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IV.6 Characterization

Then, we measure the polarized transmittance spectra (presented as 1− TS in Figure IV.46) of all 65
1D-PCM/DBR cavities. The presentation of the results is done in the same way as for Figure IV.42.
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Figure IV.46: Polarized transmission spectra (1− TS) of all 1D-PCM/DBR cavities.

We have circled in white the areas of interest, were we observe sharp FP resonances, that correspond
to the operating areas of both the 1D-PCM mirrors and the DBR. In this way, we can determine which
PCMs allow us to obtain satisfactory cavities. For example, we select one of the PCMs (white arrow), and
draw its 1− TS spectrum in Figure IV.47. Its geometric parameters are FF = 57.33 % and P = 0.51 µm.

Figure IV.47: Polarized transmission spectra (1− TS) of a single 1D-PCM/DBR cavity.

Here again, sharp FP resonances are observed. However the contrast is weaker than for the DBR/DBR
cavity, indeed the 1D-PCM reflectivity is lower and the pupil limited to 200 µm allows for more lateral
losses. The cavity length, derived from the FSR, is d = 115 µm, which is very close to that obtained with
the DBR/DBR cavity (which was to be expected because the assembly method is identical).
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Chapter IV Perturbation of a PCM-based vertical cavity

IV.6.4 Fourier-domain imaging microscope

After recording spectra of the dielectric mirrors and cavities, the next important characterizations are
the angular images of PCM or cavity perturbation scattering signatures: meaning we have to develop
a Fourier microscopy imaging setup, with specific requirements. Indeed, a Fourier image should be
recorded while aiming (in real space) at a specific PCM mirror (sized by 100 µm or 200 µm) within the
photonic chip. In order to properly sample the correct area, a spatial filtering has to be performed. Such
a microscope is presented in Figure IV.48.
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Figure IV.48: (a) Photography of the full bench. (b) Schematic of the full optical system.

The imaging part, which is a modified microscopy setup, allows to make simultaneous images of a
sample in both Fourier and real space. The optical system is separated toward two paths, using a beam
splitter (BS), leading to two retinae. It is placed after an intermediate image plane (with a proper mag-
nification) where an iris is used to perform a spatial filtering of the sampled area. The optical system is
schematized in subfigure (b), and precisely described in Appendix K.1, alongside RT simulations.

This imaging setup is assembled vertically in a fashion similar to a transmission optical microscope,
with a microscope XYZ translation stage and a bottom lighting system, as photographed in subfigure
(a). Such a configuration makes easier the manipulation and observation of our samples, compared with
a full horizontal configuration.

The lighting system, framed in subfigure (b), is designed modular, and can be placed next to the
microscope and easily injected upward using a simple redirection mirror. It can illuminate our sam-
ples with a collimated beam, polarized linearly. An illumination ring provides white light for brightly
coloured images in the real space domain. In our configuration, the lighting system is constituted by
a broadband NIR SLED, and a monochromator. Such a setup allows us to tune the illumination wave-
length (as well as the spectral bandwidth), this in order to match a specific Fabry-Perot (FP) resonance.
Precise details on the design and characterization of the lighting system is provided in Appendix K.2.
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IV.6 Characterization

IV.6.5 Cavity perturbation in Fourier domain

We use the Fourier-domain microscope in order to record the transmission image of the DBR/DBR
cavity (without perturbation), while being illuminated at normal incidence, at λ = 830 nm. We had
expected to get a single dot at the center of the retina, with possibly faint FP rings, caused by parasitic
scattering. However, we’ve obtained a train of dots30, aligned in one direction, from the center and
fading away toward an edge, as seen in Figure IV.49(a). Those dots are spaced by about 1◦.

Note that the angular correspondence of pixels is derived from RT simulations (see, Appendix figure
K.1), and validated experimentally using diffractive targets (USAF 1951 target). The following Fourier-
domain images are stretched in order to compensate the barrel distortions of our Fourier-domain micro-
scope.
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Figure IV.49: (a)Fourier-domain image of the DBR/DBR cavity illuminated at normal incidence. (b) Schematic of the proposed
mechanism behind the formation of a train of dots.

We notice, that the direction of the train of dots is only related to the orientation of the DBR/DBR
cavity. This leads us to believe that this train is caused by a misalignment between the mirrors (wedged
cavity), which causes successive deflections in one direction (see, Figure IV.49(b)). If only geometrical
effects are considered, then the spacing between the different points of the train should be equal to the
misalignment δγ previously estimated at δγ ' 1 mrad, which is not consistent with the measured spac-
ing (about 1◦). We also noticed that the spacing of the dots is dependent on the wavelength, with can
be tuned by rotating the grating of our monochromator (see, Appendix K.2). The latter part leads us
to believe that the measured dots are the results of interferometric mechanisms (not purely geometric),
and could very likely be transmitted cavity resonances. We must note that the resonances conditions of
a wedged cavity aren’t fully understood yet, and are not the same of that of the off-axis FP cavity.

This transmission figure, in the form of a train of dots, is very different from what was originally
planned and modelled. Hoverer, it appears that those dots are the results of cavity resonances; thus, it
might be interesting to study how such resonances could be perturbed.

30Note that the spread of dots is mainly due to the quality of the collimation of the incident beam, and not much the PSF of our
imaging system.
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Chapter IV Perturbation of a PCM-based vertical cavity

As explained earlier, we could not develop a fully functional air convection system, in order to test
such a cavity with a calibrated aerosol. Thus, we apply the same methodology as in Figure IV.45, which
is to study the perturbation induced by uncalibrated dust (that have sedimented inside the cavity). Once
again, we have a spatial filtering system (iris in an intermediate image plane) that allows us to sample
the rays coming from an area where a single dust is encountered.

In Figure IV.50, we provide examples of the cavity transmission of our DBR/DBR cavity, when per-
turbed by two different dust.
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Figure IV.50: Real-space images of (a) a small dust, and (c) a coarse dust inside the cavity. (b,d) Associated Fourier-domain
images of the cavity perturbation.

Subfigures (a,c) show the real-space images of two dust in the cavity which are very different in size,
which are meant to illustrate cases of weak and strong perturbations. The black polygonal frame seen
in real space images is the iris (at the intermediate image plane of the microscope), that allows for the
spatial filtering of Fourier-domain images. Subfigures (b,d) show the associated Fourier-domain images.

On one hand, for the weak perturbation (small dust), the intensity of the dots are weakly impacted
compared with the unperturbed image (see, Figure IV.49(a)), meaning that the extinction effects are
weak. However, we observe luminous lobes around each dot, which could very likely be caused by
scattering effects.

On the other hand, for the strong perturbation (coarse dust), the dots have dropped in brightness due
to extinction effects. Then, we can clearly see what we interpret as scattering lobes around each dots,
which are much brighter than those made by the small dust. The fact that these scattering lobes are thin
(unlike Mie-like scattering lobes) could be an indicator that those are new resonant modes, excited and
phase shifted by scattering.

We also notice important interference effects at the vicinity of the train of dots that resemble speckle
effects. The rough nature of those large dust in term of surface irregularities (and maybe also volume
porosities), could lead to those speckle-like interference effects.
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IV.6 Characterization

The Fourier-domain image carries most of its information in the axis of the train of dots. Here,
we’ve oriented the sample so that this axis is aligned with the sagittal axis. Then, we can reduced the
dimension of the Fourier-domain image into a line, by evaluating it only along its sagittal axis. In order
to explore further the dust size dependence on those reduced Fourier-domain lines, we can stack various
lines (corresponding to various dust) as shown in Figure IV.51(b).
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Figure IV.51: (a) Real-space images of 12 dust indexed in decreasing size. (b) Line-cut (sagittal axis) of the associated Fourier-
domain images.

We select 12 different dusts, associated real-space images are shown in Figure IV.51(b). All 12 dust
are indexed in decreasing order in size. The stack of lines in subfigure (b) shows various regions where
perturbation effects can be seen. The resonance dots are here seen as roughly vertical columns, following
those columns allows to find hints on the dust size dependent effects.

For small dust, we see that the resonances are still very bright, meaning that the extinction effects are
weak. Then, the larger the dust is, the stronger those effects gets. In this stack of line, we can observe
resonant scattering effects, in the form of roughly vertical columns between the resonances, as circled
in white (solid contour). Then we can glimpse what we interpret as phase shifting effects that result
in a bending of resonances, which are stronger for high sagittal angles, as seen circled in white (dotted
contour).

As previously discussed, the fact that we have not been able to carry out such measurements with
calibrated particles limits us in our analysis and interpretation of the results, as we do not have the pos-
sibility of knowing the true nature and geometry of the dusts, in addition to not being able to precisely
determine their size. Future studies should be able to be carried out with calibrated particles (e.g. PSL
beads).

Nevertheless, as a qualitative point, it should be remembered that there seems to be the expected
effects when a cavity mode is perturbed by dust: i.e. extinction, scattering to other resonant modes and
phase shift.
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IV.7 Chapter conclusion

In conclusion to this chapter, we have designed a third prototype, with a forward looking approach. It
consists in an open dielectric vertical cavity (VC), where particles are allowed to disturb a cavity mode,
by crossing the space between the two parallel mirrors. Such a structure would allow to measure a
cavity perturbation scattering signature, by transmission imaging, in order to detect and characterize
particles. This, with enhanced sensitivity, by taking advantage of the high power density inside the
resonant optical cavity.

The purpose of such a prototype is not to provide a functional PM sensor, but to pave the way toward
a future sensor that has a great sensitivity, a strong capacity for aerosol characterization and a significant
potential for integration and miniaturization. The main goal of such a study is to better understand the
mechanisms involved when a particle disturbs a cavity mode, notably in terms of the modification of
resonance conditions (both spectral and angular). We also study the impact of different types of mirrors,
such as distributed feedback reflectors (DBRs) and photonic crystal membrane (PCM) mirrors.

First, Sections from IV.2 to IV.4 are a kind of paper study on DBRs and PCMs dielectric mirrors, in
terms of working principles, and designs; as well as on dielectric VCs. In particular, Section IV.4 reports a
model that formulates hypothesis on the perturbation of such a VC: extinction of the fundamental mode,
and the excitation of phase-shifted resonant scattering modes. The model is then compared with FDTD
simulations, showing much better performances for the PCM/DBR cavity in terms of its sensitivity to
perturbation compared with the DBR/DBR cavity.

Then, Section IV.5 reports the fabrication of dielectric mirrors (DBRs and PCMs) on a 200 mm trans-
parent glass wafers, made using conventional micro-fabrication techniques for integrated photonics. We
have then explored preliminary assembly techniques.

Finally, Section IV.6 describes the development of optical benches used to characterize the spectral
and angular behaviour of such micro-cavities, involving a vertical transmission micro-spectrometer and
a vertical transmission Fourier-domain microscope. Then, we report preliminary characterization re-
sults of the perturbation of VCs, induced by uncalibrated dusts, which tend to confirm our hypothesis

There is still a lot of work to be done on this subject. Firstly, it will be necessary to improve the
formulation of the cavity perturbation model and to take into account the specificities of DBRs and
PCMs in order to best fit the FDTD calculations, and thus to have in fine a prediction capability for a
cavity-perturbation scattering signature. Next, cavity assembly methods will be improved to ensure
good control of cavity length and mirror alignment. Then, we will try to implement a functional air
convention system in the cavity. Finally, those future cavities will have to be tested with calibrated
aerosol, such as PSL beads.

This knowledge could, in the future, help us design an open active cavity, where the fundamental
mode is excited by optical or even electrical pumping.
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Conclusion and perspectives

During the preparation of this manuscript, we sought to make our contribution for the scientific com-
munity in the development of tomorrow’s Particulate Matter (PM) sensors ’on-a-chip’, which should be
miniaturized, portable and inexpensive while being at the same time sensitive and accurate. The de-
velopment of such sensors is a new effort, which must address the current sanitary and environmental
issues related to air quality monitoring. When tackling a new topic, some questions must be asked:
what should such a sensor look like, which designs are successful, which ones are not? What are the
difficulties we did not imagine we would encounter? We believe that answering those questions would
come to through a path-finding phase, and we had the privilege to walk down this path, in search for
the beginnings of those answers.

Chapter I is an introduction to the topic. It provides an overview of the environmental and sani-
tary issues raised by PM pollution, and underlines the importance of having the capability to monitor
ambient air quality, using widely distributed networks of inexpensive and portable sensors. Various
PM sensing techniques are reviewed, and we show that OPCs (optical particle counters) are very good
candidates for miniaturization and integration. Then, we review light-scattering theories and methods,
in order to better understand how particles interact with light. This knowledge helps us see how the
architecture of the sensor can be optimized. In other words, see how to maximize the sensitivity and ac-
curacy in the characterization of aerosols, both in terms of measurement and data process. At the end of
this general introduction, we choose to measure the scattering signature (angular scattering efficiency)
of single particles, and this by several methods of imaging, and then process this image relying on the
Lorenz-Mie theory. Based on this, we explore different optical setups and imaging modes, through the
design of three prototypes, which are targeting at different levels of maturity.

A first prototype is described in Chapter II. Here, the scattering signature is evaluated by the means
of a lens-less setup, and recorded using a unconventional CMOS image sensor. Such an imager chip is
made with a vertical traversing fluidic channel, and named ’holed retina’. We report the design fabri-
cation of the holed retina at wafer level (200 mm). The lens-less setup is then described, and features a
cloaker (3D printed piece designed for stray light protection). Using this setup, we present experimen-
tal signatures recorded using calibrated polystyrene beads. These images are highly dependent on the
position of the scatterer, and in agreement with modelled signatures. The latter can be computed using
both the Lorenz-Mie theory and a radiometric projection model. Finally, an image analysis procedure
is described, which allows to classify particles, by fitting a best modelled signature to the experimental
one. An estimation of both the diameter and the refractive index of a particle can be made, but the accu-
racy is to be improved, mainly because the lens-less setup provides a projected signature that is highly
dependent of the position of the scatterer and with a quite narrow field of view (FoV).

The second prototype, described in Chapter III, is an improved version of the first prototype. The
limited FoV and the position dependency is addressed, by switching the lens-less projection to a Fourier-
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domain imaging setup. Such a setup is a kind of optical pre-processing that makes image processing
much robust and simpler. It is achieved using a millimeter-sized, monolithic assembly of refracto-
reflective optical sub-systems arranged around the fluidic channel. Each sub-system is designed to
focus the scattering signature from a particle into a given area on the holed retina, providing an angular
image, independent on the position of the scatterer and with a very wide FoV when combining all sub-
systems. We report, notably, a state of the art fabrication process that involves the direct 3D writing on
glass. We describe the optical setup involving an optimized cloaker and a compact illumination module.
We provide examples of experimental images and reconstructed signatures from calibrated polystyrene
beads. A simplified analysis procedure suggests that the accuracy of the particle characterization has
been greatly improved compared to the lens-less setup.

Finally, the third prototype described in Chapter IV, is the result of a forward looking approach,
where the aerosol is detected and characterized inside a resonant optical cavity, that comprises photonic
crystal membrane (PCM) mirrors and distributed feedback reflectors (DBRs). A cavity mode is deliber-
ately perturbed, and characterized through transmission imaging, by recording the ’cavity perturbation
scattering signature’. The mechanisms involved in such a perturbation is studied first theoretically, by
using a wave propagation model and FDTD simulations. It appears that PCM based cavities are espe-
cially sensitive to such a perturbation, and could be well suited to cavity-enhanced PM sensors. Next,
we report the design and fabrication of PCM and DBR mirrors on glass substrates using conventional
photonic manufacturing techniques, followed by the assembly of the cavity. Preliminary experimental
studies are performed, in order to characterize the cavity perturbation induced by a particle through
its spectral and angular effects, using dedicated benches. Those theoretical and experimental studies
suggest the following perturbation mechanisms: extinction of the fundamental mode, energy transfers
toward higher order resonant modes, and phase shifting.

Those prototypes should be considered as firsts attempts, in an iterative design methodology, paving
the way toward future PM sensors. For the continuation of the work, we suggest several improvements.
Firstly on the holed retina, the packaging and driving hardware should be improved, for instance with
the use of an ASIC. Proper fluidic, and aerodynamic study should be performed, in order to implement
an efficient air convection system. On the optical part, it could be interesting to manufacture and as-
semble cloakers and miniature optical systems for both beam forming and Fourier-domain imaging at
wafer scale. Then, for the cavity-enhanced prototype specifically, more developments will have to be
made concerning the cavity assembly process, and the implementation of a proper fluidic system. At
each iteration of prototypes, we could perform proper statistical studies on a wide size range of cal-
ibrated particles, in order to determine its specifications (repeatability, sensitivity, particle size range,
accuracy etc.). Lastly, in order to be more representative of a real aerosol, we could perform those tests
with a larger variety of particle types (such as organic, inorganic, aqueous, irregular particles); and in
fine, on field studies.

To whoever has made it this far, we hope you had a pleasant reading, and we wish you best of luck
for your new sensor ;)
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A Conventions: normalization, polarization and geometry

A Conventions: normalization, polarization and geometry

In this manuscript, we rely on concepts and tools originating from various fields of optics (geometrical
or wave optics, electromagnetism), leading to as many different definitions and conventions. For the
sake of consistency, we will agree on certain conventions throughout this manuscript, which are listed
hereafter.

A.1 Normalization in linear optical systems

Here we study only linear optical systems1: this allows us to derive results from illumination conditions
that are written from a linear combination of particular illumination conditions, by studying the optical
system only from these inputs.

In our electro-magnetic (EM) theories, we usually start with Maxwell’s equations in harmonic regime
[208], and in particular, its curl equations:{

∇×−→E = iωµ
−→
H

∇×−→H = −iωεm
−→
E

(A.1)

By applying the curl operator again, the vector Helmholtz propagation equations are easily obtained:{
(∇2 + k2

m)
−→
E =

−→
0

(∇2 + k2
m)
−→
H =

−→
0

(A.2)

With k2
m = ω2εmµ the wave-vector in the surrounding medium. From those equations, it is clear that

the electric
−→
E and magnetic

−→
H field vectors behave in the same way, in terms of propagation. Thus, one

can define a unitless, normalized optical wave
−→
U that satisfies the vector Helmholtz equation.

(∇2 + k2
m)
−→
U =

−→
0 (A.3)

Then, one can find
−→
U out, the output of a linear optical system, from an input

−→
U in. In this document,

we will mainly consider imaging systems with normalized images, so the use of such a normalized
optical wave is sufficient for us. If a quantitative study is needed, one can simply find the output unit
from a given input unit. For instance, one can define an incident electric field as

−→
E in = E0

−→
U in, where E0

is given in V/m. Then, the output electric field is simply
−→
E out = E0

−→
U out, given accurately in V/m. In

a similar manner, if the incident intensity is I0, given in W/m2, then out output intensity is I0 · ‖−→U out‖2,
also given in W/m2.

1If g1 and g2 are the output of the optical system when excited by the respective inputs f1 and f2, then output of the linear
optical system is (c · g1 + g2) when excited by the combined input (c · f1 + f2). With c a scalar.
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A.2 Polarization

Knowing that any illumination field can be expanded into a series of plane waves, we will consider
throughout this document that linear optical systems are illuminated a plane wave, with a linear polar-
ization. Let

−→
U inc be a monochromatic (wavelength λ) plane wave, that propagates in the Z direction in

a surrounding media of refractive index nm, and carried by a unitary vector −→p , orthogonal to −→z :

−→
U inc = exp(ikmz)−→p (A.4)

Where km = 2πnm/λ is the wave-vector. Here we omit the supposed harmonic time variation in
exp(−iωt) because our sensors are not sensitive to it in the optical range. Note that the optical wave is
written as a complex harmonic instead of the usual real cosine, simply because it simplifies formulations
and calculations.

We define the transverse plane (0,−→x ,−→y ), sagittal plane as (0,−→x ,−→z ) and the tangential plane as
(0,−→y ,−→z ). The polarization plane is defined as the plane (0,−→p ,−→z ). The polarization angle φp is defined
as the angle between the sagittal plane and the polarization plane, as illustrated in Figure A.1.

Z

X

Y

𝑈𝑖𝑛𝑐

𝑘𝑖𝑛𝑐 𝜙𝑝

Sagittal plane

Polarization
plane

Tangential plane

Transverse plane

Figure A.1: Definition of the polarization plane.

Using the linear principles discussed above, we will mainly consider two orthogonal polarizations:
the P-polarization refers to the case were the polarization plane is coplanar with the sagittal plane
(φp = 0, parallel); the S-polarization is defined in the same way, but according to the tangential plane
(φp = π/2, perpendicular), mutatis mutandis. In this way, we can describe the behaviour of an optical
system when illuminated by a source with an arbitrary polarization state (circular, elliptical, linear), by
considering its behaviour only with a P and S polarized illumination.

Note that this definition of polarization state is purely geometrical here, using only a fictional nor-
malized vector field

−→
U , instead of the usual EM fields (

−→
E ,
−→
H ). We have chosen to avoid as much as

possible physical considerations, in order to simplify the formulation (and interpretation) of our differ-
ent models.

In practice, in order to coincide with experiments and EM simulations (e.g. FDTD), we consider in
fine that the P polarization corresponds to the case where the electric field is carried by the sagittal axis
(X axis).
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A.3 Coordinate systems and spherical angles

In this document, we will agree on the following coordinate systems. It is considered, unless otherwise
specified, that the optical axis is carried by the Z-axis. As shown in Figure A.1, we define the different
planes (transverse, sagittal and tangential). The angles of our spherical coordinate system are illustrated
in Figure A.2.

The polar angle θ (associated to the scattering angle, in scattering the-
ories) is the angle between the optical axis and the wave-vector (or the
direction of a ray);
the azimuthal angle φ is the angle between the sagittal axis and the wave-
vector, projected onto the transverse plane.
θx and θy are the sagittal and tangential angles respectively, which are
the projections of the polar angle θ onto the sagittal and tangential planes
respectivelya.
This convention for spherical angles is different from the canonical one.
This choice was made in order to remain consistent with the convention
adopted in light scattering theories and Fourier’s optics.

aThe polar angles when φ = 0 and φ = π/2, respectively.

X
Y

Z

𝜃

𝜙

𝜃𝑦
𝜃𝑥

Polar

Azimuthal

Sagittal Tangential

Figure A.2: Convention of
spherical angles.

In Chapters II and III, the holed retina is studied. We consider the columns and lines axis of the pixel
matrix as the X and Y axis, because it makes more sense for the image analysis. In those chapters, the
illumination axis is parallel to the matrix, and thus the Cartesian coordinate system must be permuted
(see, Figure I.16). In Chapter II, the optical axis is Y, the sagittal is X and the tangential is Z. In Chapter
III, only when the holed retina is considered, the optical axis is X, the sagittal is Y and the tangential is
Z.

The spherical angles are defined accordingly2.

2To avoid confusion, spherical angles definitions are defined using the optical axis, sagittal and tangential axis; and not the
X,Y,Z denomination.

p. 134



Appendixes

B Introduction to the Lorenz-Mie theory

B.1 Position of the problem

The Lorenz-Mie theory is an analytical resolution of Maxwell’s equations applicable to the problem of
electro-magnetic (EM) scattering by a sphere of arbitrary diameter and complex refractive index. It
allows to evaluate EM fields at any point in space and integral quantities, such as the extinction ans
scattering efficiencies. This theory was first formulated by Gustav Mie in 1908 [209]; however, it will be
described using the modernized formulation of Bohren and Huffman [82]. The subsections that follow
will simply summarize the main points of the demonstration, which are detailed in this reference book.

Let us consider a dielectric spherical particle of radius a, of complex refractive index ns, surrounded
by a medium of index nm and illuminated by a P-polarized plane wave that propagates in the Z direc-
tion, expressed by its optical vector field

−→
U inc:

−→
U inc = exp

(
i
2πnm

λ
z
)
−→x (B.1)

Such a particle is reduce the sphere to its size factor χ:

χ =
2πnma

λ
(B.2)

B.2 Helmholtz equations of propagation

We recall the Helmholtz vector equation :

(∇2 + k2
m)
−→
U =

−→
0 (B.3)

Solving this equations usually starts by considering the scalar Helmholtz equation:

(∇2 + k2
m)ψ = 0 (B.4)

From scalar solutions ψl,m (with m ∈ N, l ∈ [0, m]) we can build independent solutions of the
Helmholtz vector equations (

−→
L ,
−→
M,
−→
N )l,m:
−→
L l,m = ∇ψl,m−→
M l,m = ∇×−→r ψl,m−→
N l,m = k−1

m ∇×
−→
M l,m

(B.5)

We can verify that (
−→
L ,
−→
M,
−→
N )l,m form a complete basis for the solutions of the vector Helmholtz

equation. One the one hand,
−→
L l,m is a purely longitudinal solution, which is omitted in the follow-

ing. On the other hand,
−→
M l,m and

−→
N l,m are solenoidal solutions, which means they verify Maxwell’s

divergence equations. The Helmholtz scalar equation usually have to be re-written in a new system of
coordinate, relevant with the geometry of the problem3. In the case of the scattering by a small object
(with a small aspect ratio) we solve the Helmholtz scalar equation in spherical coordinates, by consid-
ering a special solution with separate variables4:

ψ(r, θ, φ) = R(r)Θ(θ)Φ(φ) (B.6)

Thus it becomes possible to separate the scalar equation into three classical equations involving R(r),
Θ(θ) and Φ(φ) independently. This allows us to explicit the solution of the scalar equation:

ψ
(k)
l,m(r, θ, φ) =

√
2
π

Z(k)
l (kmr)Pm

l eimφ (B.7)

3This scalar solution is known in 11 coordinate systems [210].
4It is possible to show that the orthogonality of the variables (r, θ, φ) is verified in the case of a sphere.
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With k = 1, 2, 3 and Z(k)
l which can be either spherical Bessel or Hankel functions [211]:

i A spherical Bessel function of the first kind Z(1)
l = jl

ii A spherical Bessel function of the second kind Z(2)
l = yl

iii A spherical Hankel function of the first kind Z(3)
l = h(1) = jl + iyl

And with Pm
l the associated Legendre polynomial of degree l and order m [211]. We then construct

the even (e) and odd (o) solutions of the scalar equation: ψ
(k)
l,m,e(r, θ, φ) =

√
2
π Z(k)

l (kmr)Pm
l cos(imφ)

ψ
(k)
l,m,o(r, θ, φ) =

√
2
π Z(k)

l (kmr)Pm
l sin(imφ)

(B.8)

B.3 A basis of spherical harmonics

In EM problems solved in the spherical coordinate system, the following angular functions are com-
monly defined:

Πl,m(θ) = m
Pm

l (cos θ)

sin θ
Tl,m(θ) =

dPm
l (cos θ)

dθ
(B.9)

These functions will allow us to describe the angular distributions of the scattered intensities. From
ψ
(k)
l,m,p we generate the vector basis of spherical harmonics (also known as SWVF, standing for Spherical

Wave Vector Functions) of Maxwell’s equations:
−→
M(k)

l,m,p = ∇×−→r ψ
(k)
l,m,p−→

N (k)
l,m,p = k−1

m ∇×
−→
M(k)

l,m,p

(B.10)

With p = e, o and k = 1, 2, 3.
Knowing the expression of scalar solutions, one can explicit the vectors

−→
M(k)

l,m,p and
−→
N (k)

l,m,p in spheri-
cal coordinates, using the notations z = kmr, and [ · ]′ = d/dz.

−→
M(k)

l,m,e =

 O
− sin(mφ)Πl,m(θ)Z(k)

l (z)
− cos(mφ)Tl,m(θ)Z(k)

l (z)


(r,θ,φ)

−→
N (k)

l,m,e =


l(l+1)

m cos(mφ) sin(θ)Πl,m(θ)
Z(k)

l (z)
z

cos(mφ)Tl,m(θ)
[zZ(k)

l (z)]′

z

− sin(mφ)Πl,m(θ)
[zZ(k)

l (z)]′

z


(r,θ,φ)

(B.11a)

−→
M(k)

l,m,o =

 O
cos(mφ)Πl,m(θ)Z(k)

l (z)
− sin(mφ)Tl,m(θ)Z(k)

l (z)


(r,θ,φ)

−→
N (k)

l,m,o =


l(l+1)

m sin(mφ) sin(θ)Πl,m(θ)
Z(k)

l (z)
z

sin(mφ)Tl,m(θ)
[zZ(k)

l (z)]′

z

cos(mφ)Πl,m(θ)
[zZ(k)

l (z)]′

z


(r,θ,φ)

(B.11b)
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B.4 SWVF expansion of an incident plane wave

We previously wrote that
−→
M(k)

l,m,p and
−→
N (k)

l,m,p form a complete basis for the solutions of Maxwell’s equa-
tions. This is why the incident field can be expanded into a vector series of spherical harmonics. This
expansion was first proposed by Hansen, in 1935 [212].

−→
U inc = ∑

l,m,k,p
B(k)

l,m,p
−→
M(k)

l,m,p + A(k)
l,m,p
−→
N (k)

l,m,p (B.12)

The incident field is a priori known, it is now a question of determining the coefficients A(k)
l,m,p and

B(k)
l,m,p. Until now, we have considered an arbitrary incident field. It is possible to simplify the expressions

of the coefficients A(k)
l,m,p and B(k)

l,m,p in the case of an incident P-polarized plane wave, expressed as:

−→
U inc = exp

(
i
2πnm

λ
z
)
−→x (B.13)

In these considerations it can be shown (after very long calculations) that :
i All terms except for m = 1 disappear,

ii All terms except for k = 1 disappear, thus Z(1)
l = jl

iii B(1)
l,m,e = A(1)

l,m,o = 0

iv B(1)
l,m,o = −A(1)

l,m,e = il 2l+1
l(l+1) = Ul

Which in the end results in:

−→
U inc = ∑

l
Ul(
−→
M(1)

l,1,o +
−→
N (1)

l,1,e) (B.14)

We notice that the series is rapidly converging: the series can be truncated at lmax = χ + 4χ1/3 + 2,
as proposed by Bohren & Huffman.
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B.5 Determination of internal and scattered fields

Up to this point, we have only discussed the general case where a plane wave has not encountered any
obstacle. We will now determine the internal and scattered fields of a spherical particle. As explained
in Section I.3, the relationships between the different coefficients of the expansion are then determined
using the boundary conditions at the particle surface. Assuming there is no surface current, tangential
components of the vector field are continuous at those interfaces [81]. With simple geometries like
spheres, internal

−→
U int and scattered

−→
U scat fields can be analytically expressed with simplified boundary

conditions, were r = a:

(
−→
U inc +

−→
U int +

−→
U scat)×−→e r =

−→
0 (B.15)

These conditions allow us to determine (again after long calculations) the shape of the internal and
scattered fields:

−→
U int = ∑

l
Ul(cl

−→
M(1)

l,1,o − idl
−→
N (1)

l,1,e)
−→
U scat = ∑

l
Ul(ial

−→
N (3)

l,1,e − bl
−→
M(3)

l,1,o) (B.16a)

For simplification, we introduce the Ricatti-Bessel functions [211]:{
ψl(z) = zjl(z)
ξl(z) = zh(1)l (z)

(B.17)

Then, we give the expressions of Mie’s coefficients (a, b, c, d)l

al =
mψl(mχ)ψ′l(χ)− ψl(χ)ψ

′
l(mχ)

mψl(mχ)ξ ′l(χ)−mξl(χ)ψ
′
l(mχ)

(B.18)

bl =
mψl(mχ)ψ′l(χ)−mψl(χ)ψ

′
l(mχ)

ψl(mχ)ξ ′l(χ)−mξl(χ)ψ
′
l(mχ)

(B.19)

cl =
mψl(χ)ξ

′
l(χ)−mξl(χ)ψ

′
l(χ)

ψl(mχ)ξ ′l(χ)−mξl(χ)ψ
′
l(mχ)

(B.20)

dl =
mψl(χ)ξ

′
l(χ)−mξl(χ)ψ

′
l(χ)

mψl(mχ)ξ ′l(χ)− ξl(χ)ψ
′
l(mχ)

(B.21)

With, as a reminder, the size factor χ = 2πnma/λ and the ratio of refractive index m = ns/nm. The
subscripts s refers to the sphere whereas m refers to the surrounding medium.
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B.6 Cross sections and Mie’s efficiencies

Evaluating the internal and scattered Poynting vector integrated over a sphere, we can calculate the
extinction Cext and scattering Cscat cross sections (given in µm2) defined as following:

Cscat = Wscat/Iinc
Cext = Wext/Iinc

(B.22)

One can also define a backscattering cross section Cbscat [213], integrated over the backward hemi-
sphere:

Cbscat = Wbscat/Iinc (B.23)

With Iinc the intensity of the incoming wave (in W/m2), Wscat,Wext,Wbscat respectively the scattered,
attenuated and back-scattered powers (in W). Mie’s efficiencies are commonly defined as a dimension-
less parameter reduced to the geometric cross-sectional area of the particle with radius a:

Qscat = Cscat/πa2

Qext = Cext/πa2

Qbscat = Cbscat/πa2
(B.24)

These efficiencies can be calculated from the Mie coefficients according to the following formulas:

Qscat =
2

χ2 ∑
l
(2l + 1)(|al |2 + |bl |2) (B.25)

Qext =
2

χ2 ∑
l
(2l + 1)<(al + bl) (B.26)

Qbscat =
1

χ2 |∑
l
(2l + 1)(−1)l(al − bl)|2 (B.27)

B.7 Far field distribution of scattered intensity

Let the scattering matrix s(θ) which links the P and S components of the incident and scattered fields, in
the far-field approximation:(

UP
inc(θ)

US
inc(θ)

)
=

eikr

−ikr

(
s11(θ) 0

0 s22(θ)

)(
UP

scat(θ)
US

scat(θ)

)
(B.28)

With the angular scattered distribution:

s11(θ) = ∑
l

2l + 1
l(l + 1)

(alΠl(θ) + blTl(θ)) s22(θ) = ∑
l

2l + 1
l(l + 1)

(alTl(θ) + blΠl(θ)) (B.29)

The scattering matrix s(θ) is diagonal: that is, s12 = s21 = 0. Which means, ex hypothesi, that there is
no depolarization of the scattered fields with respect to the incident fields.

In the case of unpolarized light (i.e. azimuthal φ invariance), the angular intensity distribution be-
comes S(θ) = |s11(θ)|2 + |s22(θ)|2. If the incident plane wave has a polarization angle φp, then it will
suffice to include the 2× 2 rotation matrix Rφp in the matrix product given in equation (B.28).
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C Partial occultation of scattering signatures

C.1 Shadowed signatures

A shadow can appear on the retina when part of the scattering signature is occulted by the cloaker, as
seen in experimental images (see, Figure II.22). This event occurs when the particle is situated far from
the center of the detection area so that the cloaker comes within the FoV, causing this partial occultation.
The geometry of such an event is illustrated in Figure C.2(a).

Lensed SM fiber

Cloaker Cloaker

Forward matrixBackward matrix Air 
Stream

Displaced Particle

Shadow

Figure C.1: Origin of shadows.

We will now describe how we can automatically detect one or more shadows on an image. If the
shadow is predominant, the image is removed from future image processing. An image showing mul-
tiple shadows can be analyzed to detect the presence of several particles. It should be noted that on one
hand, the ’forward’ matrix contains the maximum amount of information, the scattering intensity and
its variations being stronger in this region. On the other hand, the ’backward’ matrix generally contains
shadow figures, as for example in Figure C.2(a). It will be important to take this into account.

(𝑏)

(𝑐)
Cloaker

Retina

(𝑎)

50 100 150 200 250

20

Figure C.2: (a) Example of a shadowed image. (b) Contour of the reference shadow. (c) Optical view of the edge of the cloaker.

In this section, we are going to focus mainly on shadows created by the edge of the cloaker above the
backward matrix as theses shadows are more frequent due to the geometry of the cloaker. The method
can be applied for the other edge, as they do appear, with much less frequency. Note that in some rare
examples, the edge of the shadow above the backward matrix can appear in the forward region, and
vice versa.

The edge of the cloaker has a specific shape, depending on the 3D printing (see, Figure C.2(c)) and
therefore unique to each sensor. The contour of the shadow created by the edge of a cloaker (see, Figure
C.2(b)) can be easily obtained using a ’well shadowed’ reference image, by applying a Sobel filter [214,
215]5.

5By calculating the gradient of the intensity of each pixel of the image, one can deduce the direction of the variation of intensity
and thus we deduce the points where the variation is strong, which can correspond to a contour.
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To illustrate the different interesting cases in this section, three images have been chosen (see, Figure
C.3).

Image 1

Image 2

Image 3
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# Particle Comment

1 190 nm PSL Several shadows
2 720 nm PSL Single shadow
3 5 µm PSL Flat and thin lobes

Figure C.3: Image examples for shadow detection.

In order to detect the shadow on any image, a binary image is formed from the contour detection
of the previously blurred image (Gaussian blur filter, σ = 2 pixels), using the Sobel filter. The binary
image of detected contours is correlated with the contour of the reference shadow on each line. A peak
on the correlation curve therefore corresponds to a shadow pattern similar to the reference shadow.
The number of peaks above a certain threshold is therefore associated with the number of detected
shadows. The contours and calculated correlations of images 1, 2, and 3 are shown in Figure C.4; two
shadow figures are detected for images 1 and 2, and none for image 3.

Lines LinesLines

C
o

rr
el

at
io

n

Columns Columns Columns

L
in

es

Image 2

(b1)

Image 3Image 1

(b2) (b3)

(a1) (a2) (a3)

Figure C.4: (a) Contours of images (1,2,3) and (b) correlation with reference shadow.

The detected contour in image 2 shows two shadows when there is only one: it is very likely a
diffraction pattern created by the edge of the cloaker, with equidistant contours (between 6 and 8 pixels).
If two peaks are close, they are then considered as a single peak, which cancels the errors in the number
of detected shadows resulting from this diffraction. Thus, two shadows are detected for image 1, and
only one for image 2. Based on tests performed over about 50 different images, this algorithm correctly
detects all the shadow patterns, without false detection.
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C.2 Scattering through a slit

In this section, we present an alternative sensor [138], similar to the one presented in Chapter II, but
with an extended glass channel covered with a gold layer, see Figure C.5. An optical fiber is placed on
top of the gold layer, that acts as a cloaker by protecting the holed retina of stray light from the fiber.

Holed CMOS 
Image Sensor

Forward 
matrix

Backward 
matrix

Optical fiber

Light 
source

Metallic layer

Air 
Stream

(a) (b)

Figure C.5: (a) Rendering of the alternative sensor. (b) Photography of the alternative sensor.

The canal is manufactured according to the same principles as for the holed retina, i.e. at wafer scale
and using microfabrication technologies.

This air channel is fabricated from a glass sub-
strate (Borofloat 33 glass wafer, 1 mm thick,
200 mm diameter). The glass wafer was cov-
ered by a metallic layer (10 nm titanium +
100 nm gold, see our metallization process on
glass, in Section III.2.3). The metallic layer
acts like a cloaker and reduces the sensitivity
to parasitic effects such as electrostatic charges
carried by aerosols. The fluidic channel was
then drilled at wafer level using a femtosecond
NIR laser following the same oblong profile as
the holed retina. At last, each glass part was
cut off and placed on top of the detection ar-
eas using a ‘pick-and-place’ process. The final
device is shown in Figure C.6.
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Figure C.6: (a) Top view of the final device. (b) Tilted view of
the sensing area.

During the laser drilling process, part of the metallic layer is removed at the vicinity of the air channel
(see, Figure C.7(e)). SEM images presented in Figure C.7(c,d) show that this layer was peeled off by
about 30 µm around the channel, forming a slit. Figure C.7(a) is a RT simulation, were an isotropic
scatterer is placed at the sensing area. We show that the slit allows for some of the scattered rays to be
refracted within the glass substrate. These rays forms in the retina two luminous arcs, resulting from
the deformation of the slit by refractive effects, as seen in subfigure (b).
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30 µm
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Figure C.7: (a) RT simulation of the alternative setup. (b) Resulting illuminance on the imager plane. (c) Tilted SEM image
of the glass channel (colorized). (d) Zoomed SEM image of the slit (colorized). (e) 3D drawing of the slit.

We have developed a modified version of the radiometric model previously described in Section II.2.
Details on this modified model are not discussed here. However, if the reader wishes to re-write this
model, here are some hints: for each pixel of the retina, the associated scattering angle must be calcu-
lated by back tracing the scattered rays, taking into account the deviation induced by refraction. An
intermediary plane can be defined (metallic layer plane). In this plane, a geometrical condition (geome-
try of the slit) must be applied whether or not the scattered ray should pass or be blocked by the metallic
layer, in the form of a boolean image. The rest of the model is identical as described in Section II.2.

Figure C.8 shows examples of experimental images taken with PSL spheres (using the aerosol bench
described in Appendix D, in the same fashion as in Section II.3) compared with images computed with
the modified model. In this section, the illumination beam is wider than in Section II.3 as we use a fiber
with a wider NA = 0.1. On each image, we observe two luminous arcs structured with fringes (forward
and backward scattering arcs). These arcs are the images of the scattering signatures seen trough the
two slits and deformed by refraction. The lobes along theses arcs are the iso-θ. These observations are
in good agreement with our modified analytical model.
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Figure C.8: (1) Experimental signature of PSL spheres. (2) Associated modeled images for different PSL diameters: (a) 0.9 µm,
(b) 2 µm, (c) 4 µm, (d) 5 µm.
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What is interesting about these arcs is that they carry information about the position of the scatterer
in an easily analyzable way. A translation of X and Y (parallel to the retina and the metallic layer) results
in the translation of the arcs; a translation of Z (vertical direction) results in the spacing and curvature
of the two arcs, as seen in Figure C.9

(a) Centered scatterer (b) XY-translated scatterer (c) Z-translated scatterer

Figure C.9: Calculated arcs (binary images) formed by a centered (a), XY-translated (b), Z-translated scatterer (c).

In an event of coincidence, when several particles are detected at a time, it becomes possible to
detect and analyze independently the individual scattering signatures seen along these arcs. Indeed,
depending of the individual position of the particles, associated arcs are formed in separate regions of
the retina. Figure C.10 shows an experimental demonstration of multiple detection within a same image
recording.

(a) Simple detection (b) Double detection (c) Triple detection

Figure C.10: Experimental demonstration of multiple detections. (a) Simple detection. (b) Double detection. (c) Triple
detection.

Being able to detect and analyze signatures from multiple particles simultaneously is a tremendous
advantage compared with conventional OPC designs. Indeed, the latter usually try to avoids those
coincidence events as it affects the counting accuracy: the solution usually chosen involves of a pre-
dilution of the sampled aerosol, which adds complexity to the system and lower its sensitivity. In our
case, a multiple detection event is fortunate, because we can count and analyze several particles without
having to record additional images, and then saving on the energy cost needed to drive the retina.
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C.3 Engineered occultations: bright and dark reticles

We have discussed in Sections C.1 and C.2 examples of two very different forms of partial occultations of
scattering signatures. The former is what we can call a ’bright’ occultation as it allows us to recognize a
shadow figure while a large portion of the retina can be used to image and analyze a scattering signature.
In the case of a coincidence event, several shadows can be detected, allowing us to count particles.
However, we observe a superposition of scattering signatures, making the image processing harder (or
impossible). The second type of occultation, discussed in Section C.2 is what we call a ’dark’ occultation
as the scattering signature is projected through only a small surface. While it reduces the surface of
analysis of the signature, it allows for the individual analysis of multiple scattering signatures as they
can be projected on different areas on the retina.

In both case, whether it is the edge of a shadow or the deformed image of a slit, an analysis of the
occultation figure provides information on the position of the scatterer with allegedly great accuracy,
by back tracing rays. This is a clear advantage as the scattered position has been shown in II.4 to be an
important unknown, impacting the complexity and accuracy of the image processing.

Felix culpa, both occultation types were not initially planned and designed, but stemmed from man-
ufacturing errors. However, we can take advantage of this artifact engineer optimized occultations, by
designing reticles (bright or dark) which would make the data processing easier and more accurate.
Examples of bright and dark reticles are discussed precisely in patent [129]. We will not discuss here
the different configurations and design principle for reticles, but we give in Figure C.11 an example of
embodiment to illustrate the general idea behind those reticles.
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Figure C.11: (a) Example of an imaging system with a dark reticle. (b) Detection of three occulted scattering signatures
projected through the same dark reticle (RT simulation).

Figure C.11(a) shows an example of a scattering imaging system that uses a dark reticle formed by a
combination of pinholes and slits. The shape in inspired by a rifle scope crosshair which makes the de-
termination of the scattered position easy by considering the position and magnification of the crosshair.
The analysis of the scattering signature is evaluated on the outer ring, which is a shape adapted for the
observation of Mie’s oscillations6. Here, we did not include a vertical air channel for readability reasons.
Figure C.11(b) shows a RT simulation of the occulted projection formed by three scatterers (PSL 4 µm,
2 µm and 1 µm), that can then be analyzed individually.

6Note that the optimized shape is perpendicular to the iso-θ. With parallel projection, iso-θ are hyperbolae. Thus, the optimized
reticle shape is elliptical.
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D Aerosol test bench

D Aerosol test bench

The different prototypes of PM sensors we develop are tested on a calibrated aerosol test bench (Con-
stant Output Atomizer Model 3076 by TSI) that delivers a continuous stream of particles toward our
sensor under test. This test bench is hosted by CEA’s Nano-Safety Platform (PNS, in french) at Greno-
ble, France. Presented in Figure D.1, it is made up of various elements placed under a fume cupboard:

Hydrosol 
solution

Pressurised 
clean air

Atomiser

Droplet 
trap

Dryer
Aerosol 
output

Reference 
sensor

Toward
sensor

Sensor
under test

Figure D.1: Photograph of the continuous aerosol dispenser.

The aerosol is suspended in a previously prepared water solution. At this stage, we speak of hydrosol
instead of aerosol. This preparation is carried out by diluting calibrated particles with ultra pure water.
Generally, the particles used are comercially available monodisperse polystyrene beads (PSL).

Large droplets of hydrosol are extracted from the container by the Venturi effect using a pressurised
air flow and are fed to an atomizer located above the container. These large droplets are impacted
on a wall of the atomizer where each droplet will be broken into smaller bits, with good repeatability.
The larger droplets fall back into the solution container while the smaller ones are carried up by the
pressurized air flow to the next part of the generator. The various parameters of the bench are adjusted
so that, statistically, each of these small droplets contains no more than a single particle. An optional
step is to place a trap (U-shaped pipe) that removes the excessively large residual droplets.

The flow of wet particles then passes through a dryer, made of silica gel. If there are more than one
particle per droplet, then aggregates will be generated. At the outlet of the dryer, we obtain a calibrated
flow of particles.

This flow is usually separated into two outputs. A reference output feeds a commercial aerosol
analyzer that characterizes the particle flow: we use the Aerodynamic Particle Sizer APS Spectrometer
3321 by TSI. A second output feeds, via a silicone tube, our prototype PM sensor under test.

p. 146



Appendixes

E Supplementary material on image processing

E.1 Image reduction algorithm

In this appendix, we will discuss how to extract parameters from the iso-θ in order to build the matrix
Mim that represents the reduced image. The first step in the recovery of information is the detection of
minima and maxima curves (or ridges and valleys).

To do this, we go through the columns of the im-
age and recover the positions of the local extrema as
shown in Figure E.1(a).
We then recognize the curves, by evaluating the
presence of an extremum close from one column to
another: if there is, then we consider the two ex-
trema points as part of the same iso-θ. We remove
the isolated points, and we automatically connect
the pieces of iso-θ truncated by the image, which al-
lows us to model these curves by 2nd order polyno-
mials as shown in Figure E.1(b). Note that this fit is
a simplification, as iso-θ are in theory conical curves
of the type a1X2 + a2Y2 + a3XY + a4X + a5Y + a6 =
0. We use the following color code: red for ridges
and green for valleys.
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Figure E.1: (a) Detection of extrema, (b) Polynomial fit
of iso-θ.

Another interesting information that completes the polynomial fit of iso-θ is the width of the iso-θ.
Liso is defined as the mean width of the peak at 25% of maximum along the normal at iso-θ (see, Figure
E.2). The importance of this information stems from the visual importance we attach to the width of
these lobes, which allows us to differentiate images.
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Figure E.2: Recovery of Liso for (a) ridges and (b) valleys.

Then, we define m = 1 or m = −1 depending if the iso-θ is a ridge or a valley. Finally, we build
the matrix Mim which contains Niso lines that represent all the iso-θ detected (Niso being the number of
curves). The columns represent all three 2nd order polynomial fit as well as Liso and m.

Mim =

 p21 p11 p01 Liso1 m1
...

...
...

...
...

p2Niso
p1Niso

p0Niso
LisoNiso

mNiso

 (E.1)
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E.2 Minimization criterion

In this appendix, we discuss our strategies used to fit experimental images with modelled ones.
We have observed that the naive strategy of trying to maximize the two-dimensional correlation be-
tween experimental and modeled images fails to deliver the expected particle parameters (apart from
being computationally heavy). Indeed, the correlation appears to be very sensitive to noise and errors
induced by stray light as well as poor modelling of the true vignette effects. Our chosen strategy con-
sists in comparing simplified images by focusing only on the iso-θ (ridge and valleys only). From an
image, either experimental or modelled, we extract relevant information on Niso iso-θ detected such as
the curvature and the width of the iso-θ. With these parameters, we can build the matrix Mim sized
by (Niso × 5) that represents the reduced image. Details on how we extract theses parameters were re-
ported in Appendix E.1.

For a given experimental image Iexp, we generate modeled images Imod(Dp, n) with the aim of fitting
Iexp. The modeled image depends on geometrical parameters: in our case, yp is the only non-negligible
parameter. To overcome this dependence, we generate a model with an artificial high number of lines so
that the experimental image can be translated vertically to best match the model (horizontal translation,
rotation and magnification can be applied for other geometrical parameters). The experimental image
Iexp is reduced into the matrix Mexp. In a concern for simplification, we only consider the forward
submatrix as it contains sufficient information on the signature, for now. The large modeled image
Imod(Dp, n) is also reduced into the matrix Mmod(Dp, n), which generally has a greater number of lines
(i.e. more iso-θ detected). In order to compare those matrixes, we crop Mmod(Dp, n) to match the size
of Mexp into several cropped M̃mod(Dp, n). We exclude comparisons between ridge and valleys, and
we keep the cropped matrix that best compares with Mexp, which is equivalent to a yp fit. The matrix
comparison criterion Nε(Dp, n) is the following:

Nε(Dp, n) = ‖(M̃mod(Dp, n)−Mexp)× Dpond‖2 (E.2)

The ‖ · ‖2 stands for the euclidean norm. Dpond is the 5 × 5 diagonal matrix of ponderation that
normalizes each column with Mexp and gives a 1/3 ponderation for the columns associated to all three
polynomial coefficients. We then calculate R2(Dp, n), which is the 2D correlation factor between the
experimental image and the modeled image translated by the fitted parameter yp. Finally, we define our
minimization criterion:

ε(Dp, n) = Nε × (1− R2) (E.3)
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F Fourier’s optics applied to particle scattering

F.1 Brief introduction to Fourier’s optics

In this section, we aim to briefly introduce the Fourier’s harmonic description of light, based on refer-
ences [145, 146]. In 1822, Joseph Fourier found that a complex signal can be expanded into harmonic
functions [216]. The same principle applies to optical signals, where an arbitrary wave can be consid-
ered as a superposition of plane waves. In other words, plane waves form a integral basis for the whole
set of optical waves. Let u(x, y) be an arbitrary wave, we can write equation (F.1):

u(x, y) =
∫∫

R2
F(νx, νy)e−i2π(νx x+νyy) dνx dνy (F.1)

(νx, νy) are the sagittal and tangential spatial frequencies, given in this document in µm−1 (but some-
times given in cycles/mm ). For axially symmetrical optical systems, we also define the radial spatial

frequency ν =
√

ν2
x + ν2

y , suited for 1D calculations. Spatial frequencies are associated with the propaga-

tion angle θ (polar angle) of the plane wave with respect to the optical axis, as θ = asin(λν). We usually
consider small angles, so that sin θ ' θ: this is known as the paraxial approximation, then we can write
ν ' θ/λ . The coefficients in the integral basis F(νx, νy) in equation (F.1) are the two-dimensional Fourier
transform of u(x, y):

F(νx, νy) = F {u(x, y)} =
∫∫

R2
u(x, y)ei2π(νx x+νyy) dx dy (F.2)

The advantage of this transformation is that it bridges the
spatial domain with the angular domain. It can prove use-
ful describing linear, and translation invariant optical sys-
tems. Such systems can describe free space propagation or
thin lenses for example. In the spatial domain, let us con-
sider a linear, translation invariant optical system h(x, y), if
f (x, y) and g(x, y) are input and output waves (respectively)
traversing the optical system (see, Figure F.1), then we can
write:

g(x, y) = h(x, y) ∗ f (x, y) (F.3)

Figure F.1: Transmission of a wave through
an optical system.

Where ∗ is the operator of convolution. h(x, y) is called the Point Spread Function (PSF) of the optical
system7. In the Fourier domain, describing such optical system becomes much easier as computation-
ally heavy convolutions becomes simple products, especially for cascaded systems. Let F(νx, νy) and
G(νx, νy) be the Fourier transform of f (x, y) and g(x, y), we can write:

G(νx, νy) = H (νx, νy) · F(νx, νy) (F.4)

H (νx, νy) is the Fourier transform of h(x, y), it is called the Optical Transfer Function (OTF) of the
optical system. It’s common to break down this complex function in two real functions:

H (νx, νy) = M (νx, νy)eiP(νx ,νy) (F.5)

M (νx, νy) is the modulus of the OTF, which is widely known as the Modulation Transfer Function
(MTF): it quantifies the loss of contrast induced by an optical system as a function of the spatial fre-
quency (i.e. the finesse of detail). P(νx, νy) is the phase of the OTF, called the Phase Transfer Function
(PTF or PhTF). The latter is less used, but can be useful to describe phase sensitive systems such as
interferometers.

7It gives the response of the optical system illuminated by a point.
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F Fourier’s optics applied to particle scattering

A linear, translation invariant optical system can be described by its OTF. In some simple cases, this
function can be expressed analytically. As a relevant example, we can calculate the OTF of free space
propagation Hd(νx, νy) after a distance d in a medium of refractive index nm:

Hd(νx, νy) = exp
[
−i2πnmd

√
1/λ2 − ν2

x − ν2
y

]
= exp

[
−i2πnmd

√
1/λ2 − ν2

]
(F.6)

This expression is exact, not to be confused with the Fresnel’s propagator that is calculated under the
Fresnel approximation. We usually define a domain where ν2 < 1/λ2 called the propagation domain.
Under such conditions, (if nm is real, meaning that the propagation media is not absorbing), a wave is
phase-shifted by the argument of Hd but its magnitude is not altered. Beyond the propagation domain,
Hd(νx, νy) decays exponentially as the argument below the square root becomes negative. The wave is
then called an evanescent wave. It means that waves with high angle (i.e. with axial spatial frequencies
beyond 1/λ) can’t propagate.

We can calculate several other OTF’s, here we are most interested in describing the scattering of
spheres (or other scatterers) using this formalism.

F.2 Fourier’s formulation of Mie’s theory

The Lorenz-Mie theory, in its simplest form, describes the light scattering by a sphere illuminated by a
plane wave aligned with the optical axis. This case is illustrated in Figure F.2(a).

Figure F.2: (a) Illustration of scattering of an axial plane wave. (b) Illustration of scattering of a tilted plane wave.

Let us give a description in the Fourier domain (1D axisymmetrical for simplification). We consider
an incident axial plane wave, written Fi(ν) = δ(ν). The normalized scattering signature S(θ) is cal-
culated by Lorenz-Mie theory (or other scattering theories), the intensity is Cscat · |S(θ)|2/Σ, with Σ the
section of the incident beam (see, Appendix B).

For simplification, we define S̃(ν) = (Cscat/Σ)1/2 · S(asin(λν)). The scattered wave is then written
Fscat(ν) = S̃(ν). We can trivially write:

Fscat(ν) = S̃(ν) = δ(ν) ∗ S̃(ν) = Fi(ν) ∗ S̃(ν) (F.7)

Now, let’s consider a plane wave tilted by an angle θi = asin(λνi) as in Figure F.2(b). The tilted
incoming wave is Fi(ν) = δ(ν− νi). By rotation of the case (a), we can write the scattered wave as:

Fscat(ν) = δ(ν) ∗ S̃(ν− νi) = δ(ν− νi) ∗ S̃(ν) = Fi(ν) ∗ S̃(ν) (F.8)

We obtain the same result as in (a). Finally, we can rightfully generalize this result with an arbitrary
wave, as plane waves form an integral basis of the whole optical wave set.

Fscat(νx, νy) = Fi(νx, νy) ∗ S̃(νx, νy) (F.9)

Note that, here we’ve made no approximation that could restrict the domain of spatial frequencies.
Let now discuss this result in the spatial domain by taking the inverse Fourier transform F−1 of the
incoming wave ui(x, y) and the scattered wave uscat(x, y):

ui(x, y) = F−1 {Fi(νx, νy)
}

(F.10)

uscat(x, y) = F−1
{

Fi(νx, νy) ∗ S̃(νx, νy)
}
= ui(x, y) · F−1

{
S̃(νx, νy)

}
(F.11)
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This is equivalent to the case where a wave ui(x, y) gets diffracted by a planar obstacle Pχ(x, y) =

F−1
{

S̃(νx, νy)
}

. We plot in Figure F.3 the modulus of the equivalent planar obstacles Pχ(x, y) of PSL

spheres (refractive index nPSL = 1.5875 [84]) illuminated by a polarized8 incident plane wave of wave-
length λ = 635 nm.
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(a) 𝐷𝑝 = 4 µ𝑚 (b) 𝐷𝑝 = 0.9 µ𝑚 (c) 𝐷𝑝 = 0.2 µ𝑚

Figure F.3: Modulus of the equivalent planar obstacles of PSL spheres with different diameters (a) 4 µm, (b) 0.9 µm and (c)
0.2 µm.

We observe that the modulus of planar-equivalent obstacles Pχ(x, y) of a sphere (semi-transparent
transmission profile) is very different from a disc. Still, the overall size of the obstacle appears consistent
with the diameter of the particle, but show additional ripples. The phase part (not shown here) of this
obstacle show similar ripple effects. This formulation can be extended to other scattering theories or
methods, providing that one can express a scattering signature S(θ).

F.3 Optical Fourier transform of scattering signatures

It is commonly known that it is possible to perform an optical Fourier Transform using the d-f lens setup.
This assertion can be easily demonstrated graphically, using the ray construction rules. Here, we will
develop this argument using the formalism of Fourier optics, for consistency reasons. We will take as a
reference the book [146], that gives the expression of the image g(x, y) of an object plane f (x, y) through
a lens, in the d-f setup:

g(x, y) =
1

λ f
e−ik(d+ f )e

iπ (x2+y2)(d− f )
λ f 2 F(

x
λ f

,
y

λ f
) (F.12)

With F(νx, νy) = F{ f (x, y)}(νx, νy) the Fourier transform of the image plane f (x, y). Under inco-
herent illumination, a image sensor is sensitive to the module squared of the image g(x, y). In this case,
we obtain a Fourier transform of the object plane.

I(x, y) = |g(x, y)|2 =
1
|λ f |2 |F(

x
λ f

,
y

λ f
)|2 (F.13)

As a side note, we can consider the particular case f-f, where the object plane is at the object focal
plane the the lens (i.e. d = f ). In this case, the phase part (exp(iπ(x2 + y2)(d − f )/λ f 2)) of equation
(F.12) is erased. The image g(x, y) is proportional to the Fourier Transform F(νx, νy) of the object plane
f (x, y).

8Our polarization convention is given in Appendix A.
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Going back to the general d-f setup, we now consider a scattering particle in the object plane. The
particle is at the spatial coordinates (xp, yp, zp). According to the previous section, and by adding a
transverse translation by (xp, yp), we have:

f (x, y) = δ(x− xp, y− yp) ∗ Pχ(x, y) (F.14)

As a recall, Pχ(x, y) = F−1
{

S̃(νx, νy)
}

is the equivalent planar obstacle of a sphere. The Fourier
transform of f (x, y) is simply

F(νx, νy) = F{ f (x, y)}(νx, νy) = ei2π(νx xp+νyyp)S̃(νx, νy) (F.15)

We observe that the effect of the position of the particle is only carried by the phase of F(νx, νy). This
part is removed by taking the intensity, meaning that we lose the information on the particle’s position:

|F(νx, νy)|2 = |S̃(νx, νy)|2 (F.16)

Applying equation (F.13) we obtain the image we would see on an image sensor in the image focal
plane (IFP) of a lens, with is proportional to the scattering signature:

I(x, y) = |g(x, y)|2 =
1
|λ f |2 |S̃(

x
λ f

,
y

λ f
)|2 (F.17)

Such setup, applied to particle’s scattering signature imaging in the Fourier domain is illustrated in
Figure F.4.

𝑑

𝑓

Lens

𝑔(𝑥, 𝑦)

Retina

𝑃𝜒(𝑥, 𝑦)

𝑓(𝑥, 𝑦)

(𝑥𝑝, 𝑦𝑝) Equivalent planar 
obstacle

Z

X

Y

𝐸𝑖𝑛𝑐

𝑘𝑖𝑛𝑐

Figure F.4: Schematic of the d-f setup ap-
plied to particle’s scattering signature imag-
ing in the Fourier domain.
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G Compact illumination module

In this appendix, we will describe the downward illumination module used in Section III.5.3 designed
to operate with our PM sensors based on holed retinae (weather it is the lens-less setup as in Chapter II,
the Fourier-domain setup as in Chapter III or a possible future assembly involving engineered reticles
as described in Appendix C). Its main goal is to provide a focused beam just above the muzzle of the air
channel, using a 45◦ mirror.

Such an illumination system is realized by assembling commercially available optical elements such
as a Laser Diode (LD) that provides 5 mW of optical power at a wavelength of 637 nm (Thorlabs,
L637P5); a collimation aspheric lens L1 (Thorlabs, C330TMD-B, f1 = 3.1 mm); and a focusing aspheric
lens L2 (Thorlabs, C280TMD-B, f2 = 18.4 mm). All those elements are contained within a standard lens
tube for 0.5 inch optics (Thorlabs, SM05M10), that has an outer diameter of 17.78 mm.

This module is presented in Figure G.1.

LD collimation 
asphere ℒ1

Focusing
asphere ℒ2

45° mirror

45° mirror

Laser diode

Diaphragm Sampling zone

10 mm
Holed retina

(𝑎) (𝑏)

Holed retina

(𝑐)

Illumination 
module
(LD tube) ∅17.78 mm

Figure G.1: (a) 3D view of the full assembly involving the illumination tube, a blank cloaker and the holed retina (partial cross
sectional view). (b) RT simulation of the formation of the illumination beam. (c) Photography of the illumination tube.

The L1,2 lens system is designed to properly form a focused beam above the fluidic channel from the
bare LD. First, the L1 collimation asphere is chosen with a high numerical aperture, in order to capture
and collimate most of the radiation from the source; then, L2 focuses the beam in the aerosol sampling
zone. An important matter to take into account in the choice of lenses is the angular magnification of the
system: if θ1 and θ2 are polar angles from the source and to the focal point respectively, then the relation
between the two angles is given by the equation (demonstration is trivial):

tan(θ2)

tan(θ1)
=

f1

f2
(G.1)

The LD provides a Gaussian beam with a typical divergence of 8◦ (FWHM) for its slow axis and 34◦

(FWHM) for its fast axis. At the focal point, using equation (G.1), the divergence becomes 1.36◦ (FWHM)
for its slow axis and 6.48◦ (FWHM) for its fast axis.
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G Compact illumination module

One can reasonably consider that when passing through the aspherical lens system, the beam is still
Gaussian. We recall that, for a Gaussian beam, the steeper the divergence is, the smaller the waist and
the shorter the Rayleigh distance are [146]. The waist and Rayleigh distance roughly define the particle
sampling volume (denoted Vs). A small volume allows to have a high optical power density and thus a
bright scattering phenomena (which can allow to detect small particles). On the other hand, a low sam-
pling volume reduces the probability of detecting a particle. The lens system used, and its consequence
on the extend of sampling volume seems to be experimentally a good compromise, pending further
study to determine an optimal configuration with a custom optical system.

Note that the Lorenz-Mie theory is regularly called upon, which is valid when the illumination is a
plane wave. It can reasonably be considered as valid in the region bounded by the Rayleigh distance.

Finally, it should be noted that the LD provides a linearly polarized (or at least strongly elliptical) il-
lumination. The polarization angle φp can be advantageously rotated simply by turning the tube around
its axis.
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H 2D-PCM Triangular lattice

This section will provides information about the triangular lattice of holes 2D-PCM that was designed,
fabricated and tested, alongside the other two PCM designs. Although this specific lattice does not
bring any additional element to the operating principle of the VC, especially in terms of polarization
dependency (already achieved by the square lattice), it allows to relax some technological constraints
(especially on the gap between the holes).

In the same fashion as in Section IV.3.4, we compute the spectral and angular response of the trian-
gular lattice design: h = 180 nm, FF = 56 %, P = 0.560 µm (see, Figure H.1).

(a) (b)

Figure H.1: (a) Reflectivity spectrum at normal incidence of the triangular lattice 2D-PCM mirror. (b) Angular reflectivity at
λ = 850 nm.

Again, parasitic Fano resonance are seen in the normal incidence spectrum (subfigure (a)). In the
angular reflectivity map (subfigure (b)), we can see the expected π/3 symmetry, that is present both
in the six diffraction petals (green map) and in the central specular area that is shaped like an hexagon
(blue map). Note that the vertices of this hexagon are aligned with the first neighbors holes of the lattice.

After fabrication of a 100 variants of the triangular lattice design, we measure the transmittance
spectra of all variants: shown in Figure H.2 the 1− 〈TS/P〉. The disposition of subplots is the same as
for the 1D and 2D square mirrors (see, Figure IV.43).

P=.510 µm P=.535 µm P=.560 µm P=.585 µm P=.610 µm

1
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𝑇 𝑆
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−
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Figure H.2: Mean transmission spectra of all 2D-PCM, triangular lattice.

The measured polarized spectra are almost identical, showing a much better polarization indepen-
dence than for the square lattice. This is certainly due to the fact that the critical dimensions are less
aggressive.
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J Abelès matrix method

The Abelès matrix method (or optical transfer matrix method), first proposed by Florin Abelès in 1948
[217], is a method extensively used to model the electromagnetic propagation of waves through a strat-
ified medium, such as a DBR (Distributed Bragg Reflector). In this section, we will briefly summarize
the method, on the basis of reformulations found in references [218, 219].

The starting point of the method is based on the calculation of the reflexion and transmission of a
plane wave at the interface of two dielectric media. When there are multiple interfaces, as in strati-
fied media, the multiple reflections and transmissions throughout the different layers can interfere con-
structively of destructively. By using the continuity conditions of the wave at the interfaces of a single
layer [81], the Abelès matrix method allows to describe this wave within the layer, using a simple 2× 2
matrix. Then, the full description of the layered stack can be described by the product of each individual
layer matrixes.

In this formulation, the wave is calculated with the wave basis U+ and
U−. Which correspond to the part of the field that propagates along the Z
axis, and the counter-propagating part, respectively. The optical config-
uration is defined in Figure J.1, showing the arbitrary stack of N layers,
of arbitrary thicknesses. As explained earlier, we can show that the rela-
tion between the incident wave U+

0 , reflected wave U−0 and transmitted
wave U+

N+1 is given by this simple matrix product, as expressed in equa-
tion (J.1): (

U+
0

U−0

)
=

1

∏N+1
j=1 tj

N+1

∏
j=1

Cj

(
U+

N+1
U−N+1

)
(J.1)

Where Cj is the 2× 2 matrix associated to the j-th layer, which will be
expressed in the following. The scalar coefficients tj are the Fresnel’s
transmission coefficients.
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+ 𝑈0

−

𝑈𝑁+1
+

Figure J.1: Geometrical defini-
tions of the stack.

The Fresnel’s reflection and transmission coefficients rj and tj respectively, between the (j − 1)-th
and j-th layer can be easily expressed, using the complex reflective indexes (nj−1 and nj) and the angles
(θj−1 and θj), for both P and S polarization (parallel and perpendicular, respectively) [220].

rj,P =
nj−1 cos θj − nj cos θj−1

nj−1 cos θj + nj cos θj−1
tj,P =

2nj−1 cos θj−1

nj−1 cos θj + nj cos θj−1
(J.2)

rj,S =
nj−1 cos θj−1 − nj cos θj

nj−1 cos θj−1 + nj cos θj
tj,S =

2nj−1 cos θj−1

nj−1 cos θj−1 + nj cos θj
(J.3)

Naturally, the angles θj follows the Snell-Descartes law:

n0 sin θ0 = nj sin θj (J.4)

Then, we define δj, the optical length between the (j− 1)-th and j-th interfaces, which expresses a
phase (or an modulation if nj exhibit an imaginary part).

δ0 = 0 δj = (2π/λ)nj cos θjhj (J.5)

Where hj is the thickness of the j-th layer, and λ is the wavelength in the vacuum. Finally we can
express Cj, the 2× 2 matrix associated to the j-th layer:

Cj =

(
exp(−iδj−1) rj exp(−iδj−1)
rj exp(iδj−1) exp(iδj−1)

)
(J.6)
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Note that this matrix can be expressed with the reflection coefficients rj in either P or S polarization.
Going back to equation (J.1), we express the product of the individual layer matrixes as:

C =
N+1

∏
j=1

Cj =

(
a b
c d

)
(J.7)

We can consider U−N+1 = 0, because we don’t input light from the back of the stack. By doing so, we
obtain a very convenient expression for the total reflection r and transmission t coefficients.

r =
U−0
U+

0
=

c
a

t =
U+

N+1

U+
0

=
∏N+1

j=1 tj

a
(J.8)

The energy reflectance R is simply R = |r|2. If, the stack is not absorbing, the energy transmittance is
T = 1−R. If the stack is absorbing, the formula is slightly more complex, and is polarization dependent:

TS = <
(

nN+1 cos θN+1

n0 cos θ0

)
|tS|2 TP = <

(
n∗N+1 cos θN+1

n∗0 cos θ0

)
|tP|2 (J.9)

Where, ∗ stands for the complex conjugate, and < for the real part.

Now let us consider the specific case of the DBR, constituted by an alternation of two dielectric layers
on a substrate. We can compute the transfer matrixes of the two layers C1 and C2 once. Then, if Nalt is
the number of alternations, we can write:

C = C f irst × (C1 × C2)
Nalt × Clast (J.10)

Where, C f irst and Clast correspond to the first and last interfaces respectively. Generally, it refers to
the air above the stack and the substrate below.
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K.1 Design of the dual space optical microscopy setup.

In this appendix, we will describe precisely the optical design of the dual space (real and Fourier’s)
microscopy setup. We take inspiration from reference [221] in terms of optical design principles and
methods, using RT tools (Zemax Optics Studio, Sequential mode). The real space microscopy imaging
setup allows to aim correctly at a specific PCM (sized by 100 µm or 200 µm) within the photonic chip.
We present a design in Figure K.1. The optical system is designed achromatic at the NIR range (mirrors’
working range), extending in the visible range as much as possible. The real space path is optimized
achromatic in the visible range. The different optical paths (Real vs Fourier domain) can be separated
using either a Beam Splitter (BS) or dichroic mirror.
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Figure K.1: RT simulation of the modified microscopy setup (a) in real space imaging mode and (b) in Fourier domain mode.

We use a modified microscopy optical setup with an infinity corrected microscope objective (Olym-
pus Plan-Apochromat. 40X, NA=0.65)9 associated with a Tube Lens (TL). Due the lack of available TLs
for infinitely corrected microscope objectives with short focal length, we choose to use a simple achro-
matic pair instead (Thorlabs, ACA254-060-B, f = 60 mm). We have an intermediate image plane where
classic microscope objectives have the image sensor, we have an iris instead in order to select the rays
coming from the PCM specifically. This part is common to both real and Fourier paths.

Now detailing the real space (visible) optical path (see, Figure K.1(a)). The image plane is re-imaged
on a color sensitive CMOS image sensor10, Rolling Shutter (Thorlabs, DCC1645C) using a magnified
relay lens system: an achromatic doublet pair optimized for the visible range (Thorlabs, MAP105075-A,
f1 = 50 mm, f2 = 75 mm). Figure K.1(a) shows an image simulation with a picture of Marine made in
the same fashion than in Figure III.6, we verify that the magnification is correct to image a PCM sized
by 100 µm, with very good image quality.

We step back at the object to detail the Fourier path (see, Figure K.1(b)). In this part, rays are traced
from an object seen at infinity for given angles and with an aperture that corresponds to the size of the
sample. The planes where these parallel object rays are focused are the Fourier planes. The TL is used
to collimate the Back Focal Plane (BFP) of the objective in order to perform an angular magnification. In
most infinity corrected microscope objectives, the BFP is inside the objective and highly curved [221]. We
don’t use a conventional infinitely corrected TL, but we still manage to obtain a decent optical system,
with limited field curvature aberrations. The distance between the TL and the objective is of important
matter in this case as the FFP (Front Focal Plane) of the TL should be co-planar with the BFP of the
objective. Thus, the need for a specific TL’s focal distance (hardly found with conventional TLs). In the

9Zemax files for the microscope objective were obtained from a participatory database for Zemax lens files built using patent
[222] filed by Olympus as a reference. Zemax files for every other optical elements were found on Thorlabs Zemax’s catalog.

10We use a color sensor as the color of the PCM is an important visual information making sure we are aiming at the right PCM
within the photonic chip, as seen in Figure IV.37.
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intermediate image plane, the rays coming from the PCM are selected spatially by the iris, as explained
above. Finally, the Fourier plane is focused on a Global Shutter, monochromatic CMOS image sensor
(Thorlabs, DCC1240) using a Bertrand Lens11: we choose a simple achromatic pair (Thorlabs, ACA254-
060-B, f = 50 mm). Figure K.1(b) shows an angular image simulation with an angle graduated reticle.
We observe barrel distortions, that could be easily taken into account in image processing.

A concern one might have with this setup is that the Γ mode (unperturbed transmitted mode) could
bloom the retina in the Fourier setup, making our measurement blind to scattering effects on the cavities.
A solution one can adopt is to add relay optics to image an intermediate Fourier plane where a blocking
element is placed instead. This solution adds additional elements that significantly increase alignments
difficulties and the overall size of the microscope optical setup. We chose instead to use a Cassegrain
microscope objective12 (Thorlabs, LMM-40X-UVV) as an alternate optical setup where the on-axis light
is blocked by the secondary mirror as seen in Figure K.2(a-c).

Angular image simulation

X (mm)

3.30 1.65-1.65-3.3

0

1.35

2.7

-1.35

-2.7

Y
 (

m
m

)

(a)

Image of a glass diffuser

X (mm)

3.30 1.65-1.65-3.3

0

1.35

2.7

-1.35

-2.7

Y
 (

m
m

)

(b) (c)

Olympus

X (mm)

2.30 1.15-1.15-2.3

0

0.9

1.8

-0.9

-1.8

Y
 (

m
m

)

X (mm)

2.30 1.15-1.15-2.3

0

0.9

1.8

-0.9

-1.8

Y
 (

m
m

)

Cassegrain(d) (e)

100 µm100 µm

Image planeTLCassegrain Bertrand Lens Fourier plane

Figure K.2: (a) RT simulation of the alternate mi-
croscopy setup, Fourier path. (b) Angular image simu-
lation. (c) Fourier-domain image of a glass diffuser. (d, e)
Real space image of the USAF 1951 target obtained with
the Olympus and the Cassegrain objective.

This objective offers a longer working distance but the FoV in Fourier domain is degraded compared
to the previous setup. This is mainly due to the fact theta the secondary mirror (and its arms) is blocking
part of the field, as it can be seen in subfigures (a, b, c). This limitation is acceptable considering that
the system becomes only sensitive to high-angles scattering effects. Subfigure (b) shows an image sim-
ulation in the Fourier domain13, while subfigure (c) shows an experimental image obtained with a glass
diffuser (Thorlabs, DG20-120), which is among the closest we can get from a perfect isotropic scatterer.
Finally, the real-space image (subfigure (d, e)) quality shows degradation compared with the previous
setup, which are mainly due to field curvature aberrations caused by the Cassegrain objective (which
are not present in Plan-Apochromat. objectives). Considering that the real space image is only used
to aim at a specific PCM, image quality is not of great deal, and the effect of field curvature would be
mitigated by closing the iris on the intermediate image plane. The two alternate setup will both be used
depending on the experimental conditions (brightness of Γ mode and available working distance).

11The term Bertrand Lens is generally used to refer to lenses that forms an image of the BFP of a microscope objective.
12A Cassegrain is a reflective objective composed of an annular primary concave mirror and a secondary convex mirror.
13The pupil appears pixelated in this simulation: this is due to the limited sampling of the spatially variant PSF of the Fourier

setup
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K.2 Lighting system for the Fourier microscope

This section describes the lighting system that provides illumination for the Fourier imaging microscope
described in Section IV.6.4. The lighting system includes a wideband SLED and a monochromator, such
design stems from the need for a widely tunable source in terms of wavelength and spectral bandwidth.
This part is critical if one wants to match a specific Fabry-Perot (FP) resonance. We choose not to use a
tunable laser because we needed to remain under certain laser safety condition, so that our bench can be
used outside an optical laboratory, for instance alongside the aerosol test bench described in Appendix
D. The lighting system is presented in Figure K.3.
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Figure K.3: (a) Photography of lighting system. (b) Schematic of the optical setup.

The source itself, is modular, and can be easily swapped as long as it provides a collimated beam of
reasonable size (typically less than 1 inch). In our case, as our primary source, we use a SLED (Thorlabs,
SLD830A20) that operate in the NIR region from 790 nm to 880 nm, and that can provide a total of
26 mW of optical power. The SLD is coupled with a single mode (SM) optical fiber, and collimated with
a fiber collimator (Thorlabs, F810APC-780), referred in Figure K.3 as L1. The shaped NIR polychromatic
beam is a collimated beam sized by 7.5 mm. We noticed that the beam delivered by the SLED had a
sharply elliptical polarization. For this reason, we used a Polarization-Maintaining Fiber (PMF, PM780-
HP) between the SLED and the L1 collimator, then we mounted the collimator on a rotating mount,
in order to roughly adjust the polarization state of the beam. We also align a laser pointer (780 nm)
with our primary beam using a flip beam splitter (BS). The laser pointer is only used during alignment
operations.

The monochromator is constituted by a blazed reflective grating (Thorlabs, GR25-0608). Such a grat-
ing is designed to maximize the diffraction efficiency for both polarizations at a given diffraction order,
here the order −1, around the blaze wavelength (750 nm). The optimal configuration, called Littrow
configuration [223], consists in having the blaze angle (13◦) as the angle of incidence. This configuration
is not practical since the diffracted rays are reflected in the direction of incidence. However, we will try
to get as close as possible to the Littrow configuration, while taking into account the space constraints14.
Here, we use an angle of incidence of 32◦, which is the best we could get.

The diffracted beams, which are spread out in the sagittal plane (OXZ) by the grating (depending on
the wavelength) are then focused on the image focal plane (IFP) of the L2 lens. The radiation from the
primary source is spread out along the sagittal axis of the focal plane (horizontal axis); the longer the
focal length, the greater the spread will be. By taking into consideration the compactness constraints,
we selected f2 = 100 mm. Variable slits are placed in such focal plane, in order to select the desired
wavelength and spectral width.

14especially lens frames that block the beam when the angles used are too small.
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Figure K.4(b, c) shows images focused on the plane of the slits. When the slits are open (see, sub-
figure (b)), we observe the spreading of the polychromatic source15 along the sagittal axis, as explained
above. Closing the slits (see, subfigure (c)), and rotating the grating allows us to select a specific wave-
length, by modifying both the incidence and diffraction angle.

The selected radiation is then re-collimated using the L3 lens. the focal length of the L3 lens
( f3 = 40 mm) is chosen according to the desired output beam diameter. Indeed, the magnification
of the afocal lens system L2 −L3 is − f2/ f3 = −0.4, meaning that the 7.5 mm beam delivered by the
fiber collimator L1 is narrowed to a 3 mm output beam.

The output beam is redirected upward to the microscope using set of mirrors (M1−3). In order to
control the wavelength and the spectral width of the output beam, we’ve added a control path toward
a reference OSA (Optical Spectrum Analyzer). This optical path is can be separated using a beam sam-
pler, or in our case, a flip mirror (M3). The control spectrometer path is constituted by a focusing lens L4
(75 mm) that concentrates the sampled beam to an optical fiber plugged into the reference OSA (Thor-
labs, CCS175, Czerny-Turner CCD spectrometer). Figure K.4(a) shows the spectrum of the output beam,
before and after closing the slits (respectively, blue16 and orange curves).

Slit opening
Slit opening

(b) Open slits (c) Closed slits

(a) 

Figure K.4: (a) Spectrum of the output
beam, before (blue curve) and after (or-
ange curve) closing the slits. (b, c) Color
images focused on the slit plane when
open (b) and closed (c).

Finally, the beam crossed a polarizer mounted on a rotation stage, just before the sample in order to
purify the polarization state of the illumination beam.

Alternatively, we can use a simple laser source (for instance a collimated VSEL source at 850 nm) that
can bypass the monochromator. Such configuration can be useful for alignment/calibration operations,
or to perform simple measurements that don’t require the monochromator. Such a configuration can be
switch on simply by removing the M2 mirror (see, Figure K.3).

15Note that the image was taken with a color CMOS image sensor without IR filter. Is such sensor, both red and blue pixels react
to NIR radiation, thus NIR ’color’ appear purple.

16Note that the blue curve is not to be mistaken with the SLED spectrum. Only a portion of the beam, spread by the grating,
can be injected into the OSA’s fiber.
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Scientific production

Part of the work presented in this manuscript was published in scientific journals and conference pro-
ceedings:

[1] Jobert, G., Barritault, P., Fournier, M., Monpeurt, C., Boutami, S., Jamois, C., Bernasconi, P., Lovera,
A., Braga, D., Seassal, C., Miniature optical particle counter and analyzer involving a fluidic-
optronic CMOS chip coupled with a millimeter-sized glass optical system. Sensors, vol. 21, no. 9,
p. 3181, May 2021. https://www.mdpi.com/1424-8220/21/9/3181

[2] Jobert, G., Barritault, P., Fournier, M., Boutami, S., Jobert, D., Marchant, A., Michelot, J., Mon-
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lens-free imaging of light scattering signatures with a holed image sensor. Sens. Actuators Rep.
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[3] Jobert, G., Fournier, M., Boutami, S., Jamois, C., Lovera, A., Braga, D., Seassal, C., Millimeter-sized
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Fourier domain. Presented at the Photonic Instrumentation Engineering VII, SPIE, San Francisco,
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Several patents were also filed, during the preparation of the manuscript. Some of them relate to a
side project, not directly associated with particle sensors.
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[6] Jobert, G., Monpeurt C., Dispositif de répartition de lumière basé sur un guide d’onde planaire,
2020, FR2005622

[7] Monpeurt C., Dupoy, M., Beurrier-Bousquet, M., Jobert, G., Composant optique pour un dispositif
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Abstract

This thesis is a contribution to the scientific community for the development of tomorrow’s optical
Particulate Matter (PM) sensors ’on-a-chip’, which should be miniaturized, portable and inexpensive
while being at the same time sensitive and accurate. The development of such sensors addresses the
current sanitary and environmental issues related to air quality monitoring. What should such a sensor
look like, which designs are successful, which ones are not? What are the difficulties we did not imagine
we would encounter? Those are the questions we have tried to answer, by exploring three novel designs
of optical particle counters (OPCs).

A first prototype has been developed, and comprises a custom CMOS image sensor with a traversing
air channel. A particle, flowing in the channel, crosses a light beam and a scatter a specific pattern, which
is recorded by the image sensor in a lens-less configuration.

Then, an improved mode of imaging is studied with a second prototypes that involves a monolithic,
millimeter-sized glass assembly of lenses and mirrors. This miniature optical system is directly coupled
with the holed image sensor. For both the first and second prototypes, experimental images of calibrated
polystyrene beads are used to retrieve the diameter and refractive index of particles, using dedicated
image processing softwares.

Finally, by the means of a third prototype, we explore how an optical resonant cavity is perturbed
by the presence of a particle. In particular, open vertical cavity that involves dielectric mirrors such as
distributed Bragg reflectors and photonic crystal slab mirrors are studied. Understanding the mecha-
nisms involved in the perturbation of the cavity, enables the design of a cavity-enhanced OPC, where
the perturbed cavity mode is analyzed by transmission imaging.

Keywords : Particulate matter, optical particle counter, light-scattering, image sensors, image process-
ing, optical resonators, dielectric mirrors, silicon micro-fabrication, glass micro-machining

Résumé

Cette thèse est une contribution à la communauté scientifique pour le développement des futures généra-
tions de capteurs optiques de particules fines sur puce, qui doivent être miniaturisés, portables et peu
coûteux; et ce, en garantissant à la fois sensibilité et précision. Le développement de ces capteurs a pour
objectif de répondre aux problématiques sanitaires et environnementales actuelles liées à la surveillance
de la qualité de l’air.

À quoi doit ressembler un tel capteur? Quelles architectures fonctionnent? Lesquelles ne fonc-
tionnent pas? Quelles sont les difficultés que nous n’imaginions pas rencontrer? Voilà les questions
auxquelles nous avons tenté de répondre, en explorant trois nouvelles architectures de compteurs op-
tiques de particules (OPCs).

Un premier prototype a été développé, et comprend un capteur d’image CMOS troué d’un canal
fluidique d’air. Une particule, qui circule dans le canal, traverse un faisceau lumineux et diffuse un
motif spécifique, qui est enregistré par le capteur d’images selon une configuration d’imagerie sans
lentille.

Ensuite, via un second prototype, on étudie un mode d’imagerie amélioré qui implique une pièce
monolithique en verre, de taille millimétrique, où sont assemblés des lentilles et des miroirs. Ce sys-
tème optique miniature est directement couplé au capteur d’images troué. Pour les premier et second
prototypes, des images expérimentales de billes de polystyrène calibrées sont utilisées pour retrouver le
diamètre et l’indice de réfraction des particules, à l’aide de procédures de traitement d’image dédiées.

Enfin, au moyen d’un troisième prototype, nous étudions comment une cavité optique résonnante
est perturbée par la présence d’une particule. En particulier, on étudie une cavité verticale ouverte
qui comprend des miroirs diélectriques tels que des miroirs de Bragg et des miroirs minces à cristaux
photoniques. La compréhension des mécanismes impliqués dans la perturbation de cavité permet de
concevoir un OPC à haute sensibilité, où le mode de la cavité perturbée est analysé par imagerie en
transmission.

Mots clés : Particules fines, compteur optique de particules, diffusion de la lumière, capteurs d’images,
traitement d’images, résonateurs optiques, miroirs diélectriques, micro-fabrication sur silicium, micro-
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