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#### Abstract

During the first years of life, children rapidly learn to process speech from a continuous acoustic signal, and soon become able to understand and produce the sounds, words and structure of their native language. Children growing up in a bilingual environment face an additional challenge: they must simultaneously discover and separate their bilingual input into individual (yet potentially overlapping) systems, with independent sound units, vocabularies and grammars, without knowing a priori how many languages are spoken in their environment. In spite of this, language acquisition in young bilinguals follows, to an extent, a similar time-line as in monolinguals. Understanding how children come to discover the presence of two languages in their input, and to what extent they are able to keep them apart, are to this day crucial questions to the field of childhood bilingualism. In this thesis we focus on these two questions by exploring how perceptual and environmental properties of the input can help or hinder the discovery and lexical development of two languages, and whether the phonological representations formed by young bilinguals are language-specific. In order to investigate these questions, we take a multidisciplinary approach, using both empirical and computational techniques, which can provide different insights on the task of early language separation.

In the first part of this dissertation we examine the problem of discovering two languages in the input from an acoustic perspective. Based on a large body of research on language discrimination abilities in newborns and infants, and inspired by previous modelling work, we aim to provide a computational account of infant perception of multilingual speech. Borrowing a state-of-the-art system from speech technologies, we conducted a series of computational experiments that can help us understand what kind of representations young infants form when hearing different languages, and how different factors may shape their perception of language distance.

In the second part, we investigate several environmental aspects of bilingual exposure. Previous research on quantitative and qualitative properties of bilingual input had shown strong influences of each language's relative amount of exposure on infants' lexical development, but diverging results were reported regarding the impact of the separation of the two languages in their environment. We used a home diary method to investigate the co-existence of two languages in young bilinguals' input, and explore how this and other environmental factors may influence their vocabulary acquisition.

Finally, in the last part of this dissertation, we consider bilingual preschoolers' perception of languagespecific phonological rules. Unlike other properties of young bilinguals' phonological systems, their acquisition and separation of phonological rules has barely been explored, with the only prior evidence coming from production studies. We conducted a behavioral experiment using a touchpad videogame


to test French-English bilinguals' cross-linguistic perception of phonological assimilations.
Overall, this thesis contributes new insights to the question of language separation and acquisition in early bilingualism, with multiple perspectives for future research on this topic.

## Résumé

Durant les premières années de leur vie, les enfants apprennent rapidement à traiter la parole à partir d'un signal acoustique continue, et très vite, ils sont capables de comprendre et de produire les sons, les mots et la structure de leur langue maternelle. Les enfants qui grandissent dans un environnement bilingue rencontrent un défi supplémentaire: ils doivent simultanément découvrir et séparer les deux langues en deux systèmes individuels (qui peuvent cependant se chevaucher), avec des unités sonores, des vocabulaires et des grammaires indépendantes, sans savoir a priori combien de langues sont parlées dans leur environnement. Malgré cela, l'acquisition du langage chez les jeunes bilingues suit, dans une large mesure, une chronologie similaire à celle des enfants monolingues. Comprendre comment les enfants arrivent à découvrir la présence de deux langues dans ce qu'ils entendent, et dans quelle mesure ils arrivent à les séparer, sont des questions cruciales pour le domaine de la recherche en bilinguisme chez les enfants. Dans cette thèse, nous nous concentrons sur ces deux questions en explorant comment les propriétés perceptuels et environnementales de ce qu'ils entendent peuvent aider ou ralentir la découverte et le développement lexical des deux langages, et si les représentations phonologiques formées par les jeunes bilingues sont spécifiques à chaque langue. Afin d'étudier ces questions, nous adoptons une approche multidisciplinaire, en utilisant à la fois des techniques empiriques et computationnelles, qui permettent d'apporter différents éclaircissements sur la tâche de la séparation des langues à un jeune âge.

Dans la première partie de cette thèse, nous nous intéressons au problème de la découverte de deux langues dans ce qu'entend l'enfant d'un point de vue acoustique. Basé sur des recherches existantes concernant les capacités de discriminations des langues chez les nouveau-nés et les enfants, et inspirés par de précédents travaux de modélisation, nous cherchons à décrire d'un point de vue computationnel la perception de la parole dans plusieurs langues chez l'enfant. En empruntant un système de l'état de l'art dans les technologies de la parole, nous avons mené une série d'expériences qui peuvent servir à comprendre quel type de représentations les jeunes enfants créent quand ils entendent des langues différentes, et comment différents facteurs peuvent influencer leur perception de la distance entre les langues.

Dans la deuxième partie, nous étudions plusieurs aspects environnementaux de l'exposition à deux langues. Des recherches précédentes sur les propriétés quantitatives et qualitatives de l'input bilingue a montré des influences fortes de la quantité relative de l'exposition à chaque langue sur le développement lexical de l'enfant, mais des résultats divergents ont été rapportés quant à l'influence de la séparation des deux langues dans leur environnement. Nous avons utilisé une méthode de journal que les parents tenaient chez eux afin d'étudier la co-existence de deux langues dans ce qu'entendent les jeunes
bilingues, et d'explorer comment cela, ainsi que d'autres facteurs environnementaux, peuvent influencer l'acquisition du vocabulaire.

Finalement, dans la dernière partie de cette thèse, nous examinons la perception de règles phonologiques spécifiques à chaque langue chez les enfants à l'âge de la maternelle. Contrairement à d'autre propriétés des systèmes phonologiques chez les jeunes bilingues, leur acquisition et séparation de différentes règles phonologiques ont été très peu explorées, et les seules données antérieures proviennent d'études sur la production. Nous avons mené une expérience comportementale en utilisant un jeu vidéo, afin de mesurer la perception inter-langue de l'assimilation phonologique chez les bilingues français-anglais.

Dans son ensemble, cette thèse contribue en apportant de nouveaux éclaircissements sur la question de la séparation et l'acquisition des langues dans le bilinguisme précoce, avec de nombreuses perspectives pour des recherches futures sur le sujet.
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## Chapter 1

## Introduction

Human spoken language is a highly complex cognitive ability that develops at a remarkable speed. During the first years of life, children rapidly learn to process speech from a continuous acoustic signal, and soon become able to understand and produce the sounds, words and structure of their native language. Children growing up in a bilingual environment face an additional challenge: they must simultaneously discover and separate their bilingual input into individual (yet potentially overlapping) systems, with independent sound units, vocabularies and grammars, without knowing a priori how many languages are spoken in their environment. In spite of this, language acquisition in young bilinguals follows, to an extent, a similar time-line as in monolinguals (Werker, Byers-Heinlein, \& Fennell, 2009). Understanding how children come to discover the presence of two languages in their input, and to what extent they are able to keep them apart, are to this day crucial questions to the field of childhood bilingualism. In this thesis we focus on these two questions by exploring, on the one hand, how perceptual and environmental properties of the input can help or hinder the discovery and acquisition of two languages, and, on the other hand, whether the phonological representations formed by young bilinguals are language-specific.

In this first chapter we will frame the problem of language separation in early childhood, i.e., from birth through pre-school years. We will first describe early bilingualism and provide an overview of the challenges young bilingual children face. Next, we will review previous research that has aimed at understanding how children discriminate and learn two languages, with a focus on their phonological and lexical development. Finally, we will outline the research questions of this thesis.

### 1.1 Defining bilingualism in early childhood

When describing bilingualism in adults, multiple definitions can be adopted, usually focusing on the degree to which both languages are mastered and actively used by the individual. In early childhood, and particularly during the first two years of life, classifying children as bilinguals or monolinguals using similar criteria is not possible, as their language abilities are still under development and their capacities in one or both languages may not be evident until later in life. Definitions of early childhood bilingualism thus put more weight on the input than on the output. Two main factors defining bilingualism in the first few years of life are the age of acquisition and the amount of exposure to each language. In pre-schoolers, however, some researchers may opt to classify children based on whether they produce words or sentences in both languages. In this thesis, we will focus principally on bilinguals' perceptual systems, and thus will base our classification on their input and not on their productive output.

Regarding the amount of exposure, no consensus exists on how much input in each language is required for a child to be bilingual. However, many studies used criteria based on the proportion of exposure in each language, often defining a minimum of about $20 \%$ to $30 \%$ and a maximum of $70 \%$ to $80 \%$ of the child's total input (see for example Fennell, Byers-Heinlein \& Werker, 2007, Pearson et al., 1997). In general, children hearing a second language comprising less than $10 \%-20 \%$ of their input are unlikely to develop communicative skills in that language, and are thus typically classified as monolinguals (Pearson et al., 1997). These percentages are usually obtained through parental questionnaires, either directly asking parents to estimate how much of each language the child has heard, or by asking detailed questions regarding the amount of hours per week that the children heard each language throughout their life.

Moreover, age of acquisition can be used to make a distinction between simultaneous bilinguals, that is, those who began their dual language exposure early in life (also often referred to as bilingual first language $-B F L$ - learners), and sequential bilinguals, i.e., those for whom exposure to a second language began some time after the first language. However, where the dividing threshold lies is not clear. For instance, De Houwer (2009) defined Bilingual First Language Acquisition (BFLA) as "the development of language in young children who hear two languages spoken to them from birth", while other researchers proposed later thresholds, some as late as 2-3 years old (e.g., McLaughlin 1978). In this thesis, we will take an intermediate position, by considering BFLA as dual language exposure
that began within the first 6 months of life, that is, while infants' phonological systems are still very much under development. However, this definition is not motivated by a strict developmental cut-off. Indeed, language development is a continuum and children starting their bilingual exposure after the age of 6 months (and even beyond their first birthday) may achieve good language skills in both languages. The reason for this cut-off is simply to focus on the challenges that children face when encountering two languages from the earliest stages of development. In this context, we will refer to BFL learners as bilinguals, even if they do not (yet) talk in one or both of their languages.

### 1.1.1 The challenge of bilingual first language acquisition

What does growing up in a dual language environment entail? The first and most obvious challenge is that bilingual learners have twice the amount of knowledge to acquire, while their input in each language is likely to be smaller than what a typical monolingual receives. But the problem is not restricted to a simple ratio between available input and target output. Indeed, speech is an inherently variable signal, and acquiring one's native language involves learning which dimensions of variability encode meaning, and which do not. Infants growing up in a bilingual environment will inevitably encounter additional variability across all linguistic (and extra-linguistic) dimensions, with varying degrees of overlap between their two languages. To understand the difficulty of the task, let's look at some examples at two linguistic levels, the acoustic-phonetic and lexical-semantic levels:

At the acoustic-phonetic level, young bilinguals must deal with a complex combination of differences and similarities between the phonological properties of each of their two languages. A given property $A$ that exists in one language may not be present in the other language. For example, a child learning English and Mandarin will have to learn that tone is not a lexical cue for the former, but it is for the latter. Alternatively, a property $\alpha$ may exist in the other language, which could be fully or partially overlapping with property $A$, or even lie in between two categories, $A$ and $B$. A well known example of this is the case of the vowel contrast /e/ $-/ \varepsilon /$, which exists in Catalan but not in Spanish, whose single /e/ category lies somewhere in between. Thus, Spanish-Catalan bilinguals will encounter conflicting information regarding these phonemic categories. Another difficulty that bilingual infants may find at the acoustic-phonetic level is the exposure to accented speech, which may contain a transfer of phonological properties of one language to the other, or simply add variability to the input.

At the lexical-semantic level, bilingual infants will encounter several challenges. For instance, they
must deal with the presence of multiple labels for the same referent. This means that some word learning strategies, such as mutual exclusivity, may be inefficient in a bilingual context. Furthermore, depending on the pair of languages they are exposed to, they may encounter a varying number of cognates, that is, words across languages that share a common root and thus may sound similar. For example, the English word flower [flavə], has cognates in several languages, such as French (fleur [flœer]), Spanish (flor [flor]) and Scottish Gaelic (flùr [ $\left.\mathrm{fl}^{1} \mathrm{urr}\right]$ ). The presence of cognates may facilitate word learning, but they could potentially result in underspecified word forms. Finally, bilinguals may encounter cases in which the semantic scope of a word in one language does not completely overlap with that of its translation equivalent. For example, the common English word cup may be used to refer to a porcelain tea cup with a handle, as well as a plastic cup with no handle, among many other things. Other languages may use different labels for these objects. Such is the case of French, where the former would be called a tasse while the latter would be called a gobelet. These partially overlapping word-referent pairings may create ambiguities which could pose a problem for lexical development.

Beyond linguistic features, bilingual infants and children are also exposed to a variety of contextual scenarios for each language. For instance, some children grow up in bilingual communities, where both languages can be found frequently in every daily-life situation, while others grow up hearing a minority language in a largely monolingual community. Moreover, both languages may be spoken at home, or otherwise one single language may be spoken at home, while the other language is heard elsewhere. Finally, some bilingual families may choose to adopt a one-person one-language approach, while others may choose to speak both languages freely. The contexts in which each language is encountered are thus an additional level of complexity that young bilinguals will have to deal with.

In summary, the combination of two languages will result in an intricate puzzle for the bilingual child to decipher. In order to succeed in this challenge, young bilinguals must eventually separate their two languages, correctly linking together the phonological, lexical, and syntactic elements that belong to one or the other language. When and how children achieve this feat, and to what extent their language systems are kept separated, have long been debated (for a review on the "one language or two" debate in early bilinguals see Byers-Heinlein, 2014). In the following sections we will review previous research on the emergence of language discrimination in young bilinguals, and present an overview of their phonological and lexical development.

### 1.2 Early language discrimination

It has been argued that early language discrimination is an essential step to successful bilingual language acquisition (Bosch \& Sebastián-Gallés, 1997; Nazzi, Bertoncini, \& Mehler, 1998; Werker et al., 2009). Indeed, if throughout their development infants failed to ever notice the presence of two languages in their input, they could end up learning a hybrid language composed of a mix of their linguistic properties. For a long time, this was thought to be the case, leading some researchers to propose that young bilinguals had a unified language system for the first two or three years of life, and that languages were only gradually discriminated later on (Leopold, 1970; Redlinger \& Park, 1980; Volterra \& Taeschner, 1978). However, an increasing body of evidence has emerged over the past 30 years, drawing a different picture; while young bilingual children may sometimes mix both languages in their production, they are generally capable of discerning them and learning distinct properties of each language (Genesee, 1989; Hammer et al., 2014; Werker \& Byers-Heinlein, 2008). Exactly how young bilinguals discover their two languages is not yet fully understood, but experimental evidence suggests that some perceptual sensitivities available from early on may help them to solve this task.

Humans are born with great sensitivity to acoustic properties of speech (for a review, see Gervain and Werker, 2008). Mehler et al. (1988) were the first to investigate whether some of these early perceptual abilities would allow newborn infants to detect differences between languages. Using a high-amplitude sucking procedure (Jusczyk, 1985), they habituated French newborns to either French or Russian phrases spoken by a proficient bilingual. After habituation, half of the infants heard new utterances spoken in the same language (control condition), and the other half heard utterances spoken by the same speaker in the other language (switch condition). Their results show an increase in newborns' attention during the test phase (as indicated by a rise in their sucking rate) which was significantly larger after a language switch than in the control condition, suggesting that they successfully detected the language change. Additionally, they observed an asymmetry in their dishabituation patterns indicating a preference for their native language, French. In a subsequent experiment, the researchers exposed newborns to a low-pass filtered version of the same utterances, showing again evidence of discrimination (Mehler et al., 1988). These results suggested for the first time that prosodic information, such as rhythm and intonation, are salient properties that newborn infants can use to discriminate between languages.

A number of follow-up studies using various language pairs, experimental paradigms and speech ma-
nipulations (e.g., natural, filtered, or resynthesized speech) have since replicated and extended these original results (Byers-Heinlein, Burns, \& Werker, 2010; Mehler \& Christophe, 1995; Mehler et al., 1988; Moon, Cooper, \& Fifer, 1993; Nazzi et al., 1998; Ramus, 2002b). A summary of these studies is shown in Table 1.1. Taken together, the available evidence indicates that newborns, regardless of the language heard in the womb, are generally able to discriminate language pairs that differ in their rhythmic properties, such as French and Russian, while they fail at discriminating close language pairs, such as English and Dutch, or Spanish and Catalan. Furthermore, the discrimination of distant language pairs remains intact when using filtered speech or resynthesized speech in which only prosody and some phonotactic properties are preserved. This ability has also been observed in newborns whose mothers spoke two languages during gestation (Byers-Heinlein et al., 2010).

Table 1.1: Summary of studies on language discrimination in newborns.

| Study | Native lang. | Test pair | R. Contrast | Stimuli type | Test type | Results |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mehler et al. (1988) | French | French-Russian | Across | Natural | Habituation | Discrim. |
| Mehler et al. (1988) | Mixed | French-Russian | Across | Natural | Habituation | No discrim. |
| Mehler et al. (1988) | French | English-Italian | Across | Natural | Habituation | Discrim. ${ }^{(1)}$ |
| Ramus (2002) | French | Dutch-Japanese | Across | Natural | Habituation | No discrim. |
| Moon et al. (1993) | English, Spanish | English-Spanish | Across | Natural | Listening pref. | Native pref. |
| Mehler et al. (1988) | French | French-Russian | Across | Filtered | Habituation | Discrim. |
| Nazzi et al. (1998) | French | English-Japanese | Across | Filtered | Habituation | Discrim. |
| Byers-Heinlein et al. (2010) | English | English-Tagalog | Across | Filtered | Habituation | Discrim. |
| Byers-Heinlein et al. (2010) | English-Tagalog | English-Tagalog | Across | Filtered | Habituation | Discrim. |
| Byers-Heinlein et al. (2010) | English | English-Tagalog | Across | Filtered | Listening pref. | Native pref. |
| Byers-Heinlein et al. (2010) | English-Tagalog | English-Tagalog | Across | Filtered | Listening pref. | No pref. |
| Byers-Heinlein et al. (2010) | English-Chinese | English-Tagalog | Across | Filtered | Listening pref. | No pref. |
| Ramus (2002) | French | Dutch-Japanese | Across | Resynthesized ${ }^{(2)}$ | Habituation | Discrim. |
| Ramus (2002) | French | Dutch-Japanese | Across | Resynthesized ${ }^{(3)}$ | Habituation | No discrim. |
| Ramus (2002) | French | Dutch-Japanese | Across | Resynthesized ${ }^{(4)}$ | Habituation | Discrim. |
| Mehler et al. (1988) | French | French-Russian | Across | Inverted | Habituation | No discrim. |
| Nazzi et al. (1998) | French | English-Dutch | Within | Filtered | Habituation | No discrim. |
| Ramus (unpublished) ${ }^{(5)}$ | French | Spanish-Catalan | Within | Resynthesized | Habituation | No discrim. |
| Nazzi et al. (1998) | French | English+Dutch vs. Italian+Spanish | Mixed <br> Across | Filtered | Habituation | Discrim. |
| Nazzi et al. (1998) | French | English+Italian vs. <br> Dutch+Spanish | Mixed <br> Within | Filtered | Habituation | No discrim. |

Abbreviations: Native lang.: Language spoken by the mother during gestation. R. Contrast: Rhythmic contrast according to the rhythmic class hypothesis. Discrim.: Discrimination. Native pref.: Preference for native language. No pref.: Equal attention to both languages.
Notes: (1) As reanalysed by Mehler and Christophe (1995). (2) Saltanaj speech with original prosody. (3) Sasasa speech with artificial prosody. (4) Saltanaj speech with artificial prosody. (5) As reported in Ramus, Nespor \& Mehler (1999).

These results have been interpreted as evidence for an innate rhythmic-based discrimination of languages in agreement with some theories of language rhythm typology (Ladefoged, 1975; Ramus, Nespor, \& Mehler, 1999). According to the rhythmic class hypothesis, languages can be classified into three
main groups depending on their characteristic rhythmic patterns: syllable-timed (including many Romance languages, such as French, Spanish and Italian), stress-timed (including Germanic languages such as English, Dutch and German) and mora-timed (including languages such as Japanese and Tamil). Indeed, experimental data from newborns seems to reflect a rhythmic classification. However, it is not entirely clear whether we can conclude from these experiments that infants use rhythm to classify the languages in their input, for several reasons. First, (to the best of our knowledge) the only evidence showing that newborns fail at discriminating within-class language pairs comes from studies that have used filtered or resynthesized speech (indeed, these studies were meant to test newborns' sensitivity to rhythmic properties); it thus remains to be proven that they cannot discriminate them when hearing natural, unfiltered speech. Second, the fact that infants can discriminate certain language pairs when hearing filtered speech does not necessarily mean that rhythm is sufficient for language discrimination. Ramus (2002b) made an interesting observation when testing newborns on their discrimination of Dutch and Japanese, two languages belonging to distinct rhythmic classes. When presented with unfiltered speech from multiple monolingual speakers, infants failed to detect the language change, while they succeeded when presented with resynthesized speech. Ramus argued that the presence of multiple speakers - in contrast with a single bilingual speaker as in Mehler et al.'s (1988) study - introduced additional variability to the signal, hiding the relevant contrast. This experiment suggests that variability in other acoustic dimensions besides prosody may compete for infants' attention, eventually blurring otherwise salient distinctions.

This leads us to a third point, which is the fact that most experiments so far have controlled in one form or another the amount of variability in the experimental stimuli, either by using a bilingual speaker, by filtering or resynthesizing the signal, or by simply selecting utterances that were matched in length and number of syllables. These types of manipulations are common in infant experimental research, and are necessary to isolate the factors of interest. However, these cases might end up being far removed from the real-world situations in which infants are immersed, where speech comes from several speakers, some of which may be monolinguals and some not, where phrases come in all shapes and sizes, and where speakers' mood, speech register and even ambient noise may affect the way language sounds to the infant's ear. Further research is thus needed to understand how language and speaker distance, as well as other sources of variability, are reflected in early perceptual representations of speech. All that being said, the studies mentioned above have shown strong evidence that newborns possess sensitivity to rhythmic properties of languages, which might be used as a stepping stone for language discrimination.

Further research with infants aged 2- to 5 -months-old has shown that, as infants grow up and become tuned to their native language, discrimination becomes more sensitive but at the same time dependent on infants' familiarity with one (or both) of the languages (Bahrick \& Pickens, 1988; Bosch \& Sebastián-Gallés, 1997, 2001; Christophe \& Morton, 1998; Dehaene-Lambertz \& Houston, 1998; Mehler et al., 1988; Molnar, Gervain, \& Carreiras, 2014; Nazzi, Jusczyk, \& Johnson, 2000). That is, infants may fail at discriminating a language pair, even across rhythmic class, if they are unfamiliar with both languages. For instance, American 2-month-olds fail at discriminating French from Russian, but succeed at discriminating English from Italian (Mehler et al., 1988). On the other hand, infants newly developed sensitivity to their native language allows them to discriminate it from other languages within the same rhythmic class, an ability that was not observed in newborns (Bosch \& Sebastián-Gallés, 2001; Nazzi et al., 2000). For example, Bosch and Sebastián-Gallés (2001) showed that Spanish and Catalan 4-month-old monolinguals could discriminate these two languages. Most interestingly, they found that Spanish-Catalan bilinguals also succeed in discriminating their two languages. Thus, before the end of their first semester, infants seem to have accumulated sufficient knowledge about their native language(s) to allow discrimination, with bilinguals being no exception. This distinction might emerge naturally as young bilinguals learn the regularities of their input. As pointed out by Byers-Heinlein (2014), "English words are likely to be adjacent to other English words. They are composed of English sounds, follow English phonotactic rules, take English morphological endings, and are heard in sentences with English prosody". These regularities could thus eventually produce clusters in the infants' mental representations. This idea is supported by PRIMIR (Curtin, Byers-Heinlein, \& Werker, 2011; Werker \& Curtin, 2005), a theoretical framework that describes how infants (both monolinguals and bilinguals) learn language from their input using a combination of perceptual biases, general learning mechanisms and directed attention. However, no explicit account of how this process may unfold has yet been proposed.

Besides acoustic and linguistic cues to language discrimination, infants may additionally be sensitive to other sources of information available in their environment. One such cue is visual information (Sebastián-Gallés, Albareda-Castellot, Weikum, \& Werker, 2012; Weikum et al., 2007). Weikum et al. (2007) studied infants' ability to discriminate languages by the facial gestures produced while talking. Young monolingual English and bilingual French-English infants were exposed to silent videos of bilingual speakers talking in one of these two languages. After habituation, infants saw new videos of the same speakers either talking in the same language as in habituation, or talking in the other language. They found that while monolinguals discriminated the languages at 4 and 6 months old,
they failed at 8 months old. On the other hand, bilingual infants still succeeded in the task at the latest age, indicating that they had retained their sensitivity to this cue for longer than their monolingual peers. Similar results were observed in Spanish, Catalan and Spanish-Catalan 8-month-olds tested on the same French and English stimuli (Sebastián-Gallés et al., 2012), suggesting that bilingual' ability to discriminate languages visually did not depend exclusively on familiarity with one of the two languages. Like facial gestures, bilingual infants might be able to detect and exploit many other sources of information that happen to co-occur with each language, such as contextual and social cues. For instance, if speakers in the bilingual's environment adopt a one-person-one-language approach, infants may be able to detect this regularity. We will further discuss the role of environmental cues in bilingual language acquisition in Chapters 2 and 3.

### 1.3 Phonological development

It is by now well established that babies are born with a language-general sensitivity to speech sounds. Evidence from a vast amount of studies on monolingual infants shows that, throughout their first year of life, infants' perception becomes tuned to the sounds of their native language. That is, they gradually perfect their ability to recognise the phonemes (i.e., the sound categories) that are used to distinguish words, while they simultaneously lose sensitivity to contrasts that are unused in their language (for a review, see Maurer and Werker, 2014). Vowel contrasts begin to stabilize around 6 months of age, while consonants take slightly longer, with most contrasts being in place by the end of the first year of life. Phonological development not only involves learning the sounds of one's native language, but also the rules that dictate how these sounds can be combined to form syllables and words - i.e., its phonotactics - and how the pronunciation of certain sounds or words may change depending on the phonological context. In monolinguals, sensitivity to the phonotactic rules of their native language emerges around the age of 9 months (Jusczyk, Luce, \& Charles-Luce, 1994). Other phonological rules may take longer to acquire, such as the French liaison, which may take years to master (Chevrot, Dugua, \& Fayol, 2009). Research on phonological development in children growing up with two languages is much more scarce, with only a handful of studies exploring phonological perception, principally in infants and toddlers, and another handful focusing on phonological production, mainly in preschoolers. In the following subsections we will review both lines of research.

### 1.3.1 Phonological perception in bilinguals

Evidence on phonological perception suggests that, like monolinguals, bilingual infants tune to the phonemic categories of their native languages during the first year of life (for a review, see Werker, 2012 and Hammer et al., 2014). However, their developmental trajectories are not yet well understood, with studies showing different patterns depending on the experimental method, the phonological contrast, and the language pair. Such is the case of the previously discussed vowel contrast /e/$/ \varepsilon /$. Bosch and Sebastián-Gallés (2003b) first investigated the perception of this contrast in different age groups of Spanish-Catalan bilingual infants, as well as in Spanish and Catalan monolinguals, using a familiarization-preference procedure. Their results confirmed, first of all, that at 4 months all three groups of infants could discriminate this contrast, regardless of the language they were exposed to. Furthermore, by the time they were 8 months old, both monolingual groups had learnt their native categories, that is, Catalan infants maintained their discrimination of $/ \mathrm{e} /-/ \varepsilon /$, while Spanish monolinguals (for whom this contrast is not phonemic) had already lost sensitivity to it. Interestingly, bilingual infants who had been exposed to both languages since birth (and hence to both phonological categories) failed at discriminating these vowels at 8 months, but succeeded again at 12-months-old, suggesting that their phonological development follows a "U-shaped" pattern: they go from languagegeneral perception, to a temporary collapse of the two categories, and finally a recovery of the phonemic distinction. A similar U-shaped acquisition has been attested in Spanish-Catalan bilinguals for the consonant contrast /s/-/z/, which also exists in Catalan but not in Spanish (Bosch \& Sebastián-Gallés, 2003a), and the /o/-/u/ vowel contrast, which exists in both languages (Bosch \& Sebastián-Gallés, 2005), but not in a more distant vowel contrast, /e/-/u/ (Bosch \& Sebastián-Gallés, 2005).

A subsequent study revisited the $/ \mathrm{e} /-/ \varepsilon /$ contrast with a different experimental paradigm (an anticipatory looking task), and found evidence that Spanish-Catalan bilingual infants can discriminate this contrast at 8-months-old (Albareda-Castellot, Pons, \& Sebastián-Gallés, 2011), suggesting that specific task demands may influence their ability to attend to this contrast. Moreover, Sundara and Scutellaro (2011) studied Spanish-English bilinguals on this same contrast, which also exists in English. They showed, even using a similar experimental paradigm to the one used by Bosch and SebastiánGallés (2003b), that Spanish-English bilingual 8-month-olds had retained this distinction. The authors suggested that a possible explanation for Spanish-English bilinguals' success (while Spanish-Catalan infants had failed at this age) is that Spanish and English are easier to discriminate due to the fact that they belong to two different rhythmic classes, as previously discussed in Section 1.2. Thus, Spanish-

English infants' ability to sort out their input by language may have facilitated the separation of these phonemic categories.

Other contrasts seem to be less problematic. For instance, French-English bilingual infants retain their discrimination of a dental vs alveolar contrast distinguishing the French and English realisations of $/ \mathrm{d} /$, while monolingual French and English infants lose it by 10 months of age (Sundara, Polka, \& Molnar, 2008). In another study with French-English bilinguals, Burns, Yoshida, Hill, and Werker (2007) explored infants' ability to discriminate $/ \mathrm{b} /$ from $/ \mathrm{p} /$. An interesting property of this contrast is that the voice onset time (VOT) boundary separating these two categories is different in French and English, thus leaving an intermediate range of VOT values in which French adults usually perceive a $/ \mathrm{p} /$, while English adults hear a /b/. Three age groups (6-8 months, 10-12 months and 14-20 months) of French-English bilingual and English monolingual infants were tested on their discrimination of this intermediate category against samples from the two extremes of the $/ \mathrm{b} /-/ \mathrm{p} /$ spectrum. Their results showed that, while both monolinguals and bilinguals behaved similarly in the youngest age group, by 10 to 12 -months-old each group had tuned to their native language(s). That is, monolingual English infants treated the intermediate category as a /b/ (i.e., they discriminated it only against $/ \mathrm{p} /$ ), while bilinguals discriminated both contrasts, thus showing phonological knowledge of both of their languages. Bilinguals' success in these contrasts may have been due to the fact that their target languages (French and English) belong to different rhythmic classes, but more evidence of similar contrasts across different language pairs would be needed before we could understand the role of language distance on phonological development.

Some recent studies have begun to explore the effects of the specific language pair in a more systematic way, but are still scarce (Havy, Bouchon, \& Nazzi, 2016; Liu \& Kager, 2015). For instance, Liu and Kager (2015) explored the perception of this same /b/-/p/ intermediate contrast in bilingual infants learning Dutch and an additional language which either shares the same VOT values as Dutch for these two consonants (French, Spanish), or has a different VOT boundary (Chinese, English, German). Their results showed that the perception of these contrasts depended on the language pair (with those sharing similar realisations of these consonants showing a stable contrast discrimination at 11-monthsold, although with noisy results at $8-9$ months), as well as on their language dominance, affecting principally those infants learning a language pair with differing realisations of these sounds. More studies of this kind are needed in order to form a full picture of the developmental trajectory of phonemic categories in young bilinguals.

Beyond the development of sound categories, and past the first two years of life, not much is known about young bilinguals' phonological perception. Indeed, a language's phonological system is not limited to its composing sounds. Languages may differ in the possible combinations of phonemes within a syllable - that is, their phonotactics - as well as on phonological rules that may alter the surface form of a word when pronounced within a sentence. Sebastián-Gallés and Bosch (2002) explored Spanish-Catalan bilinguals' perception of Catalan phonotactic rules. Ten-month-old bilinguals, as well as Spanish and Catalan monolinguals, were tested on their discrimination of legal versus illegal consonant clusters. Their results showed that Catalan-dominant bilinguals, as Catalan monolinguals, succeeded in discriminating these two types of clusters, while Spanish-dominant bilinguals and Spanish monolinguals failed. To the best of our knowledge, no other study has explored the perception of phonological rules in young bilinguals, leaving a big gap in our understanding of their phonological development.

### 1.3.2 Phonological production in bilinguals

Many studies on phonological production have focused on preschoolers (Fabiano-Smith \& Barlow, 2010; Fabiano-Smith \& Goldstein, 2010; Fabiano-Smith, Oglivie, Maiefski, \& Schertz, 2015; Goldstein, Fabiano, \& Washington, 2005; Goldstein \& Washington, 2001; MacLeod \& Fabiano-Smith, 2015; Munro, Ball, Müller, Duckworth, \& Lyddy, 2005; Nicoladis \& Paradis, 2011), while some others have looked at infants and toddlers, although most often through case studies (Deuchar \& Clark, 1996; C. E. Johnson \& Lancaster, 1998; Kehoe, 2002; Kehoe, Lleó, \& Rakow, 2004; Maneva \& Genesee, 2002; Paradis, 2001; Schnitzer \& Krasinski, 1994, 1996). In a study of a French-English bilingual infant, Maneva and Genesee (2002) found evidence of some language-specific phonological features in the infant's babbling, depending on the language of the parent that the child was interacting with. For instance, the child produced more stop + vowel syllables when interacting with his English-speaking parent, and more approximant + vowel syllables when interacting with his French-speaking parent. This suggests that language differentiation may take place from the onset of speech production.

Once children start producing words, most speech production studies have focused on the development of phonemic categories. Some have conducted longitudinal studies on a small number of children, analysing their natural productions (e.g., C. E. Johnson and Lancaster, 1998; Kehoe, 2002; Kehoe et al., 2004; Schnitzer and Krasinski, 1994, 1996). For instance, Schnitzer and Krasinski (1994, 1996) analysed the productions of two children acquiring Spanish and English, and found evidence of a
merged consonant system in one of them, but not in the other. Others have used elicited speech or picture naming tasks to collect production data in specific age groups (e.g., Fabiano-Smith and Goldstein, 2010; Fabiano-Smith et al., 2015; Goldstein et al., 2005; Goldstein and Washington, 2001). For example, Goldstein and Washington (2001) used a picture naming task to assess the phonological production of Spanish-English bilingual preschoolers. They observed that half of the children had a complete consonant repertoire in at least one of their two languages, and all of them produced the full vowel repertoire of both languages. Furthermore, they found some evidence (although rare) of crosslinguistic effects reflected in consonant substitutions. In a similar study with 3 to 4 -year-old SpanishEnglish bilinguals, Fabiano-Smith and Goldstein (2010) found that their phonological accuracy in word production was higher in sounds that were shared by both languages. Overall, the available evidence from production studies suggests that bilingual children begin to develop phonological categories of both of their languages from early on, yet their dual phonological systems may sometimes interact.

Furthermore, a couple of studies have analysed other phonological properties of young bilinguals' productions. Paradis (2001) studied French-English 2-year-olds patterns of truncation during a nonceword repetition task. Truncations (e.g., nana for "banana") are typical of toddlers' productions and are known to be influenced by language-specific word-prosodic properties (Allen \& Hawkins, 1980). While the truncation patterns of the bilingual toddlers in each of their languages were found to generally match those of the corresponding monolingual French and English toddlers, there was also some evidence of cross-linguistic transfer. Thus, their phonological systems appeared to be differentiated, yet not fully independent. In another study using a picture naming task, Nicoladis and Paradis (2011) explored French-English bilingual children's production of liaison, a complex phonological rule in French that causes word-final silent consonants to be pronounced before a vowel-initial word (e.g., petit [pəti] "small" is pronounced [pətit] in petit ours "small bear"). They found that, in general, young children's French vocabulary - but not their age -- correlated positively with their production of liaison. Interestingly, when matched by vocabulary, bilinguals applied liaison less often than their monolingual peers', but only in low-frequency collocation frames. However, the sample size of this matched comparison was very small ( 6 monolinguals and 6 bilinguals between the ages of 3 and 5), making it difficult to draw conclusions.

In summary, while current evidence from perception and production studies suggests that young bilinguals start acquiring phonological properties of both of their languages from early on, their development does not seem to be equivalent to that of two monolinguals in one. Complex patterns of
phonological acquisition emerge depending on the specific language pairs and phonological properties that BFL learners set out to discover, sometimes showing a short-lived delay in the development of a phonological feature of one of the two languages, and sometimes showing cross-linguistic influences. However, the number of studies conducted so far remains very limited, leaving many open questions regarding their phonological development.

### 1.4 Lexical development

The acquisition of a lexicon involves multiple cognitive abilities that develop in early childhood. In order to learn words, infants must learn to segment sound sequences from the continuous acoustic signal, store a mental representation of their phonological form, assign a meaning to them, and eventually be able to produce them orally. Monolingual infants achieve these feats during the first two years of life, although lexical development is a process that continues throughout the entire childhood. Evidence from behavioral experiments shows that monolingual infants begin to use transitional probabilities and prosodic cues to segment new words from spoken utterances between the ages of 6 and 9 months (Curtin, Mintz, \& Christiansen, 2005; E. K. Johnson \& Jusczyk, 2001; Saffran, Aslin, \& Newport, 1996; Thiessen \& Saffran, 2003, 2007), and that they are able to recognise the sound of familiar words without a visual referent at 11 months (Hallé \& de Boysson-Bardies, 1994; Swingley, 2005; Vihman, Nakai, DePaolis, \& Hallé, 2004; Vihman, Thierry, Lum, Keren-Portnoy, \& Martin, 2007). Furthermore, the development of word-referent mappings for very frequent words may start to develop as early as 6 months (Bergelson \& Swingley, 2012; Tincoff \& Jusczyk, 1999, 2012). Towards the second year of life, once infants have acquired their first few lexical items, they can use a variety of learning strategies to discover the meaning of new words. For example, young monolinguals have a mutual exclusivity bias: upon hearing a new word, children are likely to assume that the new label cannot refer to an object or concept for which they already know the word, and therefore must denote a new referent, be it a new object, or a part or property of a known object (Halberda, 2003; Markman, Wasow, \& Hansen, 2003; Mather \& Plunkett, 2011; Merriman, Bowman, \& MacWhinney, 1989). Speech production also emerges in the first year of life. Infants typically produce canonical babbling (i.e., the repetition of syllables composed of a consonant and a vowel, such as "dadada") by the age of 6 to 7 months (Eilers et al., 1993), say their first words around their first birthday, and by the time they are 18 -months-old they can produce, on average, some 50 words (Fenson et al., 1994).

### 1.4.1 Bilinguals' milestones and learning strategies

As in many other areas of research on childhood bilingualism, data on lexical acquisition in young bilinguals is limited. Nevertheless, current evidence suggests that BFL learners achieve several of the previously mentioned milestones at the same age as their monolingual peers. Examples of this are the onset of canonical babbling (Oller, Eilers, Urbano, \& Cobo-Lewis, 1997), the recognition of familiar word forms at 11 months (Vihman et al., 2007), and the age of production of their first words (Petitto et al., 2001).

Bilingual children may, however, differ from young monolinguals in many aspects of their lexical development. One of them is their use of word learning strategies. For instance, using a visual disambiguation task, Byers-Heinlein and Werker (2009) studied monolingual, bilingual and trilingual 17-month-olds' use of mutual exclusivity. Infants were presented with two pictures on a screen, one corresponding to a familiar object and the other to a novel object, while hearing a phrase prompting them to look at one of them. Their results showed that monolinguals and multilinguals differed in their use of mutual exclusivity: while monolinguals looked significantly longer at the novel object upon hearing a novel word, bilinguals did so only marginally, and trilinguals did not give evidence of using mutual exclusivity at all. Similar results, showing a reduction or absence of a mutual exclusivity bias in bilinguals, have been found in other experiments with infants and pre-schoolers (Davidson \& Tell, 2005; Houston-Price, Caloghiris, \& Raviglione, 2010; Kandhadai, Hall, \& Werker, 2017). The fact that bilinguals rely less on mutual exclusivity to guess new word meanings has been argued to stem from their language experience: unlike monolinguals, bilinguals are likely to hear more than one label per object - i.e., one label per language - and may thus not develop a strong constraint on the number of words that can map to the same concept (Byers-Heinlein \& Werker, 2009; Houston-Price et al., 2010).

Other studies have explored the interactions between bilinguals' phonological and lexical development. For instance, using a cross-modal word learning paradigm, Fennell, Byers-Heinlein, and Werker (2007) observed that 17-month-old bilingual infants exposed to English and a second language failed at learning a new minimal pair, bih - dih, differing only in the $/ \mathrm{b} /-/ \mathrm{d} /$ contrast (which is discriminated by bilingual infants at 14-months-old, Fennell, 2005), while monolingual English infants succeeded at this age. Bilinguals eventually achieved this feat at the age of 20 months, indicating a delay in their ability to use phonetic detail for word learning. The authors attributed this delay to the
increased demands of language acquisition in bilingual settings. However, subsequent studies testing other consonant contrasts and language pairs show varied results. In some experiments with FrenchEnglish bilinguals, no evidence was found of a bilingual delay in minimal pair learning using the /b/-/g/ contrast (Mattock, Polka, Rvachew, \& Krehm, 2010) or the /k/-/g/ contrast (Fennell \& ByersHeinlein, 2014) when the speech samples were produced by a bilingual speaker. Havy et al. (2016) explored the effect of cross-linguistic similarities on bilinguals' ability to learn minimal pairs. They tested 16-month-old bilinguals acquiring French plus a Romance language with similar realisations of their stop consonants $/ \mathrm{p}, \mathrm{t}, \mathrm{k}, \mathrm{b}, \mathrm{d}, \mathrm{g} /$ (Spanish, Italian and Portuguese), or French plus a Germanic language (English, German) which differ in the realisation of these stops. The task consisted in learning a minimal pair of words with a 1 -feature contrast either in voicing (e.g., /p/-/b/) or in place of articulation (e.g., /p/-/t/). Their results showed that infants learning a close language pair (e.g., French-Spanish) succeeded in this word learning task, while infants learning French plus a Germanic language failed to learn the word-object pairings. This suggests that similarities between properties of the two languages might play a role in lexical acquisition, but given the contradictory results between this and previous studies, more evidence would be needed before a conclusion can be drawn.

A related line of research has begun to explore the role of bilingual phonological acquisition on word recognition. Ramon-Casas, Swingley, Sebastián-Gallés, and Bosch (2009) studied Spanish, Catalan and Spanish-Catalan 18- to 25 -month-old infants' ability to detect a vowel mispronunciation in familiar nouns. Infants were tested on a preferential looking task, in which the name of one of two objects presented on screen was either pronounced correctly or with an $/ \mathrm{e} /-/ \varepsilon /$ vowel change. Consistent with their native phonological systems, monolingual Catalan infants detected the mispronunciations in Catalan nouns (producing shorter looking times towards the target image), while Spanish monolinguals did not notice the vowel change in Spanish nouns. Bilingual toddlers were tested only on Catalan words. Despite their familiarity with this vowel contrast (which, as we mentioned in Section 1.3.1, they can detect by the age of 12 months), they did not detect the mispronunciations. When tested on other more salient vowel distinctions present also in Spanish (e.g., /e/-/i/ or /e/-/a/), Spanish monolinguals and bilinguals both succeeded in this task. An additional experiment testing 3 -yearold bilinguals indicated that Catalan-dominant preschoolers did detect the $/ \mathrm{e} /-/ \varepsilon /$ change. However, in these series of experiments, the Catalan words on which bilinguals were tested all had cognates in Spanish, e.g., the word "bee" is pronounced [ $\left.\rho^{\prime} \beta \varepsilon \lambda \partial\right]$ in Catalan and [a’ $\beta$ exa] in Spanish. In a follow-up experiment, Ramon-Casas and Bosch (2010) tested 2-year-old bilinguals on a similar task but using only Catalan words that have no cognates in Spanish. In this case, bilingual toddlers succeeded in
detecting the $/ e /-/ \varepsilon /$ mispronunciation. These findings suggest that cognates may have underspecified phonological representations, yet this does not impede the acquisition of phonological categories.

### 1.4.2 Vocabulary size and composition in bilinguals

Another aspect of lexical development in bilingual children that has attracted much attention is the size and growth rate of their dual vocabulary. Although bilinguals may reach some of the first lexical milestones at the same time as their monolingual peers, their two vocabularies may not necessarily develop at the same speed. In order to assess young children's vocabulary, several methods have been used, depending on the age of the child. A widely used method in infants and toddlers is the use of vocabulary lists filled out by parents, most typically the MacArthur-Bates Communicative Development Inventories ( $a k a$ CDI, Fenson et al., 1994), which are available in many languages. In older toddlers and preschoolers, some studies have used alternative methods that do not depend on parental report, such as the Computerized Comprehension Task designed by Friend and Keplinger (Friend \& Keplinger, 2003; Poulin-Dubois, Bialystok, Blaye, Polonia, \& Yott, 2013) or the Peabody Picture Vocabulary Test (aka PPVT, Dunn, Dunn, Lenhard, Lenhard, and Suggate, 2015).

In one of the first studies of its kind, Pearson, Fernández, and Oller (1993) conducted a semilongitudinal study with 25 Spanish-English bilingual infants between the ages of 8 and 30 months, and compared them with a group of monolinguals. Using the Spanish and English CDIs, they computed four vocabulary measures: English vocabulary, Spanish vocabulary, Total vocabulary (TV, i.e., English plus Spanish vocabularies combined), and Total conceptual vocabulary (TCV, i.e., Total vocabulary minus translation equivalents, resulting in the number of concepts for which they know at least one label). Although statistical analyses were limited due to the small sample size in each age group, their results showed that, when considering their TV or TCV, bilinguals' lexicons were comparable to that of monolinguals. However, the vocabulary scores in each of their two languages, when analysed individually, were sometimes smaller than that of their monolingual peers. Furthermore, they compared the evolution in time of bilinguals and monolinguals' production scores, from the age of 16 - to 26 -months-old, showing similar growth rates for Total vocabulary across both groups of infants. Since then, a number of studies have investigated bilinguals' vocabulary scores in early childhood, finding, in general, that bilinguals' vocabulary in one or both of their languages may be smaller than that of their monolingual peers, while their Total vocabulary scores are often comparable or even larger (Bialystok, Luk, Peets, \& Yang, 2010; De Houwer, Bornstein, \& Putnick, 2014; Hoff
et al., 2012; Junker \& Stockman, 2002; Marchman, Fernald, \& Hurtado, 2010; Poulin-Dubois et al., 2013). Furthermore, infants' vocabulary in each of their two languages may develop at different speeds (David \& Wei, 2008; Pearson \& Fernandez, 1994). Research has aimed at understanding which factors influence the development of each language's vocabulary, suggesting strong effects of relative amount of exposure, among many other input and environmental factors (e.g., Hoff and Core, 2013; Pearson, Fernandez, Lewedeg, and Oller, 1997; Place and Hoff, 2011), which we will discuss in Chapter 3.

A related line of research has focused on the content of the bilinguals' dual lexicon. While individual differences exist between children, and particularly in the growth rate of each of their two languages, bilinguals have been reported to acquire semantic categories in both languages in the same order as they typically appear in monolinguals, e.g., social words emerge before nouns, and these before verbs (Conboy \& Thal, 2006; David \& Wei, 2008). Furthermore, several studies explored the existence of translation equivalents (TEs) in young bilinguals' lexicons (Bosch \& Ramon-Casas, 2014; De Houwer, Bornstein, \& De Coster, 2006; Legacy et al., 2017; Pearson, Fernández, \& Oller, 1995; Poulin-Dubois et al., 2013). Translation equivalents are words that can be considered to represent the same meaning across two languages, such as the English word tree and the French word arbre. Research shows that soon after they produce their first words, bilinguals start acquiring translation equivalents (De Houwer et al., 2006; Pearson et al., 1995), thus indicating that they can accept and learn more than one label for the same object. The existence of TEs in the bilinguals' lexicon has been interpreted as evidence that young bilinguals are able to differentiate, at least to some extent, their two languages (Genesee \& Nicoladis, 2006; Patterson \& Pearson, 2004).

In summary, lexical acquisition in young bilinguals seems to follow, as a whole, a similar timeline as in monolinguals. However, due to the fact that bilinguals encounter each language in different proportions and contexts, each respective vocabulary may develop at its own rhythm. Furthermore, bilinguals' lexical development shows signs of early language differentiation, but subtleties exist in the way their dual phonological and lexical systems interact. When forming their first phonological representations of words, similarities and partial overlaps between linguistic properties of the two languages may pose a particular challenge for the bilingual learner. Once more, the scarcity of data available so far limits the possibility to draw conclusions, but current evidence outlines the importance of investigating the interaction between bilinguals' phonological and lexical development.

### 1.5 Thesis overview

As we have shown throughout this review, while great progress has been made over the past 30 years in understanding bilingual first language acquisition, the available evidence remains scarce and scattered. Given the diversity of language pairs and scenarios in which bilingual children acquire their two languages, much research remains to be done in order to know which aspects of language development are general to all bilinguals, and which depend on each child's specific "constellation" of dual exposure. Important questions regarding when and how infants begin to separate their two languages, and to what extent they keep them apart throughout development, remain largely open. In this thesis, we will investigate three different aspects of bilingual development related to the problem of language separation from birth to pre-school years: the early discovery of two languages in the input, the potential role of environmental language separation on early lexical development, and the perceptual separation of phonological rules. We propose to take a multidisciplinary approach, using both empirical and computational techniques, which can provide different insights on the task of early language separation. The remainder of this thesis proceeds as follows:

First, in Chapter 2, we investigate the process of discovering two languages in the input during the first months of life. A relatively large number of experimental studies conducted to date on language discrimination in young infants has inspired researchers to begin postulating quantitative theories of how they achieve this task. A notable example of this is Ramus et al.'s 1999 work, in which they proposed a first computational account of how rhythmic properties may translate into infant behavior as observed in experiments. The use of computational models is of great utility to the investigation of cognitive development in humans (Dupoux, 2018). Indeed, research on early language acquisition has traditionally relied on observations of infant behavior in controlled laboratory experiments and on various measures of language outcome. This methodological approach has proven successful in collecting evidence of early cognitive and linguistic abilities, as well as determining an approximate timeline of language development. However, current experimental methods are limited to indirect observations of language perception, as the specific mechanisms and representations that occur in the infant's mind remain a "black box". Using computational methods, researchers can propose explicit models of the internal processes that underlie speech perception, and evaluate their plausibility through comparison with experimental data. As the field of developmental research advances, the construction of explicit models becomes crucial to take the extra step from current conceptual theories
of language acquisition (such as the PRIMIR framework proposed by Werker and Curtin, 2005) to detailed descriptions that can explain infant behavior and make accurate predictions. Following this rationale, and inspired by previous attempts at modelling language discrimination, in this chapter we propose a model of speech perception, and explore its ability to replicate infants' behavior when faced with multilingual speech.

Other aspects of bilingual acquisition have not yet been sufficiently documented to propose explicit models. Thus, for the remaining two research questions in this thesis we focus on collecting data that will further our knowledge of early bilingualism. In Chapter 3, we investigate several environmental aspects of bilingual exposure in 11-month-olds. In order to capture the natural diversity in infants' experience, we use a Language Diary method (De Houwer \& Bornstein, 2003; Place \& Hoff, 2011, 2016), in which parents of bilingual infants report the speakers and languages used in the child's environment throughout the day. These diaries allow us to characterise the variability in young bilinguals' dual language experience with better detail than traditional questionnaire methods, particularly on how often a bilinguals' two languages co-occur throughout a typical day. Furthermore, using parental reports of infants' vocabulary, we explore the potential impact of different environmental factors on lexical acquisition.

In Chapter 4, we investigate bilingual preschoolers' perception of language-specific phonological rules. Unlike other properties of young bilinguals' phonological systems, their acquisition and separation of phonological rules has barely been explored, with the only existing evidence coming from production studies. Phonological rules alter the way in which certain sounds are pronounced, depending on their phonological context within a word or a sentence. As bilinguals' input is likely to contain more phonetic variability than in monolinguals, to what extent young bilinguals are sensitive to context-specific alterations, and whether they can keep language-specific rules apart, is not clear. In this chapter, we use a touchpad videogame to test French-English bilingual children's perception of assimilation, a phonological rule existent in both French and English, but which affects different phonological properties in each language: in French, it affects the voicing of certain consonants, while in English it alters their place of articulation. By testing both French and English assimilation rules in one same language, we can investigate both questions regarding their sensitivity to context-specific alterations and the language-specificity of their knowledge.

Finally, we conclude in Chapter 5 with a general discussion of our findings and future lines of research.

## Chapter 2

## Modelling early language discrimination

### 2.1 Introduction

The task of language discrimination can be described as the separation of utterances belonging to two or more languages along some perceptual dimension(s). As is well known, the world's languages differ in a large variety of properties, ranging from sub-lexical (e.g., phoneme inventories, phonotactics and prosody) to lexical and syntactic. While adults can perform the task by using more or less explicit knowledge of these properties, young infants exposed to multilingual speech are faced with the challenge of naturally discovering the underlying languages without even knowing how many of them are spoken in their environment. Their ability to do so may depend on a large number of factors. For instance, the perceptual dimensions that infants pay attention to could determine whether differences in linguistic properties between the target languages will be salient or not. Furthermore, variability in the input from such sources as speaker, context or mood may all have an impact on language separation. Along with experimental work on language discrimination and on the role that it may have on later language outcomes (which we have reviewed in Chapter 1), the use of modelling may help understand the impact of different factors on this task. In the following section, we will first describe previous attempts at modelling language discrimination from a psycholinguistic point of view, discussing what remains to be explained. Then, we will review different engineering approaches, which will serve as an inspiration to tackle the shortcomings of the psycholinguistic approaches.

### 2.1.0.1 Psycholinguistic approaches

Cognitively- and linguistically-motivated models of language discrimination have mainly focused on the role of rhythmic properties of language (Dominey \& Ramus, 2000; Galves, Garcia, Duarte, \& Galves, 2002; Ramus et al., 1999; Varnet, Ortiz-Barajas, Erra, Gervain, \& Lorenzi, 2017). Inspired by evidence suggesting that newborn infants can discriminate languages across rhythmic class in low-pass filtered speech (Mehler et al., 1988; Nazzi et al., 1998), several studies have used temporal structure as the relevant dimension for language separation.

Ramus et al. (1999) first investigated this problem by studying how different measures related to speech rhythm could separate languages into broad rhythmic classes. In this study, it was assumed that infants perceive speech as an alternation of vowel (V) and consonant (C) segments. Speech samples were thus manually segmented into CV sequences, and for each utterance three different measures capturing the proportion of V segments $(\% V)$ and the standard deviation of V and C segments $(\Delta V \& \Delta C)$ were computed. Their results showed that $\% V$ combined with $\Delta C$ resulted in an apparent clustering of the languages (shown in Figure 2.1) into rhythmic classes. Based on these results, they proposed to use $\% V$ to model a language discrimination task that mirrored the habituation experiments conducted with infants. For each step in the simulation, they defined arousal as the distance between the current utterance's $\% V$ and the average of this value over all previous utterances. After habituation with one language, they continued with new utterances either from the same language, or from a different one. Statistical tests performed on the test utterances comparing both conditions showed similar patterns to infant experiments: languages were generally easier to discriminate across rhythmic classes than within the same rhythmic class.

One limitation of this study is that the model depends on a manual segmentation of the signal into CV segments. A clear-cut distinction between vowels and consonants is sometimes difficult to make ${ }^{1}$; infants might thus produce different speech segmentations which could yield different results. Furthermore, while 4 different speakers per language pair were used in the simulation, the samples were in fact composed of read speech, and utterances were selected to be of similar duration and number

[^0]

Figure 2.1: Classification of 8 languages along rhythmic dimensions $\% V$ and $\Delta C$. Figure reproduced from Ramus, Nespor, and Mehler (1999).
of syllables. Thus, the natural speaker variability in speech rhythm could have been unintentionally toned down by this manipulation (Ramus, 2002a). While this does not pose a problem for the comparison with experimental results, where stimuli are often controlled in similar ways, it is problematic for the interpretation of the impact for real-world situations that infants might be exposed to. In a recent study, Arvaniti (2012) analysed the performance of these and other rhythmic metrics in grouping languages into rhythmic classes, using speech from several speakers and speech registers (e.g. spontaneous or reading) per language. Arvaniti found that rhythmic variability between speakers and speech registers was often comparable to or even larger than the variability between languages.

Dominey and Ramus (2000) proposed a different approach, using a temporal recurrent network (TRN) inspired on the neuroanatomy of the fronto-striatal system in primates ${ }^{2}$. As in Ramus et al. (1999), this model used a transcription of speech utterances into CV sequences (here sampled every 5 ms ). The TRN was designed to encode the serial order and duration of events, and thus had the potential to learn temporal properties from the input. They found that this model could learn to discriminate languages from different rhythmic classes, while it failed to do so within rhythmic class. However, these results were only observed when the model was specifically trained to separate the languages. The classification performance of a naïve model without training remained at chance level. Nonetheless, the model showed some evidence of sensitivity to rhythmic properties of the languages. For instance,

[^1]they found that a correlation between output vectors and target languages was only significant if the languages belonged to two different rhythmic classes, but not if they belonged to the same rhythmic class. This approach improves on Ramus et al.'s (1999) model as it does not take a pre-defined measure of rhythm, but rather learns the rhythmic properties in a more organic way from the input sequence. However, it still requires a manual segmentation of the speech into CV segments.

In a recent study, Varnet et al. (2017) studied how amplitude and frequency modulations ${ }^{3}$ (AM, FM) of the speech signal could reflect language differences. Their results showed that languages did not differ significantly in their FM spectra, while amplitude modulation resulted in a grouping of languages consistent with the traditional rhythmic classes. While they did not propose an explicit model of infant's language discrimination, the computation of the FM and AM spectra were fully unsupervised and inspired in human auditory perception. Infants could potentially detect these properties in a habituation experiment.

These cognitive approaches have succesfully shown that rhytmic information can be used to separate languages into classes. This is coherent with linguistic theories of language classification and with perceptual experiments with infants. However, speech has many sources of variability besides its rhythmic properties, and infants must deal with all these sources simultaneously. In this respect these models are limited; they do not explain why infants fail to discriminate languages belonging to two different rhythmic classes, when presented with unfiltered speech from several speakers (Ramus, 2002b). A model consistent with all experimental evidence (both from filtered and unfiltered speech), should therefore incorporate other sources of variability which could compete with rhythm in a comparable ground. Furthermore, we are interested in understanding how experience with one or more languages may shape the perception of language distance. It is therefore necessary to find a way to incorporate language experience to the model, a feature that only Dominey and Ramus' (2000) model allowed so far. To build a model that can cope with these problems, we propose to take inspiration from the large amount of work done in the field of speech engineering. We will now review different engineering approaches to language separation and discuss how they can be repurposed to model language discrimination in infants.

[^2]
### 2.1.0.2 Engineering approaches

In speech technologies, language discrimination plays an important role in language identification (LID) systems. LID methods aim to automatically recognize the language of a given speech sample. In order to do this, labeled utterances are first used to learn a representation of the linguistic properties of each language in a set, and then new unlabeled samples can be compared to each language to find the one with the maximum likelihood. In this context, finding the dimensions that best separate the languages is an implicit part of solving the problem. LID systems thus vary on the type of properties used to characterize the languages, as well as on the algorithms used to model these properties, and finally on the classification methods. While most of the LID pipeline requires supervision (i.e., language labels are needed in order to train classifiers), the extraction of relevant linguistic properties from the speech signal can be fully unsupervised. LID approaches using all possible properties have been proposed (Li, Ma, \& Lee, 2013), but here we will focus solely on sub-lexical features, namely acoustic-phonetic, phonotactic, and prosodic. For each of these, we will give a general description of the feature representations and the most common LID methods using these properties as input. It should be noted that, as in many AI fields, deep neural networks (DNNs) are becoming increasingly popular in LID applications (e.g., Lopez-Moreno et al., 2014; Richardson, Reynolds, and Dehak, 2015). However, to this day these models require strong supervision and large amounts of training data, and often remain as much of a black box as the infant's mind. For these reasons, we will not consider these approaches here, but we believe ongoing efforts in reducing the amount of supervised training and in understanding what DNNs learn will make this approach an interesting model of infants' perception.

## Acoustic-phonetic features

Many LID approaches rely on differences in the distribution of acoustic features across languages (Campbell, Singer, Torres-Carrasquillo, \& Reynolds, 2004; Castaldo, Colibro, Dalmasso, Laface, \& Vair, 2007; Dehak, Torres-Carrasquillo, Reynolds, \& Dehak, 2011; Singer, Torres-Carrasquillo, Gleason, Campbell, \& Reynolds, 2003; Zissman, 1996). To represent these properties, the speech signal is generally converted into a sequence of short time frames defined by feature vectors capturing frequency components. The most commonly used representation is the Mel-Frequency Cepstral Coefficients (a.k.a. MFCC, Davis and Mermelstein, 1990), which roughly approximates some characteristics of human auditory perception. MFCCs are vectors that contain spectral information of the signal within
short time windows (usually $<40 \mathrm{~ms}$ ), and are often accompanied by their first and second order derivatives (known as delta features) to capture local transitions. In order to use acoustic features for LID, language-tagged feature vectors are used to train classifiers or to build language-specific models. A simple and popular approach is to model the distribution of acoustic features using a Gaussian Mixture Model (GMM), that is, a combination of Gaussians (Zissman, 1996). In this model, the feature vectors that compose an utterance are considered as independent observations of the acoustic properties of speech, losing information about the order of the sequence. These systems are often combined with additional supervised methods, such as Linear Discriminant Analysis or Support Vector Machines (Campbell et al., 2004; Castaldo et al., 2007), to improve their performance.

## Phonotactic features

Other popular LID approaches rely on differences between the frequency of occurrence of sound sequences (Glembek, Matějka, Burget, \& Mikolov, 2008; Matejka, Schwarz, Cernocky, \& Chytil, 2005; Tong, Ma, Li, \& Chng, 2009; Zissman, 1995). To represent these phonotactic properties, the speech signal is usually converted into a sequence of discrete acoustic tokens (e.g., phones), which are then used to train $n$-gram models ${ }^{4}$. This technique, called phone recognition followed by language modelling (PRLM), generally yields excellent results, but it requires huge amounts of labelled data (in this case, phonological transcriptions of the recordings) to build a speech tokenizer. To overcome this problem, practical applications often use pre-trained speech recognizers from one (or several) language(s) to decode the speech sequence of a different language. As young infants do not have access to such phone decoding systems during the first few months of their lives, this approach is not appropriate to model their first steps in language discrimination. However, it may be an interesting model at a later developmental stage, when infants have acquired a stable phonemic repertoire.

## Prosodic features

Although not as popular as the acoustic and phonotactic methods, some approaches to LID have proposed using prosodic features to capture differences between languages (Martinez, Burget, Ferrer, \& Scheffer, 2012; Ng, Leung, Lee, Ma, \& Li, 2010; Pellegrino, Chauchat, Rakotomalala, \& Farinas, 2002; Rouas, Farinas, Pellegrino, \& André-Obrecht, 2005). Most prosodic LID systems perform an

[^3]automatic segmentation of the speech signal into syllable-like units, from which prosodic features such as pitch, energy and duration of voiced intervals are calculated. For instance, Pellegrino et al. (2002) developed a system that automatically segments speech into pseudo-syllables composed of consonant and vowel intervals. These are then transformed into feature vectors, capturing several prosodic properties. Finally, these vectors are used as input to traditional supervised algorithms - such as GMMs - obtaining in general good classification results. In a follow up study, Farinas, Pellegrino, Rouas, and André-Obrecht (2002) showed that combining this rhythmic approach with acoustic modelling yields better performance than either method used on its own. In general, prosodic systems provide an improvement in classification performance when fused with other LID approaches, such as acoustic + prosodic as demonstrated by Farinas et al., or phonotactic + prosodic (Ng et al., 2010).

## Dynamic features

An interesting mid-point between all three kinds of features is attainable through the use of dynamic features. Particularly, the performance of the acoustic models improves drastically by using Shifted Delta Coefficients (SDC, Torres-Carrasquillo et al., 2002), which capture the evolution of the feature vectors over a time window of roughly the length of a syllable. By using SDCs in addition to static MFCCs, GMM-based models can capture regularities not only of the distribution of sounds, but also of the transitions and co-occurrences of different sounds, offering a simple way of incorporating phonotactics. Furthermore, SDCs can also be computed over prosodic features, such as pitch and energy, thus merging all three sub-lexical approaches in one. The introduction of SDC features has proven extremely successful as it increases the classification performance of GMM acoustic models while retaining their simplicity.

## Global features: i-vectors

The features discussed so far all represent, to a greater or lesser extent, local features. Even in the case of phonotactic and prosodic properties, these features do not cover more than the length of a syllable. LID models using these types of features thus base their decisions on local evidence, while at the same time evaluating each feature dimension independently. Furthermore, the language recognition systems described so far require large amounts of labelled multilingual data, making them implausible
representations of young infants' perception. In recent years, a different approach emerged that quickly became state-of-the-art: the i-vector model (Dehak, Kenny, Dehak, Dumouchel, \& Ouellet, 2011; Dehak, Torres-Carrasquillo, et al., 2011). In contrast with previously described systems, the i-vector model produces global features that represent properties of the utterance as a whole. This approach (originally designed for speaker recognition) derives from a family of models developed over the past 20 years, in which a language- (or speaker-) independent GMM is used as a Universal Background Model (a.k.a. UBM, Reynolds, Quatieri, and Dunn, 2000), that is, a model representing general properties of speech. In traditional GMM-UBM models, specific language (or speaker) models can be obtained by adapting (i.e., shifting) the parameters of the UBM. In the i-vector model, the dimensionality of the shift is reduced by finding the feature dimensions (or combinations thereof) that best capture variability between utterances. Any new utterance can thus be approximated by an offset from the background model in this smaller subspace. In other words, the resulting shift vector - i.e., the i-vector - represents global properties of the utterance. This process does not require any language or speaker labels, as it ignores the identity of the utterances during training, making it completely unsupervised.

In this representation, speech coming from the same language (or speaker) will tend to shift in a similar direction, thus facilitating the classification of utterances. This model has many applications in speech processing systems, such as speaker, gender and mood identification, and speech diarization, among others (for a review see Verma and Das, 2015). In LID applications, the i-vectors are then combined with supervised methods to reduce undesired variability and train language-specific models or classifiers. However, they can be used on their own as an utterance-level representation requiring no supervision, and thus may be feasible models of language perception.

From a cognitive perspective, the i-vector pipeline makes two main assumptions: first, that infants have good acoustic perception, and second, that they are sensitive to statistical regularities in their input. Experimental evidence suggests that infants fulfil both of these assumptions (Eimas, Siqueland, Jusczyk, \& Vigorito, 1971; Kuhl, 2004; Maye, Weiss, \& Aslin, 2008; Maye, Werker, \& Gerken, 2002; Saffran et al., 1996). Furthermore, this model requires learning one single distribution of speech features, unlike other LID models where separate distributions are learnt for each language. The single distribution is a more feasible model of accumulated experience for young infants who have yet to start sorting their input. Finally, the learning algorithm involved in the computation of the i-vectors makes no assumptions about phonemes, syllables, or words, as it learns the regularities (and the dimensions of variability) directly from the input using simple statistical methods.

The use of i-vectors has many advantages over previous psycholinguistic models. Particularly, it allows to have a language background representing previous experience, and it allows to incorporate different sources of information into the same perceptual space. For instance, by using MFCCs combined with prosodic features and SDCs, it is possible to model simultaneously the acoustic and prosodic space, while the dimensionality reduction step automatically decides which of these dimensions (or combinations thereof) are relevant. Thus, i-vectors overcome some of the previously mentioned shortcomings of psycholinguistic models.

In this project, we propose to investigate the potential use of i-vectors to model language discrimination in infants. First, we will describe the i-vector pipeline, from feature extraction to building the i-vector system. Next, we will present a series of experiments that begin to explore the extent to which these models can mimic infant behavior, and whether they could provide new insights on early language separation. Finally, we will discuss the directions of future work.

### 2.2 I-vector pipeline

In this section we will briefly describe the pipeline of the i-vector model (shown in Figure 2.2). For a detailed description of each step, see the Appendix of the present chapter (Section 2.A).


Figure 2.2: Pipeline for i-vector extraction.

The pipeline begins by extracting feature vectors from a set of background (training) utterances. For this purpose, we use the HTK Speech Recognition Toolkit (Young et al., 2006) to extract the traditional MFCCs (Davis \& Mermelstein, 1990), which represent spectral properties of the signal based on a
frequency scale that approximates human auditory perception (the Mel-frequency scale). These feature vectors are computed in small moving windows of 25 ms width, shifted every 10 ms along the signal. The MFCCs are then expanded with energy (corresponding to the $0^{\text {th }}$ MFCC coefficient) and pitch (F0, computed with the Kaldi Toolkit, Povey et al., 2011). Finally, to capture dynamic information, Shifted Delta (SDC) features are computed from the MFCC-F0 vectors (Torres-Carrasquillo et al., 2002). Using the typical SDC configuration (7-1-3-7), the resulting MFCC-SDC features will form a vector with $D=64$ dimensions. These features capture both static and dynamic properties (i.e., acoustic-phonetic and prosodic information).

The extracted features are then used to build a model of the background distribution (i.e., the UBM). The UBM is a Gaussian Mixture (GMM), defined by a supervector containing the means of each Gaussian component, $\mathbf{m}^{\text {UBM }}$ (Reynolds et al., 2000). The dimension of this supervector is $D K \times 1$ ( $D$ : number of features, $K$ : number of Gaussians). Typical LID systems have approximately 1 to 2 thousand Gaussian components. The parameters (means and covariances) of the UBM are estimated using an Expectation Maximization (EM) algorithm (a description of this algorithm can be found in Section 2.B). It should be noted that, while EM is a batch algorithm, it is possible to train a GMM incrementally (Zhang, Chen, \& Ran, 2010). In this project we will use the traditional batch EM, but future work should investigate how the model's behavior changes as it adapts to new input data with an incremental algorithm.

Next, an unsupervised dimensionality reduction algorithm - similar to a factor analysis - is used to find the dimensions of largest variability between utterances (Dehak, Kenny, et al., 2011). This low-dimensional subspace, characterized by the matrix $\mathbf{T}$, is referred to as the Total Variability space. The number of factors $(F)$ in this subspace (i.e., the dimensionality of the i-vectors) is defined prior to training. Typical LID applications use approximately 400 Total Variability factors.

Finally, any new utterance ${ }^{5} \boldsymbol{\mu}$ can be approximated by a shift from the UBM, constrained to the subspace $\mathbf{T}$ :

$$
\begin{equation*}
\boldsymbol{\mu}=\mathbf{m}^{\mathrm{UBM}}+\mathbf{T w} \tag{2.1}
\end{equation*}
$$

where $\mathbf{w}$ is a low-dimensional, fixed-length shift vector: the $i$-vector. Both the background training and the i-vector extraction are computed using the MSR Identity Toolbox (Sadjadi, Slaney, \& Heck, 2013).

[^4]In LID applications, these models are trained with large amounts of data and then combined with supervised classification techniques, yielding excellent performance in language identification tasks. In this project, however, we will scale down the amount of training data, and completely remove all supervised algorithms, thus using the i-vectors as simple vector representations of speech. As mentioned previously, i -vectors represent global features of the utterance, as seen from the perspective of the background model. Given their vectorial properties, it is possible to measure the distance between any two utterances, for instance using the cosine distance (i.e., the angle of separation between the vectors). In the following studies, we will use this distance to quantify the separation of the utterances from different languages and speakers.

In the following section we will describe a series of six computational experiments using i-vector models.

### 2.3 Computational experiments

In this section we will present a series of experiments investigating the behavior of the reduced i-vector model when faced with multilingual speech. As we are interested in modelling language discrimination abilities observed in very young infants, we will train our background models with small training datasets, and then test their ability to discriminate new utterances in several languages. Whenever possible, we will compare the model's behavior with existing experimental data. If the representations generated by the model are similar to the representations a young infant may form, then we expect the model to make similar mistakes when confronted with difficult language pairs.

To evaluate the discriminability between languages, we will use a non-parametric measure inspired in a human perceptual task: the computational ABX score (Schatz, 2016; Schatz et al., 2013). This measure, which we will describe in Experiment 1, allows us to quantify the degree of separation of two classes (here, two languages) based on the distance between their elements. Other techniques, such as Principal Component Analysis (PCA), hierarchical clustering, and models of the infant habituation task, will be used along with ABX to better understand the shape of the representations and how these may translate into overt behaviors.

### 2.3.1 Experiment 1: A proof of concept (Article 1)

To begin investigating the plausibility of i-vectors as models of speech perception, we conducted a first study comparing the discrimination of two language pairs: one with distinct acoustic properties (French \& English), and one with highly overlapping properties (Spanish \& Catalan).

This study was published as: Carbajal, M.J., Fér, R. \& Dupoux, E. (2016) Modeling language discrimination in infants using i-vector representations. In Papafragou, A., Grodner, D., Mirman, D., \& Trueswell, J.C. (Eds.) Proceedings of the 38th Annual Conference of the Cognitive Science Society. Austin, TX: Cognitive Science Society.
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#### Abstract

Experimental research suggests that at birth infants can discriminate two languages if they belong to different rhythmic classes, and by 4 months of age they can discriminate two languages within the same class provided they have been previously exposed to at least one of them. In this paper, we present a novel application of speech technology tools to model language discrimination, which may help to understand how infants achieve high performance on this task. By combining a Gaussian Mixture Model of the acoustic space and lowdimensional representations of novel utterances with a model of a habituation paradigm, we show that brief exposure to French does not allow to discriminate between two previously unheard languages with similar phonological properties, but facilitates discrimination of two phonologically distant languages. The implications of these findings are discussed.
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## Introduction

When infants acquire their first language, they meet the formidable challenge of dealing with massive variability and ambiguity at all levels of acoustic and linguistic structure. Infants growing up in a multilingual environment must face an additional level of variability due to the presence of two (or more) languages with independent yet partially overlapping acoustic and structural properties. Although the task may seem hard, a large number of studies show that the ability to discriminate spoken languages is present early on in life (Mehler et al., 1988; Nazzi, Bertoncini, \& Mehler, 1998; Nazzi, Jusczyk, \& Johnson, 2000; Bosch \& Sebastian-Galles, 2001; Ramus, 2002; Byers-Heinlein, Burns, \& Werker, 2010). For example, using a habituation paradigm, Mehler et al. (1988) showed that French newborns, in spite of their brief experience with language, are able to discriminate their native language from a foreign one (in this case, Russian) as evidenced by an increase in their arousal following a switch from Russian to French utterances. This discrimination was still observed when infants were presented with low-pass filtered speech, and a preference for their native language was suggested by an asymmetry in the arousal depending on the language presented during habituation.

Further research extended these findings, supporting the claim that newborns can distinguish any two unheard languages if they belong to different rhythmic classes, such as Japanese and English, but that they fail to do so if they belong to the same rhythmic class, e.g., English and Dutch (Nazzi et
al., 1998; Byers-Heinlein et al., 2010). These results point at prosody as a strong cue for language discrimination at an early developmental stage. However, languages often differ in many other dimensions, such as their phonemic inventories and phonotactic rules. These cues may become relevant through further exposure to one or more languages and thus facilitate their discrimination: by 4 to 5 months of age, both monolingual and bilingual infants can discriminate two languages even within the same rhythmic class, such as Spanish and Catalan, if they were exposed to at least one of them before (Nazzi et al., 2000; Bosch \& Sebastian-Galles, 2001).

While these studies suggest that language distance plays an important role, the specific acoustic features and mechanisms that may allow language discrimination throughout the first year of life, and the impact of prior exposure to one or more languages, are not yet fully understood. In the present study we explore how state-of-the-art speech technology tools can help us understand this feat. As a first step in the application of these novel techniques to the study of infant perception, we propose the use of $i$-vectors, a method to represent any given utterance as a pattern of deviations from a previously constructed background acoustic distribution, to implement an unsupervised model of language discrimination. The i-vector representation, in combination with discriminative classifiers, was originally developed for automatic Speaker Recognition (Dehak, Kenny, Dehak, Dumouchel, \& Ouellet, 2010), and in recent years has been adapted to Language Identification systems showing excellent performance (Martínez, Plchot, Burget, Glembek, \& Matějka, 2011). These models are typically trained on large datasets containing many different speakers/languages to capture all possible sources of variability. Here, we simplify the model to represent the brief experience of an infant exposed to a single speaker of French, and then test the system's ability to discriminate new unheard utterances of two languages that differ in many phonological dimensions, such as rhythm, syllabic structure and phonemic repertoire (French and English), and two languages with largely overlapping phonologies (Spanish and Catalan). As most studies of language discrimination have made use of habituation paradigms, we also propose a computational model of the habituation task, which will allow us to compare the performance of our system with what has been observed in young infants.

The remainder of the paper unfolds as follows. We first introduce the concept of Universal Background Model and i-vector representation, discussing how these representations can be adapted to model infants' experience. Next, we describe the datasets that we selected for the modeling of the background space and the language discrimination tests. Then, we present a model of the habituation task that uses the extracted i-vectors as input, and two additional measures of discriminability. Finally, the results are described and discussed with respect to current experimental data, followed by a perspective on future work.

## Methods

## Universal Background Model and i-vectors

The first step of the modeling consists in constructing a representation of the acoustic space formed through the infant's exposure to a given linguistic environment, i.e., their "native" language. To model the distribution of speech features, speech technologies typically use Gaussian Mixture Models (GMM). With a sufficient number of mixture components, GMMs can model any arbitrarily complex distribution. The typical number of components for a Language Identification (LID) system is around one thousand.

The parameters (weights, means and covariances) of the model can be estimated by Maximum Likelihood using an Expectation-Maximization algorithm (Bishop, 2006). A GMM trained on a large database of several hundred hours of speech containing many different speakers, languages and other sources of variability, can be used to represent the overall feature distribution. In the context of speaker and language recognition, this is called the Universal Background Model (UBM). Evidently, young infants cannot count on such a large and variable amount of data to build their representations of the acoustic space, however, nothing prevents UBMs from being trained on a much smaller dataset. In the present study, we train a small UBM with speech from one single French speaker to represent the brief exposure that even a 4 -day-old infant may have already encountered.

Once the UBM has been trained, data-specific models representing feature distributions of different utterances can be derived from the UBM by Maximum a Posteriori (MAP) adaptations. Usually, only the component means are shifted during the adaptation. Using factor analysis, the adaptation offset with respect to the UBM can be confined to a low-dimensional subspace, called the Total Variability space. If we denote by $\mathbf{m}$ the stacked vector of UBM component means, the generative subspace model has the form:

$$
\boldsymbol{\mu}=\mathbf{m}+\mathbf{T} \mathbf{v}
$$

where $\mathbf{T}$ is a low-rank matrix (Total Variability matrix) defining the bases for the subspace, and $\mathbf{v}$ is a hidden variable with standard normal prior. As with the UBM, this subspace is typically trained on a large number of speech recordings using EM algorithms (Dehak et al., 2010), but for the purpose of our model it will be trained on the data of a single speaker.

Finally, given an utterance or any other segment of a speech recording, the posterior distribution of the hidden variable can be estimated. The MAP point estimate of this distribution is conventionally called an $i$-vector, and can be used as a lowdimensional fixed-length representation of the speech segment. In other words, any unheard utterance can be approximated as a deviation from the background "native" model. We propose to use this simple representation to model the infant's acoustic perception of previously unheard speech, computing an i-vector for every utterance in our test dataset. The advantage of this vectorial representation of speech is that a measure of distance can be defined between any two utterances.

In LID systems, the typical dimensionality of the subspace is around 400. However, for our experiments, the i -vector dimensionality is set to 200 , and we use a UBM with 256 mixture components and diagonal covariance matrices. The reason for such a small model is that the database we propose to use in order to model a brief exposure to French is not large enough to robustly estimate all the parameters of a conventional LID model. Furthermore, since our database contains only a limited amount of variability (UBM trained on one single speaker and language), it is unnecessary to increase the number of dimensions.

We argue that i-vectors are reasonable as models of infants' representation of languages for the following reasons: (1) The entire pipeline (construction of UBM and i-vector extraction) only requires two skills, which have been documented in infants: a good acoustic perception (Eimas, Siqueland, Jusczyk, \& Vigorito, 1971), and the ability of performing statistical learning (Saffran, Aslin, \& Neport, 1996; Maye, Werker, \& Gerken, 2002). (2) The learning algorithm is completely unsupervised, requiring no external information about phonemes or words, nor any information about speaker identity, or number and properties of different languages. The only linguistic hypotheses of this model are that utterances are relevant units for performing language discrimination, that they can be modelled through gaussian mixtures, and that they can be segmented out of continuous speech.
Feature extraction A common representation of the acoustic features of a speech signal used in many speaker and language identification systems are Mel-Frequency Cepstral Coefficients (MFCCs), which are based on a transform of the power spectrum on a frequency scale that approximates human auditory perception. For our modeling purposes, these features were calculated using the HTK Speech Recognition Toolkit (Young et al., 2006) in 25 ms windows with a 10 ms shift. We retained the first 7 coefficients (including $C O$, which represents the energy) and added a measure of $F 0$ (pitch) computed with the Kaldi Toolkit (Povey et al., 2011).

In addition, Shifted Delta Coefficients (SDC, a stacked version of delta coefficients calculated across several frames, Torres-Carrasquillo et al., 2002) were included to capture the temporal evolution of the MFCC-F0 features. The SDCs were calculated using the usual 7-1-3-7 configuration, resulting in
an approximation of the contour of the MFCC-F0 features over a span of 200 ms . The resulting 64 -dimensional MFCC-F0-SDC vectors contain both spectral and prosodic information presumed available to the human auditory system.

## Materials

Training data In order to train the UBM to represent the prior experience of an infant with a brief exposure to French, we used a dataset of casual speech recorded from an adult female French speaker selected from the Corpus of Interactional Data (Bertrand et al., 2008). The selected dataset is composed of 602 pre-segmented utterances with a mean length of 2.54 seconds ( $\min =0.43 \mathrm{~s}, \max =9.01 \mathrm{~s}$ ), giving a total of approximately 25 minutes of clean speech. The original recordings were downsampled to 16 kHz .

Test data Similarly to previous experimental studies, to test the discrimination of languages we recorded two proficient bilingual speakers: a male French-English bilingual speaker and a female Spanish-Catalan bilingual speaker. The use of bilingual speakers for the test data aims at reducing any sources of variability not due to the target languages. During each recording session, the speakers read the first two chapters of the book The Little Prince in one of their languages, and immediately afterwards they were asked to discuss what they had read. This procedure was then repeated for their second language. All recordings for each speaker were done on a single session.

The audio recordings were semi-automatically segmented into utterances with a 300 ms silence threshold using the speech analysis software Praat (Boersma \& Weenink, 2014), and subsequently downsampled to 16 kHz . The resulting dataset is composed of 319 utterances (French: 65, English: 75, Spanish: 99, Catalan: 80), with a mean length of 3.69 seconds ( $\min =2.00 \mathrm{~s}, \max =10.63 \mathrm{~s}$ ).

## Model of habituation task

Experimental studies of language discrimination in infants use an habituation paradigm (Mehler et al., 1988; Nazzi et al., 1998). In this paradigm, infants are presented with a set of stimuli from one language (L1), and their arousal is measured (in newborns, it is measured with a pacifier connected to a pressure detector). After an initial increase, infants' arousal decreases, indicating habituation. When a threshold has been reached, half of the infants continue with the same class of stimuli, and the other half are switched to a second class (L2). The difference of arousal after the switch in the two groups is used as a measure of discrimination.
Here, we will model this paradigm using an on-line clustering algorithm. In the habituation phase, the system gradually incorporates data from one language (L1) until it reaches a statistical threshold. In the test phase, as for infants, new utterances of L1 (same condition) and L2 (switch condition) are compared to the habituated model. The input of this model consists of the i-vectors of the test utterances as extracted by our previously trained system. To reduce spurious effects
caused by specific subsets of utterances, the habituation task was run 100 times for each language pair using randomly selected subsets in each trial.
Habituation phase The model starts with an initial set of 10 i-vectors $\left\{v_{1}, \ldots, v_{10}\right\}$ of one language (L1) chosen randomly from our dataset. Firstly, the centroid $\mu_{1}$ of this initial set (i.e., the mean i-vector) is computed, and the cosine distance of each of the 10 composing vectors to the centroid $d_{c}\left(v_{i}, \mu_{1}\right)$ is calculated. Secondly, a new random set of $10 \mathrm{i}-$ vectors $\left\{v_{11}, \ldots, v_{20}\right\}$ of the same language L 1 is selected, and their cosine distances to the initial centroid $\mu_{1}$ are calculated. The distribution of distances of the initial and the second set of vectors are then compared with a t-test.

If $p \leq 0.05$, the two distributions are considered statistically different, that is, the model perceives a difference between the two sets of utterances, and therefore has not yet reached habituation. In this case, the last set of vectors is aggregated to the initial set and the centroid is recalculated, $\mu_{2}$, as the mean i-vector of the whole set. Following the same procedure, a new group of 10 i-vectors from L1 is selected and their cosine distance to the new centroid $d_{c}\left(v_{i}, \mu_{2}\right)$, $\{i=21, \ldots, 30\}$, are calculated and compared through a t-test to the distance of the previous 10 vectors to the new centroid $d_{c}\left(v_{i}, \mu_{2}\right),\{i=11, \ldots, 20\}$. This procedure is repeated as long as $p \leq 0.05$.

When $p>0.05$ (defined as our saturation threshold), the two distributions are not statistically different and the habituation phase is therefore complete. As a final step, the last group of vectors is aggregated to the previous set and a final centroid is obtained, $\mu_{F}$. The distance of the last 10 vectors to $\mu_{F}$ is then calculated and retained for the test.
Test phase In this stage, a new set of 10 i -vectors $v_{i}$ is randomly selected from the same language used in habituation ( L 1 , same condition) as well as 10 i -vectors $u_{j}$ from the second language of the same bilingual speaker (L2, switch condition). For each set of vectors, the cosine distance to $\mu_{F}$ is calculated.

We finally perform two t-tests, one per condition, comparing the distribution of distances of the new vectors of L1 or L 2 to the distribution of the last 10 habituation vectors. In the same condition, as the new utterances belong to the same language as those in habituation, the p -value of the t -test is expected to remain above the saturation threshold, $p>0.05$. On the other hand, in the switch condition, the p-value will depend on the overlap between the distribution of the habituation (L1) and L2: a p-value below the 0.05 threshold would mean that the two distributions are significantly different, indicating discrimination of the two languages, while $p>0.05$ would indicate a lack of discrimination.

## Discriminability measures

To quantify the discriminability of the languages independently of our habituation-dishabituation model, we computed the pairwise ABX discrimination score, a nonparamet-
ric measure of category overlap. It consists in taking all possible ABX triplets of utterances from a language pair, where A corresponds to an utterance of $\mathrm{L} 1, \mathrm{~B}$ corresponds to an utterance of L2, and X can be either L1 or L2. For each triplet, X is classified as belonging to L1 or L2 based on whether the cosine distance between $X$ and $A$ is smaller or greater than the distance between X and B . The percentage of correct classifications serves as an index of the discriminability between the two languages. Additionally, we performed a Principal Component Analysis (PCA) for each language pair as a way of visualizing the variance and distance of the i-vectors that compose each language.

## Results

## Habituation task

We ran the habituation model for both language pairs, and within each pair we tested the model with both possible languages in the initial habituation phase. The average amount of steps to reach habituation was similar for all languages (French: 2.1, English: 1.8, Spanish: 1.7, Catalan: 1.7).

As previously observed in infant experiments, the results of 100 trials for each test (presented in Figure 1) show a difference in the pattern of discrimination of the two language pairs. In the case of Spanish-Catalan (bottom panels), the pvalues of both the same condition and the switch condition are significantly above the threshold value of $p=0.05$, independently of the language presented in habituation (Habituation:Spanish -bottom right panel- same: $M=0.48, S D=$ 0.26, switch: $M=0.40, S D=0.26$; Habituation:Catalan -bottom left panel- same: $M=0.52, S D=0.28$, switch: $M=0.54, S D=0.27$ ), suggesting a lack of discrimination of these two languages. On the other hand, the second language pair (French-English, top panels) presented an asymmetry in the responses of the model to the switch condition, depending on the language of habituation. When the system is habituated to English as L1 and then switches to French (top left panel), the two languages are discriminated as indicated by a decrease of the p-value below the threshold in the switch condition (same: $M=0.49, S D=0.29$, switch: $M=0.012$, $S D=0.026$ ). However, if the system is initially habituated to French (top right panel), the switch to English is not detected, with both conditions showing similar p-values (same: $M=0.54, S D=0.29$, switch: $M=0.48, S D=0.25$ ). While a similar behavior was observed in infant habituation experiments (Mehler et al., 1988), additional analyses are required to understand this asymmetry.

## ABX and Principal Component Analysis

To further explore the different response patterns of our model, we performed an ABX task for both language pairs and all possible X categories $(\mathrm{ABA}, \mathrm{ABB})$. The results of this test, shown in Table 1, present a similar pattern to the one observed in the habituation task. In the case of Spanish-Catalan, both ABA and ABB trials presented scores slightly above chance level ( $50 \%$ ), meaning that nearly half of the Spanish


Figure 1: Average p-values over 100 trials of the habituation task for French-English discrimination (top) and SpanishCatalan discrimination (bottom). The $x$ axis represents the steps of the habituation and test phase, where 0 indicates the step where the habituation threshold $(p=0.05)$ was reached. Accordingly, step -1 represents one step before habituation, and step 1 represents the test (dishabituation) phase.
utterances were incorrectly categorized as Catalan utterances (and vice-versa). On the other hand, French-English trials presented an asymmetry: a majority of English utterances were correctly classified, while the classification of French utterances remained near chance level. This means that the distance between two given French utterances in the test set is often larger than the distance between a French and an English utterance, pointing at a possible imbalance in the variance of the distributions of their i-vector representations.

Table 1: Summary of ABX results: Percentage of accuracy for the distant language pair $(\mathrm{A}=$ English, $\mathrm{B}=$ French $)$ and the close language pair $(\mathrm{A}=$ Catalan, $\mathrm{B}=$ Spanish $)$.

| Language Pair | $\mathrm{X}=\mathrm{A}$ | $\mathrm{X}=\mathrm{B}$ |
| :--- | :---: | :---: |
| English (A) - French (B) | $76 \%$ | $46 \%$ |
| Catalan (A) - Spanish (B) | $51 \%$ | $57 \%$ |

Finally, we performed a Principal Component Analysis on both language pairs in order to visualize the distribution of the utterances. A representation of the first two dimensions


Figure 2: First two dimensions obtained through a Principal Component Analysis of the i-vectors of Spanish and Catalan utterances spoken by a bilingual speaker.
of the PCA for the Spanish-Catalan pair, shown in Figure 2, revealed a high degree of overlap in the distribution of the utterances of these two languages. On the contrary, the first two dimensions of the French-English PCA, presented in Figure 3, show a higher separation between the two languages. However, as suggested by the ABX score, the variance in these two dimensions appears to be larger within French utterances than within English utterances.

Together with the ABX results, this difference in the variance may explain the asymmetry observed in the habituation task: when the model is habituated to English, the variance of the i-vectors that are aggregated during this initial phase remains small, allowing the system to detect a switch to the second language. In other words, the within-language distance distribution is smaller than across-language. However in the inverse case, when the model is initialized with French, the variance of the habituation vectors is relatively large and therefore the switch to English remains unnoticed.

In summary, we found an overall difference in the degree of separation of the i-vectors of both language pairs, which reflected in the behavior of our habituation-dishabituation model. Spanish-Catalan utterances present largely overlapping distributions, causing a lack of discrimination in the habituation task, while French-English utterances have less overlapping yet more asymmetrical distributions, producing an equally asymmetric response of the system.

## Discussion

In this paper we introduced a novel application of speech technology tools to model language discrimination in infants. Using a GMM-UBM trained on a small dataset of French utterances, we represented the acoustic space of a monolingual infant after a brief exposure to this language. To test the system's ability to discriminate languages, we mod-


Figure 3: First two dimensions obtained through a Principal Component Analysis of the i-vectors of French and English utterances spoken by a bilingual speaker.
elled the acoustic representation of novel utterances as a pattern of shifts from the means of the UBM. Using this lowdimensional representation, called i -vector, we constructed a model of a habituation task similar to the experimental paradigm often used to test discrimination in infants.

The behavior of our model in the habituation task resembled that observed in previous experiments: our system, preexposed to French, was unable to discriminate between two previously unheard languages with highly similar phonologies (Spanish \& Catalan), while it discriminated two phonologically distant languages (French \& English). Interestingly, just as reported in previous infant studies such as Mehler et al. (1988), the ability to discriminate between French and English depended on the language presented during habituation. When the system was initially habituated to the previously unheard language (English), it detected a switch to the "native" language (French), but it failed at discriminating a switch to English when French was presented in habituation. Further analyses provided a potential explanation for our model's asymmetrical behavior: the variance of the ivector representations of French utterances is larger than that of English utterances, causing the habituation model to create a broad category for French which hinders the discrimination of English. While in the context of infant studies this asymmetry was regarded as a preference for the native language, our modeling results suggest that the perceived acoustic variability might be responsible for this behavior, providing a new perspective on this issue.

There are three possible explanations for the larger variance of French as compared to English in our test data. First of all, this difference might be a characteristic of the specific bilingual speaker that was recorded for this experiment. To test this hypothesis, it would be necessary to repeat the test with a different French-English speaker. If the same pattern
was observed, it would indicate that the difference does not lie in the speaker but in the language. This could mean that, overall, French speech is acoustically more variable than English. However, and more interestingly, it is also possible that the difference was originated in the training of the Universal Background Model and the Total Variability subspace: as our system was pre-exposed only to French, the model may have developed a larger sensitivity to acoustic differences present in French speech than those in English speech, thus appearing more variable. To discern these two possibilities, the model could be re-trained using English as the background (i.e., "native") language. If the larger variance is due to the sensitivity of the model to its native language, then the asymmetry should be inverted. The results of these future modeling experiments may help us better understand the behavior observed in infants.

In addition, this methodology can be applied to model language discrimination in a variety of other cases. First, the UBM and the TV subspace can be trained with different languages and with varying amounts of data to investigate the impact of language exposure on discrimination (e.g., the model can be trained with a large dataset of Spanish speech and then tested on its ability to discriminate Spanish from Catalan). Second, the system could be trained with a bilingual background to study how multilingualism affects the construction of the acoustic space and consequently its ability to discriminate languages. This bilingual background can be composed of either monolingual speakers of two languages or bilingual speakers, giving further insight into the impact of different bilingual environments on the perceptual system. Third, the acoustic features provided to the model can be adapted (for example, by using filtered speech, or adding additional prosodic information to the feature vectors) to explore the role of different cues in language discrimination. The experimental data available to date provides a means of evaluation for the models, which in turn may generate new testable hypotheses that will help us better understand how young infants achieve this task.
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### 2.3.2 Experiment 2: Generalizing to other language pairs

In our first study we explored the ability of an i-vector based model trained on a small corpus of French speech to discriminate two pairs of languages. While the observed results were in line with what has been observed in infants (that is, language discrimination was harder for the close pair Spanish-Catalan than for the distant pair French-English), the interpretation of the results may be limited by the fact that only two language pairs were tested, and one of them contained the language that the model had been trained on. In order to overcome this limitation and further explore the model's behavior when faced with different language pairs, we propose an extension of our experiment. Here, we will extract i-vectors for new bilingual speakers of 4 language pairs: French-English, ItalianEnglish, Chinese-English and Dutch-English. Testing new utterances for French-English will allow us to evaluate the stability of the results observed in our first study. Furthermore, the inclusion of a close-distance pair (Dutch-English) and two additional language pairs with distant phonological and rhythmical properties (Italian-English \& Chinese-English), none of which had been seen by the model during training, will allow us to discern the distance effect from a potential familiarity confound.

### 2.3.2.1 Materials

Our new test set was composed of bilingual speech from 4 male speakers from the UCAM Bilingual Corpus (EMIME project, http://www.emime.org). Bilinguals spoke French, Italian, Dutch or Chinese as native language, and English as a non-native language with a moderate foreign accent. For each speaker, utterances are composed of read speech in both of their languages. Table 2.1 shows the number of utterances per speaker and language. Recordings were down-sampled to 16 kHz . For the background model, we used the same UBM as trained in Experiment 1.

Table 2.1: Number of utterances in English and L2 for each speaker from the UCAM Bilingual Corpus.

| Speaker | Native Language | N utt. (Eng.) | N utt. (Native Lang.) |
| :---: | :---: | :---: | :---: |
| s01 | Dutch | 130 | 130 |
| s02 | French | 130 | 130 |
| s03 | Italian | 130 | 130 |
| s04 | Chinese | 89 | 89 |

### 2.3.2.2 Model parameters

Speech features were computed following the same parameters and procedure as described in Carbajal, Fér, and Dupoux (2016), that is, we calculated MFCC-F0-SDC features with a $7-1-3-7$ configuration using 25 ms windows and 10 ms shifts. For each utterance, we extracted 200-dimensional i-vectors using the same UBM and TV space trained with French speech in our previous study.

### 2.3.2.3 Results and discussion

First, in order to visualize the data, we computed a Principal Component Analysis (PCA) on the distribution of i-vectors for each speaker. Figure 2.3 shows the first two dimensions of the PCA for each of the language pairs. From this visualization, the distribution of utterances for each language pair seems to be in agreement with the expected outcomes. That is, the language pair showing the highest amount of overlap seems to be Dutch-English, two languages that share rhythmic properties and a good part of their phonemic inventories, while the other three language pairs show fairly good separation.

To quantify the separation, we computed the ABX score for each language pair based on the cosine distance between i-vectors. The procedure to compute ABX is the same as explained in our previous study. Results are shown in Table 2.2. The ABX scores confirm a higher overlap between Dutch and English compared to the other language pairs. However, the score for this particular pair (60\%) was not as low as that of the Spanish-Catalan samples analysed in Carbajal et al. (2016), with an average of just $54 \%$. This may mean that Spanish and Catalan share greater similarities than Dutch and English (and are thus even harder to discriminate), but given that we only have one bilingual speaker of each pair it is not possible to draw conclusions.

Table 2.2: Mean ABX scores (\% correct classifications averaged over ABA and ABB trials) for the 4 language pairs.

| Language Pairs | ABX |
| :--- | :---: |
| French - English | $71 \%$ |
| Italian - English | $67 \%$ |
| Chinese - English | $70 \%$ |
| Dutch - English | $60 \%$ |



Figure 2.3: PCA visualization of utterances produced by 4 bilingual speakers from the UCAM corpus. Each dot represents one i-vector (i.e., one utterance).

Overall, these results - together with those from our first study - seem to confirm an effect of language distance on the degree of separation of the language pairs. Furthermore, we showed that the ability to separate languages that are both rhythmically and phonologically distant does not depend on the language that the model was trained on, as we have found discrimination for English-Italian and English-Chinese samples with a model trained on French. Interestingly, unlike in our first study, we did not find evidence of an ABX asymmetry for French-English samples (ABA: 69\%, ABB: 72\%). This may mean that the speech samples used in our first study (which were composed of a mix of read and casual speech) were more variable than the current samples (composed of read speech only). If this is the case, then it suggests that differences in speech register are an important source of variability, and their impact on language separation should be further investigated.

So far we performed separate tests per speaker, evaluating language discrimination within each bilingual's language pair. This was done in order to rule out an effect of speaker, but leaves open a question: is language distance within speaker larger than speaker distance within language? This question is of great importance to hypothesize whether infants would be able to easily group their bilingual input by language and not by speaker. In Figure 2.4 we visualize the first two PCA dimensions of the i-vectors of all 4 language pairs. From this visualization, it seems that the distance between speakers is generally larger than the distance between each speaker's two languages. Nonetheless, the language all speakers shared in common (English) appears to "pull" towards each other. This suggests that, for each speaker, their English samples are closer to other speakers' English samples than to other speakers' L2 samples.


Figure 2.4: PCA visualization of all utterances produced by 4 bilingual speakers. Color represents the language, shape represents the speaker.

In order to confirm these two observations, we computed the average cosine distance between ivectors $v$ of each speaker $\times$ language subset: $D=\operatorname{avg} d\left(v_{m}, v_{n}\right)$. More specifically, for all speakers $s_{i}$ and language categories $\{$ EN, L2\} (where EN refers to English and L2 refers to the second language spoken by each speaker), we computed:
(a) $D_{a}(i)$, within-speaker distance across their two languages $\left(v_{m} \in\left\{s_{i}, \mathrm{EN}\right\}\right.$ and $\left.v_{n} \in\left\{s_{i}, \mathrm{~L} 2\right\}\right)$.
(b) $D_{b}(i, j)$, within-language (English) distance across speakers ( $v_{m} \in\left\{s_{i}\right.$, EN $\}$ and $v_{n} \in\left\{s_{j}\right.$, EN $\}$, $i \neq j$ ).
(c) $D_{c}(i, j)$, across-speaker and across-language distance $\left(v_{m} \in\left\{s_{i}, \mathrm{EN}\right\}\right.$ and $\left.v_{n} \in\left\{s_{j}, \mathrm{~L} 2\right\}, i \neq j\right)$.


Figure 2.5: Example of distance measures across speakers and languages.

An example of these measures is shown in Figure 2.5. First, we tested whether language distance within speaker $\left(D_{a}\right)$ is indeed smaller than within-language distance across speakers $\left(D_{b}\right)$. The distribution of distances had means $M_{a}=0.45(S D=0.04)$ and $M_{b}=0.53(S D=0.05)$, respectively. A paired-samples t-test confirmed a difference between these two distances, $t(11)=4.25, p=0.001$, indicating that the English i-vectors of a given speaker are more similar to the same speaker's L2 than to other English vectors from other speakers. Second, we analysed whether English samples from different speakers $\left(D_{b}\right)$ were closer to each other than to other speakers' $\mathrm{L} 2\left(D_{c}\right)$. The distribution of distances in the latter case had mean $M_{c}=0.55(S D=0.06)$. A paired-samples t-test comparing the distributions of $D_{b}$ and $D_{c}$ showed that, across speakers, English samples were closer to each other than to other languages, $t(11)=3.95, p=0.002$.

On the one hand, these results suggest that distance between speakers could potentially obscure the presence of multiple languages. If infants were to search for the most likely separation of their input, they could end up collapsing all speech by a single speaker, as their distance is smaller than the distance between speakers. On the other hand, although speakers voices are the most prominent difference between speech samples, speech belonging to a common language is still to an extent grouped together in the i-vector space. Whether infants could use alternative strategies to pick up on this similarity should be investigated in future work.

### 2.3.3 Experiment 3: Language discrimination with filtered speech

As we have seen in Chapter 1, many language discrimination experiments used filtered speech, showing that infants could use prosodic information in the signal to separate the languages. Here, we are interested in evaluating how filtering the speech samples may affect the separation of languages in the i-vector space. Based on infant experiments, if our model is sensitive to prosodic information, we would expect it to retain its ability to discriminate very distant language pairs, and to fail with very close language pairs. If, on the other hand, the model was relying mostly on fine phonological information, then it may be unable to discriminate any of the pairs. In order to investigate this, we will low-pass filter the bilingual speech samples used in Experiment 2, and run the same pipeline as presented before, based on the UBM and TV space trained in Carbajal et al. (2016). This will allow us to analyse whether the dimensions that our model has captured during training contain sufficient prosodic information to separate the languages.

### 2.3.3.1 Materials

Our test set was composed of the same utterances presented in Experiment 2 (4 male speakers from the UCAM Bilingual Corpus). As in infant experiments, we low-pass filtered the speech samples to 400 Hz and normalized the intensity to 70 dB using the software Praat (Boersma \& Weenink, 2014). We kept a sampling rate of 16 kHz . For the background model, we used the same UBM as in Experiments 1 \& 2, trained on French casual speech.

### 2.3.3.2 Model parameters

Feature extraction followed the same pipeline as described in Experiments 1 and 2. For each utterance, we extracted 200-dimensional i-vectors using the same UBM and TV space trained with French speech in Carbajal et al. (2016).

### 2.3.3.3 Results and discussion

As in previous experiments, we first computed a PCA on the i-vectors for each language pair in order to visualize the data. Figure 2.6 shows the first two dimensions of the PCA for each pair. As can be seen in the visualization, all language pairs appear to show a higher degree of overlap compared to the
unfiltered speech, suggesting that the model was relying to some extent on phonological differences. However, with the exception of English-Dutch, most language pairs seem to be still discriminable to a certain extent. In order to quantify their degree of separation we computed the ABX scores for each language pair. The results are shown in Table 2.3.


Figure 2.6: PCA visualization of low-pass filtered utterances produced by 4 bilingual speakers from the UCAM corpus. Each dot represents one i-vector (i.e., one utterance).

The ABX results confirm our observations. That is, with the exception of French-English, all languages show a small reduction of their discriminability (i.e., they have lower ABX scores compared to the ABX scores of unfiltered speech). In particular, the $A B X$ score of the filtered speech samples in Dutch-English is as low as that of the unfiltered samples in Spanish-Catalan. In spite of the reduction in disciminability, these results seem to indicate that our i-vector model has been able to capture sufficient prosodic information to detect differences in very distant language pairs, even when the
speech is low-pass filtered.
Table 2.3: Mean ABX scores (\% correct classifications averaged over ABA and ABB trials) for the 4 language pairs (filtered speech).

| Language Pairs | ABX |
| :--- | :---: |
| French - English | $72 \%$ |
| Italian - English | $64 \%$ |
| Chinese - English | $67 \%$ |
| Dutch - English | $55 \%$ |

In summary, in these two experiments we have extended the results from our first study, showing that language discriminability (based on ABX measures) is higher for distant language pairs than for pairs that have highly overlapping phonological and prosodic features. Furthermore, we showed that language discrimination of distant pairs does not require previous exposure to either language, as our model had been trained only on French and was able to discriminate, for instance, English from Chinese. Finally, we observed that discriminability was reduced by filtering speech, but remained above $60 \%$ for all distant language pairs, and almost at chance level for a very closely related language pair, English-Dutch (55\%).

### 2.3.4 Experiment 4: Language discrimination across speakers

So far, we conducted experiments using speech from one bilingual speaker of each language pair. Would language discrimination still be possible in a context with multiple speakers of each language? In order to answer this question, we propose to replicate the computational experiments presented by Ramus et al. (1999), in which speech from multiple speakers of 8 different languages was used in simulations of the infant habituation task. To compare the models on similar grounds, we will replicate their habituation algorithm as closely as possible, while using i-vectors as input measure instead of $\% V$. An advantage of using i-vectors over previous cognitive models of language discrimination is that we can test both normal and filtered speech. We thus propose to run the experiments using both kinds of input.

### 2.3.4.1 Model of the habituation task

In the simulation proposed by Ramus et al. (1999), 10 utterances from 2 speakers of one language ( 5 per speaker) were used for habituation. In the test phase, 10 new utterances from either 2 new speakers of the same language (control) or 2 speakers of a different language (experimental/switch) were presented. At each step (i.e., utterance) in the simulation, they defined arousal $A_{n}$ as the absolute difference between the current $\% V$ and the average of this value in all previous steps $\left(P_{n-1}\right)$, $A_{n}=\left|V_{n}-P_{n-1}\right|$. As we have multidimensional i-vectors, we will compute the cosine distance between each vector at step $n\left(X_{n}\right)$ and the centroid (i.e., average vector) of the i-vectors ${ }^{6}$ from step 1 to $n-1$. As proposed in Ramus et al. (1999), 40 different subjects ( 20 control, 20 experimental) will be simulated by randomly selecting the speakers and utterances for habituation and test. Finally, the p-values of a statistical test (Mann-Whitney signed-rank test, as used in Ramus et al., 1999) will be used to compare the arousal in test utterances under the two conditions (control vs experimental).

### 2.3.4.2 Materials

To keep the studies as similar as possible, we used the same speech corpus as used in Ramus et al. (1999). This corpus is composed of read speech from 4 female speakers of each of the following languages: Catalan, Dutch, English, French, Italian, Polish, Spanish, and Japanese. Table 2.4 shows the total number of utterances available per language (counting all 4 speakers in each). However, unlike Ramus et al.'s study, we did not select a subset of utterances matched by length and number of syllables. Instead, we used the whole set of possible utterances, within which the ones used in that study are contained. As in our previous studies, the recordings had a sampling rate of 16 kHz . We further constructed a filtered speech corpus by applying a low-pass filter with threshold at 400 Hz (and intensity normalization at 70 dB ) on each utterance of the original test corpus using the software Praat (Boersma \& Weenink, 2014).

As background model, we used the French UBM used in Experiments 1-3.

[^5]Table 2.4: Number of utterances available per language.

| Language | N | Language | N |
| :--- | :---: | :--- | :---: |
| Catalan | 216 | Italian | 215 |
| Dutch | 228 | Polish | 216 |
| English | 161 | Spanish | 212 |
| French | 216 | Japanese | 212 |

### 2.3.4.3 Model parameters

Feature extraction followed the same pipeline as described in our previous studies. As before, for each utterance, we extracted 200-dimensional i-vectors using the same UBM and TV space trained with French speech in Carbajal et al. (2016).

### 2.3.4.4 Results and discussion

As in Ramus et al. (1999), for each language pair available in the corpus, we simulated an experiment with 40 subjects ( 20 control and 20 experimental). An example of a simulated experiment is given in Figure 2.7a. Ramus et al. (1999) interpreted the p-value of control vs. experimental conditions as an indicator of the discriminability of each language pair, with $p<0.05$ indicating a significant difference between both groups (thus implying discrimination of the language pair), and $p \geq 0.05$ meaning no significant group difference was found (i.e., no language discrimination). When running our replication, we first observed that repeating the simulation of 40 subjects several times sometimes changed the interpretation of the discriminability for certain pairs, with p -values going from significant to non-significant (see an example of a stable language pair, Dutch-Japanese, and a language pair with variable p-values, Dutch-English, in Figure 2.7b). These unstable results may be due to the large number of possible utterance sets, and to the fact that we did not control them for duration and syllable length. However, since Ramus et al. only reported one p-value computed over a single set of 40 simulated subjects, we cannot know how stable their results were. In order to overcome this problem while keeping our results comparable to Ramus' study, instead of incrementing the number of simulated subjects, we decided to repeat the simulation of 40 subjects 10 times. Thus, one p-value is obtained per simulated experiment, and the median of the 10 p -values is finally used as indicator of the discriminability of the language pair.


Figure 2.7: Examples of results obtained from simulations of the habituation experiment.

We will first discuss the results for filtered speech, as many behavioral experiments have used this manipulation (or alternatively a resynthesized signal with reduced phonetic variability) to test infants' language discrimination. Figure 2.8 shows a color-coded matrix with the median p-values obtained from the simulations of each language pair (right panel). A table with the numeric results can be found in the Appendix 2.C. For comparison, in the same figure (left panel) we show the results reported by Ramus et al. (1999). It should be noted that the matrices are symmetrical, that is, the upper half represents the same results as the lower half. Additionally, we have indicated with letters which language pairs have been tested on newborns using similar stimuli (that is, filtered or resynthesized). Experiments where discrimination was found are indicated with an asterisk.

As can be seen, within each traditional rhythmic class (syllable-timed languages marked with a red square on the top left corner; stressed-timed languages marked with a blue central square), most language pairs were not discriminated by our i-vector model. With the exception of Italian, which was discriminated from Spanish and Catalan, within-class experiments resulted in median p-values above 0.05. These results show overall agreement with Ramus et al. (1999), with only one language pair (Italian-Spanish) differing between the two models. On the other hand, the discrimination of language pairs across rhythmic class showed several differences. While both models found that Japanese and Italian are easily discriminated from other languages, the i-vector model failed to discriminate many

Ramus et al. (1999)


I-vectors (filtered speech)


```
p<0.05 \square0.05 < p<0.1 \squarep\geq0.1
```

Figure 2.8: Color-coded matrix of p -values for each language pair, showing simulation results from Ramus et al. (1999) on left panel, and i-vectors using low-pass filtered speech on right panel. Red and blue squares indicate rhythmic classes (red: syllable-timed, blue: stress-timed). Pairs that have been tested in newborns on filtered or resynthesized speech (where only prosody and rough phonotactics were preserved) are shown with letters: (a) English-Japanese, filtered (Nazzi et al., 1998), (b) English-Dutch, filtered (Nazzi et al., 1998), (c) Dutch-Japanese, resynthesized (Ramus, 2002), (d) Spanish-Catalan, resynthesized (Ramus, unpublished). Asterisks mark experimental results where discrimination was found.
language pairs where Ramus et al.'s model had succeeded. Particularly, Spanish, French and English were rarely discriminated from other between-class languages. This difference could have been due to the larger variability of our test set compared to the subset used in Ramus et al.'s study. However, when repeating the simulations using only the utterances used by Ramus et al. (1999), our model still failed to discriminate these between-class pairs. It is thus possible that this failure was caused by the larger number of dimensions on which we computed the distance (that is, the 200 dimensions of the i-vectors, against a single dimension, $\% V$, used by Ramus et al.), which results in a higher overlap of the speech samples due to variability in other speech properties. Although these results seem to be in contradiction with the rhythmic class hypothesis, the particular language pairs that our model failed at have never been (to the best of our knowledge) tested in newborn infants. We therefore cannot rule them out as incorrect. Nevertheless, our model predicted the same results as Ramus et al. (1999) on all 4 language pairs that have been tested in newborns using filtered or resynthesized speech.

Next, we repeated the simulations using unfiltered speech. Figure 2.9 shows the matrix of results. A table with the numeric results can be found in the Appendix 2.C. Overall, cross-class language pairs showed an improvement in their discrimination with the addition of the full spectral information. Interestingly, Japanese - which was previously easily discriminated from any language - was confused with French, English and Dutch. While this may seem counter-intuitive, similar results were observed in infants tested on unfiltered speech spoken by multiple speakers in Japanese and Dutch (Ramus, 2002b). Moreover, the discriminability of languages within class gave similar results as with filtered speech: most language pairs showed no discrimination. The only difference from the previous results was in the stress-timed language group, where English remained confused with Dutch, but was discriminated from Polish.


Figure 2.9: Color-coded matrix of median p-values for each language pair, showing simulation results for i-vector model using natural (unfiltered) speech. Red and blue squares indicate rhythmic classes (red: syllable-timed, blue: stress-timed). Pairs that have been tested in newborns on natural speech are shown with letters: (a) English-Italian (Mehler et al., 1988), (b) English-Spanish (Moon et al., 1993), (c) Dutch-Japanese (Ramus, 2002). Asterisks mark experimental results where discrimination was found.

A surprising result of this experiment is the confusion of French samples with all other languages. This confusion may have been caused by the familiarity of the model with this language. However, experimental results suggest that the opposite should occur: familiarity with a language, at least at a later age, usually results in better discrimination for that language against any other language, even
within class (Bosch \& Sebastián-Gallés, 1997; Nazzi et al., 2000). Further computational experiments should thus be conducted with a larger background model to examine whether this confusion is reverted at a later stage.

In conclusion, these simulations showed similarities between the predictions made by Ramus et al.'s (1999) model and our i-vector model regarding the language pairs that have been tested in newborn infants with filtered or resynthesized speech, and more generally on the discriminability of withinclass language pairs. Disagreements in other language pairs, especially in pairs across rhythmic class, remain to be resolved with further behavioral experiments. Furthermore, the i-vector model allowed us for the first time to make separate predictions on the discriminability of languages with natural vs filtered speech. Unlike previous psycholinguistic models that focused only on rhythmic properties, the i-vectors were able to capture additional acoustic properties of the unfiltered signal, showing agreement with experimental results suggesting that non-rhythmic speaker variability can hinder language discrimination, even across rhythmic class.

### 2.3.5 Experiment 5: The role of the background model

Experiments 1-4 were all based on the same background model, trained on approximately 25 minutes of casual speech from one single French speaker. While the results seem overall compatible with infant behavior, these may have been a peculiarity of this specific background model. In order to investigate the stability of the results, it is necessary to compare the i-vector representations learnt from different backgrounds. In this experiment, we propose to evaluate the role of the background model by training two new French and two English UBMs (and their respective Total Variability space). To test their effect on language separation, we will replicate the $A B X$ tests of Experiment 2 with the i -vectors extracted from these new backgrounds.

### 2.3.5.1 Materials

To train the French background models, we selected two additional female French speakers from the same casual speech corpus as used in the background model of Carbajal et al. (2016), namely the Corpus of Interactional Data (Bertrand et al., 2008). For the English background models, we selected two female English speakers from the Buckeye Corpus of Conversational Speech (Pitt et al., 2007). Speech from each corpus was resampled at 16 kHz and segmented into utterances using Praat (Boersma
\& Weenink, 2014), setting a silence threshold of 300 ms . Table 2.5 shows a summary of the number and duration of the utterances in each of these corpora. For the test, we used the same utterances from the 4 bilingual speakers presented in Experiment 2.

Table 2.5: Number and length of utterances in background model of Experiment 1 (Carbajal et al., 2016) and four new background models.

| Model | Language | N utt. | Mean length (range) | Total |
| :---: | :---: | :---: | :---: | :---: |
| Carbajal et al. (2016) | French | 602 | $2.54 \mathrm{~s}(0.43 \mathrm{~s}-9.01 \mathrm{~s})$ | 25 min. |
| Background Model \# 2 | French | 852 | $2.19 \mathrm{~s}(0.43 \mathrm{~s}-9.81 \mathrm{~s})$ | 31 min. |
| Background Model \# 3 | French | 546 | $2.51 \mathrm{~s}(0.43 \mathrm{~s}-9.51 \mathrm{~s})$ | 23 min. |
| Background Model \# 4 | English | 425 | $3.42 \mathrm{~s}(0.60 \mathrm{~s}-20.57 \mathrm{~s})$ | 24 min. |
| Background Model \# 5 | English | 336 | $5.07 \mathrm{~s}(0.60 \mathrm{~s}-22.12 \mathrm{~s})$ | 28 min. |

### 2.3.5.2 Model parameters

Feature extraction followed the same pipeline as described in our previous studies. For each background corpus, we trained a UBM with 256 Gaussian mixtures and a Total Variability space with 200 factors. Next, we extracted 200-dimensional i-vectors for each utterance in the test corpus using the UBM and Total Variability space of each background model.

### 2.3.5.3 Results and discussion

Figure 2.10 shows a comparison of the PCA visualization of the language pairs based on all 4 new background models. As can be seen, the new French models (top row) do not appear to differ significantly from the PCA obtained in Experiment 2 (Figure 2.4). The distribution of utterances based on the English models (bottom row) shows overall some resemblance with the one obtained with the French models. However, they seem to show less overlap between English utterances and the other languages, particularly so for the French-English pair.

We computed the ABX score for each of the 4 language pairs using the i-vectors extracted from the four new models. Figure 2.11 shows a comparison of all the models, including the one from Experiment 2. As can be seen, the results obtained for the three French background models are very similar, indicating that the models have learnt similar features from their input despite having been exposed to different speakers. On the other hand, the results from the English models show better performance in the Chinese-English and French-English language pairs, while they do not differ from
the French model in the Italian-English and Dutch-English pairs. This suggests that brief exposure to one language (here, English) is not sufficient to discriminate it from a language with many overlapping acoustic properties.


Figure 2.10: PCA visualization of the utterances of all 4 test language pairs, obtained with new background models (2 French, 2 English).


Figure 2.11: ABX scores for 4 language pairs, obtained with three different French background models (including the results from Exp. 2) and 2 English background models. Each dot represents the score from one background model. Horizontal lines represent the average score for a given language pair.

### 2.3.6 Experiment 6: The impact of a bilingual background (Article 2)

In the experiments presented so far, we have explored language discrimination based on monolingual backgrounds, showing that a brief exposure to one language is sufficient to discriminate many language pairs, as long as their acoustic properties are sufficiently distinct. Many infants, however, are born to bilingual families, hearing both languages regularly since birth. Would the exposure to two languages during background training affect language discrimination? To investigate this question we evaluate the separation of two languages with distinct acoustic properties (English and Xitsonga), comparing two monolingual background models that have been each exposed to one of the two languages, and a mixed model that has been exposed to both. Unlike in previous experiments, here we do not provide the model with prosodic information. Thus, these models can be taken to represent an extreme case where both languages are undistinguishable from their prosody.

This study was published as: Carbajal, M.J., Dawud, A., Thiollière, R. \& Dupoux, E. (2016) The "language filter hypothesis": A feasibility study of language separation in infancy using unsupervised clustering of i-vectors. In Proceedings of the 2016 Joint IEEE International Conference on Development and Learning and Epigenetic Robotics (ICDL-Epirob). Cergy-Pontoise, Paris, France.
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#### Abstract

In order to avoid mixing up languages, infants immersed in a multilingual environment have to sort speech into language-homogeneous sets. To study the feasibility of this task, we use speech technology tools (Universal Background Models and i-vectors) in combination with unsupervised clustering to test language separation using speech from several speakers of two languages. We investigate the outcome of the clustering as a function of the variability of language experience (monolingual versus mixed background), and the availability of side information (speaker identity). Our findings show that in the absence of side information, language separation is relatively easier if the system has been pre-exposed to a single language (monolingual background), than it is for a system pre-exposed to both languages (mixed background). However, this initial disadvantage can be overcome by restricting the representation to the dimensions that most distinguish speakers using Linear Discriminant Analysis, suggesting that speaker identity side information may enhance language separation in a multilingual environment. The implications for language acquisition and computational modeling are discussed.


## I. Introduction

During their first years of life, human infants rapidly learn many linguistic properties of their native language (phonetics, phonology, prosody, lexicon, syntax, semantics) by merely being immersed in a language speaking community [1]. In spite of great advances in language development research, to this day relatively little is known about the computational mechanisms that they use to achieve this feat. One of the biggest unsolved puzzles is how language development can proceed smoothly even in situations where the environment contains more than one language, a scenario not uncommon across the globe [2]. To a large extent, bilingual infants achieve language developmental milestones following the same timeline as monolinguals [3], [4], [5], [6]. This is all the more remarkable considering that most learning mechanisms that have been proposed as the source of language acquisition are passive statistical mechanisms, such as tracking the distribution of sounds to learn the phonemes [7], tracking the transition probabilities for finding words [8], and tracking the patterns of repetition in order to acquire abstract rules [9], among others. Such statistical learning mechanisms indiscriminately accumulate sensory information. Therefore, if presented with a mixture of languages, they should either end up with a language chimera made up of the superposition of the language properties, or altogether fail to learn. Yet, even though in their early productions infants may appear to mix languages, this has been reanalyzed as a communicative

[^6]optimization strategy in order to minimize production effort, rather than a true confusion between languages [5]. When tested in their comprehension, infants show a remarkable ability to discriminate languages from an early age [10], [11], [12].

Such an early ability has recently been vindicated within the PRIMIR framework (Processing Rich Information from Multidimensional Interaction Representations) [13], [14]. This framework proposes that infants apply their learning mechanisms not on raw data, but on the output of dynamic filters that allow them to focus their attention on the relevant dimensions and sections of the data. Additionally, PRIMIR incorporates the idea of a compare-and-contrast mechanism that helps infants to identify which sources of information go together and which should be kept apart. In this paper, we examine the proposition that infants are equipped with a mechanism which we call the 'language filter'. This mechanism (1) enables them to determine how many "language types" are spoken around them, (2) sort the utterances that they hear in terms of their language types, and (3) learn specific statistics for each language type. In other words, the child would not blindly accumulate statistics over all speech input, but rather actively separate the languages into types and acquire the linguistic properties of each type separately. Here, we approach the language filter hypothesis by quantifying the feasibility of language separation (subproblems (1) and (2)).

In order to do this, we propose the use of $i$-vectors, which represents utterances as a pattern of deviations from a background acoustic distribution, in combination with unsupervised clustering algorithms. Using databases of continuous speech from two languages -English and Xitsonga- we model three different background distributions: two monolingual backgrounds trained on speech from either English or Xitsonga, and one mixed or "bilingual" background trained on speech from both languages. We then extract the ivectors corresponding to new utterances in both languages, and assess how well they cluster into language-homogeneous groups. Additionally, we explore the potential benefit of side information: we provide the system with speaker identity information and restrict the i -vector representations to the dimensions that most distinguish speakers using Linear Discriminant Analysis. Given that infants can plausibly discriminate the different speakers they interact with in their daily lives [15], [16], this type of information may serve as a cue to enhance language separation.

As with any clustering problem, one sensitive parameter is the number of clusters to be used. While too few clusters
may result in impurities (i.e., clusters where several language types are mixed up), too many pure clusters may hamper language learning by fragmenting the learning materials and preventing within-language generalizations to occur. We explore this issue explicitly by evaluating cluster purity as a function of number of clusters.

The remainder of the paper is organized as follows. In Section 2, we describe the i-vector framework, the stimuli we use and the proposed analyses. In Section 3, we present and discuss the results, and in Section 4, we comment on the consequences of these results for theories of early language acquisition on the one hand, and for computational models of autonomous language learning on the other.

## II. Methods

## A. Universal Background Model and i-vectors

The i-vector paradigm was originally developed for automatic Speaker Recognition (SR) [17], and later adapted to Language Identification (LID) systems yielding excellent results [18], [19]. It consists in constructing a model of the acoustic space of speech, called the Universal Background Model (UBM), by fitting a Gaussian Mixture Model (GMM) over a distribution of speech features using an ExpectationMaximization algorithm [20]. These models are typically trained with several hundred hours of speech from many speakers and languages to capture all sources of variability.

After the UBM has been trained, any given utterance can be modeled as a deviation from the UBM by shifting the means of the GMM using Maximum a Posteriori (MAP) adaptations. These adaptations are usually restricted to a lowdimensional subspace -called the Total Variability spacethat is assumed to cover all the important variability, and can be defined through factor analysis. Thus, based on the supervector (i.e. stacked vector) of UBM component means $\mathbf{m}$ and the Total Variability matrix $\mathbf{T}$ (a low-rank matrix that defines the bases for the subspace), the GMM supervector for any utterance or speech segment $\boldsymbol{\mu}$ can be modeled by:

$$
\begin{equation*}
\boldsymbol{\mu}=\mathbf{m}+\mathbf{T v} \tag{1}
\end{equation*}
$$

where $\mathbf{v}$ is a latent variable with standard normal prior. The MAP point estimate of $\mathbf{v}$ is called an $i$-vector, and can be used as a fixed-length vector representation of utterances irrespective of their duration.

In SR and LID systems, the extracted i-vectors of labelled data are typically used to train discriminative classifiers. Here, we will use the raw vectors as fixed length representations of each sentence, which will serve as input for unsupervised clustering algorithms. In contrast with traditional LID systems, we use a rather limited dataset for background training (around 90 minutes). We therefore restricted the number of Gaussian mixtures to 128 (typically more than 500 mixtures are used for LID), and 150 dimensions for the Total Variability subspace. To train our UBMs and extract i-vectors we used the MSR Identity Toolbox v1.0 [21].

## B. Feature extraction

To represent the acoustic features of speech we used Mel-Frequency Cepstral Coefficients (MFCCs), which are traditionally used in speech processing and language identification systems. These features were calculated using the HTK Speech Recognition Toolkit [22] in 25 ms windows with a 10 ms shift. We retained the first 13 coefficients (including $C 0$, which represents the energy).

## C. Materials

We selected two speech data sets containing a large amount of speakers and utterances: the TIMIT AcousticPhonetic Continuous Speech Corpus of American English [23] and the NCHLT Speech Corpus of Xitsonga, a southern African language [24]. Both corpora are composed of read speech recorded from native speakers. From these corpora we selected different subsets of the speakers for training and test, as explained below.

1) UBM Training set: To evaluate the impact of language experience, we trained the UBM with three different subsets of the selected corpora to represent different background conditions: monolingual (trained on data from either one of the two languages), and mixed (trained on a mix of both languages). The number of utterances per speaker in the training data sets was specially chosen to form three similarly sized sets with equal number of male and female speakers. A summary of the resulting sets is shown in Table I. Note that since there are no bilingual speakers in these corpora, the mixed background set may only represent a bilingual environment where speakers never mix both languages.

TABLE I
SUMMARY OF DATASETS FOR TRAINING OF UBM.

| Background | N speakers <br> $(n$ males $)$ | Total duration <br> in minutes |
| :--- | ---: | ---: |
| English | $168(84)$ | 86.0 |
| Xitsonga | $168(84)$ | 87.0 |
| Mixed: | $168(84)$ | 87.9 |
| English | $84(42)$ | 43.7 |
| Xitsonga | $84(42)$ | 44.2 |

2) Test set: To test each model's ability to separate the languages, we built a test set composed of 20 speakers ( 5 male, 5 female per language) that were not used during training, with equal number of utterances per speaker, giving a total of 100 new English utterances (mean length of 3.04 s) and 100 new Xitsonga utterances (mean length of 3.61 s ).

## D. Linear Discriminant Analysis

As a way of providing side information to the system, we performed a Linear Discriminant Analysis (LDA) on the test i-vectors based on speaker labels. That is, the LDA algorithm aims at finding the linear combination of i-vector features that maximizes the distance between speakers, independently of their language. Since the test set is composed of 20 speakers, the i-vectors can be projected into 19 LDA dimensions. To compute LDA we used the $l d a$ function provided with the MASS package [25] in the programming language R [26].

## E. Evaluation methods

The language filter hypothesis states that infants have a special mechanism that helps them separate their languages by grouping together similar sources of information, while keeping others apart. While the exact algorithms that infants use to solve this problem are not yet known, we propose to assess the feasibility of the task using two methods that aim to evaluate how well utterances from the two target languages can be discriminated, and to what extent speech from different speakers of a same language can be clustered together.

1) $A B X$ discrimination score: In our framework, each utterance is represented as a fixed-length i-vector, or equivalently as points in a multidimensional space. The separation of languages A and B can therefore be assessed as the overlap between the distributions of points in A with those of B. The overlap between the distribution of points can be typically measured using KL divergence or Mahalanobis distance, but this necessitates to estimate their densities using some known distribution. Alternatively, it is possible to assess category separability in a nonparametric way simply using the ranks of distances between points. The ABX method consists in computing the extent to which within category distances are smaller than between category distances. This method yields statistically stable results and does not depend on particular assumptions about the shape of the category densities [27]. The computational implementation of this method (which is directly inspired by the psychophysical task of the same name [28]) consists in taking all possible combinations of $a, b$ and $x$, where $a$ is a sample from one category A (e.g., an utterance from English), $b$ is a sample from the second category B (e.g., an utterance from Xitsonga), and $x$ is a third sample (i.e., utterance) either belonging to the category A or B. For each $\{a, b, x\}$ triplet, $x$ is classified as belonging to A if its euclidean distance to $a, d(x, a)$, is smaller than $d(x, b)$, and as belonging to B if $d(x, b)<d(x, a)$. Finally, the percentage of correct classifications can be computed based on known language labels, providing a discrimination score.

This score reflects the extent of the separation between the two categories: if the two distributions are highly overlapping, the distance between a pair of elements across categories will often be smaller than the distance between two elements within one category, thus leading to classification errors. In this case, the ABX score will be close to chance level $(50 \%)$. The larger the separation between the two categories is, the smaller the number of errors produced and therefore the higher the ABX score obtained. Perfect separation would correspond to a score of $100 \%$, and insures that k -means and unsupervised clustering algorithms would find the two categories with no error [29].
2) Hierarchical clustering: Another way to more directly assess the separability of the languages is to run a clustering algorithm. Given that the result may be highly dependent on the particulars of the algorithm, we used a set of 8 unsupervised agglomerative hierarchical clustering algorithms using
the hclust function provided with the default stats package in R [26]. These algorithms consist in a series of steps in which $N$ data points or elements are clustered together based on a distance metric and a linkage rule [30], [31], without providing any class labels. The algorithm starts by considering all data points as individual 1 -element clusters, and in each step the two nearest clusters are merged together into a new one, until all data have been merged into a single cluster. The result of this process is a hierarchical tree with $N-1$ nodes or levels. Traditionally, the results of a clustering algorithm may be evaluated using different measures of accuracy based on known classes. One such measure is the purity, which represents how homogeneous the discovered clusters are [30]. For any given set of $K$ clusters (i.e., at a specific level of the hierarchical tree), the purity of the set can be defined by

$$
\begin{equation*}
\text { purity }(\Omega, C)=\frac{1}{N} \sum_{k} \max _{j}\left|\omega_{k} \cap c_{j}\right| \tag{2}
\end{equation*}
$$

where $\Omega=\left\{\omega_{1}, \ldots, \omega_{K}\right\}$ is the set of clusters at the specified level, $C=\left\{c_{1}, \ldots, c_{J}\right\}$ is a set of classes (for example, different languages) and $N$ is the total number of data points. A purity of 1 would indicate that every cluster at the specified level is pure (i.e., each contains elements of one and only one class or category), while lower values of purity represent higher proportions of mixed data within each cluster. In our test set, since we have equal amounts of utterances of each language, the minimum value of purity is fixed at 0.5 for $K=1$ independently of any other parameter.
This measure provides a way of evaluating the feasibility of the task of language separation in a bilingual environment. If the two test languages are well separated in the acoustic space (as represented by their i-vectors), then high purity would be expected at the level with $K=2$ clusters. However, if the distance between the two languages is not large enough, a larger amount of clusters may be needed to guarantee homogeneity, consequently segregating the speakers. It is important to note that the results of the clustering algorithms are highly dependent on the chosen linkage rule, especially when the variance is not equal across speakers or across languages. For this reason, quantitative results from a specific algorithm should not be directly interpreted. Instead, qualitative comparisons of the different background conditions held across all clustering methods may give better insight on the problem. Here, we evaluate the purity of hierarchical clustering as a function of number of clusters using eight different linkage rules provided with the hclust package: single, complete, average, median, centroid, mequitty, ward.D \& ward.D2 [31].

## III. Results

In order to visualize the spatial distribution of the test utterances in both languages, we first performed a Multidimensional Scaling (MDS) of the English and Xitsonga test i-vectors extracted from our three background models (monolingual English, monolingual Xitsonga, and mixed). The first two coordinates of the MDS are shown in Fig. 1.


Fig. 1. Multidimensional Scaling plot of English (black dots) and Xitsonga (grey triangles) test utterances for three different language backgrounds (English, Xitsonga or mixed), pre- and post-LDA (top and bottom rows, respectively).

The top row represents the test i-vectors without any additional side information (pre-LDA), while the bottom row represents the projection of these i -vectors over the LDA dimensions that most discriminate speakers (post-LDA). For visualization purposes, we rescaled these two coordinates by their standard deviations without centering (all following computations were performed without rescaling).

The MDS projections of the test utterances prior to LDA show a clear difference between the monolingual and the mixed background conditions. While quite different in their distributions, test utterances given any of the monolingual backgrounds show relatively small amounts of overlap between English and Xitsonga. However, in the visualization of the utterances given a mixed background, it appears that both languages are largely overlapping. On the other hand, after performing LDA to discriminate speakers, the overlap observed in the mixed background condition is drastically reduced, while the two languages are pushed further apart in the monolingual backgrounds. Thus the addition of speaker information seems to enhance language separation in all three background conditions. In particular, the first dimension of the MDS (i.e., Coordinate 1) in the post-LDA distributions appears to separate the languages almost perfectly. This suggests that language identity is the most prominent source of between-speaker variance.

To have a more quantitative measure of the degree of overlap of the two languages we computed the ABX score. The results, shown in Table II, clearly demonstrate that raw i-vectors are moderately successful in enabling language discrimination given monolingual backgrounds (score around $70 \%$ ), but do not enable separation at all in a mixed background (the ABX score is close to the chance level, $50 \%$ ). However, post-LDA, the scores increase dramatically, and are over $80 \%$ correct for all backgrounds. In other words, the
speaker-based LDA rescues the mixed background models from being utterly confused.

TABLE II
Summary of ABX results (in \% correct).

| Background | ABX score |  |
| :--- | :---: | :---: |
|  | pre-LDA | post-LDA |
| English | 72.8 | 90.7 |
| Xitsonga | 69.8 | 92.1 |
| Mixed | 54.3 | 82.1 |

Finally, we applied several clustering methods to the test i-vectors. For each of the three background conditions, we computed clustering purity as a function of the number of clusters in each level of the hierarchical tree using eight different linkage methods. Fig. 2 shows the results before and after LDA for a complete linkage clustering ${ }^{1}$ from $K=1$ to $K=20$.

The results shown in this example replicate what was observed in the $A B X$ discriminability score: while the mixed background condition seems to have some disadvantage compared to both monolingual backgrounds, this is greatly overcome after enhancing speaker discrimination (post-LDA). However, a comparison across all linkage methods is required in order to evaluate the generalization of these findings. To summarise the performance of the different clustering methods we computed two derived measures: 1) in Fig. 3, the minimum number of clusters required to guarantee homogeneity in the whole set, i.e. to achieve purity $=1$, and 2) in Fig. 4, the average purity over the 20 highest levels, i.e. from $K=1$ to $K=20$.

[^7]

Fig. 2. Purity as a function of the number of clusters, pre- and post-LDA (top and bottom, respectively) for three different backgrounds. Clustering method: complete linkage.

Both derived measures support our main findings. Firstly, as shown in Fig. 3, in spite of the large variability across clustering methods, the minimum number of clusters required to guarantee intra-cluster homogeneity is consistently smaller for monolingual backgrounds than for the mixed background. Secondly, all background conditions greatly benefit from including talker side information (post-LDA), reducing the number of clusters to less than 20 -which would correspond to one cluster per speaker- irrespective of the clustering method.

Furthermore, in all three post-LDA conditions at least half of the clustering methods reached perfect purity within less than 5 clusters ( $7 / 8$ methods for English, $6 / 8$ for Xitsonga and $4 / 8$ for Mixed background), and in all cases perfect purity with only 2 clusters (i.e., the true number of languages) was achieved by at least two methods. Analogously, the average


Fig. 3. Minimum number of clusters required to reach purity $=1$ (i.e., all clusters in the set are homogeneous), pre- and post-LDA (left and right, respectively) for three different background conditions. Each datapoint represents the results obtained with a different linkage rule.
purity of these clustering methods over pre-LDA utterances (Fig. 4) presents the same advantage of monolingual over mixed background, with higher purity values achieved in the monolingual cases. Again, the addition of side information (post-LDA) resulted in an enhancement of language separation in all background conditions.

## IV. Discussion

We discuss separately the implications of this study for the field of early language acquisition and for the field of computational modeling of autonomous learning.

## A. Relevance for language acquisition

Before discussing the results of our models, we first address the pertinence of the i -vector approach as a model of infants' representation of languages. The entire pipeline consists of three steps: (1) constructing the UBM and Total Variability space, (2) extracting i-vectors, and (3) performing speaker-based LDA. These steps assume a good perception of acoustic information [32], and the ability of performing statistical learning [8], [7], both of which have been documented in infants. Moreover, steps (1) and (2) are completely unsupervised, requiring no external information about phonemes or words, nor any information about speaker identity, or number and properties of different languages. The only linguistic hypotheses of these processing steps are that utterances are relevant units for performing language discrimination, that they can be modelled through Gaussian mixtures, and that they can be segmented out of continuous speech. Step (3) rests on the assumption that infants can recognize speakers on the basis of other non-linguistic information (e.g., visual, olfactory, etc.). Although there is data relevant to the recognition of the infant's mother [16], [33], [34], and that infants can match the gender of voices and faces [15], [35], more data would be needed to assess the true classification capacity of young infants.

In brief, the components of the pipeline we used could plausibly be used by infants. In our view, the Universal


Fig. 4. Average purity over the last 20 clustering levels (i.e., $K=1$ to $\mathrm{K}=20$ ), pre- and post-LDA (left and right, respectively) for three different background conditions. Each datapoint represents the results obtained with a different linkage rule.

Background Model could represent very early language experience gathered by the infant, prior to actually starting to do language separation for the purpose of language learning. This early background experience is needed for i -vectors to be definable, but needs not be extremely large (here, we used one hour and a half of speech). In fact, this background experience may start taking place even prenatally [10], [11]. However, we would like to raise three caveats.

First, even though each of the components of the processing pipeline we outlined could possibly be performed by infants, it seems implausible that they arise in a strict sequence of non-overlapping steps. Taken literally, our pipeline would imply that infants are unable to distinguish languages before they have accumulated enough evidence to construct an UBM, and that once the UMB is established, no further contact with new languages matters. Similarly, it would imply that before they have heard enough speakers to construct an LDA, infants cannot discriminate languages, and that once the LDA is set, no new speaker or language can matter. The empirical data, rather, shows that infants are able to discriminate languages from the first day of life, but that this capacity changes with experience. This would seem to suggest that the three steps are done concurrently and incrementally, with infants continuously updating their models of phonetic and speaker variability.

Second, it should be mentioned that the datasets used in this study are not an accurate representation of a child's experience, since they contain too many speakers, each of whom speak only a dozen sentences. In contrast, children are usually faced with a lot more speech from fewer speakers. This choice was driven by practical reasons, the recordings of infants' linguistic environments typically being very heterogeneous in recording quality. Moreover, since the selected datasets contain only monolingual speakers, our models may only represent a dual-language environment where speakers never mix both languages. While this scenario is not uncommon in families adopting a one-parent-one-language method [36], it certainly fails to represent many other cases of bilingual exposure that could pose an additional difficulty as suggested by recent research [37]. Whether speaker side information would help or hinder language separation in the presence of bilingual speakers remains unclear and will require further experiments with an appropriate dataset.

Third, it should be noted that the acoustic features used in our model (MFCCs) capture static spectral properties of speech, but lack potentially useful dynamic information that could further enhance language separation.

With all these caveats in mind, the current study unveiled that mixed language backgrounds may initially degrade the ability of infants to discriminate languages. Yet, as proposed by the "language filter" hypothesis, by focusing attention on the relevant dimensions (such as speaker differences) the separation of languages may be enhanced and thus greatly recover from a potential confusion. Altogether, this yields an interesting prediction for early language discrimination in infants, provided we can estimate the amount of language mixing that took place during the putative language
background construction phase. Predictions about the longer term development (i.e. phonological, lexical, syntactic) of language in mixed linguistic backgrounds are more difficult to make, as this would require specifying a model of the language learner at these levels.

## B. Relevance for computational models

Imagine that one were to construct a robot that can learn languages in any linguistic environment, including a multilingual one. How would one do it? The quantitative results of the present study reveal, first and foremost, that cues for language identity are coextensional with cues for speaker identity (i.e., they exist in the same subspace). This is both good news (we can use speaker identification to improve the representation) and bad news (this may not work as well if the same speaker speaks different languages). The second important aspect of the results is that although different language types look reasonably well separated when the language labels are known, it may be impossible to guess correctly the number of languages and get a $100 \%$ pure separation. What our results suggest, is that in order to guarantee a $100 \%$ pure input to a subsequent language learning system (which is important to avoid language chimeras), the language 'filter' should rather err on the side of over-segmentation, i.e., sort the input in slightly too many language types. A bit of redundancy may be a reasonable cost to pay in order to construct a learning system that is robust to multilingual environments.

## V. Conclusions and Perspectives

In this project, we ran a feasibility study of language separation using i-vectors and corpora of two languages, and found that without speaker side information, language separation is relatively more difficult in mixed backgrounds than in monolingual backgrounds. However, with speaker side information this difficulty is almost completely eliminated. While language separation is overall surprisingly good given the limited amount of data that we used, it is yet not perfect, and would require more classes than the true number of languages to achieve perfect cluster purity.

The present study has used only a limited dataset. In order to fully characterise the feasibility of language separation, this methodology should be extended to study how the results change with larger datasets, and with other languages. Testing a pair of languages that are phonologically distant as English and Xitsonga enabled us to establish the evaluation methodology and to obtain a first baseline result. In future research it would be interesting to study the effect of the phonological distance between the languages, as well as the frequency distribution of each speaker and language, which is typically not uniform, but may be distributed according to a power law. In addition, the case of bilingual speakers (with perfect or imperfect accents) needs to be explored, as this situation may arise in multilingual communities. Finally, other kinds of side information (such as social and activity context) may help with language separation in ecological situations and should therefore be investigated.
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### 2.3.6.1 Generalization to new speakers

In Experiment 6, we showed that the use of side information (in this case, speaker identity) could help a bilingual background model, which had otherwise no way of knowing of the existence of two languages, to disentangle the input. However, a limitation of this study is that we scored the ABX discrimination of the models on the same speech from which the LDA dimensions were learnt. To make sure that these results were not tied to these specific speakers, we need to prove that the model can generalize its discrimination ability to new speakers. We thus propose to select new English and Xitsonga speakers that the models have not seen before, neither during training of the background model nor during LDA, and to project their vectors onto the LDA dimensions learnt in Experiment 6. If the dimensions learnt from LDA are indeed relevant for language separation regardless of the speakers, then the models should be able to generalize to new speakers (i.e., showing good discriminability scores). We will compute the ABX score for the new utterances using the LDA-projected vectors.

## Materials

As background models, we will use the same 3 UBMs (one English monolingual, one Xitsonga monolingual, and one mixed English-Xitsonga model) used in Experiment 6. For the test, we select 2 new speakers of each language (one male, one female) and extract the i-vectors of 5 utterances from each speaker, making a total of 20 test vectors.

## Results

In Figure 2.12, we show a visualization of the old post-LDA utterances (from Experiment 6) and the new utterances, projected onto the same LDA dimensions learnt in Experiment 6. Based on this projection, it seems that the new utterances are overall well separated in the first dimension, each siding with the old utterances of the same language. However, the new utterances seem more disperse, suggesting that part (but not all) of what the LDA algorithm had learnt before was specific to that set of speakers. To quantify the separation of the two languages based on the LDA projection, we compute the ABX scores using the new test utterances (projected onto the 19 LDA dimensions) for each of the background models. We additionally compute an ABX score restricting the comparison to the first LDA dimension only. The results are show in Table 2.6.


Figure 2.12: Multidimensional scaling of the post-LDA utterances from Experiment 6 (filled dots and triangles), and 20 new utterances ( 2 speakers from each language) projected onto the same LDA dimensions (empty dots and triangles).

Table 2.6: Mean ABX scores for new LDA-projected English and Xitsonga utterances.

| Background | ABX (19 LDA dim.) | ABX (1st LDA dim.) |
| :--- | :---: | :---: |
| English | $74 \%$ | $93 \%$ |
| Xitsonga | $79 \%$ | $94 \%$ |
| Mixed | $78 \%$ | $86 \%$ |

The ABX results show, first of all, a relatively good separation of the languages using the full 19 LDA dimensions learnt in Experiment 6. While lower than the scores reported in Carbajal, Dawud, Thiollière and Dupoux (2016), these results indicate that the model can generalize its discriminability to newly encountered speakers. Furthermore, when using only the first LDA dimension, the ABX scores show excellent discrimination performance. This means that, if infants could focus their attention on this specific dimension, they would be able to separate future input with little difficulty.

### 2.4 General discussion and future directions

In this chapter we have introduced a novel model of infant language discrimination, borrowing a state-of-the-art system from speech technologies: the i-vector model. Our goal was to revive the discussion on how young infants come to discover the presence of two languages in their input, without resorting to over-simplifications of the problem. In order to provide a computational account that could explain infant behavior in many different scenarios (e.g., hearing natural or filtered speech, by bilingual or multilingual speakers, etc.) it was necessary to work with a model that could incorporate different
levels of acoustic and prosodic information into a comparable ground. In a series of six experiments we explored the behavior of an unsupervised i-vector model when faced with multilingual speech under various conditions. While in LID technologies this model is typically trained with large amounts of multilingual data, here we have shown that a mere half an hour of speech from a single monolingual speaker suffices to reproduce young infants' ability to discriminate languages, succeeding and failing in similar scenarios.

In Experiments 1 and 2 we showed that, in the presence of a single bilingual speaker, our model (trained with a small French background) failed to discriminate languages with overlapping acoustic properties, such as Spanish-Catalan and English-Dutch, while it succeeded in languages with a larger acoustic distance. Furthermore, as has also been reported in infants, we found that the ability to discriminate distant languages did not depend on the familiarity of the background model with one of the test languages. In Experiment 3, we observed similar results (albeit with lower performance) when testing the model on filtered speech, indicating that the model was relying, at least to some degree, in prosodic information or other acoustic properties that are not degraded by low-pass filtering. These results seem to be in agreement with behavioral experiments in newborns, indicating that the i-vector model was able to capture similar properties of speech.

An interesting observation from Experiment 2 is that, when confronted with several bilingual speakers, within-language speaker distance was found to be larger than within-speaker language distance. If this is the case, then infants who encounter bilingual speakers may struggle to notice the presence of two languages, as this distinction could be hidden by speaker variability. However, as the speakers that we used in Experiment 2 were not perfect bilinguals (that is, they all had a moderate accent in their L2 English), within-speaker language distance may have been smaller than what would be expected from unaccented bilingual speakers. In a recent experiment with 5-month-old English-learning infants, Paquette-Smith and Johnson (2015) showed that Spanish-accented English was not discriminated from Spanish, while these same languages were successfully discriminated when produced by a perfect Spanish-English bilingual speaker. As accented speech is not rare in bilingual infants' input, future work should attempt to characterize how much variability is introduced by the accent of the bilingual speaker, and how this could impact language discriminability. For this, however, a special dataset would be needed, with speech from several bilingual speakers with varying degrees of non-native accent in each language.

In Experiment 4, we explored language discrimination in the presence of multiple monolingual speakers,
using a simulation inspired in the habituation model proposed by Ramus et al. (1999). Unlike in previous psycholinguistic models described at the beginning of this chapter, the i-vector model allowed us to make separate predictions for natural and filtered speech. We were thus able to show, for the first time, a computational replication of the surprising results found by Ramus (2002b), where two distant inter-class languages, Dutch and Japanese, were found to be confused when natural speech from several speakers was used, while they were discriminated when using filtered speech. These results highlight the importance of constructing models that can deal with multiple sources of variability. Overall, our simulation results coincided with Ramus et al.'s (1999) in those language pairs that had been tested in newborns. Other language pairs resulted in disagreements that cannot be resolved until further empirical evidence is collected.

Next, in Experiments 5 and 6 we explored the role that language experience plays in the extent to which languages can be discriminated. In Experiment 5 we confirmed that, given only 25 minutes of training speech (which could potentially be accumulated by a 5 -day-old infant), language discrimination does not seem to depend on individual characteristics of the background. That is, the discrimination of distant language pairs, and the confusion of close language pairs, is overall the same regardless of the speaker and the language of the background model. These robust results are in agreement with the notion that language discrimination abilities, as many other speech processing capacities, are universal at birth (Werker, 2012).

Finally, in Experiment 6, we explored the impact of having two languages in the background model. Our results showed that, if infants were to blindly accumulate speech from two languages during the initial formation of the background, language discrimination would not come as easily as it does for those with a single language input. However, we found that simple attention to side information, such as speaker identity, would allow the child to overcome this initial confusion. This would mean that, for language pairs such as Spanish-Catalan or English-Dutch, which are not discriminated at birth, additional evidence supporting the presence of two languages would need to be discovered. The ability to identify and attend to useful dimensions of variability has been proposed as one of the key mechanisms that allows bilingual infants to learn their two languages (Curtin et al., 2011). Indeed, by the time they are 4 months old, infants learning Spanish and Catalan succeed in discriminating their languages (Bosch \& Sebastián-Gallés, 2001). Which specific cues allow them to succeed, and how they discover them, are still open questions.

As, in Experiment 6, all speakers were monolinguals, the benefit of attending to speaker identity may
seem trivial. Nonetheless, we have shown that the dimensions resulting from learning to separate certain speakers in the environment can be generalized to new (monolingual) speakers, facilitating language discrimination. This would suggest that language separation by speaker, at least in the initial stages of development, may be a useful cue (although probably not the only one) to language discrimination. Once the two languages have been discovered, language separation by speaker may be less important. Whether these learnt dimensions would be sufficient to separate speech from bilingual speakers, however, remains to be tested.

A common factor throughout these six experiments has been the non-negligible variability that can be found within languages and speakers, which begins to paint a different picture of the difficulty of the challenge that bilingual infants must face during the first few months of life. It should be kept in mind that we have conducted these experiments with relatively controlled datasets; the variability present in real-world child-directed speech may far exceed what has been described in computational and even experimental studies. Far from the simplified statement that languages from different rhythmic classes are easy to discriminate, our computational observations suggest that the task is not at all trivial, and understanding how infants achieve this feat is still far from solved. Discovering the presence of two languages may not only depend on how different the languages sound, but also on how (and from whom) these languages are introduced to the child, and how much variability from many other sources beyond language rhythm are present in their input. Much research (both experimental and computational) thus remains to be done before we can offer a concrete account of how this fantastic achievement unfolds.

In summary, in this chapter we have explored the feasibility of this novel model as a representation of infant perception, finding in general good agreement with experimental results, and offering some new insights on the task of language discrimination. Its main interest, however, lies not in the fact that it replicates what is already known from infant experiments, but rather in its flexibility to explore where and why it succeeds or fails. Here, we have barely scratched the surface of what the i-vector models can offer. Firstly, it is possible to modify, redefine, or add different feature vectors to represent properties of the speech signal. For instance, the MFCCs could be replaced by the more organic Gammatone features, which are gaining popularity in cochlear implant applications due to their ability to model the frequency response of the cochlea. The feature vectors (or even directly the i-vectors) could be complemented with non-acoustic information, such as contextual information, or visual information. Models based on different sets of features could be compared to explore which
properties of the signal are most relevant for language separation. Furthermore, and perhaps most importantly, it is possible to examine the contents of the Total Variability space: which dimensions has it learnt? How do these impact language discrimination? Finally, this model can be trained with many different datasets, providing the possibility of training different "babies" with which to run experiments. Overall, language development research has much to gain from incorporating tools from artificial intelligence research and speech technologies.

## 2.A Appendix A: Pipeline details

## 2.A. 1 Feature extraction

As in many GMM-based systems, the i-vector model requires transforming the raw speech signal into feature vectors capturing relevant linguistic properties. While many different sets of features can be used for this purpose, here we will use the popular MFCC-SDC features which, as discussed before, can capture both static and dynamic information. For every step in the feature extraction process (shown in Figure 2.13) we will discuss, when possible, the parallels between the algorithms and human auditory perception.


Figure 2.13: Pipeline for MFCC-SDC feature extraction.

## 2.A.1.1 Static spectral features (MFCCs)

The Mel Frequency Cepstral Coefficients (MFCC) are feature vectors that can capture frequency information of the speech signal over small time windows. Using this representation, the continuous waveform of any given utterance can be transformed into a sequence of static acoustic feature vectors.

## Pre-emphasis

The first step in the pipeline is the application of a high-pass filter to the speech signal. This is done to compensate for the spectral tilt of the glottal source, which causes the energy of voiced segments
to decrease towards higher frequencies (Kreiman, Gerratt, \& Antoñanzas-Barroso, 2007). By preemphasising the signal, we reduce the effect of the spectral tilt and thus obtain a better balance across the spectrum. It has been recently argued that this pre-emphasis step is compatible with experimental evidence that mid-range frequencies, i.e. between 500 Hz to 4 kHz , are perceived as equally loud as low-range frequencies with bigger amplitudes (H. Fletcher \& Munson, 1933; Schatz, 2016; Suzuki \& Takeshima, 2004). The pre-emphasized signal has the form:

$$
\begin{equation*}
s_{\text {pre }}[n]=s[n]-\alpha \cdot s[n-1] \tag{2.2}
\end{equation*}
$$

where $n=\{0, \ldots, N\}$ are the time samples of the signal $s[n]$, and $\alpha$ is a constant. Typical values of $\alpha$ range between 0.9 and 1.0.

## Windowing

As the spectral properties of speech vary throughout the utterance, in order to calculate these properties it is necessary to restrict the analysis to short segments during which the signal can be assumed approximately stationary. To achieve this, the waveform is sliced into a sequence of windows (often referred to as frames), with a typical width of about 20 ms to 40 ms . To avoid discontinuities at the borders of each frame resulting from this segmentation -which could cause artifacts in the spectrumthe signal is usually multiplied by a window function with smooth edges. A common function used in speech processing is the Hamming window:

$$
\begin{equation*}
w[n]=0.54-0.46 \cos \frac{2 \pi \cdot n}{N} \tag{2.3}
\end{equation*}
$$

where $n=\{0, \ldots, N\}$ are the N time samples within a frame. The shape of this function is shown in Figure 2.14

Figure 2.15 shows an example of a speech frame (a short segment of the vowel [e]), before and after multiplying the signal by the Hamming function: $s[n] \cdot w[n]$.

This windowing process is then repeated along the signal, shifting forward by a given time step (usually smaller than the window width), which results in a sequence of partially overlapping frames.


Figure 2.14: Hamming function.


Figure 2.15: A 40 ms frame of the vowel $[\mathrm{e}]$ segmented from a Catalan utterance, before (left) and after (right) applying a Hamming window function.

For instance, a 20 ms window with a 10 ms shift will result in 100 frames for 1 second of speech, with a $50 \%$ overlap between contiguous frames.

## Fourier Transform

Next, a short-term Discrete Fourier Transform (DFT) is computed over each window to transform the speech signal from the time domain to the frequency domain,

$$
\begin{equation*}
X[k]=\sum_{n-0}^{N-1}(s[n] \cdot w[n]) e^{-i \cdot 2 \pi \cdot k \cdot n / N} \tag{2.4}
\end{equation*}
$$

where each $k$ corresponds to a frequency $f(k)=k \cdot R / N$ with $R$ being the sampling rate. In practice, the computation is done with a Fast Fourier Transform, and only the squared magnitude of the spectrum $|X[k]|^{2}$ is retained. Figure 2.16 shows the resulting magnitude of the frequency spectrum for the pre-emphasized and windowed speech segment.


Figure 2.16: Magnitude of the frequency spectrum obtained with a DFT of the pre-emphasized and windowed segment of the vowel $[\mathfrak{e}]$ shown before.

## Mel-frequency spectrum

Experiments on pitch perception have shown that humans are not equally sensitive to changes in frequency across the spectrum: low frequencies are better discriminated than higher frequencies (S. S. Stevens \& Volkmann, 1940; S. S. Stevens, Volkmann, \& Newman, 1937). To correct for this non-linear perception, the frequency spectrum obtained through the DFT must be passed through a series of non-uniformly distributed band-pass filters called Mel filter banks. The center frequencies of the Mel filter banks are separated linearly on the Mel-scale, i.e. a scale of perceived pitch distance based on Stevens et al.'s (1937) experiments. The relationship between frequencies in the Mel-scale, $f_{\text {mel }}$, and frequencies in the Hertz scale, $f_{H z}$, is approximately linear within the first 1000 Hz , and follows a logarithmic relation above that frequency, given by the following formula:

$$
\begin{equation*}
f_{m e l}=2595 \log _{10}\left(1+\frac{f_{H z}}{700}\right) \tag{2.5}
\end{equation*}
$$

The shape and number of filters can vary, but typically within 20 to 40 filters with a triangular shape are used. Figure 2.17 (left) shows a Mel filter bank with 20 triangular filters. The resulting filtered spectrum, shown in Figure 2.17 (right), is called the Mel-frequency spectrum. The new spectral coefficients $\mathrm{MF}_{k}$ are thus given by the application of the $k$ th filter to the squared magnitude of the frequency spectrum.

Finally, the logarithm of the amplitude is computed for each Mel-frequency coefficient. This log-


Figure 2.17: Triangular Mel filters (left), and magnitude of the Mel-frequency spectrum (right) after applying the filter bank to the DFT spectrum shown before.
compression is intended to compensate for the fact that sound loudness is not perceived linearly across the dynamic range.

## Discrete Cosine Transform

The last step in the MFCC pipeline is the projection of the Mel-frequency spectrum onto a cosine basis, using an Inverse Discrete Cosine Transform. The result of this step will be a "spectrum of the spectrum", which is referred to as Mel Frequency Cepstrum (MFC), and its cepstral coefficients will be our final feature vectors, the MFCCs (i.e., Mel-Frequency Cepstral Coefficients). The coefficients are given by:

$$
\begin{equation*}
\mathrm{MFCC}_{d}=\sum_{k=1}^{K} \log _{10}\left(\mathrm{MF}_{k}\right) \cos \left(\frac{\pi \cdot k \cdot(d-0.5)}{K}\right) \tag{2.6}
\end{equation*}
$$

where $d=\{1, \ldots, D\}$ are the indexes of the $D$ resulting cepstral coefficients (usually, $D=12$, with energy often added as a 13 th coefficient), and $\mathrm{MF}_{k}$ are the $K$ Mel-frequency spectral coefficients obtained in the previous step. Figure 2.18 shows the magnitude of the first 12 MFCC for the speech segment shown before.

According to the source-filter model of speech production, the spectrum of the speech signal is the result of passing the glottal source spectrum through a filter generated by the specific configuration of the vocal tract (K. Stevens, 2000). In this context, the last step in the pipeline can be interpreted as a decorrelation of the contribution of the source and the filter, where only the spectral information


Figure 2.18: Magnitude of the first 12 Mel-Frequency Cepstral Coefficients.
coming from the filter (represented by the lowest cepstral coefficients) is retained, thus keeping mostly acoustic information pertaining to the phonemes and discarding information about the source ${ }^{7}$. To the best of our knowledge, there is no current evidence showing that the human auditory system performs a similar separation of the signal. However, we will keep this step in the pipeline as it is a standard procedure in feature extraction systems. Future work should investigate the effect of using different features in the performance of the system, in comparison with human perception.

The resulting MFCCs are $D$-dimensional feature vectors that capture short-term spectral information that is relevant for speech recognition. By repeating this process over every frame along the signal, any given utterance can be translated into an MFCC sequence or matrix, as shown in Figure 2.19.

## 2.A.1.2 Dynamic features (SDCs)

While MFCCs are widely used to capture spectral information of speech, a known limitation of this representation is that it only reflects instantaneous acoustic properties. Speech, however, is a rich signal whose properties evolve in time. In order to overcome this limitation, it is possible to incorporate dynamic features. Here, we will use Shifted Delta Coefficients (SDCs), which provide an approximation to the evolution of the features over a wide range of time frames (Li et al., 2013; Torres-Carrasquillo et al., 2002). The SDCs are obtained by calculating $k$ local $\Delta$ coefficients (that is, first order derivatives of the feature vectors) at different time points around a center frame, each separated by a distance of $P$ frames, as shown in Figure 2.20. These shifted deltas are then stacked together and appended to

[^8]

Figure 2.19: Speech signal (top) and magnitude of the first 12 Mel-Frequency Cepstral Coefficients at each time frame of the signal (bottom). Magnitude of the MFCCs is represented in a color scale.
the MFCCs to form an extended feature vector.

A common configuration of the SDCs is the $Z-d-P-k=7-1-3-7$, meaning that we retain the first $Z=7$ MFCC coefficients (often including the $C 0$ coefficient, representing energy), and for each of them we calculate the $\Delta \mathrm{s}$ by computing the difference between frame $t+1$ and frame $t-1$, at $k=7$ points around each time frame $t$, shifting by $3(P)$ frames at a time. The result of this step is a feature vector of dimension $k \cdot Z=7 \cdot 7=49$ (which is stacked with the 7 static MFCC features, for a total of 56 features) which represents the temporal evolution of the MFCCs over a span of $k \cdot P=21$ consecutive frames. This means that with a typical 10 ms shift, we cover 210 ms of speech, which - depending on the language - corresponds approximately to the length of one syllable (Duanmu, 1994; Duez, 2006; J. Fletcher \& McVeigh, 1993; Kuwabara, 1996; Yang, 1998).

Finally, to take into account additional prosodic information in our feature vector (besides the energy, already captured by MFCC coefficient $C 0$ ), we can include a measure of pitch (F0). As with the static spectral coefficients, by computing SDCs over pitch along the signal, we can represent the evolution of this feature in time. The instantaneous pitch and its SDC features are stacked together with the MFCC-SDC features to form a 64-dimensional feature vector.


Figure 2.20: SDC feature extraction at frame time t. Reproduced from Li, Ma, and Lee, 2013.

## 2.A. 2 Background Model

After feature extraction, the next step in the pipeline is the training of a background model. The goal of this model is to learn the regularities of the acoustic space of speech. This step can be taken to represent a child's prior exposure to speech, and will be crucial to assess the role of language experience in the system's ability to separate languages. As explained in Section 2.1.0.2, the background distribution of speech features is approximated with a Gaussian Mixture Model (GMM), that is, a linear combination of Gaussians $\mathcal{N}\left(x \mid \boldsymbol{\mu}_{k}, \boldsymbol{\Sigma}_{k}\right)$. The superposition of the density functions of $K$ Gaussian components, each weighted by a mixing coefficient $\omega_{k}$, gives rise to a probability distribution of the form

$$
\begin{equation*}
p(\mathbf{x})=\sum_{k=1}^{K} \omega_{k} \mathcal{N}\left(\mathbf{x} \mid \boldsymbol{\mu}_{k}, \boldsymbol{\Sigma}_{k}\right) \tag{2.7}
\end{equation*}
$$

where $\boldsymbol{\mu}_{k}$ and $\boldsymbol{\Sigma}_{k}$ are the mean and the covariance of each Gaussian component. A reduced example of a GMM is shown in Figure 2.21. Since the acoustic space is defined by the $D$-dimensional feature vectors, $\boldsymbol{\mu}_{k}$ will also be a vector of dimension $D$, and $\boldsymbol{\Sigma}_{k}$ will be a symmetric matrix of dimension $D \times D$. To reduce the cost of computation of the covariance matrix, diagonal covariances are often used instead of full-covariances. Given $K$ components and $D$-dimensional features, we define a mean supervector, $\mathbf{m}$, as the stacked vectors of all the $D$-dimensional means. The resulting supervector will be of dimension $K \cdot D$.

As the real underlying categories (i.e., the Gaussian components) that generate the background dis-


Figure 2.21: Example of a GMM with 3 Gaussian Mixtures, $m_{1}, m_{2}$, and $m_{3}$, defined by their means $\mu_{k}$ and covariances $\Sigma_{k}$. Each dot represents one feature vector from a single frame, plotted on the first two dimensions. Each Gaussian mean is a vector of dimension $D$ (same size as the feature vector). The mean supervector, $\mathbf{m}^{\text {UBM }}$, is obtained by stacking the vectors of means of each Gaussian mixture, resulting in a large vector of dimension $K \cdot D$ (here, $K=3$ ).
tribution are unknown, the parameters of each component must be estimated using unsupervised techniques. The method that is most commonly used to estimate means and covariances of the GMM is the Expectation-Maximization algorithm. For a description of this method see Section 2.B.

GMMs can be used to fit any complex distribution by adjusting the parameters and weights of a sufficient number of Gaussian components (Bishop, 2006), making them useful to model real-world data, and in particular the acoustic properties of speech. As we mentioned before, it is in the context of SID and LID that the concept of Universal Background Model (UBM) emerged. The UBM is a GMM trained on large amounts of data (usually in the order of hundreds of hours of speech) containing as much variability as possible, with the aim of capturing universal (i.e., speaker- and/or languageindependent) properties of speech. For instance, in LID systems, UBMs are typically trained with speech from a large number of different languages, while in SID systems the model is trained with speech from as many different speakers as possible.

Here, we are interested in modelling the acoustic space that a very young infant could begin to form from a small amount of input. A baby's language background evidently cannot contain as many speakers or languages as typically used to train these models. However, nothing prevents the UBM from being trained with smaller datasets with reduced variability. For consistency with the terminology used in the i-vector framework, we will continue to call the background model "universal", although in practice it will capture speech properties of a rather small universe.

## 2.A. 3 Total Variability space

Once the UBM has been trained, the next step in the pipeline is learning the Total Variability subspace. As mentioned before, we intend to model a given utterance $\boldsymbol{\mu}$ as a shift from the means of the background model, $\mathbf{m}^{\text {UBM }}$, restricted to a low-dimensional subspace:

$$
\begin{equation*}
\boldsymbol{\mu}=\mathbf{m}^{\mathrm{UBM}}+\mathbf{T} \mathbf{w} \tag{2.8}
\end{equation*}
$$

where $\boldsymbol{\mu}$ represents the supervector of Gaussian means for the given utterance. This process is in essence a factor analysis, which aims to describe the variability in the input in terms of a lower number of dimensions (Dehak, Kenny, et al., 2011). In order to learn the bases of the subspace (i.e. the matrix $\mathbf{T}$ ), we need to train the model with a large number of utterances, which are typically the same as used for training the UBM. The size of the TV subspace (and therefore of the i-vectors), $F$, is defined prior to training.

Given that the number of speech frames in a single utterance is scarce, it is not possible to train a GMM to compute the supervector $\boldsymbol{\mu}$. Thus, in order to train the TV space, we will instead rely on the posterior probabilities of the data using our pre-trained UBM as prior, and then use an ExpectationMaximization (EM) algorithm to estimate $\mathbf{T}$, using $\mathbf{w}$ as the latent variable (P. Kenny, Boulianne, \& Dumouchel, 2005; P. Kenny, Ouellet, Dehak, Gupta, \& Dumouchel, 2008). This process can be conceptually seen as an optimization of the subspace $\mathbf{T}$ to minimize the distance between the observed data, $\tilde{\mathbf{F}}$, and the approximated shift, Tw:

$$
\begin{equation*}
\mathbf{T}, \mathbf{w}=\underset{\mathbf{T}, \mathbf{w}}{\operatorname{argmin}}\|\tilde{\mathbf{F}}-\mathbf{T} \mathbf{w}\|^{2} \tag{2.9}
\end{equation*}
$$

The EM algorithm begins by initializing the matrix $\mathbf{T}$ randomly, and then iterating the following two steps until convergence:

- E-step: For each utterance $u$, given the UBM parameters and the current estimate of $\mathbf{T}$, calculate the posterior distribution of the latent variable $\mathbf{w}(u)$.
- M-step: Accumulate statistics over all the training utterances $u=\{1, \ldots, U\}$, and then reestimate $\mathbf{T}$ by solving a system of linear equations that maximize the log-likelihood of the data.

Additional details on this step are given in P. Kenny et al. (2008). The result of this process is a basis defining the low-dimensional Total Variability subspace. The dimension of $\mathbf{T}$ is $K D \times F$ where $F$ is the pre-defined number of factors (i.e., the size of the i-vectors). Thus, by restricting the shifts to the TV space, we reduced the dimensionality from $K D$ (the size of the UBM supervector) to $F$. For a typical i-vector system with around 400 TV dimensions, this would mean a reduction of several orders of magnitude from the original size of the supervector. For instance, a UBM with 2048 Gaussians and 60 -dimensional features would have supervectors of dimension $122880 \times 1$, much larger than the final 400 dimensions of the i-vectors.

## 2.A. 4 I-vector extraction

Finally, given the matrix $\mathbf{T}$ obtained through the EM algorithm, for any new utterance $u$ its posterior distribution $\mathbf{w}(\mathrm{u})$ will be normal with covariance matrix $\boldsymbol{l}^{-1}(u)$ and mean:

$$
\begin{equation*}
\overline{\mathbf{w}}(u)=\boldsymbol{l}^{-1}(u) \cdot \mathbf{T}^{t} \boldsymbol{\Sigma}^{-1} \tilde{\mathbf{F}}(u) \tag{2.10}
\end{equation*}
$$

where $\boldsymbol{l}(u)=\mathbf{I}+\mathbf{T}^{t} \boldsymbol{\Sigma}^{-1} \mathbf{N}(u) \mathbf{T}$ (Dehak, Kenny, et al., 2011). The mean of the posterior is what we refer to as i-vector and can be seen as a projection of the utterance's shift from the background model in a low-dimensional space. These vectors are fixed-length, meaning that all utterances will be represented by the same number of dimensions, regardless of their length.

While in engineering applications further processing is usually done to improve performance (for instance, using a supervised Linear Discriminant Analysis to increase the separation between languages), we will use them on their own, removing all supervised training. We can thus interpret the resulting vectors as representing new unheard utterances as a deviation from the background speech distribution with no prior knowledge other than what was learnt during training.

## 2.B Appendix B: Expectation-Maximization algorithm for GMMs

EM is a recursive algorithm that allows to obtain maximum-likelihood estimates for the parameters of a model given incomplete data. In the case of GMMs, the goal of the EM algorithm is to estimate the weights, means and covariances of each component given an observed distribution of $N$ data points, for which we do not know the underlying categories (Bishop, 2006; Hastie, Tibshirani, \& Friedman, 2009). In order to do this, the algorithm uses a latent variable $z_{n k}$, which in the context of a GMM corresponds to the underlying category of each observation, such that $z_{n k}=1$ if observation $n$ came from component $k$ and $z_{n k}=0$ otherwise. However, because the values $z_{n k}$ are unknown, they are replaced by a "soft" class value $\gamma_{n}(k)$, which represents the probability of each data point $n$ to have come from Gaussian component $k$.

The algorithm is initialized by setting arbitrary weights, means and covariances $\omega_{k}^{0}, \mu_{k}^{0}, \Sigma_{k}^{0}$ for each component (see Figure 2.22, Step 0).


Figure 2.22: Illustrative example of the EM algorithm for estimation of parameters of a GMM with 2 Gaussian components.

In each successive iteration, the algorithm performs two steps: first, it computes the expected value of the latent variable, $\gamma_{n}(k)$, given the previous estimation of the parameters:

$$
\begin{equation*}
\gamma_{n}(k)=p\left(k \mid x_{n}\right)=\frac{\omega_{k}^{i-1} \mathcal{N}\left(\mathbf{x}_{\mathbf{n}} \mid \boldsymbol{\mu}_{k}^{i-1}, \boldsymbol{\Sigma}_{k}^{i-1}\right)}{\sum_{k=1}^{K} \omega_{k}^{i-1} \mathcal{N}\left(\mathbf{x}_{\mathbf{n}} \mid \boldsymbol{\mu}_{k}^{i-1}, \boldsymbol{\Sigma}_{k}^{i-1}\right)} \tag{2.11}
\end{equation*}
$$

Then, it finds new parameters $\mu_{k}^{i}, \Sigma_{k}^{i}$, that maximize the log-likelihood of the model given the expected values $\gamma_{n}(k)$. The updated parameters at step $i$ are:

$$
\begin{gather*}
\boldsymbol{\mu}_{k}^{i}=\frac{\sum_{n=1}^{N} \gamma_{n}(k) \mathbf{x}_{n}}{\sum_{n=1}^{N} \gamma_{n}(k)}  \tag{2.12}\\
\boldsymbol{\Sigma}_{k}^{i}=\frac{\sum_{n=1}^{N} \gamma_{n}(k)\left(\mathbf{x}_{n}-\boldsymbol{\mu}_{k}^{i}\right)\left(\mathbf{x}_{n}-\boldsymbol{\mu}_{k}^{i}\right)^{\mathrm{T}}}{\sum_{n=1}^{N} \gamma_{n}(k)} \tag{2.13}
\end{gather*}
$$

Finally, new weights are computed:

$$
\begin{equation*}
\boldsymbol{\omega}_{k}^{i}=\frac{\sum_{n=1}^{N_{k}} \gamma_{n}(k)}{N} \tag{2.14}
\end{equation*}
$$

These two steps are repeated until convergence.

## 2.C Appendix C: P-values from simulations in Exp. 4

Table 2.7: Median p-values obtained in i-vector-based simulations with filtered speech.

|  | italian | spanish | catalan | french | dutch | english | polish |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| spanish | 0.023 | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |
| catalan | 0.0008 | 0.71 | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |
| french | 0.17 | 0.35 | 0.096 | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |
| dutch | 0.097 | 0.066 | 0.019 | 0.89 | $\bullet$ | $\bullet$ | $\bullet$ |
| english | 0.001 | 0.40 | 0.38 | 0.35 | 0.079 | $\bullet$ | $\bullet$ |
| polish | 0.004 | 0.16 | 0.002 | 0.86 | 0.62 | 0.12 | $\bullet$ |
| japanese | $<.0001$ | 0.01 | 0.005 | 0.0001 | $<.0001$ | 0.008 | $<.0001$ |

Table 2.8: Median p-values obtained in i-vector-based simulations with natural speech.

|  | italian | spanish | catalan | french | dutch | english | polish |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| spanish | 0.023 | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |
| catalan | 0.005 | 0.59 | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |
| french | 0.49 | 0.27 | 0.18 | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |
| dutch | 0.12 | 0.023 | 0.03 | 0.64 | $\bullet$ | $\bullet$ | $\bullet$ |
| english | 0.003 | 0.026 | 0.02 | 0.45 | 0.12 | $\bullet$ | $\bullet$ |
| polish | 0.008 | 0.0006 | $<.0001$ | 0.35 | 0.14 | 0.02 | $\bullet$ |
| japanese | 0.15 | 0.007 | 0.001 | 0.65 | 0.18 | 0.43 | 0.001 |

## Chapter 3

## Dual language input and its impact on

## lexical development

### 3.1 Introduction

Quantity and quality of input, as well as environmental factors, have long been argued to play an important role in language acquisition (Hoff, 2006). For instance, word frequency and syntactic complexity in the speech that children hear, socioeconomic status, and maternal responsiveness, have all been found to influence language skills in monolingual children (Fernald, Marchman, \& Weisleder, 2013; Hoff \& Naigles, 2002; Huttenlocher, Haight, Bryk, Seltzer, \& Lyons, 1991; Tamis-LeMonda, Bornstein, \& Baumwell, 2001; Weisleder \& Fernald, 2013). For infants growing up in a bilingual environment, language exposure may differ in many more aspects. Bilingual children might not only vary in the amount of input they receive in each language, but also in the contexts in which each of them is used, in the characteristics of language use of their communicative partners (such as language choice, or linguistic proficiency), and in the degree of similarity between the target languages, among many other properties. The large number of potential sources of variability makes describing the bilingual experience a difficult task. However, in a world where an estimated half of the population is bilingual (Grosjean, 2010), characterizing the bilingual input and its impact on language acquisition is of great importance.

So far, the most investigated aspect of bilingual input is the amount of exposure to each language (e.g., Cattani et al., 2014; David and Wei, 2008; Garcia-Sierra et al., 2011; Hoff et al., 2012; Hoff,

Welsh, Place, and Ribot, 2014; Marchman, Martínez, Hurtado, Grüter, and Fernald, 2017; Pearson et al., 1997; Place and Hoff, 2011, 2016; Poulin-Dubois et al., 2013; Thordardottir, 2011). While for monolingual children their entire input is in a single language, bilingual input is inevitably divided and varies from child to child in the proportion and context of each language. This means that unless speakers in bilingual families are more talkative than in monolingual families - the amount of exposure to each language will be smaller than that of their monolingual peers. In a study of bilingual toddlers learning English and an additional language, Cattani et al. (2014) investigated the amount of exposure to English that is necessary to perform like monolingual English toddlers in several language tasks. Their findings showed that, in order to perform like their monolingual peers, English would need to comprise at least $60 \%$ of the bilingual's total input. Furthermore, the relative amount of exposure to a given language has been found to correlate with that language's phonological development (Garcia-Sierra et al, 2011), vocabulary size (Cattani et al., 2014; David \& Wei, 2008; Hoff et al., 2012; Pearson et al., 1997; Place \& Hoff, 2011, 2016; Poulin-Dubois et al., 2013; Thordardottir, 2011), and grammatical skills (Gathercole, 2002a, 2002b, 2002c; Hoff et al., 2012; Place \& Hoff, 2016). Most studies investigating the amount of exposure in the bilingual's input have used parental questionnaires (such as the Language Exposure Questionnaire designed by Bosch and Sebastián-Gallés, 1997, or the Language Exposure Assessment Tool developed by DeAnda, Bosch, Poulin-Dubois, Zesiger, and Friend, 2016) to estimate the global percentage of each language throughout the child's life. However, a bilingual's language ratios may vary in time, due to life events such as moving from maternal care to attending a daycare center, or going on a trip to a country with a different language. In a longitudinal study of 13 French-English bilingual children from 1 to 3 -years-old, David and Wei (2008) found that their relative productive vocabulary (e.g., the proportion of French words in their total lexicon) adapted to changes of language proportions in the bilingual's input throughout the months. Thus, linguistic abilities at a given time point in the child's life may be affected by recent changes in their input.

Other properties of the bilingual experience have been less explored, but a growing body of research suggests that many other factors beyond the relative amount of exposure can have an effect on language outcomes (De Houwer, 2018; Gathercole, 2014; Hoff \& Core, 2013). One particular aspect that has been discussed since the beginnings of research on bilingualism is the impact of language choice of the primary caregivers. French linguist Maurice Grammont, as cited by Ronjat (1913), was perhaps the first to suggest that language separation by speaker - i.e., following a one-person-one-language (OPOL) approach - was necessary to guarantee successful bilingual development. For decades, this
has been a common advice given to parents raising bilingual children, but most research was based on case studies, often by linguists raising their own children (see reviews by Barron-Hauwaert, 2004 and Yamamoto, 2001).

Over the past 20 years, several studies have investigated the role of parental language separation with larger sample sizes and more systematic methods (Byers-Heinlein, 2013; De Houwer, 2007; Lyon, 1996; Place \& Hoff, 2016; Yamamoto, 2001). In a large study with nearly 2000 bilingual families of school-aged children in a Dutch-dominant region of Belgium, De Houwer (2007) found that an OPOL separation of languages was neither sufficient nor necessary to guarantee that children would become actively bilingual. Indeed, the percentage of families where children only spoke the community's majority language was similar in families that followed an OPOL approach (26\%) and those where both parents spoke both the majority and a minority language ( $21 \%$ ). Unfortunately, the conclusions of this study are limited, as the data consisted of a short parental questionnaire, asking only which language(s) each parent used at home, and whether the child spoke only the majority or the minority language, or both. Furthermore, the study only examined children aged 6 to 10 years old, all of whom were attending Dutch-speaking schools. It is not uncommon for bilingual children to prefer using the language spoken at school (see for example Wong Fillmore, 1991); the role of language separation may thus be different at earlier developmental stages, when children spend substantially more time with their families. In a recent study of a heterogeneous bilingual population in Canada, Byers-Heinlein (2013) used a parental questionnaire to measure the frequency of language mixing produced by parents of bilingual toddlers. Their results revealed that intra-sentential mixing was negatively correlated with receptive vocabulary in 1.5-year-olds, and marginally so with productive vocabulary in 2-year-olds. Place and Hoff (2016) did not find clear evidence of a negative impact of parental language mixing using the same questionnaire in a group of Spanish-English bilingual 2.5-year-olds in the US. This may mean that language separation by speakers is only important during the first two years of life, but more studies are needed to reach conclusions on the impact of this variable.

Regardless of whether parents stick to a one-person-one-language rule or not, bilingual children may differ in how often both languages co-occur in time. Place \& Hoff $(2011,2016)$ investigated this issue using a Language Diary method (originally designed by De Houwer and Bornstein, 2003) with SpanishEnglish bilingual families of 2-year-olds living in the US. In these studies, parents were asked to report every half-hour who spoke to the child and which languages were used. Time blocks were categorized as English-only, Spanish-only, or mixed (this last category indicated simply that both languages were
used, regardless of speaker). Seven diaries were collected for each child, each on a different day of the week, over the course of 7 weeks. The results from their first study (Place \& Hoff, 2011), with a sample size of 29 children, revealed that the number of time blocks in which only one language was used was correlated with productive vocabulary size in that language. ${ }^{1}$ Yet, the complementary measure of number of mixed blocks did not correlate with either language's lexical development. In a follow-up study with 90 toddlers (Place \& Hoff, 2016), where mixed blocks were further categorized as English- or Spanish-dominant, a correlation was found between number of English-dominant blocks and several English language outcome measures, ${ }^{2}$ while Spanish-dominant blocks were unrelated to Spanish language skills. As details about who was speaking each language during mixed blocks were not collected in either study, it is difficult to interpret which aspects of language separation may or may not influence development.

Some other properties of the bilingual environment that have been found to influence language development are the number of speakers of each language (Gollan, Starr, \& Ferreira, 2015; Place \& Hoff, 2011), the presence of siblings (Bridges \& Hoff, 2014; Silven, Voeten, Kouvo, \& Lunden, 2014), parental strategies and attitudes towards bilingualism (Juan-Garau \& Perez-Vidal, 2001; Nakamura, 2016) and the use and status of each language in the community (Gathercole \& Thomas, 2009).

Because of the large amount of variability within and across bilingual populations, it is hard to draw general conclusions about the impact of specific factors on bilingual language development from any specific study. What is true for a given population may not be true for another one. For instance, as argued by Place and Hoff (2016), the lack of an effect of language mixing in their Spanish-English bilinguals may be due to the fact that mixing (and specifically code-switching) is a common behavior in the community where the study was conducted. This behavior, however, may not be common in the heterogeneous bilingual population studied by Byers-Heinlein (2013). Thus, despite great progress made so far in identifying potential factors that could impact bilingual development, much work remains to be done. As more studies continue to explore these and other properties of language input in new groups of bilingual children from diverse communities and at different developmental stages, the bigger picture will begin to form.

The goal of the present study is to further the characterization of the bilingual exposure, by exploring

[^9]different properties of the dual input in a group of 11-month-old infants who are regularly exposed to French and an additional language. In order to capture different quantitative and qualitative aspects of their input, we designed a modified version of the Language Diaries previously used by Place \& Hoff (2011, 2016), and complemented it with a language environment questionnaire. As in previous diary studies, we asked parents to report every half-hour all the people who spoke to the child. However, in contrast to the diaries used by Place \& Hoff (2011, 2016), we asked parents to specify, for each speaker and each time block, the language used to talk to the child and the language used to talk to other people. This modification allows us to disentangle effects of co-occurrence of the two languages in time from within-speaker effects of dual language use. Using various measures of bilingual input derived from the diaries, we explore the sources of variability that characterize the dual exposure in this heterogeneous population, and investigate how these may influence lexical development.

### 3.2 Methods

### 3.2.1 Subjects

Fifty-nine families with bilingual 11-month-old infants participated in this study (26 girls, 33 boys; mean age: 338 days, range: 319-356 days). Four additional families were excluded from analysis due to incorrect completion of the diaries, and 20 additional families did not send one or both diaries back. All infants heard both French and an additional language (L2) ${ }^{3}$ on a regular basis, and were being raised in the Paris area. The additional languages that the infants were exposed to were the following: Spanish ( $n=13$ ), English ( $n=10$ ), Italian ( $n=9$ ), German ( $n=7$ ), Polish ( $n=3$ ), Arabic, Catalan, Portuguese, Romanian, Russian ( $\mathrm{n}=2$ each), Bulgarian, Greek, Hungarian, Japanese, Mandarin, Swedish, and Wolof ( $\mathrm{n}=1$ each). Out of the 59 participants, 39 heard their L2 mainly from their mothers, 11 from their fathers, 6 from both parents, and 3 from a nanny. At home, the percentage of exposure to L2 ranged from $15 \%$ to $98 \%$ of their input, with a mean exposure of $52 \%$. Outside of home, however, most infants heard a majority of French, as it is the dominant language in the region they were being raised in. French comprised an average of $84 \%$ of their outside of home input (range: 40\%-100\%).
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### 3.2.2 Materials and procedures

The families were invited to come to the babylab prior to their participation in the Language Diary study. During their visit, the child participated in a laboratory experiment, and the primary caregiver was given the materials and instructions for the completion of the diaries. Additionally, while at the babylab, each family completed a custom-made Language Environment Questionnaire to collect complementary information regarding the general language background of the child, as well as a short vocabulary questionnaire in French and, when available, the adaptation of this questionnaire in the child's additional language. We describe each of these assessment tools below.

### 3.2.2.1 Language Diaries

Each diary was constructed as a booklet containing one page per half-hour slot, beginning at 7:00 in the morning and finishing at 20:30 in the evening. Each page contained five rows, which served to annotate each of the speakers that interacted with the child and their language use (see a sample page in Appendix 3.A). If more than five people were present at a given time, the four people who interacted the most with the child would be noted in the first four rows, and a summary of the remaining people would be noted in the fifth row (number of people and average language use). This was done to simplify the task of the annotator, who would have otherwise been required to keep track of the language use of a large number of people, possibly leading to inaccuracies in their report.

In each row, speakers were identified by their roles in the child's life, i.e., as "mother" or "aunt \# 1" ${ }^{4}$. For each speaker, two columns were used to annotate their language use, the first one corresponding to the language(s) used to speak to the child, and the second one to the language(s) spoken to other people in the presence of the child. A 5-point scale was given as options of language use. To avoid any potential ambiguities, the booklets were adapted to each language pair by writing the name of the L2 explicitly, e.g., only French, mostly French, both equally, mostly English, only English. Two additional options were given to cover alternative scenarios, none (i.e., no language was spoken) and other (specify). Finally, two boxes at the bottom of each page were provided to indicate the location and activity (e.g., "In the kitchen, having breakfast"), as well as any additional comments. The diaries were written in French, and translations were made available in English and Spanish.

[^11]The parents were asked to complete two diaries, one on a week day and one during a weekend day of their choice, within the month following their visit. The chosen days should be as typical as possible, in order to capture the child's daily routine. They were given two booklets which were to be sent back to the lab by mail as soon as they were completed.

### 3.2.2.2 Language Environment Questionnaire

A detailed Language Environment Questionnaire was designed to collect information regarding the child's general language background (see full questionnaire in Appendix 3.A). For abbreviation, we will refer to this questionnaire as LEQ, but it should not be confused with the Language Exposure Questionnaire (also known as LEQ) designed by Bosch and Sebastián-Gallés (1997).

Our questionnaire contained questions regarding the family composition and the languages used by parents, siblings and other caregivers. Additionally, we collected information about the 4 adults who most regularly interacted with the child. This included a measure of their proficiency in each of the two languages (noted in a 6-point scale ranging from doesn't speak the language to native speaker), an estimation of the hours per day spent with the child during week and during weekend days, and a measure of their language use when talking to the child and when talking to other people, using the same scale provided in the diaries.

### 3.2.2.3 Vocabulary questionnaire

To assess the vocabulary of the infants, we used a modified version ${ }^{5}$ of the European French short-form adaptation of the MacArthur CDI (Kern, Langue, Zesiger, \& Bovet, 2010). Parents were instructed to answer whether the child understands (and, additionally, uses) each of the words in the list. In the case of English, Spanish and Portuguese bilinguals, families were also given the corresponding shortform adaptations ${ }^{6}$ in those languages (Fenson et al., 2000; Frota et al., 2015; Jackson-Maldonado, Marchman, \& Fernald, 2013). Each form was filled in by the main caregiver who spoke the respective language to the child.
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### 3.2.3 Coding and pre-processing

Diaries were coded in long format, with one entry per time slot and per speaker. Each speaker was assigned a 3 letter code, e.g., MOT for mother and FAT for father. Given the big inconsistencies in the way the number of daycare workers present during daycare hours was reported, we decided to group them all into one single row per time slot. Note that this does not affect calculations of language proportions during those hours, as French was the only language spoken at the daycare centers that the participants attended.

Speakers' language use was translated into French and L2 percentages. While the exact proportions of each language used in a given time block are not known, we estimated them as follows: only French is translated to $100 \%$ French - $0 \%$ L2, mostly French is translated to $75 \%$ French $-25 \%$ L2, both equally is translated to $50 \%$ French - $50 \% \mathrm{~L} 2$, and so on. Note that these values, although not accurate, will never be off by more than $25 \%$ with regards to the real percentages. Additionally, for each speaker in each time block, we defined a measure of within-speaker language purity (WSLP) as the percentage of the most spoken language ${ }^{7}$. For instance, if a person spoke $75 \%$ French and $25 \%$ L2 (or $25 \%$ French and $75 \%$ L2), then their WSLP value would be $75 \%$. Thus, WSLP ranges from $50 \%$ to $100 \%$. This measure intends to capture how often speakers use both languages within half an hour. Finally, time blocks were classified as at-home or out-of-home based on the description of the place and the activity provided in the diaries.

Before processing the data, we filtered the diaries by keeping only close relatives and caregivers of the child, i.e., parents, siblings, grandparents, aunts/uncles, nannies and daycare staff. From each diary, daily averages were computed as follows: First, an average of language use (\% French, \% L2, and WSLP) over all speakers was obtained for each half an hour. Here we have made the assumption that the amount of speech is divided between all speakers within a given period of time, thus keeping the amount of speech per half-hour constant. Additionally, for each block we defined a measure of within-block language purity (WBLP) as the percentage of the most spoken language, regardless of speaker. Next, daily averages were calculated by averaging over all time blocks. These calculations were done separately for direct speech and indirect speech. An example of this process is shown in Figure 3.1.
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Figure 3.1: Example of computation of daily averages from direct speech during a weekday. (1) Mean percentage of French (here noted as FR), L2, within-speaker language purity (WSLP) and withinblock language purity (WBLP) are computed for each time block (i.e. 30-min period) by averaging over all speakers. (2) Daily averages of percentage of French, L2, WSLP and WBLP are obtained by averaging over all time blocks.

Finally, weekly averages of all four measures were estimated by weighting the daily averages of weekdays $\times 5$ and of weekend days $\times 2$. Here we have made the assumption that infants' routine reported on the weekday is likely to be repeated throughout the 5 days of the working week (and analogously for the weekend). Alternatively, if no assumptions regarding the routine were made, both diaries (week and weekend days) could be given equal weights. A correlation analysis of the average exposure computed with and without applying different weights shows that the two measures are highly correlated $(r=0.95, p<.0001$, see Figure 3.15 in Appendix 3.C). Thus, the non-weighted measure would likely yield similar results in subsequent analyses.

Additionally, separate averages were obtained by speaker (i.e., by computing the mean FR\%, L2\% and WSLP over all rows of a given speaker over 2 days, using the same weights as for the weekly averages) and by at-home or out-of-home location. The latter was done by first computing the timeblock averages as explained in the first step of the daily averages, and then calculating averages over the blocks where the child was at home and out of home, separately.

### 3.3 Results and discussion

In this section, we will first describe properties of the bilingual environment based on the Language Environment Questionnaire, followed by a characterization of their input based on the Language Diaries. Finally, we will examine potential correlations between their vocabulary and their exposure (derived both from the LEQ and from the diaries) in each language.

### 3.3.1 Language Environment Questionnaire

The LEQ provides a first overview of the language background of the bilingual infants. As mentioned in the Methods section, the percentage of exposure to each language at home covered a wide range, from $15 \% \mathrm{~L} 2-85 \%$ French, to $98 \% \mathrm{~L} 2-2 \%$ French. For the great majority of the infants ( 49 out of 59), their parents followed roughly a one-parent-one-language approach (OPOL), that is, one parent spoke mostly or only French, and the other spoke mostly or only L2. Out of the 10 remaining cases, 8 correspond to families where both parents spoke the same language ( 3 French families whose children learnt L2 from a nanny, and 5 L2 families whose children learnt French from a nanny or at daycare), and finally only 2 had one parent who spoke both languages equally often. Table 3.1 shows the reported language behavior of the parents when talking to the child, depending on their proficiency in each language. As can be seen in the table, bilingual parents generally chose one language to communicate with the child, most often the language not spoken by the other parent. In the case of both bilingual parents, each one chose a different language.

We then examined differences in the way parents used the languages with the child and with other people. Figure 3.2 shows a histogram of the languages used by fathers and mothers when addressing their infants (Fig. 3.2a) and when talking to other people in front of the child (Fig. 3.2b) as reported in the LEQ. As can be seen in the figure on the left, in spite of generally adhering to an OPOL division of languages, some parents reported also speaking a small amount of the other language when talking to their child (cases mostly-FR, mostly-L2). This behavior was more common in L2 speakers than in French speakers, which may be partly due to the influence of the community language, and partly due to the fact that many L2-speaking parents were actually bilinguals ( $53 \%$, compared to only $12 \%$ of French-speaking parents). Moreover, as shown in the figure on the right, parents used both languages more often when talking to other people in front of the child, as can be seen by a prominent

Table 3.1: Summary of parents' reported language use.

| Parents' languages | Main language used with the child |  |  |
| :--- | :--- | :--- | :--- |
|  |  | Mother | Father |
| Both French monolinguals |  | French | French |
| French mother, L2 father | 3 | French | L2 |
| French mother, Bilingual father | 5 | French | L2 |
| Bilingual mother, L2 father | 5 | French $(n=3)$, L2 $(n=2)$ | L2 |
| Bilingual mother, French father | 20 | L2 | French |
| L2 mother, French father | 14 | L2 | French |
| L2 mother, Bilingual father | 1 | L2 | Both equally |
| Bilingual mother | 1 | Both equally | - |
| Both bilinguals | 4 | L2 $(n=3)$, French $(n=1)$ | French $(n=3)$, L2 $(n=1)$ |
| Both L2 monolinguals | 3 | L2 | L2 |

Note: We have coded parents as speakers of a given language if they self-reported a native-like or native level of proficiency in that specific language. If both languages had at least native-like proficiency, we coded them as bilinguals, otherwise they were coded as monolinguals.
increase in both-equally responses, and a decrease in only-FR and only-L2 responses. Finally, when communicating to other people, French was used much more often than L2. This is not surprising given that French is the language spoken by the community.


Figure 3.2: Histograms of language use by parents as reported in the LEQ (FR $=$ French, $\mathrm{L} 2=$ additional language).

Next, we looked at the household composition. The great majority of the infants lived alone with their parents and siblings (if any). Only 2 families did not follow this pattern: one child lived with her mother and an aunt, and another one lived with her mother and grandparents. Out of 59 children,

43 were first-borns, 11 had one older sibling, and the rest had 2 or more older siblings. In general, siblings spoke more French than L2, with $62 \%$ speaking mostly or only French, and the rest speaking both languages equally. No siblings were reported to speak mostly or only L2.

Finally, we examined secondary caregivers (nannies and daycare centers). Out of 59 children, 23 attended a daycare center regularly and had no nanny, 21 had a nanny but did not attend daycare, 8 attended daycare and also had a nanny, and 7 did not have any secondary caregivers. French was the only language spoken by daycare staff. On the other hand, out of 29 nannies, 22 spoke French to the child, 6 spoke L2, and only one spoke both languages. Thus, with the exception of these 7 infants with L2 or bilingual nannies, most children heard their L2 primarily from their close family.

### 3.3.2 Language Diaries

First, in order to investigate the validity of the diaries as a way of estimating the infant's language input, we compared the exposure to L2 both at home and out of home as calculated from the diary data, against the percentages reported by the parents in the LEQ. Since in the questionnaire we asked parents to consider all the speech the child may have heard when estimating the exposure to each language, here we computed the diary estimates by pooling direct and indirect input. Figure 3.3 shows a comparison of both estimates.


Figure 3.3: Correlation between parental report (LEQ) and Language Diary estimation of infants' exposure to L2. A small horizontal jitter (width $=0.5$ ) was added to the out-of-home figure (b) to show overlapping points.

For at-home exposure (Fig. 3.3a), we found a correlation of $r=0.70(p<.0001)$ between the parental and the diary estimations, indicating good agreement between both methods. For out-of-home input (Fig. 3.3b), a weak correlation was found $(r=0.26, p=.046)$. However, this is likely due to the fact that most infants had a majority of French exposure outside their homes, as can be seen both in the parental estimation and in the diary averages (for $71 \%$ of the children, French comprised $75 \%$ or more of their exposure out of home according to both measures simultaneously), thus the range of possible values is quite narrow. Furthermore, when estimating how much French and L2 infants hear out of home, parents probably took into consideration a great amount of indirect French input from speakers who do not regularly interact with the child (such as people on the street and in shops), while we only kept speech from regular speakers in our estimation. Thus it is both possible that parents overestimated the weight of indirect French input and that we underestimated it. However, since all infants live in the same community, they are likely to have similar amounts of indirect French input from strangers out of home, and so our estimations will all be affected by a similar offset. Finally, since we will analyze direct and indirect input separately in the remainder of the study, this difference should not be problematic. We conclude that the diary estimates are overall in good agreement with parental reports and are thus a reliable method to explore bilingual infant's exposure.

Next, we computed the average exposure to each language separating direct from indirect input (regardless of whether it occurred at home or out of home). The distribution of exposure percentages for each language in direct speech is shown in Figure 3.4, and for indirect speech in Figure 3.5. While overall the range of language exposure in direct speech covers a wide spectrum (L2 min: 12\%, max: $90 \%$ ), on average infants heard more French than L2 (mean FR: 60\%, mean L2: 40\%). Three infants also heard a small amount of a third language, with a maximum of $18 \%$ of their direct input.

Moving on to indirect speech (Fig. 3.5), it is clear that infants heard a great majority of French (mean FR: $77 \%$, mean L2: $20 \%$ ). For 37 out of 59 children, the percentage of French in their indirect input was higher than in their direct input by at least 5 percentage points. For 14 others there was a small increase of less than 5 percentage points, and finally for 8 children there was a decrease in the amount of French ( 2 of which were only caused by the presence of a third language, and not by an increase in L2). In total, only 6 children had higher L2 in indirect input. However, infants' direct and indirect input showed a moderate correlation $(r=0.49, p<.0001)$, indicating that the highest values of indirect L2 input correspond to infants who also had relatively high amounts of direct L2 input.

Infants' language exposure is not only characterized by how much of each language they hear, but


Figure 3.4: Estimates of infants' weekly average percentages of French (FR), L2 and L3 in direct input based on their diary data.


Figure 3.5: Estimates of infants' weekly average percentages of French (FR), L2 and L3 in indirect input based on their diary data. Gaps at the top of the bars for two infants correspond to small percentages of a 4th language.
also by how often the languages co-occur throughout the day. We thus examined the frequency of co-occurrence of both languages throughout the two days. Figures 3.6 and 3.7 show the percentage of direct French and L2 for each half-hour block throughout week and weekend days for two infants with very similar average exposure to each language (infant BB016, Fig. 3.6, Mean FR: 43\%, Mean L2: $57 \%$; and infant BB026, Fig. 3.7, Mean FR: $49 \%$, Mean L2: $51 \%$ ).

In spite of the similarity of their amount of exposure to French and L2, these infants have drastically different experiences. In the case of $B B 016$, the two languages are well separated in time: at home, L2 is the only language spoken, while at daycare (from 9 am to 6 pm on weekdays), only French is used. On the other hand, BB026 often hears both languages used within the same half an hour. To


Figure 3.6: Proportions of French and L2 exposure (direct speech) throughout the weekday and weekend day for baby $B B 016$. Empty time blocks represent time during which the child did not receive any input (e.g., during naps).
quantify this difference, we computed the weekly average of within-block language purity (WBLP). Infant BB016 had a $97 \%$ average WBLP, while infant BB026 had a much lower block purity of $77 \%$.


Figure 3.7: Proportions of French and L2 exposure (direct speech) throughout the weekday and weekend day for baby BB026. Empty time blocks represent time during which the child did not receive any input (e.g., during naps).

In Figure 3.8 we show a histogram of average WBLP (direct speech) for all infants in our study. On average, infants had a global WBLP of $84 \%(\mathrm{SD}=7 \%)$ in their direct speech. Only 5 out of 59 children had an average language purity above $90 \%$, meaning that the great majority of the children often heard both languages spoken within the same half-hour. The average WBLP in indirect speech was only slightly higher, with a mean of $88 \%(\mathrm{SD}=11 \%)$.


Figure 3.8: Histogram of weekly average within-block language purity (WBLP) in direct input.

The co-occurrence of both languages within the same 30-minute block may be due to the presence of bilingual speakers, or to the presence of monolingual speakers of two languages. To untangle these two scenarios, we compute the average within-speaker language purity (WSLP). In Figure 3.9 we show the distribution of average WSLP that infants were exposed to. To illustrate the difference between within-block language purity and within-speaker language purity, let's compare two infants who have similar averages of WBLP: BB082 (77\%), andBB002 (79\%). In the environment of infant BB082, speakers rarely used both languages when talking to the child. The average WSLP produced by the three most frequent speakers when talking to the child was $100 \%$ from his father and daycare, and $99.3 \%$ from his mother. Overall, across two days and averaging all frequent speakers, this infant had a mean WSLP of $99.6 \%$. On the other hand, in the environment of infant BB002, speakers sometimes used both languages. While this child's father never used both languages in the same half-hour block (average WSLP of $100 \%$ ), his mother and sister often did, with an average WSLP of $84 \%$ and $73 \%$, respectively. Across all frequent speakers throughout the two days, BB002 heard an average WSLP of $85 \%$.

Finally, it should be noted that within-block language purity and within-speaker language purity are moderately correlated ( $r=0.49, p<.0001$ ), as infants whose caregivers frequently use both languages will inevitably encounter both languages co-occurring in time more often.

Next, we compared parents' language use estimated from the diaries against what had been reported in the LEQ (which we have shown previously in Figure 3.2). Figure 3.10 shows the relationship


Figure 3.9: Histogram of weekly average within-speaker language purity (WSLP) in direct input.
between these two estimations for direct (3.10a) and indirect (3.10b) speech, respectively. The diary estimations of parental language use when talking to the child (left panel) were overall similar to what parents reported in the LEQ, as confirmed by a very high correlation between both measures $(r=0.95, p<.0001)$. Particularly, parents who reported in the LEQ using mostly or only one language were indeed found to use mainly that language in the diaries, with very few exceptions. In the case of indirect speech (right panel), parental estimations also showed good agreement with the diary estimations, $(r=0.70, p<.0001)$, with the exception of one parent who reported using only L2 to talk with other people, while he was observed to use a majority of French in the diaries. This difference could be due to an error in the LEQ report, as it is indeed unlikely that an adult speaks L2 exclusively while living in France.

Finally, we computed the number of speakers of each language that infants encountered throughout the two days. Table 3.2 shows the number of speakers who spoke on average a majority of a given language (i.e., $>50 \%$ ) when talking directly to the child, taking into account all speakers encountered across two days, as well as restricted to relatives and caregivers only. As can be seen, regardless of whether all speakers or only relatives and caregivers were counted, infants encountered significantly more French speakers than L2 speakers. Only 12 out of 59 infants encountered additional L2 speakers who were not included in the relatives and caregivers list mentioned before, while 35 of them encountered additional French speakers. This indicates that, for the majority of the infants, their most frequent speakers are the only source of L2, while they are (unsurprisingly) more likely to find new French speakers in their environment. We found weak correlations between the number of frequent speakers of a given


Figure 3.10: Correlation between parental report (LEQ) and Language Diary estimation of parental language use.
language and the percentage of exposure to that language $(r=0.37, p=0.004$ for French; $r=0.25$, $p=0.06$ for L2).

Table 3.2: Number of speakers who spoke a majority of French or L2.

|  | N speakers $>50 \%$ FR | N speakers $>50 \%$ L2 | T-test (paired samples) |
| :--- | :--- | :--- | :--- |
| All speakers | $M=4.7$ (range: 1-21) | $M=1.8$ (range: $0-12)$ | $t(58)=5.77(p<.0001)$ |
| Relatives \& caregivers | $M=2.7$ (range: 1-8) | $M=1.4$ (range: $0-7)$ | $t(58)=5.19(p<.0001)$ |

In conclusion, so far, we have shown that bilinguals' language experience can vary greatly between infants, despite most of them being raised under an OPOL pattern in a mainly monolingual community. In particular, children differ in the amount of exposure to each language, in the frequency of language overlap within time blocks and within speakers, and finally in the number of speakers that provide input in each language. In the following two subsections we will examine their vocabulary scores, and the potential impact of the factors described so far on this outcome measure.

### 3.3.3 Vocabulary scores

For each infant, we computed a French comprehension score as the sum of all words that parents reported the infant understands ${ }^{8}$, and a production score counting only the words the infant produces. Figures 3.11a and 3.11b show the distribution of comprehension and production scores, respectively.

[^14]On average, infants were reported to understand 28 out of 91 words (range: $4-75$ ). Production scores were significantly lower, with a mean of 1 word (range: $0-7$ ), and a mode of 0 words produced.


Figure 3.11: Histograms of French vocabulary size. (a) Receptive vocabulary. (b) Productive vocabulary.

For comparison, we looked at the comprehension and production scores of 64 11-month-old monolinguals (mean age: 337 days) who participated in a laboratory study in our babylab during the same period. Their mean comprehension ( $M=28$ words, range: $7-83$ ) and production $(M=2$ words, range: $0-11$ ) scores were not significantly different from the vocabulary scores of our bilingual infants (comprehension: $t(120.8)=0.18, p>0.1$, production: $t(106.9)=1.40, p>0.1$ ). This comparison suggests that, overall, our bilinguals are within normal ranges of vocabulary for their age, at least in one of their two languages.

For 24 out of 59 infants, we also obtained their L2 vocabulary questionnaire (namely in Spanish, English, and Portuguese). As these questionnaires differ in their total number of words, in order to compare them we normalized the vocabulary scores as follows: first, we divided each score by the total number of words in the corresponding L2 questionnaire, and then we multiplied it by 91 (the number of words in the French questionnaire). In Figures 3.12a and 3.12 b we show the distribution of comprehension and production L2 scores in this normalized scale. On average, infants were reported to know 26 L 2 words (range: $0-71$ ) and to produce one L2 word (range: $0-5$ ). A t-test revealed a marginally smaller receptive vocabulary in L2 compared to French for this subset of infants $(t(23)=$ $-1.96, p=0.06)$, but no difference in their production scores $(t(23)<1, p>0.1)$. Furthermore, we found a high correlation of comprehension scores across their two languages $(r=0.81, p<.0001)$, but
no correlation of their production scores $(r=0.34, p>0.1)$.


Figure 3.12: Histograms of L2 vocabulary size. (a) Receptive vocabulary. (b) Productive vocabulary. For comparability, vocabulary scores were normalized by the number of words in each language's form and multiplied by the number of words in the French form.

Given the low variability in infants' production scores, we will focus our analysis (mainly) on comprehension scores. For all subsequent analyses, we exclude infants whose French comprehension scores are considered outliers following Tukey's criterion ${ }^{9}$. This criterion resulted in two exclusions.

### 3.3.4 Effects of Language Exposure on Vocabulary Scores

To explore possible effects of bilingual language exposure on language development, we computed the correlation between infants' French and L2 vocabulary scores on the one hand, and the different measures of bilingual exposure that we have defined so far on the other hand, i.e., total percentage of exposure to French and L2, average within-block language purity, average within-speaker language purity ${ }^{10}$, number of frequent speakers of each language, and maternal speaking behavior. Additionally, we include a measure of number of blocks with only French or only L2 direct input, as it was found to have a significant effect on vocabulary size in Place \& Hoff (2011, 2016). It should be noted that these correlations are intended as an exploratory analysis, and any observed effects should be confirmed in future studies. Table 3.3 shows the results of the correlations for French, and Table 3.4 shows the correlations for L2. These correlations based on measures derived from direct speech. The

[^15]corresponding tables for indirect speech measures can be found in Appendix 3.D.
Table 3.3: Correlations between measures of French direct exposure and French vocabulary scores.

| Language Exposure Measure | Correlation with French vocabulary (N=57) |  |  |  |  |
| :--- | ---: | :--- | :--- | :--- | :--- |
|  | Receptive |  |  | Productive |  |
| Total percentage of French exposure | -0.04 | $(p>.10)$ | 0.01 | $(p>.10)$ |  |
| Number of French-only blocks | 0.00 | $(p>.10)$ | 0.03 | $(p>.10)$ |  |
| Percentage of French in mother's input | -0.18 | $(p>.10)$ | $\mathbf{0 . 2 7}$ | $(\boldsymbol{p}=\mathbf{. 0 4})$ |  |
| Number of French speakers (relatives \& caregivers) | -0.10 | $(p>.10)$ | 0.11 | $(p>.10)$ |  |
| Average within-block language purity | 0.11 | $(p>.10)$ | -0.06 | $(p>.10)$ |  |
| Average within-speaker language purity | $\mathbf{0 . 3 6}$ | $\mathbf{( p = . 0 0 7 )}$ | 0.12 | $(p>.10)$ |  |

Table 3.4: Correlations between measures of L2 direct exposure and L2 vocabulary scores.

| Language Exposure Measure | Correlation with L2 vocabulary (N=24) |  |  |  |  |
| :--- | ---: | :--- | :--- | :--- | :--- |
|  | Receptive |  |  | Productive |  |
| Total percentage of L2 exposure | 0.21 | $(p>.10)$ | 0.30 | $(p>.10)$ |  |
| Number of L2-only blocks | $\mathbf{0 . 4 0}$ | $(\boldsymbol{p}=\mathbf{0 . 0 5})$ | 0.26 | $(p>.10)$ |  |
| Percentage of L2 in mother's input | $\mathbf{0 . 5 7}$ | $(\boldsymbol{p}=\mathbf{. 0 0 4})$ | 0.06 | $(p>.10)$ |  |
| Number of L2 speakers (relatives \& caregivers) | 0.20 | $(p>.10)$ | -0.04 | $(p>.10)$ |  |
| Average within-block language purity | 0.07 | $(p>.10)$ | 0.07 | $(p>.10)$ |  |
| Average within-speaker language purity | $\mathbf{0 . 3 5}$ | $\mathbf{( p = . 0 9 )}$ | 0.09 | $(p>.10)$ |  |

The correlation analyses showed overall few significant results, especially on French vocabulary scores. Most surprisingly, the total percentage of direct input in a given language did not seem to affect the vocabulary size in that language. However, we found a positive correlation between vocabulary size and the percentage of each language spoken by the mother: the percentage of French maternal input correlated with French production scores, and the percentage of L2 maternal input correlated with L2 comprehension scores. Furthermore, the number of blocks where only L2 was used revealed a moderate, marginally significant, correlation with L2 receptive vocabulary.

Interestingly, we found a positive effect of within-speaker language purity, but not of within-block language purity, affecting significantly French comprehension scores, and marginally L2 production scores. This effect suggests that the frequency with which speakers use both languages in the same time block may affect infants' vocabulary, with higher language overlap resulting in lower vocabulary scores. This observation is in line with the results presented by Byers-Heinlein (2013) showing that
parental language mixing had a negative effect on comprehension scores of 18-month-old infants.
Overall, the correlation results suggest that properties of the bilingual exposure may affect vocabulary development in 11-month-olds, in particular for the minority language. As this is an exploratory analysis, these effects remain to be confirmed in a new study. A larger sample size (especially regarding the L2 vocabulary scores, for which we had only half of the participants) will allow for further investigation of the relative contribution of each effect to bilinguals' vocabulary in each language.

### 3.4 Discussion

In this study we examined properties of the input and the environment that characterize bilingual exposure in 11-month-old infants, and their possible effects on vocabulary size. In order to capture these properties, we used a Language Diary method (De Houwer \& Bornstein, 2003). Caregivers kept a record of their children's language input every half hour throughout two days. In our sample of 59 infants with a regular exposure to French and an additional language, we found that a great majority of the participating families adhered (either strictly or flexibly) to the one-parent-one-language approach. Despite this, we observed great variability in the proportions of each language in their input, in how often children encountered both languages within the same half-hour, in how frequently speakers in their environment used both languages within the same time block, and in the number of speakers who provided input in each language. In contrast with parallel studies in a homogeneous bilingual population (Spanish-English bilinguals studied by Place \& Hoff, 2011, 2016), our bilinguals growing up in a French-dominant community encountered significantly more speakers of French than of their additional language. The minority language was provided almost exclusively by members of their close family, and in a few cases, additionally or exclusively by a nanny.

Using these measures, we examined potential effects of the dual input on infants' French and L2 vocabulary scores. The correlation results revealed some effects of language exposure on the minority language, namely the number of L2-only time blocks, the proportion of the maternal input in L2, and the frequency of within-speaker language purity (trend). In the case of French vocabulary, correlations were only found for the proportion of the maternal input in French and for within-speaker language purity. Evidence for an impact of language separation by speakers, as reflected by the within-speaker language purity correlations, is in line with previous results using a parental language mixing questionnaire by Byers-Heinlein (2013). As discussed in the introduction, contradictory evidence of the
impact of by-speaker language separation on language development may reflect a change in the relative importance of this variable throughout the child's life. Our results thus provide further evidence for this hypothesis.

The absence of other expected effects often found in the literature (such as the overall proportion of the input in each language, or the number of speakers), especially on French vocabulary, may have several explanations. Firstly, some measures of input defined in this study may not be the most relevant factors in language development for this specific population. Similar measures of language exposure have been found to affect vocabulary size in Spanish-English bilingual 2-year-olds (Place \& Hoff, 2011, 2016). In particular, the number of speakers of a given language, and the total number of blocks where only one language was used, were found to positively affect productive vocabulary size in each language. However, those studies were conducted in a region with a large number of Spanish, English, and Spanish-English bilingual speakers (South Florida, USA), meaning that children growing up in that area were more likely to be exposed to a large range of speakers of each language and of one-language-only situations for both languages. Thus, this factor may not reveal differences in the linguistic outcomes of French-L2 bilingual infants living in Paris.

Secondly, for our population, French vocabulary may be relatively easier to acquire than L2 vocabulary - regardless of the amount of input in French from regular speakers - given that it is the majority language spoken in the region. Indeed, previous studies with pre-school and school-aged children have found that the community's dominant language has an advantage over the minority language, with higher success rates in acquisition (e.g., De Houwer, 2007; Gathercole \& Thomas, 2009; Yamamoto, 2001). In contrast with French, our bilinguals' L2 development depends solely on the input coming from the few L2 speakers in their environment, which are coincidentally the main caregivers, making the measures derived from the Language Diaries more relevant for L2 than for French vocabulary acquisition.

Thirdly, the measures of input (i.e., the diaries) may have been too noisy to observe certain effects. While we found our diary estimates of language exposure to be in good agreement with parental reports, it is possible that more fine-grained differences between infants' backgrounds are not observable with only two diaries. Furthermore, the real contribution of each speaker to the total input may have been misrepresented, as diary reports were separated by speaker and then weighted equally across speakers in a given time block, thus possibly misjudging the amount of speech for some speakers. As suggested by De Houwer (2018), complementing diary informations with audio recordings may give a
better estimation of the contribution of each speaker to the child's input.

Fourthly, the outcome measure, which was limited to a list of less than 100 words (short CDI), may be inappropriate to measure bilingual infants' vocabulary. Although mean vocabulary size was far from the upper limit (and no infant was reported to know all words in the questionnaire), it is possible that the range of words was not sufficient to capture small differences between infants. As a bilingual's vocabulary could be tied to different contexts for each language, using the full CDI may be necessary to tackle these differences. However, parents might be unable to reliably estimate the receptive vocabulary of pre-verbal infants, a problem which would not be solved (and might even be amplified) by using a larger CDI. In previous studies (Place \& Hoff, 2011, 2016), only productive vocabulary was used as outcome measure, which is arguably easier to estimate than receptive vocabulary, especially when children are 2-years-old. At 11 months, whether a child knows a word or not may be up to subjective impressions.

Last but not least, it should be noted that our population was heterogeneous, with infants being exposed to a large range of languages with varying cross-linguistic similarities with French, while in Place \& Hoff $(2011,2016)$ all infants were exposed to the same language pair. Language distance has been suggested to modulate language acquisition, affecting, for instance, phonological development (Bosch \& Sebastián-Gallés, 2003b; Sundara \& Scutellaro, 2011), acquisition of translation equivalents (Bosch \& Ramon-Casas, 2014) and grammatical structures (Döpke, 2000; Hulk \& Müller, 2000; Müller \& Hulk, 2001). However, it is rarely taken into account in studies of lexical acquisition with heterogeneous populations. When investigating properties of the bilingual exposure and their impact on vocabulary development, an oversight of this factor may end up obscuring other effects, especially with small sample sizes. Cross-linguistic research of the "language pair effect" in this kind of study is only recently emerging (Floccia et al., 2018; O'Toole et al., 2017). In a very recent study with nearly 400 toddlers learning English and an additional language in the UK, Floccia et al. (2018) investigated the effect of language distance on vocabulary development. Based on measures of phonological overlap, morphological complexity and word order typology, they showed, for the first time, a cross-linguistic effect of language distance on vocabulary size: close language pairs resulted in higher vocabulary sizes in the additional language.

While an investigation of the effect of language distance was not part of the original plan of this study, in light of these recent results we did a post-hoc examination of differences in vocabulary size across the language pairs included in our sample. Given the small sample sizes for each language, we will
not perform statistical analyses, but we will provide a qualitative description. In Figure 3.13 we show the French comprehension scores obtained for each of the L2 languages in our population, separated by language family. While for most language pairs we only had one or two participants, those for which we had several infants show large cross-linguistic differences. Particularly, infants exposed to French plus a Germanic language (English, German, Swedish) seemed to have overall lower vocabulary scores (and less variance) in French than infants in the Romance group. Out of all language pairs, French-Spanish had the highest vocabulary scores. Although we cannot draw conclusions from these observations, these general differences are in line with previous studies suggesting that the specific language pair may play a role in bilingual language development. Particularly, language pairs from the same family (here, the Romance languages), which are likely to share a large number of cognates and structural similarities, resulted in higher French vocabulary scores. It should be kept in mind, however, that these results may be due not only to cross-linguistic differences (or similarities), but also to cultural differences. In conclusion, in studies comparing bilingual infants with a variety of language pairs, it might be necessary to include a larger sample that allows one to adequately measure language pair effects.


Additional Language
Figure 3.13: French vocabulary size separated by language and language family.

Given these large differences in vocabulary between language families, we wondered if the strong effect that we had observed of within-speaker language separation would still hold within each language group. We thus compared the two groups for which we had a sufficient number of infants, that is, the

French + Romance group, and the French + Germanic group. First, we checked that both groups had similar distributions of WSLP values. This is shown in Figure 3.14a. Then, we recalculated the correlation of WSLP with their French vocabulary score, independently for each language group. As can be seen in Figure 3.14b, while both groups have a positive tendency, only the French + Romance group shows a significant correlation (Romance: $r=0.50, p=0.01$; Germanic: $r=0.33, p=0.19$ ). Again, as these are post-hoc analyses with small sample sizes, this finding calls for a replication study. However, if confirmed, this might mean that by-speaker language separation is only relevant to infants learning close language pairs, as it is precisely in those cases that language discrimination has been claimed to be difficult (as we have discussed in Chapter 1). Further research should thus address the interaction of these two factors, that is, language distance and environmental language separation.


Figure 3.14: Language group differences in (a) distribution of within-speaker language purity (WSLP), and (b) correlation of WSLP with French vocabulary score.

A final remark should be made regarding the methodology used in this study. The Language Diary technique has several advantages and disadvantages over other methods of examining language input. On the one hand, in comparison with parental questionnaires that estimate the global percentage of exposure to each language, the Language Diaries offer more local estimates, which do not reflect their whole experience since birth. On the other hand, as parents report language use as it takes place, the diaries are less affected by parents' memory and biases, therefore giving a more accurate and detailed picture of their children's language exposure. Furthermore, as discussed earlier, bilinguals' language skills may adapt to changes in the amount of each language's input (David \& Wei, 2008; De Houwer, 2009). The diaries thus offer the possibility to analyse the role of current exposure on language outcomes. While in this study we have only asked parents to fill in the diaries over 2 days,
this method can be used over longer periods of time, as has been done before by Place \& Hoff, 2011, 2016 (one diary per week for 7 weeks) and by De Houwer, 2011 (one diary per week over 15 months).

An alternative technique to examine language exposure is the use of naturalistic audio or video recordings (e.g., De Houwer, 2014; De Houwer and Bornstein, 2016; Marchman et al., 2017; Ramírez-Esparza, García-Sierra, and Kuhl, 2017). While recordings can provide an even more accurate measure of language input (it allows, for instance, to compute the number of words per hour in each language), their processing is highly resource- and time-consuming. Existing semi-automatic systems, such as LENA ${ }^{\text {TM }}$, have been mainly designed for monolingual speech, and may not cope well with multilingual speakers. Current advances in speech technologies (such as the i-vectors presented in Chapter 2) may provide, in the near future, a better automatised solution to this problem. Until then, the Language Diaries offer the best cost-benefit ratio.

## 3.A Appendix A: Language Diary sample page

| Time range | Person or people who were with the infant | Languages spoken to the infant | Languages spoken to other people in the room |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} 7: 00 \\ \text { to } \\ 7: 30 \end{gathered}$ | Person \#1: <br> Who? | $\square$ Only French <br> $\square$ Mostly French <br> $\square$ Both equally <br> - Mostly English <br> $\square$ Only English <br> $\square$ None <br> - Other: $\qquad$ | $\square$ Only French <br> - Mostly French <br> - Both equally <br> $\square$ Mostly English <br> $\square$ Only English <br> - None <br> $\square$ Other: $\qquad$ |
|  | Person \#2: <br> Who? | - Only French <br> $\square$ Mostly French <br> $\square$ Both equally <br> $\square$ Mostly English <br> $\square$ Only English <br> $\square$ None <br> - Other: $\qquad$ | $\square$ Only French <br> $\square$ Mostly French <br> - Both equally <br> $\square$ Mostly English <br> $\square$ Only English <br> - None <br> $\square$ Other: $\qquad$ |
|  | Person \#3: <br> Who? | - Only French <br> $\square$ Mostly French <br> $\square$ Both equally <br> - Mostly English <br> $\square$ Only English <br> $\square$ None <br> $\square$ Other: $\qquad$ | $\square$ Only French <br> - Mostly French <br> - Both equally <br> $\square$ Mostly English <br> $\square$ Only English <br> $\square$ None <br> - Other: $\qquad$ |
|  | Person \#4: <br> Who? | $\square$ Only French <br> - Mostly French <br> $\square$ Both equally <br> - Mostly English <br> $\square$ Only English <br> $\square$ None <br> - Other: $\qquad$ | $\square$ Only French <br> - Mostly French <br> - Both equally <br> - Mostly English <br> $\square$ Only English <br> $\square$ None <br> $\square$ Other: $\qquad$ |
|  | Other people: <br> How many? Who? | $\square$ Only French <br> $\square$ Mostly French <br> $\square$ Both equally <br> - Mostly English <br> $\square$ Only English <br> $\square$ None <br> $\square$ Other: $\qquad$ | $\square$ Only French <br> - Mostly French <br> $\square$ Both equally <br> $\square$ Mostly English <br> - Only English <br> $\square$ None <br> $\square$ Other: $\qquad$ |
| Place and activity: |  |  |  |
| Comments: |  |  |  |

## 3.B Appendix B: Language Environment Questionnaire

Subject's ID:
(to be filled in by the researcher)

## Language Environment Questionnaire

Date:

The purpose of this questionnaire is to study the variability in speakers and contexts in a bilingual setting. All your answers will be completely anonymized in all further processing of the data, and any personal information you provide will remain strictly confidential and kept separate from this questionnaire. The following questions concern the language environment of your child, from their birth to this day. Please read each question carefully before providing an answer. Remember that each child has a unique combination of languages, so there are no right or wrong answers.

1. Where was the child's mother born? (Please indicate country and region)
2. What is her native language? (If more than one, please specify)
$\qquad$
3. Where was the child's father born? (Please indicate country and region)
$\qquad$
4. What is his native language? (If more than one, please specify)
$\qquad$
5. Have the child and family moved from city or country since he/she was born? Yes/No: $\qquad$
a) If so, where did the child use to live, and when did the family move?
$\qquad$
6. Who lives with the child? (Please specify all adults and children that are currently living in the house, for example: mother, father, grandmother, two brothers and one sister. Their names are not required.)
a) Has this changed since the infant was born? If so, when, and who lived with the child before?
7. Which languages are currently spoken at home? (Specify all languages)
$\qquad$
a) Has this changed since the infant was born? If so, when, and which languages were spoken before?
$\qquad$
8. Which languages does the child hear out of home? (Specify all languages)
$\qquad$
a) Has this changed since the infant was born? If so, which languages did he/she often hear before?
9. Who is currently the main caregiver of the child? (For example: you, your partner, a relative, a nanny, etc.)
a) In what language(s) does he/she usually speak to the child?
b) If not the mother or the father, what is the caregiver's native language?
10. Does the child attend a nursery? If so, since when, and how many hours a week?
a) What language is usually spoken at the nursery? (If more than one, please specify)
11. Does the child have a nanny? If so, since when, and how many hours a week?
a) What is the nanny's native language? (If more than one, please specify)
b) In what language(s) does he/she usually speak to the child?
12. Does the child have older siblings? If so, how many and how old are they?
a) In what language(s) do the siblings usually speak to the child?
b) In what language(s) do the main caregivers speak to the child's siblings?
13. Does anyone else help take care of the child? (For example: grandparents, family friends, etc.) If so, who? (No names are required).
a) What is (or are) their native language(s)? (Specify for each person)
b) In what language(s) do they usually speak to the child? (Specify for each person)
14. Please estimate the percentage of each language that the child heard at home in the past year (For example, French 40\% - English 60\%)

French: $\qquad$ \%

English: $\qquad$ \% Other: $\qquad$ \% (Specify language: $\qquad$ )
15. Please estimate the percentage of each language that the child heard out of home in the past year (For example, French 80\% - English 20\%)

French: $\qquad$ \% English: $\qquad$ \% Other: $\qquad$ \% (Specify language: $\qquad$ )
16. Do you adopt a particular strategy to teach each language to your child? Yes/No: $\qquad$ If so, which?
$\square$ One parent - one language

ㅁ Other: $\qquad$
$\qquad$
17. Does your child watch cartoons on TV/tablet/computer? In which language? (Tick all options that apply):French
ㅁ English
$\square$ Other language:
$\qquad$ How many hours a day? $\qquad$

If you would like to clarify an answer or add more information, please write your comments in the following box, specifying which question it concerns.

Comments (optional)
18. The following questions concern the adults that often spend time with your baby. Please identify the $\mathbf{4}$ adults that most interact with your child during a typical week. For each of them, give their initials and their relationship with the child (for example, B. mother, A.C. family friend, etc.) and fill in the following information. Their initials will help us identify how many different speakers there are, especially if there are two people with the same relationship to the child (for example, two grandmothers). These initials will be removed and replaced by numbers (for example: grandmother 1 and grandmother 2) in all further processing of the data.

| Adult (initials and relationship with the child) | Level of proficiency in French |  | Level of proficiency in English |  | Language(s) used when speaking to the child |  | Language(s) used to speak with other adults in presence of the child |  | Amount of hours a day spent with the child |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Person \#1: | Doesn't speak the language |  | Doesn't speak the language |  | Only French $\quad \square$ |  |  |  | During the week: |
|  |  |  | Mostly French $\quad \square$ | Mostly French |  |  |
|  | Basic skills $\quad \square$ |  |  |  | Basic skills $\quad \square$ |  | Both equally $\quad \square$ |  | Both equally $\quad \square$ |  |  |
|  | Intermediate $\quad \square$ |  | Intermediate $\square$ |  | Mostly English $\quad \square$ |  | Mostly English $\square$ |  | On weekends: |
|  | Advanced $\quad$ |  | Advanced | $\square$ |  |  | Only English | $\square$ |  |
|  | Native-like | $\square$ | Native-like $\square$ |  | Other (please specify) | $\square$ | Other (please specify) | $\square$ |  |
|  | Native | $\square$ | Native | $\square$ |  |  |  |  |  |
| Person \#2: | Doesn't speak |  | Doesn't speak |  | Only French <br> Mostly French |  | Only French $\quad \square$ |  | During the week: |
|  | the language |  | the language |  |  |  | $\begin{array}{ll}\text { Mostly French } & \square \\ \text { Both equally } & \square\end{array}$ |  |  |
|  | Basic skills |  | Basic skills $\square$ |  | Both equally |  |  |  |  |
|  | Intermediate |  | Intermediate $\square$ |  | Mostly English $\quad \square$ |  | Mostly English $\quad \square$ |  | On weekends: |
|  | Advanced |  | Advanced $\quad \square$ |  |  |  | Only English <br> Other (please specify) |  |  |
|  | Native-like | $\square$ | Native-like | $\square$ | Other (please specify) |  |  |  |  |
|  | Native | $\square$ | Native | $\square$ |  |  |  | $\square$ |  |
| Person \#3: | Doesn't speakthe language | Doesn't speak |  |  | Only French | $\square$ | $\begin{array}{ll}\text { Only French } & \square \\ \text { Mostly French } & \square\end{array}$ |  | During the week: |
|  |  |  |  |  | Mostly French $\quad \square$ |  |  |  |  |
|  | Basic skills | $\square$ | Basic skills $\quad \square$ |  | Both equally $\quad \square$ |  | Both equally $\quad \square$ |  |  |
|  | Intermediate |  | Intermediate $\quad \square$ |  | Mostly English | $\square$ | Mostly English | $\square$ | On weekends: |
|  | Advanced |  | Advanced $\square$ |  | Only English |  | Only English <br> Other (please specify) | $\square$ |  |
|  | Native-like | $\square$ | Native-like <br> Native | $\square$ |  |  | $\square$ |  |  |
|  | Native |  |  | $\square$ |  | $\square$ |  |  |  |
| Person \#4: | Doesn't speak the language Basic skills Intermediate Advanced Native-like Native |  | Doesn't speak the language <br> Basic skills <br> Intermediate <br> Advanced <br> Native-like <br> Native |  | Only French $\square$ Only French $\square$ <br> Mostly French $\square$ Mostly French $\square$ <br> Both equally $\square$ Both equally $\square$ <br> Mostly English $\square$ Mostly English $\square$ <br> Only English $\square$ Only English $\square$ <br> Other (please specify) $\square$ Other (please specify) $\square$ |  |  |  | During the week: <br> On weekends: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

If you would like to clarify an answer or add more information, please write your comments in the following box, specifying which of the 4 adults it concerns.

[^16]
## 3.C Appendix C: Comparison of weighting options



Figure 3.15: Correlation of average percentage exposure estimates for L2 using equal vs. unequal week/weekend weights ( $r=0.95, p<.0001$ ).

## 3.D Appendix D: Correlation results for indirect input measures

Table 3.5: Correlations between measures of French indirect exposure and French vocabulary scores.

| Language Exposure Measure | Correlation with French vocabulary |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | :---: |
|  | Receptive |  |  | Productive |  |
| Total percentage of French exposure | 0.02 | $(p>.10)$ | 0.04 | $(p>.10)$ |  |
| Number of French-only blocks | 0.12 | $(p>.10)$ | -0.02 | $(p>.10)$ |  |
| Percentage of French in mother's input | -0.02 | $(p>.10)$ | 0.10 | $(p>.10)$ |  |
| Number of French speakers (relatives \& caregivers) | -0.11 | $(p>.10)$ | 0.16 | $(p>.10)$ |  |
| Average within-block language purity | 0.16 | $(p>.10)$ | -0.07 | $(p>.10)$ |  |
| Average within-speaker language purity | 0.18 | $(p>.10)$ | -0.22 | $(p>.10)$ |  |

Table 3.6: Correlations between measures of L2 indirect exposure and L2 vocabulary scores.

| Language Exposure Measure | Correlation with L2 vocabulary |  |  |  |  |
| :--- | ---: | :--- | ---: | :--- | :---: |
|  | Receptive |  |  | Productive |  |
| Total percentage of L2 exposure | 0.13 | $(p>.10)$ | -0.11 | $(p>.10)$ |  |
| Number of L2-only blocks | 0.23 | $(p>.10)$ | -0.27 | $(p>.10)$ |  |
| Percentage of L2 in mother's input | 0.26 | $(p>.10)$ | 0.16 | $(p>.10)$ |  |
| Number of L2 speakers (relatives \& caregivers) | 0.09 | $(p>.10)$ | -0.04 | $(p>.10)$ |  |
| Average within-block language purity | 0.25 | $(p>.10)$ | -0.14 | $(p>.10)$ |  |
| Average within-speaker language purity | $\mathbf{0 . 3 8}$ | $(p=.08)$ | 0.16 | $(p>.10)$ |  |

## Chapter 4

## Perception of language-specific phonological rules

In this chapter we will explore the perception of language-specific phonological rules in French-English bilingual children. The first half of this chapter was submitted for publication: Carbajal, M.J., Chartofylaka, L., Hamilton, M., Fiévet, A.C. and Peperkamp, S. (in revision) Compensation for phonological assimilation in bilingual children.

In the second half of this chapter, we describe a series of pilot experiments that were conducted in order to find an appropriate paradigm for testing our within-subject design.

### 4.1 Article

## Compensation for Phonological Assimilation in Bilingual Children


#### Abstract

We investigate bilingual children's perception of assimilations, i.e. phonological rules by which a consonant at a word edge adopts a phonological feature of a neighboring consonant. For instance, English has place assimilation (e.g., green is pronounced with a final $[\mathrm{m}]$ in green pen), while French has voicing assimilation (e.g., sac is pronounced with a final [g] in sac vert 'green bag'). Previous research has shown that French and English monolingual toddlers compensate for the assimilation rule of their language, correctly recovering the intended words, but not for a rule that does not exist in their language. Using a word recognition videogame with French sentences, we show that FrenchEnglish bilingual 6-year-olds' perform exactly like French monolinguals of the same age: they compensate for voicing but not for place assimilation. Thus, despite their dual language input they have acquired French voicing assimilation and show no interference from English place assimilation.


## Introduction

Bilingual children need to acquire two distinct phonological systems, each composed of a variety of aspects, such as sound categories, syllable structure, and phonological rules. As in monolinguals, phonological acquisition occurs during the first years of life, but not necessarily at the same speed. For instance, depending on the language pair and the overlap between their sound categories, the acquisition of these categories and the ability to use them for word learning can take longer to develop when infants are exposed to a dual language input (Bosch \& Sebastián-Gallés, 2003a, 2003b; Fennell, Byers-Heinlein \& Werker, 2007; Havy, Bouchon \& Nazzi, 2015; Liu \& Kager, 2015; Ramon-Casas, Swingley, Sebastián-Gallés \& Bosch, 2009; Sundara, Polka \& Genesee, 2006; Sundara \& Scutellaro, 2011).

Languages differ not only in their composing sounds, but also in the way these sounds are produced in different phonological contexts, and how they organize to form words and sentences. Children exposed to a dual speech input are thus faced with the task of disentangling and learning two such sets of language-specific phonological grammars. This challenging task may produce different patterns of acquisition compared to what has been documented for monolingual children. Research on the development of phonological structures in young bilinguals beyond the acquisition of sound categories, however, remains scarce, and has so far focused on children's productions (Fabiano-Smith, Oglivie, Maievski \& Schertz, 2015; MacLeod \& Fabiano-Smith, 2015; Nicoladis \& Paradis, 2011; Paradis, 2001). For instance, in a study using a nonword repetition task, Paradis (2001) investigated French-English bilingual toddlers' truncations in nonce words. Truncations (e.g., nana for banana) are typical of toddlers' productions and are known to be influenced by language-specific word-prosodic properties (Allen \& Hawkins, 1980). While the truncation patterns of the bilingual toddlers in each of their languages were found to generally match those of the corresponding monolingual French and English toddlers, there was also some evidence of cross-linguistic transfer. Thus, their phonological systems appeared to be differentiated, yet not fully independent. In another study using a picture naming task, Nicoladis and Paradis (2011) explored French-English bilingual children's production of liaison, a complex phonological rule in French that causes word-final silent consonants to be pronounced before a vowel-initial word (e.g., petit [pəti] 'small' is pronounced [pətit] in petit ours 'small bear'). They found that, in general, 3 - to 5 -year-old children's French vocabulary -but not their agecorrelated positively with their production of liaison. Interestingly, when matched by vocabulary, bilinguals applied liaison less often than their monolingual peers', but only in low-frequency collocation frames, suggesting that their acquisition of liaison lagged behind that of monolinguals. However, the sample size of this matched comparison was very small ( 6 monolinguals and 6 bilinguals), making it difficult to draw conclusions.

Here, we investigate the perception of a phonological process that alters the surface form of words in specific contexts. Assimilations are phonological rules that cause certain sounds to adopt specific features from adjacent sounds. While common across the world's languages, the sounds that undergo a change, the specific features that change, and the contexts that trigger them vary from one language to the other. For example, in English, the word-final alveolar consonants $/ \mathrm{t} / \mathrm{h} / \mathrm{d} /$, and $/ \mathrm{n} /$ can adopt the place of articulation of a following labial $(/ \mathrm{b} /, / \mathrm{m} /$, $/ \mathrm{p} /$ ) or velar $(/ \mathrm{g} /$, $/ \mathrm{k} /$ ) consonant. Thus, a word like green [giin] may be produced as greem [gxim] if followed by a word beginning with a labial sound, such as the consonant /b/ in the phrase green ball [gximbol]. While place assimilation rules are present in many languages, assimilation may also involve other features. This is the case in French, where place assimilation does not exist; instead, it is the voicing feature (i.e., the vibration of the vocal folds) of certain consonants that may spread to neighboring sounds. More specifically, voiceless obstruents (/p/, /t/, /k/, /f/, /s/, /J/) may adopt the voicing value of a following voiced obstruent $(/ \mathrm{b} /, / \mathrm{d} /, / \mathrm{g} / \mathrm{l} / \mathrm{v} / \mathrm{l} / \mathrm{z} / \mathrm{h} / \mathrm{z} / \mathrm{)}$, and vice versa: voiced obstruents may turn into their voiceless counterparts if followed by an unvoiced obstruent. For instance, the French word robe [боb] 'dress' may be pronounced as [бэр] if followed by a word beginning with a voiceless obstruent, as in the phrase robe sale [кэрsal] 'dirty dress'. The application of these rules is context-specific, such that, for instance, the word robe does not undergo assimilation if followed by a consonant other than a voiceless obstruent, as in the phrase robe noire [коbnwar] 'black dress'.

There is ample evidence that listeners have detailed knowledge of languagespecific assimilation, and compensate for its effect in order to retrieve the intended word (Coenen, Zwitserlood \& Bölte, 2001; Darcy, Ramus, Christophe, Kinzler \& Dupoux, 2009; Gaskell \& Marslen-Wilson, 1996; Gaskell \& Snoeren, 2008; Mitterer \& Blomert, 2003). For instance, Darcy et al. (2009) showed that French listeners tend to recognize the word robe [коb] when it is pronounced with a final [p] in robe sale, where voicing assimilation is viable, but not in robe noire, where it is unviable. Thus,
they compensate for their native rule of voicing assimilation in a context-sensitive manner. By contrast, they hardly compensate for a hypothetical rule of place assimilation; that is, they generally fail to recognize the word lune [lyn] 'moon' when it is pronounced with final $[\mathrm{m}]$ in lune pale 'pale moon', even though it presents a viable context for place assimilation. ${ }^{1}$ English listeners who were tested on English sentences showed the reverse pattern; that is, they compensated more for their native rule of place assimilation than for a hypothetical rule of voicing assimilation.

This language-specific compensation for assimilation has also been found in toddlers (Skoruppa, Mani \& Peperkamp, 2013; Skoruppa, Mani, Plunkett, Cabrol \& Peperkamp, 2013). For instance, Skoruppa, Mani and Peperkamp (2013) used a picture pointing task with French and English 2½- to 3 -year-old toddlers. French toddlers were tested on both their native voicing assimilation and the non-native place assimilation rule. In each trial, they were first presented with two pictures, one of a familiar and one of an unknown object. Each picture was presented with a short labeling sentence, where the label for the unknown object differed from that of the familiar one only in either the place or the voicing feature of the final consonant. For instance, the familiar object chair - in French: chaise [ $\left.\int \varepsilon z\right]$ - would be paired with an unknown object called [ [ $\varepsilon s]$. Both pictures then reappeared on screen side by side, accompanied by a phrase containing the novel word embedded in one of two possible phonological contexts: either followed by a consonant that allows the corresponding assimilation (viable condition), such as the voiceless obstruent /p/ in Montre la [fes] par ici! 'Show the [ $\left.\int \varepsilon s\right]$ over here!', or followed by a context that does not produce the respective assimilation (unviable condition), such as the liquid consonant /l/ in Montre la [fes] là-bas ! 'Show the [fes] over there!'. In voicing assimilation trials, French toddlers pointed at the familiar object more often upon hearing the altered word form in a viable than in an unviable context for assimilation. Furthermore, when tested on non-native place assimilation, they failed to recognize the familiar

[^17]words independently of the context. Additionally, English toddlers were tested, but only on their native place assimilation rule, for which they showed context-sensitive compensation. In a second study, however, Skoruppa, Mani, Plunkett, et al. (2013) showed that like French toddlers, English toddlers fail to compensate for a nonnative assimilation rule. Here, 24 -month-olds were tested in an intermodal preferential looking paradigm. The design of the experiments was similar to the one for the picture pointing task. In particular, pictures of familiar objects were paired with pictures of unfamiliar objects whose label differed from that of the familiar one only in the last consonant. Following the presentation of the two pictures and their labels, the pictures were shown side by side and toddlers were asked to look at one of them. Both French and English toddlers were tested on voicing assimilation. French toddlers increased their looks to the familiar object in the post-naming phase when they heard an assimilated form in a viable but not in an unviable context. English toddlers, by contrast, showed no such increase, regardless of the context in which the assimilated form occurred.

Taken together, these studies thus show that like adults, French and English toddlers show language-specific knowledge of assimilation: they compensate for their native but not for a non-native assimilation rule. This is quite remarkable, since the frequency with which assimilation applies in spontaneous speech tends to be low. For instance, Dilley \& Pitt (2007) found that in an English corpus of spontaneous speech, $3.2 \%$ of words ended in a consonant that can undergo place assimilation given its following context, of which $9 \%$ were effectively assimilated. Note, though, that a higher assimilation rate, $22 \%$, has been reported for English infant-directed speech (Buckler, Goy \& Johnson, 2018). For French, no systematic analysis of voicing assimilation rates in spontaneous speech has yet been conducted. However, in a corpus of journalistic speech, Adda-Decker \& Hallé (2007) found that $1.8 \%$ of all word boundaries contained a viable context for voicing assimilation, and assimilation rates were slightly above $20 \%$.

The aim of the present study is to examine how the presence of a second language during early childhood affects acquisition. Would bilingual children acquire their language-specific rules and hence behave like monolinguals in both of their languages? To start investigating this question, we examine how French-English bilingual children who have heard both languages regularly from their first year of life, perceive voicing and place assimilation when listening to French. While place assimilation is not a native rule in French, French-English bilinguals may be familiar with this rule from their English input. Since bilingual children have a reduced exposure to each language compared to monolinguals of the same age, we test 6 -yearold children, who should have had experience with both rules and have learnt a sufficient number of assimilable words to be used in the experiment.

In the studies with monolingual toddlers mentioned above (Skoruppa, Mani \& Peperkamp, 2013; Skoruppa, Mani, Plunkett, et al., 2013), native and non-native rules were tested in separate groups of participants. Here, we want to test all children on both voicing and place assimilation in a single experiment, allowing us to directly compare their processing of these rules. We therefore implemented a childfriendly touchpad videogame that allows us to gather sufficient data on both rules. In this game, children are presented with pictures of familiar objects. For each item they hear a phrase containing the object's name, always pronounced with either a place or a voicing change in its final consonant in either a viable or an unviable context for the corresponding assimilation rule. If children recognize the altered word form as a good pronunciation of the familiar object, they are to click on its picture, while if they reject it as a valid pronunciation of the target word, they are instructed to click on a red cross presented on its side. How often children choose the picture of the familiar object - that is, how often they accept the altered word form as a good pronunciation - in the viable and unviable contexts for each assimilation rule is thus informative of their ability to compensate for assimilation.

In Experiment 1, we test French monolingual 6-year-olds. Based on previous results with monolingual adults (Darcy et al., 2009) and toddlers (Skoruppa, Mani \&

Peperkamp, 2013; Skoruppa, Mani, Plunkett, et al., 2013), we expect them to show compensation for voicing (native) but little or no compensation for place (non-native) assimilation. Crucially, we also expect to observe a significant difference in their response patterns for these two rules, thus providing clear evidence that native and non-native assimilation are treated differently. In the between-participant designs for toddlers of Skoruppa, Mani and Peperkamp (2013) and Skoruppa, Mani, Plunkett, et al. (2013), this difference was not tested, but it was observed in adults with the within-participants design of Darcy et al. (2009).

In Experiment 2, we test French-English bilingual children of the same age, for whom there are several plausible outcomes. On the one hand, 6-year-old bilinguals may have already acquired French voicing assimilation, with no interference from English. If this is the case, then we should observe the same response pattern as that in their monolingual peers in Experiment 1, i.e. compensation for voicing but not or only a little for place assimilation. On the other hand, it is possible that bilinguals show signs of delay and/or cross-linguistic influence in their compensation patterns. For instance, due to their familiarity with place assimilation in their English input, they may show context-specific compensation for both voicing and place assimilation in French. Or, given that their input is more variable than that of monolinguals, they may be more flexible regarding mispronunciations and thus accept all word alterations as valid, regardless of context; in that case, they should show high acceptance rates for both voicing- and place-assimilated forms in both the viable and the unviable contexts. Alternatively, due to their more variable input they may show a lack of compensation by rejecting all assimilated forms, even those presented in valid contexts.

## Experiment I: Monolinguals

## Methods

## Participants

Twenty-one French monolingual 6-year-olds ( 13 girls, 8 boys, mean age: 70.01 months, age range: $64.73-75.33$ months) participated. An additional two children were tested but not included in the analysis due to failure to pass the training criteria (see Exclusion criteria section below). Written consent was obtained from the parents of all participating children prior to testing.

## Materials

A set of twenty-four monosyllabic French nouns and matching color pictures were selected as test items. Some of the pictures were taken from Rossion and Pourtois' (2014) color version of the Snodgrass pictures set; the others were drawn by the first author. All items were judged to be generally known by French children based on children's picture books and vocabulary questionnaires collected during a pilot study. Three of the nouns had an English cognate that differed, however, in at least one phoneme.

Half of the nouns were selected to test voicing assimilation, the other half to test place assimilation (see Appendix A). The nouns for voicing assimilation ended in either a voiced or a voiceless obstruent, e.g., robe [ьэb] "dress", tasse [tas] "cup". From each of these nouns, its assimilated form was constructed by changing the voicing value of the final consonant, thus transforming voiced obstruents into their voiceless counterparts, and vice-versa (e.g., $[$ ков $] \rightarrow[$ бор], $[\mathrm{tas}] \rightarrow[\mathrm{taz}]$ ). The nouns for place assimilation ended in one of the alveolar consonants [t, d, n], e.g., botte [bot] "boot", viande [vjãd] "meat", lune [lyn] "moon". From each of these nouns, an assimilated form was constructed by changing the place of articulation of the final consonant to bilabial (e.g. [bot] $\rightarrow$ [bop], [vjãd] $\rightarrow$ [vjãb], [lyn] $\rightarrow$ [lym]). All
assimilated forms were non-words or infrequent real words not known to 6 -year-old children.

Each of the 24 assimilated forms was embedded in two short sentences with a touching request. One of the sentences provided a viable context for assimilation, and one an unviable context. Examples are shown in Table 1). Thus, for voicing assimilation, the final obstruent of the assimilated form was followed by an obstruent with the same voicing value (viable context), or by any other consonant (i.e., an obstruent with the opposite voicing value, or a liquid or nasal consonant; unviable context). Similarly, for place assimilation, the final, labial, consonant of the assimilated form would be followed by a labial consonant (viable context), or by a consonant with another place of articulation (unviable context). Note that for this rule, the terms viable and unviable refer to the context's status according to the place assimilation rule in English.

## Table 1

Sample Sentences with Viable and Unviable Contexts for Voicing and Place Assimilation.

| Rule | Target word | Context | Example | Translation |
| :--- | :--- | :--- | :--- | :--- |
| Voicing | tasse [tas] "cup" | Viable | Touche la [taz] devant toi! | "Touch the \# in front of you." |
|  |  | Unviable | Touche la [taz] maintenant! "Touch the \# now." |  |
| Place | lune [lyn] "moon" | Viable | Touche la [lym] par ici. | "Touch the \# over here." |
|  |  | Unviable | Touche la [lym] là-devant. | "Touch the \# there up front." |

Nine additional color pictures denoting familiar nouns were selected for pretraining $(n=3)$ and training $(n=6)$. The items for pre-training were a ball, a heart, and a hen. The ball was only matched with its correct name (in French, balle [bal]), and the other two items were only matched with a non-word, differing from the object's name on either the entire rhyme (*kime [kim] for coeur [kœъ] "heart") or on its final consonant (*pouke [puk] for poule [pul] "hen"). The items for training were -
like the test items - each matched with both its correct pronunciation and a nonword, differing only in either voicing or place of articulation of the final consonant (e.g., glace [glas] "ice cream" - *glaze [glaz]). All pre-training and training items, as well as the matched non-words, were embedded in the final position of a short sentence of the form Touche le/la \#!"Touch the \#".

All sentences were recorded by a female native French speaker. She was instructed to read them in child-directed speech and without pauses. Minor editing and intensity normalization ( 70 dB ) were done using the software Praat (Boersma \& Weenink, 2015). To verify that the target consonants in the test sentences were always produced in their fully assimilated form, we asked 12 adult monolingual French speakers to listen to the final $\mathrm{V}(\mathrm{C}) \mathrm{C}$ segments of each assimilated word (e.g., [az] from Touche la [taz] maintenant) in both viable and unviable conditions, and to categorize the final consonant. In each trial, they were given two options to choose from: either the assimilated form (in this example, [z]) or the unassimilated form (here, $[\mathrm{s}]$ ). To avoid a bias for the assimilated form, control samples extracted from the unassimilated words produced in sentence-medial position were included as distractors (e.g., [as] from Touche la tasse maintenant). The order of presentation of the two rules (place, voicing) was alternating, while items and contexts (viable, unviable) were fully randomized. Consonants from voicing items were correctly identified in $97.9 \%$ of the cases in the viable condition and $95.8 \%$ in the unviable condition. A paired-samples t-test revealed no significant difference in voicing classification accuracy between conditions $(t(11)=0.67, p=0.52)$. Consonants from place items were correctly identified in $98.6 \%$ of the cases in the viable condition and $92.4 \%$ in the unviable condition. No significant difference in place classification accuracy was found between conditions $(t(11)=-1.62, \quad p=0.13)$. Finally, no difference was found in overall accuracy for place and voicing samples $(t(67.2)=$ $0.26, p=0.79$ ).

## Procedure

The experiment was implemented as a videogame app for tablets (a modified version of Cristia, 2016's app was used). An iPad Air 2 (model A1566) with a 9.7 inch screen and running on iOS 9 was used. The study took place either in a quiet room at a kindergarten school in Paris $(n=13)$, or in our babylab $(n=8)$. During the experiment, children sat down at a low table accompanied by the experimenter. Parents of children tested in the babylab were allowed to observe the experimental session through a monitor in a separated room, or by staying in the same room in silence and out of the child's sight.

Before the game began, the experimenter explained the task and motivated the child to play. Children were told that during the game, they would see an object on one side of the screen and a red cross on the opposite side (Figure 1), and that a cartoon girl would appear and ask them to touch the object. Children were then told that the girl sometimes made mistakes while saying the name of the object, and if she did, they should click on the red cross instead of the object. The exact sequence of events in each trial was as follows: first, the picture of the object and the red cross appeared each on one side of the screen. Following a 3 second pause, the girl appeared in the middle of the screen and waited until the child clicked on her. This second pause, controlled by the children, gave them sufficient time to look at the picture and recognize the object before hearing the phrase. After clicking, the touch response became blocked while the character produced the request phrase. The touch response then reactivated, allowing the child to give an answer by clicking either on the picture of the object or on the red cross. No time limit was given to produce an answer, however, if the child took more than 6 seconds to respond, the character would make a sound to remind the child to make a choice.

The experiment lasted approximately 10 minutes and was composed of three stages:

Pre-training. The game began with three trials of low difficulty that allowed the child to get familiarized with the game and the touchpad. In all three trials, the target word or non-word appeared sentence-finally (e.g., Touche la balle !"Touch the ball!'). The order of pre-training trials was identical for all children, always beginning with a ball paired with its correct pronunciation, and continuing with a heart and then a hen, for which only non-words were used (the first one differing on the entire rhyme, the second one only on the last consonant). During this first stage, the experimenter offered help when necessary, and incorrect trials were repeated until the child answered correctly. Each time a correct answer was given, a cheerful chime played and a progress bar located at the top of the screen increased in size. After completion of pre-training, a star appeared on screen and the child was congratulated before moving on to the next stage.


Figure 1. Screenshot of the game, showing the picture of a familiar object (here, a ball) on the left and a red cross on the right, with the cartoon character in the middle.

Training. Children were presented with 6 training trials, half of which contained the correct pronunciation of the target word, and the other half a mispronunciation formed by a change in either voicing or place of articulation of the final consonant. As in pre-training, words appeared sentence-finally and trials were repeated until the correct answer was given, but the experimenter remained silent
until the child made a choice. If the answer was correct, they heard a cheerful chime and the experimenter gave positive feedback, while if it was incorrect, she encouraged the child to try again without offering help. As a reward, a star appeared on screen after the third and sixth successful trial.

Test. Children were told that they had won the first part of the game and would play a second part without any help from the experimenter, who would stay in the room but turn her back and look away. To motivate them to keep playing, the experimenter explained that there were four stars to win, and that they would receive a sticker if they won them all. Unknowingly to them, trials were never repeated, and all children would get to see the four stars and win the sticker.

Children were presented with sentences containing the assimilated form of the target word in sentence-medial position, followed by either a viable or an unviable context for the corresponding assimilation rule. There were six trials of each of four experimental conditions (i.e., voicing viable, voicing unviable, place viable, place unviable), for a total of 24 trials. The context in which each test item appeared was counterbalanced across two lists, thus presenting each item only once to each child. Trials were divided into four blocks of six, containing equal numbers of voicing and place trials, as well as equal numbers of viable and unviable trials. Odd-numbered blocks contained two voicing viable trials and one place viable trial; in evennumbered blocks it was the opposite. All four test conditions were completely balanced every two blocks, and the side on which the picture of the target object appeared (left or right) was balanced within every block. No feedback was given during the test, except for the progress bar included in the game. At the end of each block, a star appeared.

## Exclusion criteria

Although the game was expected to be easily learnt, a limit on the number of errors accepted in the training phase was imposed to make sure that all children included in the analysis had understood the task. Specifically, children were excluded from
analysis if they a) made mistakes in more than two items, or b) made more than two mistakes on the same item.

## Results and discussion

Children's responses were automatically collected by the app and coded as a binary dependent variable representing whether the child clicked on the picture or the cross in each trial. Figure 2 shows the proportion of trials where the picture of the familiar object was chosen, split by condition. Responses were analyzed with a generalized linear mixed model (GLMM) with binomial family and logit link using package lme4 (Bates, Maechler, Bolker \& Walker, 2015) in the $R$ environment (R Core Team, 2017). The model included fixed effects of assimilation rule (voicing, place) and context (viable, unviable), as well as the interaction between them. A maximal random effects structure was used (Barr, Levy, Scheepers \& Tily, 2013), including an intercept as well as slopes for rule, context and their interaction by participant, and an intercept and slope for context by item. The variables rule and context were treatment-coded, with rule $=$ voicing and context $=$ viable as baseline levels. ${ }^{2} \mathrm{P}$ values were obtained for all fixed effects using the car package (Fox \& Weisberg, 2011). ${ }^{3}$ A summary of the results is shown in Table 2.
2. In treatment coding, the estimate of the intercept corresponds to the mean of the baseline level, and the estimates for the independent variables correspond to simple effects (as opposed to main effects) of these variables with respect to the baseline (e.g., the estimate for context given voicing viable as baseline corresponds to the difference between voicing viable and voicing unviable trials).
3. In order to evaluate a potential effect of trial order, the model originally contained block as an additional fixed effect. This factor did not yield a significant effect ( $\beta=-0.20, S E=0.22$, n.s.), and was therefore excluded from the model reported in the main text. We also checked that the overall model fit was not better when this factor was included (likelihood-ratio test: $\chi^{2}(1)=0.87$, $p=0.35)$.

Table 2
Summary of the generalized linear mixed model for monolinguals.

| Fixed effect | $\beta$ | $S E$ | $z$ | $p$ |
| :--- | ---: | ---: | ---: | ---: |
| Intercept (voicing, viable) | 1.82 | 0.97 | 1.86 | 0.06 |
| Context (unviable) | -3.30 | 0.80 | -4.11 | $<.0001$ |
| Rule (place) | -3.48 | 0.97 | -3.59 | 0.0003 |
| Interaction: Rule x Context | 2.94 | 1.19 | 2.47 | 0.01 |



Figure 2. Boxplots representing the percentage of clicks on the picture of the familiar object per condition for monolingual children in Experiment 1. The bold horizontal line inside each box represents the median, while the bottom and top boundaries represent the first and third quartiles, respectively. Vertical lines extend to the highest and lowest values within 1.5 times the inter-quartile range above and below the boundaries. Individual dots represent outliers.

A likelihood ratio test of the resulting GLMM against the null model showed an overall good fit of the data $\left(\chi^{2}(3)=16.3, p=0.001\right)$. As shown in Table 2, the estimated intercept shows a marginally significant preference for the familiar object over the cross in voicing viable trials. Crucially, the analysis revealed significant
effects of rule and context, as well as an interaction of rule by context. The negative estimate for rule indicates that the picture of the familiar object was more often selected when hearing voicing viable than place viable trials. The negative estimate for context indicates that children selected the picture of the familiar object more often when hearing voicing assimilation in a viable than in an unviable context. As to the interaction, it suggests that the effect of context is smaller for place than for voicing assimilation. In order to examine whether there is an effect of context in place assimilation trials, the rule variable was releveled with place as the baseline level. This releveling revealed no significant difference between viable and unviable contexts for place assimilation ( $\beta=-0.37, S E=0.82$, n.s.).

In line with previous findings with toddlers (Skoruppa, Mani \& Peperkamp, 2013; Skoruppa, Mani, Plunkett, et al., 2013) these results show that French monolingual children compensate for voicing assimilation - a phonological rule that applies in their language - in a context-specific manner, but not for place assimilation, a rule that applies in English but not in French. Furthermore, this study successfully allowed for testing a native and a non-native rule within the same group of children, and showed for the first time a significant difference between compensation for the native rule and lack of compensation for the non-native rule, similarly to what has been reported for adults (Darcy et al., 2009). Most importantly, this provides a suitable method for testing bilingual children, as it allows us to simultaneously assess their interpretation of native and non-native rules

The next experiment assesses compensation for voicing and place assimilation in French-English bilingual children, using the same design and stimuli as in Experiment 1.

## Experiment 2: Bilinguals

## Methods

## Preregistration

This experiment was pre-registered - after completion of Experiment 1 - through the Open Science Framework platform (available at https://osf.io/52z9g/). At the moment of pre-registration, two bilingual children had already been recruited but their data had not yet been downloaded from the application nor examined in any way. The document specified the number of participants, exclusion criteria, and data analysis plan. With the exception of a small modification to the exclusion criteria (see below), the study was conducted as pre-registered.

## Participants

Twenty-one French-English bilingual 6-year-olds (10 girls, 11 boys, mean age: 71.44 months, age range: $66.66-77.40$ months) participated in this study. An additional five children were tested but not included in the analysis due to failure to pass the training criteria $(n=3)$, lack of knowledge of some of the words used during training according to parental report ( $n=1$, see details of exclusion criteria below), or because they were more than 3SD above the average age of the monolingual group ( $n$ $=1)$.

Bilinguals' language background was assessed through a parental questionnaire, in which parents estimated the percentage of exposure to each language both since birth and in the past 6 months, as well as the percentage of the child's output in each language. They were also asked to rate their child's comprehension and expression skills in each language on a scale from 1 (doesn't speak the language) to 5 (comparable to a monolingual of the same age). Finally, they provided information regarding their own native language(s) and language use with their child. The questionnaire data are summarized in Table 3. All children had
Table 3
Summary of Bilinguals' Language Background

| Parents' native languages | N | Main language used with the child |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Mother |  | Father |  |  |
| Both French monolinguals* | 1 | French |  | French |  |  |
| Both English monolinguals | 1 | English |  | English |  |  |
| French mother, English father | 1 | French |  | English |  |  |
| English mother, French father** | 11 | English ( $n=11$ ) |  | French ( $n=11$ ) |  |  |
| French-English bilingual mother, French father | 5 | English ( $n=5$ ) |  | French ( $n=5$ ) |  |  |
| English mother, French-English bilingual father | 1 | English |  | French |  |  |
| Both French-English bilinguals | 1 | French |  | English |  |  |
| Language input |  | French |  | English |  | T-test |
|  |  | Mean | Range | Mean | Range |  |
| Percentage of exposure (since birth) Percentage of exposure (current) |  | 60\% | ( $40 \%-75 \%$ ) | 40\% | ( $25 \%-60 \%$ ) | $t(20)=4.76, p=.0001$ |
|  |  | 62\% | ( $40 \%-80 \%$ ) | 38\% | ( $20 \%$ - 60\%) | $t(20)=5.12, p<.0001$ |
| Language use |  | French |  | English |  | T-test |
|  |  | Mean | Range | Mean | Range |  |
| Percentage of output (current) |  | 71\% | ( $50 \%-100 \%$ ) | 29\% | (0\%-50\%) | $t(20)=5.60, p<.0001$ |
| Comprehension rating (1-5) |  | 4.95 | (4-5) | 4.55 | (3.5-5) | $t(20)=3.44, p=.003$ |
| Expression rating (1-5) |  | 4.95 | (4-5) | 3.79 | $(1-5)$ | $t(20)=4.06, p=.0006$ |
| * This family lived in Singapore. The child heard French at home and English from his nanny as well as from staff and classmates at an English kindergarten. <br> ** In two cases one of the parents was bilingual in a second language that was neither English nor French, but never spoke the second language to the child. |  |  |  |  |  |  |

received regular exposure to both French and English since their first year of life (20 children had begun their bilingual exposure at birth, the remaining one had heard French since birth and English from the age of 6 months), with exposure to each language comprising between $25 \%$ and $75 \%$ of their total exposure. The majority of the participants had a native English speaking mother who talked to them mostly or only in English since birth $(n=18)$, but overall children heard more French than English. English-speaking parents spoke a variety of English dialects (British, North American, Australian and South-African).

## Materials

All materials were the same as those used in Experiment 1.

## Procedure

The experiment took place either in our babylab $(n=13)$, or in a quiet room at the participant's home located in the Paris region $(n=8)$. About half of the children were tested on the same iPad Air 2 as those in Experiment 1 (model A1566); the others were tested on a 5th-generation iPad (model MP2F2NF/A) running on iOS 10. Both iPads had the same screen size of 9.7 inch.

All procedures were the same as those used in Experiment 1, except that - as bilingual children's vocabulary could be smaller than their monolingual peers' due to their reduced exposure to each language - the main French-speaking caregiver filled in a vocabulary questionnaire which was used to check the child's knowledge of the training and test items.

## Exclusion criteria

In addition to the exclusion criteria defined in Experiment 1, two other conditions were imposed on the bilingual group. As pre-registered, children were excluded from analysis if a) any of the words used during training was reported by the parents as not known to the child, or b) more than two words in any of the four experimental
conditions was reported as not known to the child. As we had initially selected and recorded a few extra training items, we were sometimes able to replace an unknown training item with an alternative known word with the same final contrast, thus preventing participant exclusion. This procedure, which was not pre-registered, was applied on two occasions.

Finally, individual test trials were excluded from analysis if the item was reported as not known by the child in the vocabulary questionnaire.

## Results and discussion

Bilinguals' data was analyzed using the same generalized linear mixed model as used for monolinguals in Experiment 1. Four trials, each from a different child, were excluded from analysis based on their vocabulary questionnaires. A summary of the results is shown in Table 4. Figure 3 shows the proportion of trials where the picture of the familiar object was chosen, split by condition.


Figure 3. Boxplots representing the percentage of clicks on the picture of the familiar object per condition for bilingual children in Experiment 2. The bold horizontal line inside each box represents the median, while the bottom and top boundaries represent the first and third quartiles, respectively. Vertical lines extend to the highest and lowest values within 1.5 times the inter-quartile range above and below the boundaries.

## Table 4

Summary of the generalized linear mixed model for bilinguals.

| Fixed effect | $\beta$ | $S E$ | $z$ | $p$ |
| :--- | ---: | ---: | ---: | ---: |
| Intercept (voicing, viable) | 2.77 | 1.29 | 2.15 | 0.03 |
| Context (unviable) | -3.98 | 0.96 | -4.14 | $<.0001$ |
| Rule (place) | -3.65 | 1.19 | -3.06 | 0.002 |
| Interaction: Rule x Context | 4.34 | 1.03 | 4.20 | $<.0001$ |

The resulting GLMM was tested against the null model through a likelihood ratio test, revealing a good fit of the data $\left(\chi^{2}(3)=16.8, p=0.0008\right)$. As monolinguals, bilinguals showed significant effects of rule and context, as well as an interaction of rule by context. The intercept, corresponding to the mean in voicing viable trials, revealed a significant preference for the picture of the familiar object over the red cross. The direction of the effects indicates, as in the monolingual group, a higher preference for the familiar object when hearing voicing viable phrases compared to both voicing unviable and place viable phrases. A releveling of the rule variable with place as the baseline revealed no significant effect of context for place assimilation $(\beta=0.36, S E=0.57$, n.s. $)$, that is, bilingual children did not compensate for this rule. To directly compare the responses of both groups, a posthoc analysis - not included in the preregistration - was performed, pooling data from both experiments, and including group (monolingual, bilingual) as a fixed factor in a triple interaction with rule and context. The resulting model revealed no significant effect of group, neither as a simple effect, nor in interaction with the other fixed factors. Thus, bilingual children's results do not differ from those of their monolingual peers.

Further post-hoc explorations of the relation between bilingual children's compensation patterns and their language background revealed no correlation between their voicing difference score, defined as the difference between the percentage of clicks on the familiar object in the viable minus the unviable conditions
in voicing trials, and their percentage of French exposure (since birth: $r=-0.40, p=$ 0.07; current: $r=0.10, p>0.1$ ). Similarly, there was no correlation between their place difference score and their percentage of English exposure (since birth: $r=0.37$, $p=0.1$; current: $r=-0.13, p>0.1$ ).

Overall, these results show that, like monolingual French children, FrenchEnglish bilingual children compensate for voicing but not for place assimilation when listening to French. The absence of a correlation between their language input and the magnitude of their compensation for either rule is not surprising given the high overlap between the compensation patterns of monolinguals and bilinguals. However, the number of trials per condition may have been insufficient to observe individual differences. It should also be noted that the bilingual population in this study was relatively homogeneous, as most children had similar language backgrounds (for instance, most of them had an English speaking mother and a French speaking father), and the observed range of children's French exposure was narrow (mean exposure to French: 60\%, range: $40 \%$ - $75 \%$ ). Different results might thus be observed in a more heterogeneous bilingual sample.

## General discussion

The present study investigated monolingual and bilingual 6 -year-olds' compensation for voicing and place assimilation in French sentences. Using a word recognition task in a tablet-based experiment, we first showed that monolingual French children compensate for a native voicing assimilation rule, but not for a non-native place assimilation rule. That is, they were more likely to recognize the name of a familiar object when presented with a word-final voicing change in a viable context than in an unviable context for voicing assimilation, while they failed to recognize the name when presented with a word-final place change, irrespective of the following context. These results are similar to previous findings with monolingual toddlers (Skoruppa, Mani \& Peperkamp, 2013; Skoruppa, Mani, Plunkett, et al., 2013), but with a critical
addition: We simultaneously tested children's processing of native and non-native rules, showing for the first time a significant difference as indicated by the interaction between rule (voicing vs. place assimilation) and context (viable vs. unviable). This interaction was previously reported for adults (Darcy et al., 2009), and it is crucial for our research question on compensation for assimilation in bilinguals.

In our second experiment, we tested French-English bilinguals using the same game, and showed that their compensation pattern in French is not different from that of their monolingual peers. That is, they also compensated for voicing but not for place assimilation, and showed a significant interaction between rule and context. Furthermore, their performance did not correlate with the amount of exposure (whether counted from birth or over the last 6 months) to their two languages. These results indicate that, in spite of their reduced exposure to French, bilingual 6-yearolds have successfully developed a compensation mechanism for a complex phonological rule, without any apparent interference from their second language.

It would be interesting to know how our group of bilingual children would perform on English sentences. Despite the fact that $80 \%$ of them had an Englishspeaking mother, they were on average slightly dominant in French, both in terms of language input (mean: $60 \%$ French) and in terms of language use (mean: $71 \%$ French, and higher ratings for both comprehension and expression in French). This leaves open the possibility that their performance on English would not be native-like but show interference from French, with compensation not only for place but also for voicing assimilation. At a younger age, French-dominant bilinguals might even compensate only for voicing assimilation when listening to English. Conversely, testing in an Anglophone country would probably allow us to obtain an Englishdominant sample, in which we might observe native-like performance on English but not on French sentences. To the best of our knowledge, cross-linguistic transfer in bilingual children's phonology has so far only been shown in production (Paradis, 2001). Evidence from second language learners, however, suggests that it could
likewise occur in the acquisition of compensation for assimilation. Darcy et al. (2007) tested native speakers of French learning English and native speakers of English learning French, in both their native and their second language (L2). The results revealed that beginner learners tend to transfer their native-rule perception to the newly learnt language: English learners of French compensated for place but not for voicing assimilation not only in English but also in French sentences, and vice versa for French learners of English. Advanced learners, however, correctly compensated for their native rule in their native language and for their L2 rule in their L2 language, thus showing full separation of the phonological rules. Future work should thus assess children with a fully crossed design at different ages, testing each child not only on both phonological rules but also in both languages. However, given that bilingual children often have smaller vocabularies in each language in comparison to monolinguals of the same age (Bialystok, Luk, Peets, \& Yang, 2010; Marchman, Fernald \& Hurtado, 2010; Hoff et al., 2012), finding a sufficient number of known assimilable words in both languages and testing children in such a demanding task may prove difficult, especially at younger ages.

More generally, even for monolinguals questions remain open as to when and how assimilation rules are acquired. Recall that Skoruppa, Mani, Plunkett, et al. (2013) found adult-like compensation for assimilation in 24 month-olds. It is difficult to test much younger infants with a lexical task, as they do not know enough words yet. However, using a mismatch paradigm with EEG recordings, Fort, Brusini, Carbajal, Sun and Peperkamp (2017) found that even at 14 months of age infants have some knowledge of native assimilation rules. That is, 14 -month-old Frenchlearning infants - like French adults (Sun et al., 2015) - failed to discriminate a voicing contrast in a viable assimilation context (e.g., [ofbe] vs. [ovbe]: no mismatch response), while they successfully detected it in an unviable assimilation context (e.g., [ofne] vs. [ovne]: mismatch response). Thus, they appeared to already have acquired voicing assimilation and perceptually compensate for this language-specific rule. Fort et al. speculate that infants' acquisition of voicing assimilation is triggered
by the tendency of words to be repeated during conversations, and hence for assimilated and non-assimilated forms of words to cluster together within short stretches of speech. Thus, even without having access to word meanings, infants could infer that word-final voicing differences reflect systematic variation induced by voicing assimilation. Still, we cannot rule out an alternative possibility: Fort et al. (2017) did not test French infants on a non-native rule, and to the extent that assimilation is phonetically motivated - it is rooted in coarticulation - it would not be completely unexpected if they likewise compensated for English place assimilation. This would be evidence that rather than acquiring their native assimilation rules, infants have to unlearn non-native rules. Such a scenario would fit well with findings in adults showing different amounts of compensation even for non-native assimilation rules (Gow \& Im, 2004; Mitterer, Csépe \& Blomert, 2006; Mitterer, Csépe, Honbolygo \& Blomert, 2006; Darcy et al., 2009). ${ }^{4}$

Whether native assimilation rules must be acquired or non-native ones unlearned, bilinguals must be able to fully separate their two languages' phonologies in order to attain native-like compensation in both. This is easier for some language pairs than for others. Sundara \& Scutellaro (2011) specifically mention the role of rhythmic properties in the speed of separation and, consequently, of phonological acquisition in bilingual infants. Focusing on the acquisition of sound inventories, they found that an acoustically similar contrast that is phonemic in only one of the languages is acquired faster by infants exposed to Spanish and English, which belong to different rhythmic classes, than by infants exposed to Spanish and Catalan, which belong to the same rhythmic class. French and English, the languages under scrutiny in our study, belong to different rhythmic classes (Ramus, Nespor \& Mehler, 1999).

[^18]Moreover, their phoneme inventories are very different, and while they share many stop consonants - which constitute about half of the consonants that undergo either voicing or place assimilation - these consonants have different phonetic implementations (French contrasts voiceless unaspirated with prevoiced stops, while English contrasts aspirated with voiced stops). We therefore expect that the acquisition of the respective assimilation rules by French-English bilingual children should be relatively easy. An example of a harder case is provided by Spanish and Catalan, which not only are rhythmically similar but whose phoneme inventories are largely overlapping, with similar phonetic implementations of the shared phonemes. Bilingual Spanish-Catalan children must learn that while both of their languages have nasal place assimilation, Catalan additionally has voicing assimilation in wordfinal obstruents (Wheeler, 2005; Recasens \& Mira, 2012). Thus, we expect bilingual Spanish-Catalan to be delayed compared to bilingual French-English children as far as compensation for voicing assimilation in one but not the other language is concerned.

We conclude with a few methodological considerations: From a conceptual point of view, our design differed from those of Skoruppa, Mani and Peperkamp (2013) and Skoruppa, Mani, Plunkett, et al. (2013), which were based on minimal pairs of known and novel words. That is, toddlers in these studies were introduced to unknown objects (say, a spinning wheel), whose labels (e.g., [byz]) differed from that of known objects (a bus, in French: [bys]) in just the final consonant. In the viable condition, the sentences were therefore ambiguous as they could refer both to the known and to the novel object. Piloting showed that the use of such minimal pairs did not work well with older children (nor with adults). ${ }^{5}$ In our design, known

[^19]objects were therefore always contrasted with a red cross; children were asked to touch the object if its label was pronounced correctly and the red cross otherwise. Thus, there was no ambiguity; if they had perfect knowledge of assimilation, children should touch the known object in the viable condition and the red cross in the unviable condition. This is akin to the word recognition task used in the studies with adults by Darcy and colleagues (Darcy et al. 2007; Darcy et al. 2009), in which adults first heard a target word and then had to decide whether it was present and correctly pronounced in a following sentence. It would be interesting to use the present design with younger children; given the absence of ambiguity in the viable condition, we expect the compensation effects to be larger than those found previously in toddlers (Skoruppa, Mani \& Peperkamp, 2013; Skoruppa, Mani, Plunkett, et al., 2013).

Our design also differed from those used previously in that we used a videogame for tablets, adapted from Cristia (2016), rather than a traditional setting in which the child sits in front of a computer screen. A wide range of tasks can be implemented on tablets to study cognitive development (Semmelmann et al., 2016). Moreover, in a direct comparison with 1- to 4 -year-old children on a word-recognition task, Frank, Sugarman, Horowitz, Lewis, and Yurovsky (2016) found that a tabletbased paradigm compared favorably both with an eye tracking paradigm and an inperson storybook paradigm. Our use of a tablet facilitated the recruitment of participants in different locations, and allowed us to keep children engaged in the task for the whole duration of the experiment, with none of them abandoning before the end of the game. During pilot tests, children as young as 4 years likewise showed low drop-out rates. This fun and portable low-cost setup can thus be used in further research investigating the acquisition of assimilation and other phonological rules in diverse populations of young children around the world.

## Acknowledgments

We would like to thank all the parents and children that participated, as well as the kindergarten school that kindly allowed us to test monolingual children in their facilities, and Mr. Derek Ferguson from the Roaming School House in Paris for his help with the recruitment of bilingual children. We are also grateful to Alex Cristia for lending us the tablet, and to Anne Christophe for making the recordings. This work was supported by the Agence Nationale pour la Recherche under grants ANR-17-CE28-0007-01, ANR-10-LABX0087 IEC, and ANR-10-IDEX-0001-02 PSL; and the Ecole des Neurosciences de Paris Ile-deFrance (ENP Graduate Program).

## References

Adda-Decker, M., \& Hallé, P. (2007). Bayesian framework for voicing alternation and assimilation studies on large corpora in French. In Proceedings of the 16th International Congress of Phonetic Sciences (pp. 613-616). Saarbrücken, Germany.

Allen, G. D., \& Hawkins, S. (1980). Phonological rhythm: Definition and development. In Child phonology (pp. 227-256).

Barr, D. J., Levy, R., Scheepers, C., \& Tily, H. J. (2013). Random effects structure for confirmatory hypothesis testing: keep it maximal. Journal of Memory and Language, 68(3), 255-278.

Bates, D., Maechler, M., Bolker, B., \& Walker, S. (2015). Fitting linear mixed-effects models using lme4. Journal of Statistical Software, 67(1), 1-48.

Bialystok, E., Luk, G., Peets, K. F., \& Yang, S. (2010). Receptive vocabulary differences in monolingual and bilingual children. Bilingualism: Language and Cognition, 13(4), 525-531.

Boersma, P., \& Weenink, D. (2015). Praat: doing phonetics by computer (Version: 5.3.86) [Computer software]. Retrieved 17th March, 2015 from http://www.praat.org/.

Bosch, L., \& Sebastián-Gallés, N. (2003a). Simultaneous bilingualism and the perception of a language-specific vowel contrast in the first year of life. Language and speech, 46(2-3), 217243.

Bosch, L., \& Sebastián-Gallés, N. (2003b). Language experience and the perception of a voicing contrast in fricatives: Infant and adult data. In Proceedings of the 15th

International Congress of Phonetic Sciences (pp. 1987-1990). Barcelona, Spain: UAB/Casual Prods.

Buckler, H., Goy, H., \& Johnson, E. K. (2018). What infant-directed speech tells us about the development of compensation for assimilation. Journal of Phonetics, 66, 45-62.

Coenen, E., Zwitserlood, P., \& Bölte, J. (2001). Variation and assimilation in German: consequences for lexical access and representation. Language and Cognitive Processes, 16(5-6), 535-564.

Cristia, A. (2016). LSCP iDevXXI App [Computer software]. Retrieved 30th November, 2016 from https://github.com/alecristia/mandy_ipadvocabtest/.

Darcy, I., Peperkamp, S., \& Dupoux, E. (2007). Bilinguals play by the rules: perceptual compensation for assimilation in late L2-learners. In: J. Cole \& J. Hualde (eds.) Laboratory Phonology 9. Berlin: Mouton de Gruyter, 411-442.

Darcy, I., Ramus, F., Christophe, A., Kinzler, K., \& Dupoux, E. (2009). Phonological knowledge in compensation for native and non-native assimilation. Variation and gradience in phonetics and phonology, 14, 265-309.
Dilley, L. C., \& Pitt, M. A. (2007). A study of regressive place assimilation in spontaneous speech and its implications for spoken word recognition. The Journal of the Acoustical Society of America, 122(4), 2340-2353.

Fabiano-Smith, L., Oglivie, T., Maiefski, O., \& Schertz, J. (2015). Acquisition of the stopspirant alternation in bilingual Mexican Spanish-English speaking children: Theoretical and clinical implications. Clinical linguistics \& phonetics, 29(1), 1-26.

Fennell, C. T., Byers-Heinlein, K., \& Werker, J. F. (2007). Using speech sounds to guide word learning: The case of bilingual infants. Child development, 78(5), 1510-1525.

Fort, M., Brusini, P., Carbajal, M. J., Sun, Y., \& Peperkamp, S. (2017). A novel form of perceptual attunement: Context-dependent perception of a native contrast in 14-month-old infants. Developmental cognitive neuroscience, 26, 45-51.

Fox, J., \& Weisberg, S. (2011). An $R$ companion to applied regression, second edition [Computer software]. Thousand Oaks, CA: Sage.

Frank, M. C., Sugarman, E., Horowitz, A. C., Lewis, M. L., \& Yurovsky, D. (2016). Using tablets to collect data from young children. Journal of Cognition and Development, 17(1), 1-17.

Gaskell, M. G., \& Marslen-Wilson, W. D. (1996). Phonological variation and inference in lexical access. Journal of Experimental Psychology: Human perception and performance, 22(1), 144.

Gaskell, M. G., \& Snoeren, N. D. (2008). The impact of strong assimilation on the perception of connected speech. Journal of Experimental Psychology: Human Perception and Performance, 34(6), 1632.

Gow Jr, D. W., \& Im, A. M. (2004). A cross-linguistic examination of assimilation context effects. Journal of Memory and Language, 51(2), 279-296.

Havy, M., Bouchon, C., \& Nazzi, T. (2016). Phonetic processing when learning words: The case of bilingual infants. International Journal of Behavioral Development, 40(1), 41-52.

Hoff, E., Core, C., Place, S., Rumiche, R., Señor, M., \& Parra, M. (2012). Dual language exposure and early bilingual development. Journal of child language, 39(1), 1-27.

Liu, L., \& Kager, R. (2015). Bilingual exposure influences infant VOT perception. Infant Behavior and Development, 38, 27-36.

MacLeod, A. A., \& Fabiano-Smith, L. (2015). The acquisition of allophones among bilingual Spanish-English and French-English 3-year-old children. Clinical linguistics $\mathcal{E}$ phonetics, 29(3), 167-184.

Marchman, V. A., Fernald, A., \& Hurtado, N. (2010). How vocabulary size in two languages relates to efficiency in spoken word recognition by young Spanish-English bilinguals. Journal of Child Language, 37(4), 817-840.

Mitterer, H., \& Blomert, L. (2003). Coping with phonological assimilation in speech perception: Evidence for early compensation. Perception \& Psychophysics, 65(6), 956-969.
Mitterer, H., Csépe, V., \& Blomert, L. (2006). The role of perceptual integration in the recognition of assimilated word forms. Quarterly Journal of Experimental Psychology, 59(8), 1395-1424.

Mitterer, H., Csépe, V., Honbolygo, F., \& Blomert, L. (2006). The recognition of phonologically assimilated words does not depend on specific language experience. Cognitive Science, 30(3), 451-479.

Nicoladis, E., \& Paradis, J. (2011). Learning to liaise and elide comme il faut: evidence from bilingual children. Journal of Child Language, 38(4), 701-730.

Paradis, J. (2001). Do bilingual two-year-olds have separate phonological systems? International journal of bilingualism, 5(1), 19-38.

R Core Team (2017). R: A language and environment for statistical computing (Version 3.3.3) [Computer software]. Vienna, Austria: R Foundation for Statistical Computing.

Ramon-Casas, M., Swingley, D., Sebastián-Gallés, N., \& Bosch, L. (2009). Vowel categorization during word recognition in bilingual toddlers. Cognitive psychology, 59(1), 96-121.

Ramus, F., Nespor, M., \& Mehler, J. (1999). Correlates of linguistic rhythm in the speech signal. Cognition, 73(3), 265-292.
Recasens, D., \& Mira, M. (2012). Voicing assimilation in Catalan two-consonant clusters. Journal of Phonetics, 40(5), 639-654.
Rossion, B., \& Pourtois, G. (2004). Revisiting Snodgrass and Vanderwart's object set: The role of surface detail in basic-level object recognition. Perception, 33, 217-236.

Semmelmann, K., Nordt, M., Sommer, K., Röhnke, R., Mount, L., Prüfer, H., Terwiel, S., Meissner, T.W., Koldewyn, K. and Weigelt, S. (2016). U can touch this: how tablets can be used to study cognitive development. Frontiers in psychology, 7, 1021.

Skoruppa, K., Mani, N., \& Peperkamp, S. (2013). Toddlers' processing of phonological rules: Early compensation for assimilation in English and French. Child Development, 84, 313330.

Skoruppa, K., Mani, N., Plunkett, K., Cabrol, D., \& Peperkamp, S. (2013). Early word recognition in sentence context: French and English 2-year-olds' sensitivity to sentencemedial mispronunciations and assimilations. Infancy, 18, 1007-1029.

Sun, Y., Giavazzi, M., Adda-Decker, M., Barbosa, L. S., Kouider, S., Bachoud-Lévi, A. C., Jacquemot, C., \& Peperkamp, S. (2015). Complex linguistic rules modulate early auditory brain responses. Brain and language, 149, 55-65.

Sundara, M., Polka, L., \& Genesee, F. (2006). Language-experience facilitates discrimination of/d-/in monolingual and bilingual acquisition of English. Cognition, 100(2), 369-388.

Sundara, M., \& Scutellaro, A. (2011). Rhythmic distance between languages affects the development of speech perception in bilingual infants. Journal of Phonetics, 39(4), 505-513.

Wheeler, M. W. (2005). The phonology of Catalan, Oxford: Oxford University Press.

## Appendix A

List of Test Items Used in Experiments 1 \& 2

| Voicing items |  | Altered <br> form | Viable context | Unviable context |
| :--- | :--- | :--- | :--- | :--- |

### 4.2 Additional studies

In Carbajal, Chartofylaka, Hamilton, Fiévet and Peperkamp (in revision), we implemented a modified version of the experimental design used by Skoruppa, Mani and Peperkamp (2013). In this section, we describe a series of five pilot studies conducted with children and adults which allowed us to reach the final experimental design. We further discuss the implications of the pilot results for the interpretation of this phonological process.

### 4.2.1 Pilot experiment 1

### 4.2.1.1 Introduction

Using an interactive pointing task, Skoruppa, Mani and Peperkamp (2013) tested three groups of monolingual 2.5- to 3 -year-old children on their perception of native and non-native assimilation rules. English toddlers were tested on their perception of a native place assimilation rule, while two groups of French toddlers were tested on their compensation for a native voicing rule and a non-native place assimilation rule, separately.

Their experimental design was composed of three stages - pre-training, training, and test - similarly to the three stages described in our study (Carbajal et al., in revision). Each trial began with the presentation of a familiar object and a novel object, and was followed by a pointing request (see trial sequence in Figure 4.1). Crucially, in test trials, the label of the novel object differed from the familiar word only in the relevant one-feature change (voicing or place, depending on the rule) on its final consonant. For instance, in the place assimilation experiment with English toddlers, the item moon was matched with a novel object ${ }^{1}$ that was labelled as moom, as shown in the example in Figure 4.1. After the sequential presentation of the two objects, children saw both items side by side, and heard one of four possible test sentences. In control trials, either the familiar or the novel words appeared sentence finally, as in Can you find the moon? (familiar condition) or Can you find the moom? (novel condition). In experimental trials, the novel word (here, moom) was produced in sentence-medial position, followed by either a viable (e.g., Can you find the moom please?) or an unviable (e.g., Can you find the moom dear?) context for assimilation.

[^20]
## 1. Presentation



Figure 4.1: Example of a trial sequence in Skoruppa, Mani and Peperkamp (2013).

Skoruppa, Mani and Peperkamp (2013) found that, in experimental trials, toddlers compensated for their native assimilation rules (English toddlers compensated for place assimilation, and French toddlers compensated for voicing assimilation), that is, they pointed more often at the familiar object when the novel word was followed by a viable context for assimilation than when it was followed by an unviable context. However, children tested on a non-native rule (here, French toddlers tested on place assimilation) did not show this compensation pattern, and instead pointed at the novel object more often than the familiar object, regardless of the context. In control trials, all toddlers were able to discriminate the familiar word from the novel word (i.e., they pointed more at the familiar object than the novel object in the familiar condition, and vice versa in the novel condition).

With the intention of developing an experiment that could be used to test bilingual children, in this first pilot we implemented an adaptation of Skoruppa, Mani and Peperkamp's (2013) paradigm for an iPad application (Cristia, 2016), and extended the design to test both native and non-native rules in a single test session.

### 4.2.1.2 Methods

## Participants

Thirty-two French monolingual 4- to 5 -year-old children participated in the first pilot study (18 girls, mean age: 54.72 months, age range: 49.03-59.51 months). An additional 20 children participated but were excluded from analysis due to failing the training criteria (see Exclusion criteria below).

## Materials

The set of twenty-four familiar nouns and pictures used as test items in this pilot were the same as those described in Carbajal et al. (in revision). However, as in Skoruppa, Mani and Peperkamp (2013), each familiar object was additionally paired with a picture of a novel, unfamiliar object. The pictures were chosen matching visual saliency, number and animacy of the corresponding familiar object as closely as possible. For instance, pictures of animals or characters were paired with rare or novel creatures, and pictures of plural nouns (e.g., pâtes "pasta") were paired with plural unfamiliar items. Each novel object was assigned a label using the same assimilated forms described in our final study (Carbajal et al., in revision). For example, for the item tasse [tas] "cup", its matching novel object was labelled as *taze [taz]. As in Skoruppa, Mani and Peperkamp (2013), introduction phrases were recorded for each familiar word and each novel word, such as Voici une tasse "Here's a cup", and Et voilà une taze "And there's a [taz]".

Each of the 24 assimilated forms (12 for voicing and 12 for place assimilation) was embedded in two short sentences with a touching request, creating a total of 48 test phrases. One of the two sentences provided a viable context for assimilation (e.g., Touche la [taz] devant toi!"Touch the [taz] in front of you"), and the other one an unviable context (e.g., Touche la [taz] maintenant! "Touch the [taz] now"). Note that here, unlike in our final study, the phrases in the viable context have an ambiguous interpretation, as the label produced in test sentences (here, [taz]) could be interpreted both as the assimilated form of the familiar word, or as the label of the novel object. All sentences used in this pilot were identical to those used in Carbajal et al. (in revision).

Finally, eleven items were selected for pre-training $(n=3)$ and training $(n=8)$. The list of familiar nouns and their pictures was composed of the same 9 items used in our final study, plus two additional familiar objects to complete a set of 8 training items (tête "head" and frites "fries"). As with the test items, eleven pictures of unfamiliar objects were chosen to match each familiar item. Each novel object in the pre-training list was assigned a nonce label that differed from the original word in varying degrees, starting with a very distant pair (* moutte [mut] for balle [bal] "ball"), and following with two closer pairs (*kime [kim] for coeur [kœь] "heart", and *pouke [puk] for poule [pul] "hen"). The novel items in the training list were each assigned a label differing only in voicing $(n=4)$ or place of articulation ( $n=4$ ) of the final consonant (e.g., glace [glas] "ice cream" - *glaze [glaz]). Each familiar word and each novel word were recorded twice in final position, once in an introduction
phrase (similarly to the test items), and once in a touching request phrase of the form Touche le/la \#! "Touch the \#".

All sentences were recorded by a female native French speaker, who was given the orthographic transcription of words and nonwords to ensure that she produced the correct form (i.e., completely assimilated or unassimilated) in each case. She was instructed to read them in child-directed speech and without pauses. Minor editing and intensity normalization ( 70 dB ) were done using the software Praat (Boersma \& Weenink, 2014). To verify that the target consonants in the test sentences were always produced in their fully assimilated form, we asked 10 adult monolingual French speakers to identify the consonants. Participants listened to the final $V(C) C$ segments of each assimilated word (e.g., [az] from Touche la [taz] maintenant) in both viable and unviable conditions, and were asked to categorize the final consonant. In each trial, they were given two options to choose from: either the assimilated form (in this example, $[\mathrm{z}]$ ) or the unassimilated form (here, $[\mathrm{s}]$ ). To avoid a bias for the assimilated form, control samples extracted from the unassimilated words produced in sentence medial position were included as distractors (e.g., [as] from Touche la tasse maintenant). The order of presentation of the items, rules (place, voicing) and contexts (viable, unviable, control) were fully randomized. All items were recognized by at least 9 out of 10 participants in all conditions. Pairedsamples t-tests revealed no difference in the identification scores of consonants in viable and unviable contexts, neither for the voicing assimilation rule $(t(11)=0.43, p>0.1)$, nor for the place assimilation rule $(t(11)=-1.48, p>0.1)$.

## Procedure

The setup in this first pilot was similar to that used in Carbajal et al. (in revision). However, following Skoruppa's design, children were presented with both a familiar and a novel object before hearing the test phrases. The exact sequence of events in each trial was as follows: first, the picture of the familiar object (for example, a cup) appeared on one side of the screen, while an introduction phrase labelling the object was played (e.g., Voici une tasse "Here's a cup"). Immediately after, the picture of the novel object appeared on the opposite side of the screen, while its introduction phrase was played (e.g., Et voilà une taze "And there's a [taz]"). Following a 3 second pause, the girl appeared in the middle of the screen and waited until the child clicked on her. After clicking, the touch response became blocked while the character produced the request phrase. The touch response reactivated immediately afterwards, allowing the child to give an answer by clicking either on the picture of the familiar or the
novel object. No time limit was given to produce an answer, however, if the child took more than 6 seconds to respond, the character would make a sound to remind the child to make a choice.

The experiment was composed of the same 3 stages as described in our final study, namely 3 pretraining trials, 8 training trials ${ }^{2}$ and 24 test trials. However, due to the sequential introduction of the two objects prior to the touching request, and to a difference in the reward system, in which a pause was made to give the child a sticker after every star earned (instead of waiting until the end of the experiment as in the final study), the total duration of the experiment was approximately 20 minutes, that is, twice the duration of the final version.

One final difference between this first pilot and the final study was the order of trials in the counterbalancing lists. While in the final version all children saw 2 voicing viable and 1 voicing unviable trials in the first block, here, half of the children began with that ratio of trials, while the other half saw the opposite proportion. As in the final version, the ratio of viable to unviable trials for each rule alternated from one block to the other.

## Exclusion criteria

As in Carbajal et al. (in revision), a limit on the number of errors accepted in the training phase was imposed. Specifically, children were excluded from analysis if they a) made mistakes in more than two items, or $b$ ) made more than two mistakes on the same item.

### 4.2.1.3 Results and discussion

Children's responses were automatically collected by the app and coded as a binary dependent variable representing whether the child chose the familiar or the novel object in each trial. Figure 4.2 shows the proportion of trials where the familiar object was chosen, split by condition. Responses were analyzed with the same generalized linear mixed model described in our final study, modeling the likelihood of choosing the familiar object. The model included fixed effects of assimilation rule (voicing, place) and context (viable, unviable), as well as the interaction between them. A maximal random effects structure was used (Barr, Levy, Scheepers \& Tily, 2013), including an intercept as well as slopes for rule, context and their interaction by participant, and an intercept and slope for context by item. The

[^21]variables rule and context were treatment-coded, with rule $=$ voicing and context $=$ viable as baseline levels. P-values were obtained for all fixed effects using the car package (Fox \& Weisberg, 2011).


Figure 4.2: Boxplots showing the percentage of clicks on the familiar object per rule and context in Pilot 1.

The estimated intercept $\left(\beta_{0}=-0.72, S E=0.38, p=0.055\right)^{3}$ shows that the percentage of trials where the familiar object was chosen in the voicing viable condition was marginally below chance. However, a significant effect of context $(\beta=-1.00, S E=0.43, p=0.02)$ indicates that children clicked on the familiar object more often upon hearing voicing assimilation in a viable context than in an unviable context. No effect of rule $(\beta=-0.75, S E=0.49, p>0.1)$ nor an interaction of rule by context $(\beta=0.60, S E=0.66, p>0.1)$ were found. A releveling of the rule variable setting place as baseline revealed no effect of context in place assimilation trials $(\beta=-0.40, S E=0.46, p>0.1)$.

These results indicate that children compensated for voicing assimilation, as suggested by a significant difference between voicing viable and voicing unviable trials. However, although no effect of context was found for place assimilation trials, the difference between the native voicing and the non-native place assimilation rules remained inconclusive, as neither an effect of rule nor an interaction between rule and context were found. Given previous studies with toddlers (Skoruppa, Mani \& Peperkamp, 2013; Skoruppa, Mani, Plunkett, et al., 2013) and adults (Darcy et al., 2009), and the large sample size

[^22]in this first pilot $(n=32)$, these null results were unexpected. As our goal was to use this paradigm to test bilingual children, from whom we may expect smaller effect sizes than from monolinguals, the current results would not allow any comparison between the two groups: not only is the lack of compensation for the non-native rule unclear, but also the effect of compensation for the native rule is too modest to ever observe a potential difference between monolinguals and bilinguals. Indeed, the probability of selecting the familiar object in voicing viable trials was below chance ( $\beta_{0}=-0.72$, representing a probability of only $33 \%$ ), and the difference between the probability in voicing viable and voicing unviable trials was a mere $16 \%$, the equivalent of only 1 more click on the familiar object for voicing viable trials. We therefore conducted a series of post-hoc analyses, presented below, in order to investigate the potential reasons for these quasi-null results, and finally implemented some changes in a new pilot study.

## Post-hoc investigation of Pilot 1

First, we examined whether the game was age-appropriate. While the drop-out rate was very low -with only one child abandoning the game before it was finished - we found that $54 \%$ of the participants in the lower half of the age range (i.e., aged 4.0 to 4.5 -years-old) failed the training stage. A generalized linear model using passed (yes/no) as binary dependent variable and age as predictor showed a significant effect of age ( $\beta=0.21, S E=0.09, p=0.026$ ). This suggests that while highly engaging, the task was found to be generally difficult for the younger half of the participants. This was not surprising given the high rejection rates reported in Skoruppa, Mani and Peperkamp (2013), where 3-year-olds were tested on a similar pointing task. Furthermore, we found a small but significant negative correlation between the age of the participants who passed the training and the general percentage of responses towards the familiar object ( $r=-0.35, p=0.026$ ). However, no correlation with age was found for the voicing difference score ( $r=-0.03, p=0.87$ ) nor for the place difference score ( $r=-0.16, p=0.36$ ). This may simply indicate that younger children have a strong familiarity bias. Thus, increasing the age of the participants by half a year may help reduce both the number of rejected children, and the variance due to bias.

Second, we investigated differences in response patterns for individual items. Figure 4.3 shows the percentage of clicks on the familiar object for each voicing item in both viable (AV) and unviable (AU) conditions. We found that, while some voicing items produced the expected responses (that is, more clicks on the familiar object in viable than in unviable contexts), others produced high familiarity (e.g.,
singe "monkey" - sinche) or novelty preferences (e.g., crêpe "pancake" - crebe) regardless of context. In one case (douche "shower" - douge) children clicked more on the familiar object in unviable than in viable contexts. Upon acoustic examination of these items, we had the impression that in most cases the length of the final VC segment was very long, which may have disrupted the prosodic cues that allow the assimilated word to be interpreted as the underlying form.


Figure 4.3: Barplots showing the percentage of clicks on the familiar object per item and context in voicing trials.

Furthermore, a comparison of the distribution of familiar object choices for the items in both counterbalancing lists showed a slight imbalance, by which one of the lists had overall higher familiarity preferences in voicing viable items than the other (mean $\%$ of familiarity preference, list A: $42 \%$, list B:
$32 \%$ ). An imbalance was also present to a much smaller degree in the place items (overall, place items produced lower percentages of familiar object choices regardless of context, so the range of observed values is narrower and may not affect the overall results as much).

Finally, we noticed two additional small problems in this first pilot: First, while the pictures chosen to represent the unfamiliar items were not expected to be known by children, it often happened that they interpreted the image as being an object that they already knew, or sometimes they rejected the picture as a possible existing object. While the label was explicitly given to prevent them from incorrectly guessing the name of the novel object, some children made a statement about it, correcting the name: "no, that's a \#!". Second, we noticed great difficulty during training in items where the contrast was the place of articulation change from /t/ to /p/ (for instance, frites [fbit] "fries" to fripes [fвip]), even though words were always produced in sentence-final position.

Based on these analyses, we decided to implement the following changes and run a second pilot:

- Increase the age-range by half a year, i.e., test children aged 4.5 to 5.5 years old.
- Swap one voicing item and one place item from each list to improve balance across lists.
- Make small edits to the length of final VC segments in items that showed poor performance to improve the ambiguity of the target word.
- Enhance the release of $/ \mathrm{t} /$ and $/ \mathrm{p} /$ in training items.


### 4.2.2 Pilot experiment 2

### 4.2.2.1 Methods

## Participants

Twenty-one French monolingual 4.5 to 5.5 -year-old children participated in the second pilot study (10 girls, mean age: 61.88 months, age range: 54.24-65.63 months). An additional 3 children participated but were excluded from analysis due to failing the training criteria (same criteria as used in Pilot 1).

## Materials

The list of training and test items, the request phrases and the pictures used in this pilot were the same as described in Pilot 1. However, the counterbalancing lists differed from the ones used in Pilot 1 in two aspects: First, to improve the balance between the two lists based on our first pilot, the viable/unviable conditions of two voicing pairs (brosse "brush" - broze, \& fraise "strawberry" fraisse) and two place pairs (crotte "poop" - crope, \& pâtes "pasta" - papes) were swapped. Second, after the first 9 children were tested, we decided to change the proportion of voicing viable items in the first block, such that both lists would have the same proportion (see Results and discussion section below for a discussion on why we made this decision). Thus, for the last 12 children in this pilot, the trial order was slightly different from that of Pilot 1 and from the first 9 children in Pilot 2 .

While the recordings were the same as used in Pilot 1, small editing was done to the length of final VC segments of the following test items: crebe, douge, fraisse, lanque, porde, taze (in viable contexts) and lanque, sinche (in unviable contexts). Finally, the release of the final consonants $/ \mathrm{t} / \mathrm{and} / \mathrm{p} /$ were enhanced for the following training items: couette - coueppe, frites - fripes, tête - têpe.

## Procedure

The procedure was the same as in Pilot 1.

### 4.2.2.2 Results and discussion

We first looked separately at the two groups of children, before $(n=9)$ and after $(n=12)$ the change in the proportion of voicing viable items. The first group saw the same ratio of viable to unviable trials as in Pilot 1. From this first group we noticed that children who saw only one voicing viable item in the first block had overall less clicks on the familiar object throughout the whole experiment (15\%) -with 4 out of 6 children having chosen the familiar object only twice out of 24 trials - compared to children who saw two voicing viable items in the first block (28\%). One potential explanation for this is that children may form strong response biases early on in the game. If the first block contains only one trial that could potentially be interpreted as the familiar object, children may quickly create the belief that the correct answer is always the novel object. This belief may thus be sustained throughout the game. While the sample size is too small to reach a conclusion, we decided halfway through testing
to rearrange the proportions of the trials such that both lists would begin with 2 voicing viable and 1 voicing unviable trial (and the inverse proportion for place trials). As before, these ratios alternated from one block to the other. After the change, the children tested with the list that was rearranged clicked on the familiar object on $22 \%$ of the trials, on similar proportions on the first $(24 \%)$ and second half $(21 \%)$ of the experiment.

Pooled data from the two groups was analyzed with the same generalized linear mixed model as in Pilot 1. In addition to rule and context, we included group (before or after the change) in a triple interaction with rule and context. Furthermore, to control for a potential confound of trial order due to the rearrangement of the blocks mentioned in the Materials section, we included a simple effect of block. As no effect of group was found, neither as a simple effect nor in interaction with rule or context, we removed it from the model in subsequent analyses to improve the statistical power of the model. The random effects structure was the same as declared in Pilot 1. Figure 4.4 shows the proportion of clicks on the familiar object (both groups pooled together), split by condition.


Figure 4.4: Boxplots showing the percentage of clicks on the familiar object per rule and context in Pilot 2.

The estimated intercept ( $\beta_{0}=-0.59, S E=0.41, p>0.1$ ) shows that the percentage of trials where the familiar object was chosen in the voicing viable condition was not significantly different from chance. A significant effect of context ( $\beta=-2.58, S E=0.86, p=0.003$ ) indicates that children
clicked on the familiar object more often upon hearing voicing assimilation in a viable context than in an unviable context. An effect of rule ( $\beta=-1.05, S E=0.51, p=0.04)$ indicates that children chose the familiar object more often in voicing viable than in place viable trials. No effect of block $(\beta=-0.08, S E=0.15, p=0.63)$ and no interaction of rule by context $(\beta=1.03, S E=1.02$, $p=0.31$ ) were found. A releveling of the rule variable setting place as baseline revealed a marginal effect of context in place assimilation trials $(\beta=-1.55, S E=0.82, p=0.06)$.

These results show a clearer compensation effect for voicing assimilation in comparison to the results in Pilot 1. However, the estimated difference between viable and unviable trials was approximately $31 \%$, corresponding to a difference of only 2 more clicks on the familiar object for voicing viable trials. This difference might still not be large enough to eventually measure differences between monolinguals and bilinguals. These rather mild results -which we already observed in Pilot 1- might be a consequence of the design of the game: while children are not likely to choose the familiar object when hearing an unviable context, voicing viable contexts are in fact ambiguous, as either interpretation (that is, that the target is indeed the assimilated form of the familiar word, or alternatively that it is the name of the novel object) are equally plausible. Thus, children may be responding at chance in this condition, giving us a rather short range of possible outcomes. This small effect is in line with previous results with toddlers (Skoruppa, Mani \& Peperkamp, 2013; Skoruppa, Mani, Plunkett, et al., 2013). However, as we need a stronger effect, a reconsideration of the paradigm might be necessary.

Furthermore, although an effect of rule was found (indicating that children chose the familiar object more often in voicing than in place trials), the interaction of rule and context was still not significant due to a marginal effect of context for place assimilation trials. While compensation for a non-native rule had never been reported in children, small non-native compensation effects have been observed in adults (Darcy et al., 2009). However, in Darcy et al. (2009)'s study, the interaction between rule and context was significant in spite of the presence of an effect of context for the non-native rule. Thus, to test whether these results were caused by a problem with the paradigm or otherwise due to children still being at an intermediate stage in their perceptual development, we conducted the following pilot with adult participants.

### 4.2.3 Pilot experiment 3

### 4.2.3.1 Methods

## Participants

Thirteen French monolingual adults (age range: 19-30 years) participated in the third pilot study. They received a small compensation $(2 €)$ for their participation.

## Materials

All materials were the same as used with the second group of children in Pilot 2.

## Procedure

All procedures were the same as in Pilot 2, except that no pauses were made after completing each block.

### 4.2.3.2 Results and discussion

Responses were analyzed using the same generalized linear mixed model as in Pilot 1. However, the model with the maximal random effects structure failed to converge. Random effects were pruned until the model converged. The final random effects structure contained only intercepts for subject and item, and a slope for rule by subject. Figure 4.5 shows the percentage of clicks on the familiar object, split by condition.

The estimated intercept was significantly below chance ( $\beta_{0}=-2.11, S E=0.56, p=0.0002$ ), corresponding to a $10 \%$ chance of clicking on the familiar object in voicing viable trials. No effect of context $(\beta=-20.80, S E=268.04, p=0.94)$ or rule $(\beta=-4.97, S E=3.83, p=0.19)$, nor an interaction of rule by context $(\beta=3.81, S E=251.78, p=0.99)$ were found.

While 7 out of 13 participants did choose the familiar object at least once in the voicing viable condition, overall adults chose almost exclusively the novel object (with 6 of them never clicking on the familiar object at all during the test). This means that when given an alternative label, adults


Figure 4.5: Boxplots showing the percentage of clicks on the familiar object per rule and context in Pilot 3.
unsurprisingly succeeded in listening for the specific contrast, and thus, as the target words were always pronounced with a voicing or a place change, they consistently chose the novel object. In Darcy et al. (2009), this problem did not emerge, as participants only heard the label of the familiar object and not the alternative form.

Overall, these results show a clear problem with the current paradigm. While having explicitly named objects may have worked with toddlers, older children may be better at detecting these contrasts, as adults do, thus showing a novelty preference and weak effects. These mild results are not a problem when testing for simple effects in separate groups, as was done in Skoruppa, Mani and Peperkamp (2013) and Skoruppa, Mani, Plunkett, et al. (2013), but it is not sufficient to test a $2 \times 2$ design. We therefore reconsidered the experimental design, and decided to remove the introduction phrases in a following pilot. As the items used in the current experiment are all well known to both children and adults, we expected the pictures of the familiar objects to be sufficient to activate the familiar word forms.

### 4.2.4 Pilot experiment 4

### 4.2.4.1 Methods

## Participants

Fifteen French monolingual adults (age range: 18-26 years) participated in the third pilot study. They received a small compensation $(2 €)$ for their participation.

## Materials

All materials were the same as used in Pilot 3. However, introduction phrases were removed.

## Procedure

Procedures were globally the same as in Pilot 3, except for the removal of the introduction phrases. Note that, without the introductions, the game becomes in essence a mutual exclusivity task. The new sequence of events in each trial was as follows: first, the picture of the familiar object and the picture of the novel object appeared simultaneously, each on one side of the screen. Following a 3 second pause, the girl appeared in the middle of the screen and waited until the participant clicked on her. After clicking, the touch response became blocked while the character produced the request phrase. The touch response reactivated immediately afterwards, allowing the participant to give an answer by clicking either on the picture of the familiar or the novel object.

Before the experiment, participants were told that they would see pictures of familiar and novel items, and that their task was to listen to a phrase asking them to click on one of the two pictures, and finally decide which of the two pictures was asked for. As the images of the familiar objects would prime the familiar forms, and the alternative forms (which were not introduced) differed from the familiar word only on a subtle one-feature change in the final consonant, a strong familiarity bias was expected. To help reduce this bias, verbal feedback was given during training if the participant made a mistake, ensuring that the task was clearly understood before starting the test.

### 4.2.4.2 Results and discussion

Responses were analyzed using the same generalized linear mixed model as in Pilot 1, with the maximal random effects structure. Figure 4.6 shows the percentage of clicks on the familiar object, split per condition.


Figure 4.6: Boxplots showing the percentage of clicks on the familiar object per rule and context in Pilot 4.

The estimated intercept ( $\beta_{0}=2.42, S E=0.85, p=0.004$ ) shows that the percentage of trials where the familiar object was chosen in the voicing viable condition was significantly above chance. We found a large effect of context ( $\beta=-3.96, S E=0.83, p<0.0001$ ) for voicing assimilation trials. Furthermore, an effect of rule ( $\beta=-3.85, S E=0.91, p<0.0001$ ) indicated a large significant difference between voicing viable and place viable trials. Finally, a positive interaction of rule by context ( $\beta=3.11, S E=1.01, p=0.002$ ) was found, suggesting a difference in the effect of context for voicing and place assimilation. A releveling of the rule variable setting place as baseline revealed no effect of context in place assimilation trials $(\beta=-0.85, S E=0.72, p=0.24)$.

These results show a very clear compensation effect for voicing assimilation, with an estimated probability of $92 \%$ to choose the familiar object in voicing viable contexts against $18 \%$ in unviable contexts. The effect of rule and the interaction of rule by context replicate what was previously observed in

Darcy et al. (2009), showing a clear distinction in the way adults treat native and non-native rules.

Overall, these findings confirm that the problem with the previous task was the introduction of the two labels, which produced an ambiguity effect in the voicing viable trials, and also caused participants to become aware of the target contrast, thus often doing the task at an acoustic level and producing a strong novelty preference. While this new paradigm works well with adults, it may be difficult for young children to perform a mutual exclusivity task with a one-feature change in sentence-medial position. We thus conducted a small pilot with slightly older children to evaluate the feasibility of this paradigm.

### 4.2.5 Pilot experiment 5

### 4.2.5.1 Methods

## Participants

Nine French monolingual children (4 girls, mean age: 69.60 months / 5.8 years, age range: 63.59 74.76 months) participated in the fifth pilot study. An additional 3 children were tested but excluded from analysis due to failure to pass the training criterion (same Exclusion criteria as in Pilots 1 and $2)$.

## Materials

All materials were the same as used in Pilot 4. However, two training pairs were removed (tête "head" - têpe, and frites "fries" - fripes) due to the great difficulty observed in Pilots 1 and 2 in perceiving their final assimilated $/ \mathrm{p} /$, which caused children to misunderstand the task after being corrected several times without having perceived the contrast. Two other pairs containing the same contrast (couette "duvet" - coueppe, and plante "plant" - plampe) were kept in the training to ensure that children would have seen this contrast before moving on to the test. The final training list thus contained only 6 items.

## Procedure

All procedures were the same as in Pilot 4, including the absence of a pause after each block. Unlike in Pilots 1 and 2, here we told the children they would win a sticker at the end of the game if they earned all 4 stars.

### 4.2.5.2 Results and discussion

Responses were analyzed with the same generalized linear mixed model as used in Pilot 1. Figure 4.7 shows the percentage of clicks on the familiar object, split per condition.

The model revealed a significant intercept above chance ( $\beta_{0}=2.81, S E=0.88, p=0.001$ ), but no effect of context $(\beta=0.89, S E=2.17, p>0.1)$ or rule $(\beta=-1.17, S E=0.84, p>0.1)$, nor an interaction of rule by context ( $\beta=-0.84, S E=1.91, p>0.1$ ). Indeed, by looking at the pattern of responses in Figure 4.7, it is evident that children were unable to correctly play this mutual exclusivity game, as these word-final one-feature changes embedded in difficult contexts were too subtle to compensate for the strong familiarity bias. As adults can perform this task with no major difficulties, it is evident that increasing the age of the participants would probably solve this problem. However, as we would like to have a paradigm that works with preschoolers and that could eventually be used with younger children, this was not an option.

We therefore decided to revise the paradigm one last time. As children were able to detect the contrast when given the label of the novel object, but showed a strong familiarity bias in the mutual exclusivity task, a possible explanation is that they found it highly unlikely that a new object would be named almost exactly as the familiar object, and thus disregarded these one-feature changes as small deviations from the canonical pronunciation. Therefore, if we removed the novel object, children would not need to make assumptions about the likelihood of the label belonging to a new item. We finally decided to replace the image of the novel object with a cross, thus eliminating any assumptions about the labels, and transforming the task into a word detection task, similar to the one used by Darcy et al. (2009) with adults. We implemented this change in our final study (Carbajal et al., in revision), and obtained for the first time a significant interaction showing a difference in the perception of native and non-native rules in children.


Figure 4.7: Boxplots showing the percentage of clicks on the familiar object per rule and context in Pilot 5.

### 4.2.6 General discussion

In a series of five pilot studies, we examined French monolingual children and adults' compensation for both a native voicing assimilation rule and a non-native place assimilation rule using an iPad videogame. We began with an experimental design inspired by Skoruppa, Mani and Peperkamp (2013), in which participants were first introduced to familiar and novel objects, and then heard a touching request phrase in which the assimilated form (that is, with a place or a voicing change in its final consonant) was followed by either a viable or an unviable context for assimilation. Using this paradigm, we found that overall children (aged between 4- and 5.5 -year-old) and adults showed small or null effects of compensation for voicing assimilation (see summary in Table 4.1) and strong novelty preferences. Furthermore, we consistently failed to find a significant interaction of rule (voicing, place) and context (viable, unviable), indicating that our experiment was not suitable to test differences in the way listeners treat a native and a non-native rule.

After the first three pilots using Skoruppa, Mani and Peperkamp's (2013) design failed to show a significant interaction, we removed the introduction phrases - thus turning the experiment into a mutual exclusivity task - and tested adults again in Pilot 4. The removal of the introductions revealed

Table 4.1: Summary of findings in Pilots $1,2 \& 3$ using Skoruppa et al.'s design.

|  | Compensation <br> for voicing | Compensation <br> for place | Interaction <br> (rule $\times$ context) |
| :--- | :---: | :---: | :---: |
| Pilot 1 (4.0-5.0 y.o.) | $\checkmark$ | $\times$ | $\times$ |
| Pilot 2 (4.5-5.5 y.o.) | $\checkmark$ | $(\checkmark)$ | $\times$ |
| Pilot 3 (adults) | $\times$ | $\times$ | $\times$ |

the expected compensation pattern, as adults compensated for voicing but not for place assimilation, with a significant interaction of rule by context indicating a difference in the way the two rules were perceived. Finally, in Pilot 5 we tested 5.5 to 6.5 -year-olds on the same task and found that unfortunately by 6 -years-old, children are still unable to deal with a difficult mutual exclusivity task, showing a strong familiarity bias and null effects for both voicing and place.

We finally removed the novel item and replaced it with a red cross, as described in Carbajal et al. (in revision), which yielded the expected interaction of rule by context in 6 -year-old children. This experimental design is similar to the word detection task used with adults in Darcy et al. (2009), and allowed us to test both rules simultaneously with a clear distinction of the compensation effects for native and non-native rules, which was necessary to test bilingual children. In Figure 4.8 we show a comparison of the results from toddlers in Skoruppa, Mani and Peperkamp (2013) and from our five pilots as well as our final study ${ }^{4}$.

The interesting patterns of results observed in this series of pilots suggest that while compensation for assimilation has been regarded as an automatic process (Sun et al. 2015, Fort et al. 2017), it is still dependent on the perceptual task, as listeners may treat their speech input differently depending on the dimension they are focusing on. Thus, if explicitly given the target contrast, both children and adults can inhibit their compensation - at least to a certain extent - in order to categorize the consonants and recognize the novel labels. Without the explicit contrast, children seem to be sensitive to assimilation (as we have shown in Carbajal et al., in revision), yet may disregard subtle one-feature changes -even in unviable contexts - as small variability in the signal if presented with a familiar object and a new object that is unlikely to have such a similar name, as happened in the mutual exclusivity task. These task-dependent aspects of assimilation should thus be taken into account when planning perceptual experiments, both with adults and children.

[^23]

Figure 4.8: A comparison of results obtained in Skoruppa, Mani and Peperkamp (2013), Pilots 1-5 and the final study presented in Carbajal et al. (in revision). Barplots represent means and standard errors per condition.

## Chapter 5

## General discussion

In this thesis, we explored three different aspects of early bilingual development related to the problem of language separation: the discovery of two languages in the input, the potential role of environmental separation of the input on early lexical development, and the perceptual separation of phonological rules. In this chapter we will summarise our findings from these three research projects, discussing future directions of research. We will separate the discussion in two sections; the first one, regarding our findings from Chapter 2 and 3, concerns issues on language separation in the first year of life; the second one, based on our findings from Chapter 4, concerns later separation abilities.

### 5.1 Language separation in the first year of life

## Chapters 2 and 3 in perspective

The goal of our first study (Chapter 2) was to revive the discussion on how young bilinguals come to discover the presence of two languages in the speech signal. Based on a large body of research on language discrimination abilities in newborns and infants, and inspired by previous attempts at modelling this perceptual skill, we aimed to provide a computational account that could explain infant perception of multilingual speech. While previous models of language discrimination had focused on rhythmic properties of speech (e.g., Ramus et al., 1999, Dominey \& Ramus, 2000), we argued that this type of representation is insufficient to describe the full spectrum of results that has been observed in infants. As an alternative to previous models, we borrowed a state-of-the-art system from speech technologies, the i-vector model, which allowed us to incorporate in a single representation both
prosodic and phonetic properties of speech.

In a series of six computational experiments, we explored the behavior of the i-vector model when confronted with multilingual audio recordings. Our results showed overall good agreement with previous empirical evidence, confirming a) that distant language pairs (such as French-English) are easier to discriminate than close language pairs (such as Spanish-Catalan and English-Dutch), b) that these discrimination patterns remain generally unchanged when presented with filtered speech, and c) that different (monolingual) language backgrounds result in similar discriminability skills. An interesting finding from these experiments is that, in general, between-speaker distance in our model's representational space is equal to or larger than between-language distance. This type of variability may pose a big challenge for the dual language learner. An empirical illustration of this is the fact that newborns fail at discriminating a distant language pair (Dutch-Japanese) when presented with natural speech from multiple speakers, while they succeed with reduced speaker variability (Ramus, 2002). Going further than previous models, our i-vector system reproduced for the first time these two different responses to the same language pair, thus emphasizing the importance of considering models that can integrate multiple sources of variability in one representation.

In our last computational experiment, we began to explore the potential consequences of blindly accumulating speech samples from two languages, something that bilingual infants with close language pairs (such as Spanish and Catalan) might accidentally do at the beginning of life. Our results suggested that this lack of separation could lead to some initial stage of confusion, but that attention to additional information (in this case, speaker identity perfectly correlating with language) could help to overcome this problem. The idea that young bilinguals may need other linguistic and extralinguistic cues to help in the task of language separation is not new. For instance, it has been shown that bilingual infants can discriminate languages through facial gestures (Weikum et al., 2007, SebastiánGallés et al., 2012), and some studies have suggested a negative impact of parental language mixing on lexical acquisition (e.g., Byers-Heinlein, 2013). However, information on the effects of these factors in language separation remains scarce. It is thus worth further investigating if and how young children integrate these additional cues with their acoustic representations to achieve separation, and whether this has any impact on later language development.

In Chapter 3, we investigated several environmental aspects of bilingual exposure in 11-month-olds learning French and an additional language. Previous research on quantitative and qualitative properties of bilingual input had shown strong influences of each language's relative amount of exposure
on infants' lexical development, but diverging results were reported regarding the impact of the separation of the two languages in their environment (Byers-Heinlein, 2013; Place \& Hoff 2011, 2016; De Houwer, 2007). We discussed that these contradicting observations could be caused by age differences, as extra-linguistic cues to language separation might be relevant only during the first two years of life. Following this line of research, and in the light of our computational findings regarding the role of by-speaker language separation, we used a Language Diary method to investigate the co-existence of two languages in young bilinguals' input.

Based on diary records, we computed several measures quantifying the amount of exposure to each language, as well as the degree of overlap of both languages in time and by speaker. First, we observed that despite most families generally adopting a "one-parent one-language" approach, infants varied in the frequency of co-occurrence of the two languages in their environment, both in time (regardless of speaker) and within speaker. We then investigated potential effects of these and other environmental factors on infants' lexical development, by conducting exploratory correlational analyses on their vocabulary scores. An interesting observation stemming from these analyses was that byspeaker language separation had a positive correlation with comprehension vocabulary scores in both languages, in line with previous results on 1.5-year-olds by Byers-Heinlein (2013). As this was an exploratory study, these results would need a confirmatory replication. However, if confirmed, they would suggest that additional cues to language separation are indeed relevant during the first one or two years of life. It is in fact not unreasonable to think that after a certain age, all bilinguals will have figured out the presence of two languages in their environment, thus making the task of tagging their input and learning from it less challenging.

Finally, we made an unexpected observation in our heterogeneous sample: infants who were learning two languages from the same family (that is, French plus a Romance language) had overall higher vocabulary scores than those learning two distant languages, particularly French plus a Germanic language. While we had not planned for this analysis, this finding seems to align with very recent data from a large bilingual cohort studied by Floccia and colleagues (2018), in which infants learning language pairs with close phonological, morphological or word typology properties had larger vocabularies than those learning distant languages. This might suggest that, while distant languages may be easier to discriminate, this might not always translate into an advantage in language learning. Indeed, close language pairs may share properties that are crucial to vocabulary acquisition, such as prosody, which is known to be used in word segmentation (Curtin et al., 2005). Furthermore, they may share a
larger number of cognates, thus reducing the number of approximate word forms that the child needs to memorize. Thus, unlike phonological development, where close language pairs seem to pose more problems than distant ones in the acquisition of phonetic categories (Bosch \& Sebastián-Gallés, 2003b; Sundara \& Scutellaro, 2011), lexical acquisition might show the inverse pattern.

Another interesting difference between the language pairs that we studied is that, when comparing the effect of by-speaker language separation across groups, we observed an effect in the French + Romance group but not in the French + Germanic group. This might reflect that infants learning distant languages do not need any additional cues to notice the presence of two languages, and thus might not be affected by this factor. Due to the small sample size in each language group, it is not possible to conclude whether this difference is actually meaningful until more data are gathered. However, it hints at a possible interaction between the various linguistic challenges an infant faces during the first year of life, which are likely dependent on the specific language pair. This emphasizes the importance in early bilingualism research of comparing an effect across several language pairs, as what is true for one group may not be true for the other. Future research on similar topics should thus aim at systematically assessing children from different linguistic backgrounds on the same tasks or measures, to begin forming a broader picture of what is general to all language pairs, and what is specific to individual language pairs.

A natural question that begins to emerge is whether early language discrimination is actually necessary to bilingual language acquisition. Given the difficulty of the task of language sorting (as evidenced from infants' failure in some language discrimination tasks, as well as from our computational work), it could be expected that infants produce frequent errors in their tagging. Would a failure to correctly separate the speech samples into pure language clusters affect their general learning mechanisms? This kind of question is difficult to answer empirically, as it is perhaps impossible to know how infants have clustered their input in real life, and behavioral methods, such as artificial language learning, may or may not reflect what infants do with their actual input. We consider that in this situation, computational models could offer a useful insight into what is possible to learn from mixed input. One way to do this is to feed the output of the i-vector classification (with its imperfect classification) to models of phonological development or spoken word discovery. It may be the case that a failure to find the correct language clusters does not necessarily result in a completely merged phonology or a nonsense vocabulary. We thus hope that in the near future it will be possible to combine these kinds of computational cognitive algorithms (which currently exist mainly as separate modules) into one big
pipeline to examine the whole process of language learning in bilingual infants, from their very first speech representations to the acquisition of words.

### 5.2 Separation of phonological rules

## Summary of Chapter 4

In the last chapter of this thesis we investigated bilingual preschoolers' perception of language-specific phonological rules. Unlike other properties of young bilinguals' phonological systems, their acquisition and separation of phonological rules had barely been explored, with the only prior evidence coming from production studies. Here, we investigated the perception of phonological assimilation, a rule by which a consonant at a word edge adopts a phonological feature of a neighboring consonant. We argued that this type of rule may pose an interesting challenge to the bilingual learner for two reasons: first, bilingual children may be exposed to speech with more phonetic variability than what a typical monolingual encounters. Due to this experience, bilinguals may be more flexible regarding mispronunciations, and thus learning a subtle, context-specific rule might be a difficult task. The other problem that bilinguals face is the language-specificity of these rules, as phonological assimilation affects different consonants and features depending on the language. Keeping track of the alterations that occur in one or the other language may be challenging. To begin investigating these questions, we designed a touchpad videogame to test French-English bilingual children's compensation for voicing and place assimilation rules, the first of which exists in French but not in English, and vice-versa for the other one.

In this first study we assessed both rules in French sentences. Our results showed that, like French monolinguals of the same age, bilinguals compensated for voicing but not for place assimilation when hearing French sentences, and they did so in a context-specific manner. These results show that bilingual preschoolers have good perceptual knowledge of a subtle phonological rule, which they correctly interpret in its corresponding language. As we so far only tested them on French sentences, we cannot conclude from these results that their knowledge is indeed language-specific. These bilinguals, who were being raised in a French-speaking country, might have better mastery of their French phonology than their English phonology. In a future study which we have already begun to prepare, we will test bilinguals on these two same rules, applied on English sentences. By having the full square design, crossing rules and languages, we will be able to get a full picture of the specificity of their perception
of these phonological rules.

An important point to raise regarding these results, is the fact that French and English are two distant languages, which differ indeed in many linguistic properties (such as their phonologies, their rhythmic patterns, and their syntactic structures). Thus, in the context of our previous discussion on language distance and its impact on phonological and lexical development, it might be expected that French-English bilinguals have no trouble tracking their phonological systems with little cross-linguistic interference. In future work, it would be interesting to test similar language-specific phonological rules in a more closely related language pair, such as Spanish and Catalan, which might reveal a more complex scenario.

In conclusion, this experiment, a first of its kind in this population, opens the door to further work on phonological processing in bilinguals beyond the second year of life, an area of research that has been so far largely unexplored. To finalise this discussion, we would like to add a few comments on the methodological effort that was involved in designing this experiment. As any experimentalist working with bilingual children will know, designing a behavioral experiment for this kind of population is a long and arduous task. Beyond the well-known difficulties in finding good, sensitive methods to test the perception of young children in general, bilinguals come with an additional level of complexity, as their prior linguistic knowledge (which is often needed to plan an experiment) may be hard to estimate. Furthermore, bilinguals' responses may differ from that of monolinguals in many predictable and unpredictable ways. As this population is difficult to recruit, the traditional trial and error process that one could use to fine tune an experiment is hardly feasible with bilinguals. Instead, in this study, we conducted a total of 5 pilot studies with monolingual children and adults, testing a total of 113 participants before we were convinced that our method was appropriate for the age, and sufficiently sensitive to test the interaction we were after. This was to us no wasted time, as in the process we learnt many valuable things about how children (and adults too) may interpret the very same acoustic signal when faced with different scenarios. Following this idea, we made a report of our pilot studies freely available on our OSF project page. Reporting pilot studies is rarely done, but we would like to encourage more researchers to make this information widely available, as we often learn more from our mistakes than from our success. This leads us to the last point, which is the importance of deciding beforehand what we will consider a success. As bilingual infants and children may respond in many different ways to the experimental stimuli, it is all the more important to make a clear analysis plan before testing. After our immense effort to fine tune our experimental method, we pre-registered the
procedure, as well as the rejection criteria, the number of participants, and the full analysis. Thanks to this effort done prior to testing, we can rest assured that our results reflect an honest analysis of the data, something invaluable when testing a population that is so difficult to recruit. As times are quickly changing, we expect more and more developmental studies to go this way.

### 5.3 Conclusion

In this thesis we explored different aspects of language separation in young bilingual children, using a combination of three research methods: computational modelling, home diary records, and behavioral experiments. Each method allowed us to have a new perspective on one specific aspect of the problem, and combined, they provided several insight into the challenges that infants face when discovering and learning language from dual input. Our research questions covered different stages of bilingual development, from the very first steps in speech perception to the acquisition of complex phonological rules. While our work offered new perspectives on this problem and contributed additional evidence on how infants from different backgrounds develop their lexical and phonological systems, an immense amount of work remains to be done. The field of bilingual language acquisition is, much like the infants it studies, just beginning to discover a complex world.
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## Résumé

Durant les premières années de leur vie, les enfants apprennent rapidement à traiter la parole à partir d'un signal acoustique continue, et très vite, ils sont capables de comprendre et de produire les sons, les mots et la structure de leur langue maternelle. Les enfants qui grandissent dans un environnement bilingue rencontrent un défi supplémentaire : ils doivent simultanément découvrir et séparer les deux langues en deux systèmes individuels, avec des unités sonores, des vocabulaires et des grammaires indépendants, sans savoir a priori combien de langues sont parlées dans leur environnement. Malgré cela, l'acquisition du langage chez les jeunes bilingues suit, dans une large mesure, une chronologie similaire à celle des enfants monolingues. Comprendre comment les enfants arrivent à découvrir la présence de deux langues dans ce qu'ils entendent, et dans quelle mesure ils arrivent à les séparer, sont des questions cruciales pour le domaine de la recherche en bilinguisme chez les enfants. Dans cette thèse, nous nous concentrons sur ces deux questions en explorant comment les propriétés perceptuelles et environnementales de ce qu'ils entendent peuvent aider ou ralentir la découverte et le développement lexical des deux langages, et si les représentations phonologiques formées par les jeunes bilingues sont spécifiques à chaque langue. Nous adoptons une approche pluridisciplinaire, en utilisant à la fois des techniques empiriques et computationnelles, qui permettent d'apporter différents éclaircissements sur la tâche de la séparation des langues à un jeune âge.

Dans la première partie de cette thèse, nous nous intéressons au problème de la découverte de deux langues dans l'input d'un point de vue acoustique. Basés sur des recherches existantes concernant les capacités de discrimination des langues chez les nouveau-nés et les enfants, et inspirés par de précédents travaux de modélisation, nous cherchons à décrire d'un point de vue computationnel la perception de la parole dans plusieurs langues chez l'enfant. En empruntant un système de l'état de l'art dans les technologies de la parole, nous avons mené une série d'expériences qui peuvent servir à comprendre quel type de représentations les jeunes enfants créent quand ils entendent des langues différentes, et comment différents facteurs peuvent influencer leur perception de la distance entre les langues.

Dans la deuxième partie, nous étudions plusieurs aspects environnementaux de l'exposition à deux langues. Des recherches précédentes sur les propriétés quantitatives et qualitatives de l'input bilingue a montré des influences fortes de la quantité relative de l'exposition à chaque langue sur le développement lexical de l'enfant, mais des résultats divergents ont été rapportés quant à l'influence de la séparation des deux langues dans leur environnement. Nous avons utilisé une méthode de journal que les parents tenaient chez eux afin d'étudier la co-existence de deux langues dans ce qu'entendent les jeunes bilingues, et d'explorer comment cela, ainsi que d'autres facteurs environnementaux, peuvent influencer l'acquisition du vocabulaire.

Dans la dernière partie de cette thèse, nous examinons la perception de règles phonologiques spécifiques à chaque langue chez les enfants à l'âge de la maternelle. Contrairement à d'autre propriétés des systèmes phonologiques chez les jeunes bilingues, leur acquisition et séparation de différentes règles phonologiques ont été très peu explorées, et les seules données antérieures proviennent d'études sur la production. Nous avons mené une expérience comportementale en utilisant un jeu vidéo, afin de mesurer la perception inter-langue de l'assimilation phonologique chez les bilingues français-anglais.

Dans son ensemble, cette thèse contribue en apportant de nouveaux éclaircissements sur la question de la séparation et l'acquisition des langues dans le bilinguisme précoce, avec de nombreuses perspectives pour des recherches futures sur le sujet.

## Abstract

During the first years of life, children rapidly learn to process speech from a continuous acoustic signal, and soon become able to understand and produce the sounds, words and structure of their native language. Children growing up in a bilingual environment face an additional challenge: they must simultaneously discover and separate their bilingual input into individual (yet potentially overlapping) systems, with independent sound units, vocabularies and grammars, without knowing a priori how many languages are spoken in their environment. In spite of this, language acquisition in young bilinguals follows, to an extent, a similar time-line as in monolinguals. Understanding how children come to discover the presence of two languages in their input, and to what extent they are able to keep them apart, are to this day crucial questions to the field of childhood bilingualism. In this thesis we focus on these two questions by exploring how perceptual and environmental properties of the input can help or hinder the discovery and lexical development of two languages, and whether the phonological representations formed by young bilinguals are language-specific. In order to investigate these questions, we take a multidisciplinary approach, using both empirical and computational techniques, which can provide different insights on the task of early language separation.

In the first part of this dissertation we examine the problem of discovering two languages in the input from an acoustic perspective. Based on a large body of research on language discrimination abilities in newborns and infants, and inspired by previous modelling work, we aim to provide a computational account of infant perception of multilingual speech. Borrowing a state-of-the-art system from speech technologies, we conducted a series of computational experiments that can help us understand what kind of representations young infants form when hearing different languages, and how different factors may shape their perception of language distance.

In the second part, we investigate several environmental aspects of bilingual exposure. Previous research on quantitative and qualitative properties of bilingual input had shown strong influences of each language's relative amount of exposure on infants' lexical development, but diverging results were reported regarding the impact of the separation of the two languages in their environment. We used a home diary method to investigate the co-existence of two languages in young bilinguals' input, and explore how this and other environmental factors may influence their vocabulary acquisition.

Finally, in the last part of this dissertation, we consider bilingual preschoolers' perception of language-specific phonological rules. Unlike other properties of young bilinguals' phonological systems, their acquisition and separation of phonological rules has barely been explored, with the only prior evidence coming from production studies. We conducted a behavioral experiment using a touchpad videogame to test French-English bilinguals' cross-linguistic perception of phonological assimilations.

Overall, this thesis contributes new insights to the question of language separation and acquisition in early bilingualism, with multiple perspectives for future research on this topic.


[^0]:    ${ }^{1}$ While many vowels and consonants can be easily classified, this is not always the case: for instance, some languages contain syllabic consonants, i.e., consonants that take the position of the nucleus of a syllable, replacing vowels. Notorious examples are the Czech language, where words and even full phrases may be composed solely of consonants (as illustrated by the famous tongue-twister "strč prst skrz krk", meaning stick a finger through the throat), or a dialect of Berber studied by Dell \& Elmedlaoui (1985). Furthermore, when hearing filtered speech, the difference between certain consonants (e.g. nasals) and vowels may be difficult to perceive. To work around this problem, a different modelling approach based on sonority measures has been proposed by Galves et al. (2002)

[^1]:    ${ }^{2}$ The fronto-striatal circuit is believed to be involved in reinforcement learning (Schönberg, Daw, Joel, \& O'Doherty, 2007)

[^2]:    ${ }^{3}$ Amplitude and frequency modulations characterize the fluctuations of the temporal envelope and of the spectral components of speech throughout the utterance.

[^3]:    ${ }^{4} \mathrm{~N}$-grams models compute the frequency of co-occurrence of all possible combinations of $n$ phones, thus capturing phonotactic patterns

[^4]:    ${ }^{5}$ In the traditional i-vector notation, the utterance supervector is referred to as $\mathbf{M}$. We avoid this notation as it can be misinterpreted as a matrix.

[^5]:    ${ }^{6}$ This simulation is similar to the one we presented in Carbajal et al. (2016). The main difference relies in that, in our previous study, we had computed these values only every 10 utterances, while here it is computed at each step.

[^6]:    ${ }^{1}$ Département d’Etudes Cognitives, Ecole Normale Supérieure - PSL Research University, France. carbajal.mjulia@gmail.com, emmanuel.dupoux@gmail.com

[^7]:    ${ }^{1}$ In a complete linkage clustering, the two clusters with the smallest distance between their farthest pair of points are joined together [30].

[^8]:    ${ }^{7}$ Source information, e.g. the pitch, can be calculated separately and added to the feature vector if it is necessary for a specific application

[^9]:    ${ }^{1}$ Additionally, English-only blocks correlated with grammatical complexity in English, but Spanish-only blocks did not correlate with the equivalent measure in Spanish.
    ${ }^{2}$ In Place and Hoff (2016), five different measures of language skills were used: productive vocabulary size, MLU3, grammatical complexity (all these based on the CDI), auditory comprehension (PLS-4) and picture naming (EOWPVT).

[^10]:    ${ }^{3}$ We will refer to the additional language as L2, but this is not intended to imply that the L2 was learnt after French, nor that it is any less important in the child's input. Alternative labels for the additional language in the literature include AL (for Additional Language) and Language Alpha.

[^11]:    ${ }^{4}$ This procedure was done to guarantee that we could correctly identify individual speakers while preserving their anonymity. Likewise, children were identified by an ID noted at the front of the booklet.

[^12]:    ${ }^{5}$ The original French short-form for assessing 12-month-olds designed by Kern et al. (2010) contains 81 words. In this modified version we have included all 81 words plus 10 additional words that were being used in a behavioral experiment the infants participated in.
    ${ }^{6}$ As with the French form, these forms were also extended to include the translation of some of the French words used in a behavioral experiment. The number of words in each language (and, in parenthesis, the original number of words in each form) was: 93 (90) words in English, 92 (90) in Portuguese, and 113 (104) in Spanish.

[^13]:    ${ }^{7}$ Note that this measure is very similar to the measure of purity typically used in clustering analyses, such as the one we reported in Carbajal, Dawud, Thiollière \& Dupoux (2016).

[^14]:    ${ }^{8}$ Words counted as being understood both if parents reported them as only understood (not yet produced) and also if they were reported as produced by the child.

[^15]:    ${ }^{9}$ Tukey's criterion defines outliers as points falling outside the range [Q1 $-1.5 * \mathrm{IQR}$; Q3 $+1.5 * \mathrm{IQR}$ ], where Q 1 is the first quartile of the distribution, Q3 is the third quartile, and IQR $=$ Q3 - Q1.
    ${ }^{10}$ We exclude from this correlation analysis one child with an outlier value of WSLP.

[^16]:    Comments (optional)

[^17]:    1. They recognize it even less in an unviable context for place assimilation, such as lune rousse 'red moon', suggesting a small language-independent compensation effect.
[^18]:    ${ }^{4}$ The fact that neither we nor Skoruppa, Mani and Peperkamp (2013) and Skoruppa, Mani, Plunkett, et al. (2013) found some small amount of compensation for non-native assimilation might be due to a lack of power. Indeed, experiments with toddlers and young children typically have a small number of trials (e.g., our experiment had 6 trials per condition, compared to 16 for adults in Darcy et al., 2009).

[^19]:    ${ }^{5}$ On the one hand, if both the familiar and the novel object were introduced by their names prior to the clicking request, 5 -year old children (as well as adults) performed the task at an acoustic level; that is, they showed a bias for the novel object. On the other hand, if neither of the objects was named prior to the clicking request, they showed a bias for the familiar object, regardless of context. A detailed report of our pilot studies is available at the OSF project page, https://osf.io/52z9g/.

[^20]:    ${ }^{1}$ Some of the novel objects were real items that are generally unknown to toddlers.

[^21]:    ${ }^{2}$ As described in the Materials section, in this pilot there were 2 more training items than in the final study.

[^22]:    ${ }^{3}$ All estimates are given in odds.

[^23]:    ${ }^{4}$ Since we did not have access to the full dataset presented in Skoruppa, Mani \& Peperkamp (2013) but we had the means and standard errors per condition as reported in the paper, we show barplots instead of boxplots for all 7 studies.

