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Introduction

The origin of magnetic resonance spectroscopy

In the 1920s, physicists knew that atoms, which are composed of positively charged

nuclei surrounded by a cloud of negatively charged electrons, feature a property

that could not be described in a classical picture. They hence developed the notion

of a quantum mechanical analogue of an angular momentum, which they coined

the spin-angular momentum. It describes a sort of spinning of the nuclear and

electronic charge (denoted henceforth as “spin”). As any revolving charge, this leads

to the creation of a magnetic moment and its associated magnetic field. Moreover,

such particles featuring a spin tend to align their magnetic moment with or against

any externally applied magnetic field. In 1937, the American physicist Isidor I.

Rabi working at Colombia University in New York, followed the idea of the Dutch

physicist Cornelius J. Gorter to apply radio waves to atomic nuclei with a spin to

manipulate the orientation of their magnetic moment with respect to an external

magnetic field. Thus, I. I. Rabi irradiated lithium chloride in a vacuum chamber at

different external magnetic fields. He found that by adjusting both the frequency of

the radio frequency waves and the external static magnetic field, he could observe an

absorption of the irradiated waves, which he associated to a resonance phenomenon

between the spin and the radio waves, i.e., magnetic resonance was born.1 I. I. Rabi

was awarded the Nobel Prize in Physics ”for his resonance method for recording the

magnetic properties of atomic nuclei” in 1944.2,3 Although his work was crucial for

the development of the magnetic resonance method, Rabi focused all his studies on

isolated nuclei in vacuum.
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Early days of Nuclear Magnetic Resonance (NMR)

Nuclear magnetic resonance (NMR) spectroscopy constitutes a very powerful non-

destructive spectroscopic technique. It is widely used in chemistry, biology, medicine

and physics to determine the structure and dynamics of small molecules, polymers,

nucleic acids or small proteins.

In late 1945, two physicists, Edward Mills Purcell at the Massachusetts Institute

of Technology (MIT) and Felix Bloch working in Stanford simultaneously extended

Rabi’s work to an ensemble of molecules in solid and liquid samples.4 Hence, at the

Radiation Laboratory of MIT, Purcell, Torrey and Pound acquired proton signal of

1 L of solid paraffin in a resonant cavity tuned at 30 MHz. By sweeping the external

magnetic field, they observed a change of 0.4 % in the applied radiofrequency (RF)

field amplitude that they attributed to energy dissipation through relaxation of 1H

nuclei.5 While the MIT team was working on solid paraffin, the Stanford one which

was composed of Bloch, Hansen and Packard measured a proton signal of 1.5 cm3

in bulk water at 7.7 MHz at room temperature. In their experiment, they used

two orthogonal RF coils: one for the excitation of the protons (transmitter coil),

the other for the detection of the signal through the de-excitation of the 1H spin of

the water molecules (receiver coil).6,7 Complementary studies have been performed

in 1949 by Henry C. Torrey who was working at Rutgers University in the New

Jersey and by Erwin L. Hahn in 1950 at the University of Illinois who developed

the principle of pulsed NMR inspired by Bloch’s 1946 suggestions8 and measured

the Larmor precession frequency of protons in glycerine and water solutions.9,10.

At this early age of NMR, the nuclear frequency shift generated by the shielding

of the magnetic field through the electron clouds was considered as an artifact by

particle physicists. In 1951, the scientists Arnold, Dharmatti and Packard working

in Purcell’s group demonstrated the potential of this phenomenon in chemistry by

observing three independent lines at different frequencies corresponding to the res-

onances of protons belonging to OH, CH2 and CH3 groups of ethyl alcohol11. This

frequency difference, which is characteristic of the direct environment of a nucleus,

was coined ”chemical shift”. Many scientists started to work on applications of this

14



phenomenon to characterize a large variety of small systems in chemistry and biology

such as bovine pancreatic ribonuclease12, cytochrome c, myoglobin. Furthermore,

physical properties of water were examined such as relaxation and diffusion in living

human subjects and animals.13,14 However, hardware problems at this time led to

many artifacts as consequences of static magnetic field inhomogeneities.15

In 1966, the Swiss Richard R. Ernst, together with the American Weston A. An-

derson, found a way to considerably decrease the experimental time by using short

radiofrequency pulses to excite nuclei instead of irradiation by long frequency sweeps.

A decaying temporal signal is acquired during the acquisition containing all the sys-

tem information: the free induction decay (FID). A frequency analysis is possible

by a Fourier transform (FT) of the FID.16 Decreasing the experimental time enables

the repetition of an experiment and the rapid averaging of the signals; this has con-

siderably increased the signal-to-noise ratio in NMR. Ernst received the Nobel prize

in chemistry in 1991 ”for his contributions to the development of the methodology

of high resolution nuclear magnetic resonance (NMR) spectroscopy”.

In 1976, two-dimensional FT applied to NMR spectroscopy by Ernst constituted

a major breakthrough in biochemistry, though the original idea stemmed from the

Belgian physicist Jean Jeener. This development gave birth to correlation maps

between spins17 opening a lot of new perspectives for structural and dynamical

biology.

NMR applications have continued to evolve and constitute nowadays an indispens-

able tool in chemical and biological research fields. NMR also offers great perspec-

tives for investigating in-cell metabolisms as proteins in bacterial and human cells

could be differentiated from the cellular background either by over-expression18 of

isotopic-labeled proteins or by injecting them into the cellular cytoplasm.19–21 Ad-

ditionally, NMR is nowadays indispensable in medical diagnosis through magnetic

resonance imaging (MRI).
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Electron Paramagnetic Resonance (EPR)

In electron paramagnetic resonance (EPR) spectroscopy the signal of unpaired elec-

trons is studied. Many molecules such as free radicals or metallic ions can thus be

detected by this technique. The EPR phenomenon has been simultaneously dis-

covered in 1944 by Zavoisky,22,23 a Soviet physicist from Kazan State University

in Russia, and Bleaney from the University of Oxford. Even if Zavoisky never re-

ceived any Nobel Prize for his discovery, he is nowadays considered as the father

of the EPR spectroscopy for his experiments in manganese salts. Aqueous and

non-aqueous samples have been irradiated by constant radio-frequency waves, while

the magnetic field was swept. He demonstrated that the ratio between the irradi-

ation frequency that corresponds to the maximum absorption coefficient and the

magnetic field induction is constant and corresponds to the value predicted by the

theory. Zavoisky gave its name to an important distinction in the EPR community,

the Zavoisky prize,24 and might even have observed NMR phenomenon before Bloch

and Purcell in one of his unpublished works.25 Zavoisky’s experiment was the first

continuous-wave electron spectrum to be acquired.

In 1958, a major breakthrough in EPR occured: Blume measured the first elec-

tron spin echo from a solution of sodium ammonia at -33.8 ◦C at 0.62 mT with a

microwave irradiation at 17.4 MHz.26 The same year, the first microwave electron

spin echoes were reported in doped silicon.27 These events gave birth to pulsed EPR

spectroscopy. This technique is however quite demanding and the lack of available

technology such as very high power microwave generators and fast digital electron-

ics at that time discouraged many research groups. Since then, the technology has

greatly evolved and EPR is widely used today to study properties of metals or

radicals.28

NMR and EPR are very closely related techniques as they both rely on the same the-

ory. But one main difference between them is the considered energy involved in all

processes. The absolute value of the electronic gyromagnetic ratio is ca. 660 times

larger than the proton one leading to a stronger response to magnetic stimulation

and stronger interactions. The electron is consequently much more sensitive than
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nuclei.29,30 There is however one main drawback of EPR as electrons in many natural

materials tend not to stay unpaired in external orbitals. Paramagnetic agents have

thus to be artificially added either by covalent attachment to the target (spin la-

bel)31–33 or by the addition of tracer molecules to the chemical system under study

without any chemical linkage (spin probe).34 Spin labelling in EPR spectroscopy

is not limited by the size of the protein and gives access to interactions on time

scales that are different to the NMR ones,35–37 which makes NMR and EPR two

complementary methods to study structural and dynamical properties of molecules.

Overview of different hyperpolarization methods

that boost nuclear signals

Considering the low sensitivity of NMR, new approaches have been developed to

boost the signal to noise ratio. A whole field of research is dedicated to find means

to enhance the nuclear polarization beyond Boltzmann’s predictions in thermal equi-

librium. Such a particular spin state is called a hyperpolarized state. Many different

approaches exist to achieve this specific nuclear spin configuration such as chemical

reactions in specific systems or optical pumping that leads to hyperpolarized noble

gases.

Hyperpolarization of nuclei by chemical reactions

Some efficient techniques using chemical reactions can efficiently increase the polar-

ization of nuclei. The main advantage of these methods is their low cost and their

rapidity. The most famous ones imply the use of a generator of para-dihydrogen (p-

H2). The production of para-hydrogen relies on the fact that the singlet (para) and

triplet (ortho) states in H2 systems are dynamically separated due to symmetry prop-

erties. This means that conversion from p-H2 to ortho-H2 (o-H2) is symmetrycally

forbidden to first order. Overpopulations of p-H2 will therefore persist despite the

fact that the population ratio between ortho- and para-states is 1:3 at equilibrium.

17



The non-magnetic singlet state is well protected from relaxation mechanisms as no

direct transitions connect it to the ortho states and it does not interact with the

external magnetic field. Its lifetime is on the order of hours whereas the spin-lattice

relaxation of triplet states is on the order of seconds.38–40 A flow of population from

o-H2 to p-H2 can be triggered by breaking the magnetic symmetry of H2 or by low-

ering the temperature of the system. The latter is a very efficient method which

consists in slowly lowering the temperature of hydrogen gas over active charcoal

down to a ca. 25 K, close to the boiling point of H2 (20 K). Thus it allows for a

p-H2 enrichment between 93 % to 97 %.41–44

Parahydrogen-Induced Polarization (PHIP) The para-H2 gas can be used

to hyperpolarize unsaturated organic molecules by a hydrogenation reaction. This

hyperpolarization method is called parahydrogen-induced polarization (PHIP). The

transfer of p-H2 polarization to a neighboring 13C attached to an unsaturated molecule

does require a catalyst. The latter assures the simultaneous fast exchange between

the substrate and both hydrogens of p-H2 without breaking their relative spin orien-

tation. Polarization that has been created in p-H2 is hence transferred to the carbon.

This transfer of polarization depends on the coupling between the two H, relatively

to the external magnetic field. In the case of a weak coupling (i.e., at high magnetic

fields), the hydrogenation is called PASADENA (Parahydrogen and Synthesis Al-

low Dramatic Enhancement of Nuclear Alignment). In this case, the hydrogenation

of the substrate occurs directly in the sample tube inside the spectrometer. The

para-state of the dihydrogen is magnetically inert and does not interact with the

~B0 field nor create any field inhomogeneities or spurious signals. Another method

consists in transferring the polarization at low field outside the spectrometer and

then acquiring the NMR signal at high field. This is known as ALTADENA (Adi-

abatic Longitudinal Transport After Dissociation Engenders Nuclear Alignment).

The PHIP techniques can lead to an increase the carbon hyperpolarization up to 4

orders of magnitude.

Signal Amplification by Reversible Exchange (SABRE) Unlike PHIP, SABRE45

does not require an unsaturated molecule but it involves a metal complex catalyst,
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which typically contains an iridium center.46 Despite their great efficiency in the

case of in vitro NMR or MRI experiments, these techniques are not suitable for

in vivo cases because of the toxicity of the agents and the short lifetimes of hyper-

polarized molecules due to their strong paramagnetic relaxation. However, some

developments that tend to decrease the relaxation of substrate are in progress.47

One successful approach, which is inspired by the Dynamic Nuclear Polarization

(DNP), consists in the use of deuterated agents and substrates. This method aims

at reducing the relaxation of the hyperpolarized substrate through dipolar interac-

tions. 50% 1H polarization with a lifetime of 100 s has been reached in the case of

2H-labelled nicotinate with SABRE in 2017, which constitutes an encouraging result

toward in vivo applications.

Hyperpolarization by spin-exchange optical pumping (SEOP)

A second way to hyperpolarize nuclei consists in transferring the polarization from

polarized light to noble gases. This method exploits the quantum mechanical selec-

tion rule of angular momentum to increase the electron’s polarization and therefore

the interacting nuclei polarization by three to four orders of magnitude.48 Irradiat-

ing vapor of alkali metals in a weak magnetic field with circularly polarized light

results in the excitation of the electrons following the selection rule: ∆mS = +1

or ∆mS = −1 depending on the direction of the magnetic field compared to the

direction of the polarization of the light. The interaction of the circularly polarized

light with the electrons of a metal gas, which eventually leads to non-equilibrium

distributions of the electronic spin populations, has first been observed by Kastler

in 1949. This work earned him the Nobel Prize.49,50 Nowadays, the technique has

been developed to hyperpolarize noble gases through collision and or spin-exchange

of gaseous alkali metal that has been excited by optical pumping.51,52 Hence, en-

riched 3He, 21Ne, 83Kr and 129Xe can be hyperpolarized when they are in contact

with optically pumped gaseous 97Rb.

Xenon is the most widely used nucleus among the noble gases for optical pumping

experiments because its good storability in comparison to other nobles gases, and en-
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ables one to perform experiments both in liquid and gaseous phases. Moreover, 129Xe

is highly soluble in aqueous solvents and tissues53,54 with a T1, long enough to acquire

hyperpolarized in vivo images of the thorax and heads of humans and rodents.55

These particularities make it particularly efficient for diffusion experiments.56 Chem-

ical shift windows of 129Xe are larger than 200 ppm when this nucleus is dissolved

in different solvents. It therefore can give access to a lot of different dynamical

and structural information by exchanging with surrounding molecules. Finally, its

polarization can even be transferred to nearby protons by cross-relaxation.57 Even

with the previously mentioned advantages, Xenon is quite difficult to hyperpolarize

compared to lighter noble gases. Hence, scientists working with Xenon that has a

polarization of ca. 50% cannot perform real-time experiments. in comparison, 3He

can reach much higher polarization through optical pumping but, on the other hand,

its thermodynamical properties are much more difficult to handle. That is why hy-

perpolarized helium is mainly used in hyperpolarized gas-phase magnetic resonance

experiments. Note that 3He has been combined with MRI for clinical applications

where in vivo hyperpolarized 3He images of lungs of humans and small animals have

been acquired.55

Dynamic Nuclear Polarization (DNP)

DNP is a hyperpolarization method that allows an increasing of NMR signals. It

consists in hyperpolarizing the nuclei using the magnetic properties of electrons and

therefore, this technique combines NMR and EPR features. The saturation of a tran-

sition of unpaired electron spins carried by paramagnetic agents through microwave

irradiation leads to a transfer of their polarization to neighboring hyperfine-coupled

nuclei. This process can occur through four different mechanisms, depending on the

experimental conditions.58–63

DNP is almost as old as NMR. Indeed, in 1953, Albert Overhauser predicted this

phenomenon by theory.64 His work has been at first strongly rejected by the scientific

community. Its apparent transgression of thermodynamical laws strongly bothered

physicists such as the famous Felix Bloch or Norman Ramsey. However, Thomas.
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R. Carver and Charles P. Slichter validated this theory by testing it on metallic

lithium and sodium.65 They thus observed this phenomenon, which has been coined

as the Overhauser Effect, on several nuclei: 7Li, 23Na and 1H in liquid ammonia.

After the experimental validation of this theory, Ramsay sent a letter of apology

to Overhauser. The name ”Dynamic Nuclear Polarization” was first introduced by

Abragam to describe the phenomenon observed in diamagnetic insulators that are

doped with paramagnetic species.66,67 The observation of a DNP mechanism which

is called solid effect has been done independently and simultaneously by Jeffries.59

Nowadays, the term DNP concerns all mechanisms that enable to boost nuclear spin

polarization using electrons and microwave irradiation.

Since its discovery in late 1950’s, this method has greatly evolved to reach higher

and higher nuclear polarizations by developing powerful setups to study systems

at cryogenic temperatures or using gyrotrons to irradiate the electrons with more

selective and powerful microwaves. In 1985, the combination of a gyrotron with the

‘magic-angle’-spining (MAS) technique used in solid-state NMR enabled to hyper-

polarize the 13C in solid-state samples.68 In this experiment, the hyperpolarization

of highly concentrated proton nuclei has been transferred to carbon nuclei by cross-

polarization (CP).

In 2003, another major development concerning the DNP method has been made.

Ardenkjær-Larsen et al. working at Amersham Health Research and Development

AB in Sweden developed a technique that enables to achieve strong hyperpolarized

nuclear spins in solution: dissolution-DNP (D-DNP). In this apparatus, a solid sam-

ple is hyperpolarized at liquid helium temperatures and high magnetic fields (5 to 10

T). Once the nuclei are fully polarized, ca. 7 mL of hot pressurized water are injected

into the solid sample to dissolve it. Then, the dissolved sample is transferred to an

NMR spectrometer where the signal of the hyperpolarized nuclei can be detected at

high field and room temperature. They tested this system on hyperpolarized 13C

in labeled Urea using 15-20 mM trityl radicals (Tris8-carboxyl-2,2,6,6-tetra[2-(1-

hydroxyethyl)]-benzo(1,2-d:4,5-d)bis(1,3)dithiole-4-ylmethyl sodium salt). Thanks

to this method, 13C signals can be enhanced by up to four orders of magnitude.

This discovery opened new perspectives for DNP such as the possibility to combine
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it with MRI69,70.

Nowadays, DNP is widely used in solid-state NMR (ssNMR)71,72, liquid state NMR

and MRI, to increase the polarization of nuclei of diverse chemical and biological

systems. MAS-DNP (the combination of the MAS solid-state technique with the

DNP) is particularly efficient to get information on polymers,73,74 amyloid fibrils75,

membrane proteins76,77 and surfaces.72,78 D-DNP is particularly interesting to study

real-time chemical reactions using small hyperpolarized molecules79–81 or to get in-

formation on nuclei that have a low natural abundance in non-labeled samples.82

Finally, clinical applications of the combination of MRI with D-DNP are in de-

velopment. Indeed, until recently, MRI was mostly limited to proton signals due

to its intrinsic low sensitivity. However, the enhancement of nuclear signals can

permit observations of nuclei with low gyromagnetic ratio such as 13C at physiolog-

ical concentrations. This development allows MRI monitoring of reactions of small

hyperpolarized metabolites in cells. Thus, the injection of hyperpolarized labeled

1-13C-pyruvate into human bodies can help the preclinical diagnosis of cancer be-

cause cancer tissues demonstrate abnormally high enzymatic activity resulting in an

increased rate of degradation of pyruvate into lactate. It has been shown that one

can detect cancerous prostate tissues by DNP-enhanced MRI thanks to their higher

concentration of lactate.83,84

EPR and DNP

The transfer of polarization from electrons to nuclei in DNP relies on a compromise

between electronic and nuclear properties. It thus becomes important to investigate

both the nuclear dynamics and the electronic characteristics of our samples in order

to understand the hyperpolarization mechanisms. This opens new fields of research

that focus on boosting the efficiency of this process by finding the right balance

between paramagnetic species and nuclear properties of DNP samples.85,86 In this

regard, DNP is at the intersection of NMR and electron paramagnetic resonance

(EPR). While some research groups actively work on investigating new polarizing

agents whose electronic properties enable one to increase the efficiency of DNP,87–93
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others decided to focus their attention on the electron spin irradiation and new

facilities to get ever-higher enhancements of nuclear signals. Although most DNP

experiments use a continuous microwave irradiation, observations prove that this

does not generate the optimum final nuclear polarization. Modulations of the mi-

crowave field94 or new set-ups composed of pulsed EPR spectrometers coupled to

high field ssNMR spectrometers have been developed to boost experimental enhance-

ments. These new facilities also help to obtain a better understanding of the complex

theory that describes the transfer of polarization from electrons to nuclei.95,96

Structure of this thesis

This thesis describes my contributions to three different projects during my PhD at

ENS Paris. Even though all of them gravitate around dissolution dynamic nuclear

polarization (D-DNP), these projects cover different aspects of the technique. First,

chapters 1 and 2 introduce the basis of D-DNP and gives an overview about this

hyperpolarization method. A very brief description of the EPR experiments that

have been used is also given. Chapters 3 and 4 concern the study at 4 K of the

properties (dynamical and morphological) of the typical samples that are used in

D-DNP. These studies use EPR to 1) give a better prediction of the nuclear polar-

ization using existing models by considering electron dynamical properties and 2)

understand how time-dependent morphological variations that occur in the samples

can impact the 1H polarization in DNP experiments. A second project that consists

in studying non-linear dynamics of 1H signals at temperature as low as 1.2 K is then

developed in the chapter 5. Finally, the last chapter in this thesis shows an example

of an application of D-DNP: kinetic information about the pre-nucleation process of

calcium phosphate clusters could have been extracted.
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Chapter 1

Dynamic Nuclear Polarization: a

combination of NMR and EPR

enabling the hyperpolarization of

nuclei

1.1 Basic theory of magnetic resonance techniques

1.1.1 The spin

In physics, particles such as protons, electrons or neutrons are assemblies of quarks,

which entail intrinsic properties such as their mass and their electric charges leading

to the spin. These characteristics enable one to predict many physical properties

and interactions, even chemical reactions in many cases, since the mass, the charge

or the spin are important properties. The spin1 is commonly used in the context

of quantum mechanical description of particle systems2, and enable to describe and

predict a system’s magnetic properties. Mathematically, we describe the spin as an

angular momentum operator (Ŝ) , which can be conveniently described as a vector as

it gives rise to three spatial components Ŝx, Ŝy and Ŝz. The spin angular momentum
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1.1. Basic theory of magnetic resonance techniques

is directly related to the magnetic moment µ̂ of a particle:

µ̂ = g
q

2m
Ŝ = γŜ (1.1)

In equation 1.1, q and m respectively represent the particle charge and mass and g

is a dimensionless coefficient called Landé factor or g-factor. It adopts respectively

the values of -2.0023, 5.586 and -3.826 for the free electron, free proton and free

neutron. It is important to mention that even though the neutron does not bear

any electric charge, its quarks provide nonetheless a non-zero magnetic moment.

The eigenvalues of an operator determine the system’s possible states. For nuclei

or electrons in a quantum state |ψ〉, only two spin states are possible in each of the

three spatial directions of the frame:

Ŝi |ψ〉 = ± h̄
2
|ψ〉 (1.2)

with i corresponding to x,y or z. More generally, for a system associated with a

quantum state |ψm〉 with m an eigenvalue of its spin angular momentum operator

the following holds:

Ŝi |ψm〉 = h̄m |ψm〉 (1.3)

In this thesis, we will refer to the maximum of m to characterize the total spin I of

any particle. The simplest case is that of a spin 1
2

particle such as electrons, protons

and neutrons, for which m can adopt values +1
2

and −1
2
. As the gyromagnetic

ratio γ determines the strength of the magnetic moment of a particle, even though

each isolated electron or nucleons have the same spin, the observable associated to

their spin angular momentum operator (or their magnetic moments) can be different

because (see equation 1.1).

One can also associate a spin to an ensemble of nuclei. By convention, the total spin

angular momentum of nuclei is introduced by the operato r̂I which is composed of

three spatial operators Îx, Îy and Îz. The number of protons and neutrons in the

nucleus will thus directly characterize its spin. Hence, when the number of protons

and neutrons are even the total nucleus spin number is zero as in the case of the 12C

or the 16O. Nuclei with odd mass number have a half integer spin number. Thus,
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1H, 13C and 31P have a spin 1
2

whereas 7Li has I= 3
2

and 17Al has I=5
2
. Finally, when

nuclei have even number of nucleons and odd number of protons, their spin number

necessarily belong to the integers. 2H, 6Li and 14N verify I= 1.

1.1.2 The Zeeman interaction

Interactions of nuclei with their surrounding (magnetic field, other atomes etc.) are

the keys to information about a system. They enable us to differentiate between

different nuclei, allow access to nuclear dynamics on different time scale (depending

on their magnitude) or help to describe the structure of molecules. In a more

fundamental way, we could not detect any NMR or EPR signal in the absence of

any interaction.

The Zeeman interaction is the strongest of the interactions typically encountered in

magnetic resonance.3,4 It corresponds to the interaction between the spin angular

momentum and an applied external magnetic field. In a quantum mechanical de-

scription, establishing the Hamiltonian operator Ĥ for a system enables to determine

the different energy levels a spin can adopt. Indeed, the eigenvalues of Ĥ are the

energy levels of the system in the chosen basis. Equation 1.4, which corresponds to

the mathematical expression of this theory, is the quantum mechanical Schrödinger

equation where the Hamiltonian is time independent. |ψn〉 and En are respectively

the eigenvectors and eigenvalues (or energy levels) of Ĥ.

Ĥ |ψn〉 = En |ψn〉 (1.4)

When a nucleus that possesses a spin angular momentum operator Î is placed in a

static magnetic field ~B0 with a frequency depending on the fundamental properties

of the nucleus it will precess around ~B0. This is denoted the Larmor precession and

the corresponding frequency is the ω0. By convention, the Cartesian frame (~x, ~y, ~z) -

also called laboratory frame - is chosen in order to align ~B0 to the ~z axis: ~B0 = B0~z.

The energy of interaction of the spin with the static external magnetic field can

be described by the free precession operator Ĥ0 which is also a time independent
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1.1. Basic theory of magnetic resonance techniques

Hamiltonian.

Ĥ0 = −γB0Îz = −ω0Îz (1.5)

where γ is the gyromagnetic ratio and B0 corresponds to the norm | ~B0|. For spin 1
2
,

Îz only possess two distinct eigenvalues: h̄
2

and − h̄
2
.Hence, the energy of the system

will differ by ω0

2π
if spins are parallel or anti parallel to ~B0. This effect which causes

a splitting of energy levels is called the Zeeman interaction.

Ĥ0

∣∣ψ1/2

〉
= −ω0

h̄

2

∣∣ψ1/2

〉
and Ĥ0

∣∣ψ−1/2

〉
= +ω0

h̄

2

∣∣ψ−1/2

〉
(1.6)

Hence, the difference of energy between the two spin states ∆E depends on the

Larmor precession frequency ω0 = γB0.

∆E = Eβ − Eα = ω0h̄ = hν (1.7)

with h, the Planck constant, ν = ω0

2π
, Eα and Eβ, the energy of spin state α and β. In

the case of a 1
2

spin system, the lower energy level is called α whereas the upper one

is associated to β. This lifting of degeneration is the key phenomenon that enables

a nuclear signal to be acquired by exciting the transition of a spin between both its

states .

Figure 1.1: Perturbation of 1
2 spin energy level at zero field E0 due to the Zeeman inter-

action between the magnetic moment and an external static magnetic field ~B0.
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1.1.3 The dipolar interaction

As explained in the beginning of this thesis, spins are intrinsically linked to magnetic

moments through equation 1.1. Hence, each nucleus acts as a magnetic dipole that

generates a magnetic field. Naturally, the magnetic field produced by one spin will

interact with the field of another neighbouring one and vice versa. This perturbation

is called ’dipolar coupling’. The strength of this interaction has a magnitude on the

order of one to hundreds of kHz.

We can establish the dipolar Hamiltonian ĤDD of two interacting spins:

ĤDD = −µ0γ1γ2

4π

[
Î1 · Î2

r3
− 3(Î1 · ~r)(Î2 · ~r)

r5

]
(1.8)

where γ1 and γ2 are respectively the gyromagnetic ratios associated to the spins Î1

and Î2 and ~r is the vector that connects spin 1 to spin 2 (see Fig. 1.2). Commonly,

we use ĤDD expressed in polar coordinates:5,6 ~r = (r sin θ cosφ, r sin θ sinφ, r cosφ)

ĤDD = −µ0γ1γ2

4πr3
(A+B + C +D + E + F ) (1.9)

A = Î1z Î2z(3 cos2 θ − 1)

B = −1

4

(
Î1+Î2− + Î1−Î2+

)
(3 cos2 θ − 1)

C = −3

2

(
Î1z + Î2+ + Î1+Î2z

)
sin θ cos θe−iφ

D = −3

2

(
Î1z + Î2− + Î1−Î2z

)
sin θ cos θe+2iφ

E = −3

4

(
Î1+Î2+

)
sin2 θe−2iφ

F = −3

4

(
Î1−Î2−

)
sin2 θe+2iφ

In the equation 1.9, A is the only term that is static. It defines the splitting of each of

the Zeeman energy levels, giving rise to four spin states in the case of two interacting

spins 1
2
: |αα〉, |αβ〉, |βα〉 and |ββ〉 (see Fig. 1.3). The energy that separates each of

the dipolar energy levels is given by A. All the other terms are off-diagonal elements

of the dipolar matrix ĤDD. The ladder operators (see section A.11) describe a

dynamical phenomenon. Thus, they correspond to transition probability from one

state to another. B is the probability for a zero-quantum transition (or ’flip-flop’
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transition), which is a simultaneous ’flip’ of one spin (|α〉 → |β〉) and a ’flop’ (|β〉 →

|α〉) of the other one (|αβ〉 ↔ |βα〉). This process is crucial in magnetic resonance

as it describes the complete transmission of information from one spin to another

through space without any gain or loss of energy of the total homonuclear system.

This diffusion can occur between spins (homo- or heteronuclear) if:

A ≤ B (1.10)

C and D are one-quanta transitions (such as |αα〉 ↔ |βα〉) and finally E and F

are associated to double-quanta transitions, in other words, the probability for both

spins to ’flip’ (or flop’) simultaneously (|αα〉 ↔ |ββ〉).

The energy E generated by two dipoles in interaction depends thus on two param-

eters: the distance between the two nuclei and the angle between the internuclear

vector ~r and the external magnetic field θ (Eqn. 1.11).

E = −µ0

4π

[
~µ1 · ~µ2

r3
− ( ~µ1 · ~r)( ~µ2 · ~r)

r5

]
(1.11)

where µ0 is the vacuum permeability constant. As ~µ1 and ~µ2 are parallel, we can

simplify the equation 1.11 into equation 1.12.

E = −µ0

4π

~µ1 · ~µ2

r3
(1− 3 cos2 θ) (1.12)

The magnetic dipolar coupling gives plenty of information on a spin system. First

of all, it is a through space interaction enabling to have a direct quantification

of the internuclear distances. Then, the coupling between two magnetic moments

depends on the orientation of their internuclear segment relative to ~B0 which makes

the angle accessible. Knowing the angle and the distance between the two dipoles,

we can deduce the spatial position of the nuclei, a precious information for the

determination of the structure of molecules.
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Figure 1.2: Schematic representation of a coupling between two magnetic dipoles in a static
magnetic field. The interacting magnetic moments ~µ1 and ~µ2 respectively corresponding
to I1 and I2 spins and separated by a distance r are represented by colored arrows. θ
corresponds to the angle between the internuclear segment and ~B0 and φ to the angle
between the projection of r onto the (~x, ~y) plane.

1.1.4 The chemical shift

Even if the external field is homogeneous for a sample, the electronic cloud surround-

ing each atom will locally perturb the magnetic field. Thus, nuclei experience an

effective magnetic field ~Beff that has been shielded by the neighboring electrons.7

~Beff = ~B0(1− σ) (1.13)

with σ, the second-rank shielding tensor (Eqn. 1.14) and 1, the unit matrix.

σ =


σXX σXY σXZ

σY X σY Y σY Z

σZX σZY σZZ

 (1.14)

This shielding of the static magnetic field influences the nucleus resonance frequency

and gives information about the spin environment. To extract these informations

and get rid of the tremendous static field contribution, NMR spectroscopists usually

compare the shift of resonance frequency relatively to the frequency of nucleus of

reference ωref . They thus consider the isotropic chemical shift δiso as:

δiso =
ωref − ω
ωref

(1.15)
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δiso is a particularly convenient parameter in NMR as field strength contribution is

canceled. This makes the variation of frequency comparable for all the experiments

whatever the value of the spectrometer field.

In liquid state, fast rotation of molecules averages out the different elements of the

chemical shift tensor to δiso as they are much faster than the acquisition time. We

then only observe the superposition of all possible orientations of molecules relatively

to the external magnetic field.8 The δiso can be directly measured on the spectra

by monitoring the peak position in the spectral window. In solid state, molecular

motions are much more limited. Tumbling is not possible, the different components

of the shielding are not averaged out any more during the acquisition.

In a powder, all orientations of crystallites are possible. As shielding depends on

the geometry of the electron cloud (relatively to the magnetic field), each crystallite

possesses its own shielding and thus, its own resonance frequency. This phenomenon

leads to strong inhomogeneous broadening of spectra that are typically known as

”powder spectra”.

According to the quantum mechanical theory, there is a basis (1,2,3) in which the

chemical shift tensor matrix (σ) is diagonal. This frame is commonly called the

Principal Axis System (PAS).

σ =


σXX σXY σXZ

σY X σY Y σY Z

σZX σZY σZZ

→ δ =


δ11 0 0

0 δ22 0

0 0 δ33

 (1.16)

In this frame, δiso is defined as:

δiso =
δ11 + δ22 + δ33

3
(1.17)

In the case of a perfectly spherical electronic environment of the nucleus, δ11 = δ22 =

δ33 = δiso. On the contrary, when this equality is not respected, the nucleus shielding

depends on its orientation relatively to the magnetic field. This phenomenon is

called chemical shift anisotropy (CSA). The anisotropy of the chemical shift (∆σ)
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is quantified by:9

∆σ = |δ33 − δiso| (1.18)

provided that |δ33− δiso| > |δ22− δiso| ≥ |δ11− δiso|. All usual nuclei that are used as

NMR probes such as 13C, 15N or 17O can be affected by CSA7,10,11. Its contribution

is particularly important in the case of 31P as it constitutes the main source of

relaxation at high field.12–14

1.1.5 The Boltzmann theory and polarization

Population and Boltzmann factor

The NMR signal intensity strongly depends on the energy level difference ∆E. The

larger the Zeeman splitting (see 1.1.2) , the higher the difference of population at

the equilibrium between the low energy state N0
α and the high energy one N0

β . We

can determine the populations Nα and Nβ for each energy level using the partition

function Z(T ) for a spin 1
2

system:

Z(T ) =
∑
j

gi exp

(
− Ej
kBT

)
= exp

(
− Eα
kBT

)
+ exp

(
− Eβ
kBT

)
(1.19)

In equation 1.19, gj represents the degeneracy of energy level Ej, T is the thermo-

dynamic ”spin” temperature and kB, the Boltzmann constant. The probability to

find a spin in one of the two Zeeman states depend on the ratio between the energy

of the state and kBT , the thermal energy. We define the probabilities pα and pβ,

which are the probabilities for a spin to be in the α or in the β state as:

pα =
exp
(
− Eα
kBT

)
Z(T )

; pβ =
exp
(
− Eβ
kBT

)
Z(T )

(1.20)

N0
α and N0

β can be obtained by multiplying the total number of spins N by the

probability to be on the different states (Eqn. 1.21).

N0
α = N · pα =

N exp
(
− Eα
kBT

)
Z(T )

; N0
β = N · pβ =

N exp
(
− Eβ
kBT

)
Z(T )

(1.21)
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Finally, the relative population of the two energy levels can be expressed by the

equation 1.22. It corresponds to a thermodynamical description of the system and

resembles a Boltzmann-type distribution.

N0
α

N0
β

= exp

(
−∆E

kBT

)
(1.22)

The population difference in a two spin states system depends on the ratio of ∆E

to the thermal energy. Hence, the lower is the temperature, the more difficult it is

for the nuclei to cross the energetic barrier and thus, the higher is the difference of

population between the states α and β.

Spin polarization

The polarization of one spin S, Ps = (P s
x , P

s
y , P

s
z ) quantifies the alignment of the

spin angular momentum operator Ŝ of this spin with a given direction in the chosen

frame (~x, ~y, ~z).

Ps =
1

|µs|
Tr (ρµs)

Tr (ρ)
=

γ

|γSz|
Tr (ρSz)

Tr (ρ)
(1.23)

ρ =
∑
i

pi |ψi〉 〈ψi| (1.24)

In the equations 1.23 and 1.24, ρ corresponds to the density matrix of the system,

µs to the magnetic moment of spin S, pi to the probability associated to the states

described by the hamiltonian of the system ψi. Thus, by employing equation 1.24,

we can easily determine the density matrix of an isolated spin (electron or nucleus)

at thermal equilibrium that experiences a ~B0 field. For the sake of simplicity and to

illustrate the advantages of the notion of polarization, we will first focus our study

on electrons and then extends it to nuclei. Electrons being in accordance with the

Boltzmann theory, the probabilities pα and pβ for the spins to populate each state

α and β are expressed as:

pα =
exp
(

1
2
h̄ωs
kBTs

)
Z

and pβ =
exp
(
−1

2
h̄ωs
kBTs

)
Z

(1.25)

Z = exp

(
1

2

h̄ωs
kBTs

)
+ exp

(
−1

2

h̄ωs
kBTs

)
(1.26)
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kB is defined as the Boltzmann constant, Ts represents the thermodynamical tem-

perature associated to the electrons, ωs corresponds to the Larmor frequency of the

electron and finally, Z is the partition function. For the following equations, we

will use the scalar βs instead of the factor 1
kBTs

. The system being at equilibrium,

we can consider that the off-diagonal terms of the density operator are 0. Hence,

the density operator of the electron ρ is represented by a diagonal 2-by-2 matrix (cf

Eqn. 1.27).

ρ =

 ρ+ ρ⊥

ρ⊥∗ ρ−

 =

exp
(

1
2
βsh̄ωs

)
0

0 exp
(
−1

2
βsh̄ωs

)
 (1.27)

With ρ and Sz at hand, we are able to calculate the expectation value of Sz in

equilibrium state: 〈ψ|Sz |ψ〉.

〈ψ|Sz |ψ〉 =< Sz > =
Tr (ρSz)

Tr (ρ)

= −1

2

exp
(
+1

2
βsh̄ωs

)
− exp

(
−1

2
βsh̄ωs

)
exp
(
+1

2
βsh̄ωs

)
+ exp

(
+1

2
βsh̄ωs

)
= −1

2
tanh

(
1

2
βsh̄ωs

)
(1.28)

Thus, we can deduce the polarization of the electrons by combining the equations

1.23 and 1.28:

Ps = tanh

(
1

2
βsh̄ωs

)
(1.29)

The determination of the polarization PI of an ensemble of nuclear spins I = 1
2

is

then straightforward. Indeed, the convention used for the polarization that has been

defined in the equation 1.23 drops the sign of the gyromagnetic ratio. Hence, the

nuclear polarization has the same form as the electronic one even if the ground and

the excited states, defined by the magnetic quantum number m, are inverted (see

chapter 1.1.1).

PI = tanh

(
1

2
βIh̄ωI

)
(1.30)

In equation 1.30, we have introduced βI = 1
kBTI

with TI , the nuclei temperature and

ωI , the Larmor frequency of nuclei. Hence, the polarization can only adopt values

between -1 and +1. It depends on the gyromagnetic ratio of the spin, the applied
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magnetic field ~B0 and the temperature as predicted by the Boltzmann’s theory.

Vanishing polarization means that the spins equally populate the energy levels: no

signal can be detected. The transition that connects the two-equally populated

energy levels ”saturated”. A negative (resp. positive) polarization requires that the

upper (resp. lower) energy levels are overpopulated.

1.1.6 The relaxation

The mechanisms of relaxation

Relaxation is a non-radiative phenomenon caused by a time dependent modulation

of local a magnetic field experienced by the nucleus. This modulation is induced by

molecular motions on the nanosecond timescale, or vibrations that have a contribu-

tion in the picosecond time scale. In the liquid state, we thus find a fluctuating local

magnetic field Bloc(t) experienced by the spins. When the environment of a spin is

the same in all x, y and z directions, the strength of interactions do not depend on

spatial orientation: they are said to be isotropic. On the contrary, if the local envi-

ronment changes with respect to a system orientation, the resulting interactions are

anisotropic. Their terms in the different directions are not equivalent, which gen-

erates variations in the local magnetic field around the spin. Motions tend then to

locally change the spin environment and modulate the strength of these interactions

causing time dependent local variations of Bloc(t) that spins experience.

Spin-lattice relaxation

Spin-lattice relaxation, also called ”longitudinal relaxation” is associated to energy

dissipation from the spin system to the surrounding or ”the lattice”. This relaxation

process only concerns the projection of the magnetization onto the z axis: ~Mz.

Through spin-lattice relaxation, an excited spin system is driven back to its thermal

equilibrium magnetization ~M0 as described by the Boltzmann theory. We can model

the relaxation process in the case of a single spin-1
2

system with two energy states:

|α〉 and |β〉. The variation of the populations Nα and Nβ can be expressed by

41



Chapter 1. Dynamic Nuclear Polarization: a combination of NMR and EPR
enabling the hyperpolarization of nuclei

introducing the transition probability W (see Eqn. 1.31 and 1.32) describing a flow

of population from the |α〉 state to the |β〉 state WNβ or vice versa WNα.

dNα

dt
= W

(
Nβ −N0

β

)
−W

(
Nα −N0

α

)
(1.31)

dNβ

dt
= W

(
Nα −N0

α

)
−W

(
Nβ −N0

β

)
(1.32)

In equations 1.31 and 1.32, we consider the deviations of populations of |α〉 and |β〉

from their respective thermal equilibrium values: N0
α and N0

β . As the magnitude of

the operator operator Îz(t) = Iz is proportional to the difference of population Nα−

Nβ, the temporal evolution of Iz also depends on the transition rate W according

to the equation 1.33.

dIz
dt

=
d (Nα −Nβ)

dt

= −2W
(
Iz − I0

z

)
= −R1

(
Iz − I0

z

)
(1.33)

R1, which is a scalar, represents the relaxation rate of the spin angular momentum

towards its equilibrium value I0
z . The solution of the differential equation 1.33 is in

the form:

Iz(t) =
[
Iz(0)− I0

z

]
exp(−R1t) + I0

z (1.34)

where the operator Iz in the Iz(0) state at t = 0 turns back to the equilibrium I0
z

with a rate R1.

The transition rate W depends on three factors: A, Y and J(ω) (see Eqn. 1.35).

W = A× Y × J(ω) (1.35)

A describes the quantum mechanical properties of spin interactions. These proper-

ties define the conditions for a coupled spin system to be excited or to relax through

the transition that is characterized by W . The second component that contribute

to the transition rate is the size factor Y . The latter includes the geometrical prop-

erties of the interactions causing the relaxation. Y is commonly directly connected

to the molecular geometry of the system. Finally, J(ω) is the well-known spectral
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density function as widely used in relaxometry by NMR.15–17 This function consti-

tutes a direct measurement of the molecular motions that can induce relaxation by

producing time-dependent variations of the local magnetic field at an appropriate

frequency. As W is twice the longitudinal relaxation rate R1 (cf equation 1.33), R1

strongly depends on the nature of the nucleus and its environment. In this thesis,

we will commonly refer to the spin-lattice relaxation time which corresponds to the

inverse of the relaxation rate (see Eqn. 1.36).

T1 =
1

R1

(1.36)

This longitudinal relaxation time is a key constant in NMR. For example, one impor-

tant functional implication is the repetition rate of an NMR experiment. To be sure

that the system is at equilibrium before the beginning of the pulse sequences, we de-

fine the repetition time tr between each accumulation as: tr = 5T1. Hence, short T1

enables rapid repetition time for NMR accumulations and thus faster experiments.

Spin-spin relaxation

Unlike spin-lattice relaxation that is linked to a loss of energy of the spin system,

spin-spin (or transverse) relaxation describes the loss of coherence of spins precessing

in the xy plane, which is often denoted as the transverse plane. Two different

contributions can cause a shrink of the transverse magnetization: a non-secular and

a secular ones.4

The non-secular contribution to transverse relaxation is caused by the interaction of

the x and y components of the spin-angular momentum I with an oscillating trans-

verse magnetic field at the spin Larmor frequency. This process is the same as the

one causing longitudinal relaxation and hence depends on the spectral density func-

tion at the Larmor frequency J(ω) in liquid state. By analogy to the T1 relaxation,

the characteristic time associated to this process is T2.

The second contribution to the transverse relaxation is secular, which means that

it depends on local field along the z axis. A non-uniform field generates variations
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of precession frequencies of the different spin-angular momentum with time in the

sample. Hence, two spins with different precession frequencies progressively build

up a difference in phase. In liquid state, the lower the correlation time of the

molecules τc is (i.e. the faster molecular motions are), the slower this process is and

the lower is the contribution of the secular part of the transverse relaxation. The

characteristic time associated to this phenomenon is T ∗2 . Unlike the T2 and T1, the

T ∗2 does not depend on the fluctuations at Larmor frequency field J(ω) but on the

spectral density function at 0 frequency J(0). At a larger scale, all the spins in the

sample will experience unique time-dependent modifications of their local magnetic

field, which will eventually lead to a random distribution of phase angles. After a

characteristic time, the phases are randomly spread between 0 and 2π inside the

sample and the net transverse magnetization is null.

In practice, both T2 and T ∗2 simultaneously contribute to the decay of the magneti-

zation in the transverse plane. They lead to a exponential decay of the signal with a

rate constant 1
T ′2

= 1
T2

+ 1
T ∗2

. T ′2 corresponds to the time required for the spin system

to lose 37% of its signal in the transverse plane. This phenomenon is completely

uncorrelated to the loss of energy of the system. In contrast to T1 that has a major

impact on the intensity of the spectrum, T ∗2 contributes to the spectral linewidth. T ∗2

implies the contribution of different precession frequencies in the sample, obviously

leading to a broadening of the spectrum.

Cross-relaxation

Studying the relaxation of spin systems require the use of models due to the com-

plexity of the problem. The most famous ones in NMR are Solomon’s equations18

and the Redfield’s theory19. Both use a semi-classical approach and consider re-

laxation as a second order perturbation of the Hamiltonian. This second order

approximation accurately describes systems in liquid states but do not fit properly

to solid state NMR where the dipolar interaction between coupled spins features

much stronger values and molecules do not rotate freely in the sample. The main

difference between this two models relies on the fact that Solomon’s equations de-

scribes the system evolution in term of populations (i.e. energy changes) whereas
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Redfield’s theory derives the Master equation (also known as Liouville von Neumann

equation for the density matrix). In this extend, unlike the Solomon’s theory, the

Redfield’s one describes both: the evolution of the energies and the coherences in a

system of spins. However, in this thesis, we will explain the cross-relaxation using

the Solomon’s description.

The energy levels of a system composed of two spins-1
2
, I and S that are not cou-

pled by J-coupling (see section A.1) but that interacts with dipolar coupling, can

be described by four energy levels: |αα〉, |αβ〉, |βα〉, |ββ〉. In the figure 1.3, four

transitions are allowed which means that the variation of the total magnetic mo-

ment m verifies: ∆m = ±1. In other words, W 1
I , W 2

I , W 1
S , W 1

2 involve a change

of a unique spin from one energy level to another. These transitions are called:

single quantum transitions. By analogy, we can deduce that W0 and W2, which

respectively involve ∆m = 0 and ∆m = ±2, are zero-quantum and double quantum

transitions. Although zero and double quanta transitions are forbidden, two spins

that are coupled with dipolar interaction can simultaneously change state. Then,

Figure 1.3: Diagram of the four energy levels of a two spin-1
2 system and the six corre-

sponding transitions. W i
I with i = 1, 2 corresponds to a change of state of spin I whereas

W i
S is associated to a change of energy of spin S. Colored transitions represent a simul-

taneous change of energy of the two spins. In red, both I and S ”flip” or ”flop”, which is
respectively a gain or a loss of energy. This is a double quantum transition (DQ). In blue,
the transition is associated to a gain of energy the energy for one of the spins, whereas it
decreases for the other. It corresponds to a spin ”flip-flop” or a zero quantum transition
(ZQ).

after expressing the evolution of the populations of each energy state as a function

45



Chapter 1. Dynamic Nuclear Polarization: a combination of NMR and EPR
enabling the hyperpolarization of nuclei

of the transitions rates and the populations of the other energy levels (as it has been

done previously for the longitudinal relaxation), we can end up with equations that

describe the evolution of each spin angular momentum Iz and Sz (cf. Eqn. 1.37 and

1.38). The system requires the introduction of an additional operator: IzSz that

depends on the difference of the population difference of transitions W 1
S and W 2

S (cf.

Eqn. 1.39).

dIz
dt

= −R1I

(
Iz − I0

z

)
− σIS

(
Sz − S0

z

)
−∆I2IzSz (1.37)

dSz
dt

= −R1S

(
Sz − S0

z

)
− σIS

(
Iz − I0

z

)
−∆S2IzSz (1.38)

dIzSz
dt

= −∆I

(
Iz − I0

z

)
−∆S

(
Sz − S0

z

)
−R1IS2IzSz (1.39)

Equations 1.37, 1.38 and 1.39 are the Solomon’s equations for the relaxation of a

two spin-1
2

system. It is now obvious that the angular momentum of the spins I and

S are inter-dependent through dipolar interaction.

R1I = W 1
I +W 2

I +W2 +W0

R1S = W 1
S +W 2

S +W2 +W0

σIS = W2 −W0

∆I = W 1
I −W 2

I

∆S = W 1
S −W 2

S

The rate σIS that drives the magnetization from one spin to the other is called ”cross-

relaxation” and only depends on forbidden transition rates W0 and W2. R1I and R1S

corresponds to auto-relaxation of spin I and S. Finally, R1IS is associated to the

auto-relaxation of the operator 2IzSz. In this section, we use dipolar interaction to

derive the equations that leads to CR but other coupling mechanisms (for example

J-coupling between nuclei) also induce such a process.
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1.1.7 Spectral broadening: homogeneous vs inhomogeneous

interactions

Interactions can cause a broadening of the spectra. In liquid state and for spin-1
2

in high field approximation, the line broadening essentially comes from the fluctu-

ating components of the dipolar interaction between homonuclear spins.20,21 It has

been shown that when this interaction is strong, the shape of the line can be well

approximated by a Lorentzian profile. Interactions that lead to a convolution of the

line with a Lorentzian function are said homogeneous. Hamiltonians that describe

these interactions Ĥhomo do not commute with themselves at different times:

∀t 6= t′ [Ĥhomo(t), Ĥhomo(t
′)] 6= 0 (1.40)

By contrast, an interaction is said inhomogeneous when its corresponding Hamilto-

nian Ĥinhomo commute with itself at different times:22,23

∀t, t′ [Ĥinhomo(t), Ĥinhomo(t
′)] = 0 (1.41)

This means that the broadening does not come from a temporal modulation of the

interaction but is generated by a difference of the spin resonance frequencies in

the sample. Inhomogeneous broadening23 is particularly important in solid state

magnetic resonance as molecular tumbling does not average out the anisotropic

components of the interactions. Different orientations of the molecules lead therefore

to different local fields that are experienced by the spins. In crystal structures where

all spins have very close frequency resonance values, the line shape is composed of

several unresolved Lorentzian peaks. In such circumstances, the final line shape can

be well-approximated by a gaussian profile.24

For experiments with nitroxides in glassy matrix at low temperature, electron spec-

tra are characterized by strong inhomogeneous broadening with each resonance being

homogeneously broadened.25,26 The more the paramagnetic agents are concentrated,

the more important the contribution of the inhomogeneous broadening becomes.27
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1.2 Basics of Dynamic Nuclear Polarization

1.2.1 Hyperfine and super-hyperfine interaction

A nucleus with a non-zero spin (I) and an electron (S) interacts because of their

magnetic moments µI and µS. The electron creates a magnetic field BS at the nu-

cleus location that modifies its energy levels. The Hamiltonian HSI of this coupling

can be expressed as:28

HSI = −BS · µI = h̄S ·A · I (1.42)

The energy splitting A depends on the distance between the nuclear spin I and the

electron spin S represented by the vector ~r. It is also directly proportional to the

integral of the electron probability of presence |ψ( ~rS)|2 according to the equation

1.43.

A =
µ0

4π
h̄γIγS

∫
∞
|ψ( ~rS)|2drS

(
1

r3
− 3

~r · ~r
r5

)
(1.43)

The hyperfine tensor has two properties: it is symmetric and the value of its trace

is 0 (Axx + Ayy + Azz = 0). In the PAS frame defined by the axis x, y and z, the

hyperfine tensor matrix is diagonal.

A =


Axx Axy Axz

Ayx Ayy Ayz

Azx Azy Azz

 =


Axx 0 0

0 Ayy 0

0 0 Azz

 (1.44)

When the probability to find the electron at nucleus location ( ~rS = ~0) is non-zero,

which can only be achieved for s orbitals, the hyperfine interaction possesses an

additional isotropic contribution: the Fermi contact interaction.

A = AFermi + Adipolar (1.45)

AFermi ∝ |ψ(0)|2

In equation 1.45, AFermi represents a discontinuity in the equation 1.43 that occurs

when rS = 0 and Adipolar is the contribution of electron-nucleus dipolar interaction
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to the hyperfine interaction.

In the case where the coupled electron and nucleus are located in the same molecule,

A corresponds to the hyperfine coupling otherwise, it is associated to the super-

hyperfine interaction. Purely dipolar, the super-hyperfine interaction enables to

transfer the polarization from electrons to the surrounding nuclei that are located

in neighboring molecules in DNP experiments. Its strength being much lower than

the nuclear Zeeman interaction, the influence of the super-hyperfine interaction can

be neglected in the nuclear energy levels. The truncated super-hyperfine interaction

Ĥsuper−hyper between an electron spin S and NI nuclear spins Ik is defined as in the

equation 1.46.

Ĥsuper−hyper = h̄

NI∑
k=1

(
AzxSzI

k
x + AzySzI

k
y + AzzSzI

k
z

)
(1.46)

In this equation, only the secular and the pseudo-secular terms have been considered.

Secular operators commute with Iz and Sz whereas pseudo-secular operators only

commute with Sz. Even though it has no visible impact on the nuclear states, the

intermolecular hyperfine interaction generates an homogeneous broadening of the

electron spectrum.21

1.2.2 Adaptation of the energy diagram to coupled electron

spin-1
2 nucleus

In order to properly understand the DNP different mechanisms, we can use the same

description as the one developed in section 1.1.6. The figure 1.3, which describes a

general case of two spins I and S in interaction, can then be applied to a system

composed of an electron interacting with a spin-1
2

nucleus. Note that the opposite

sign of electron and nucleus gyromagnetic ratios induces an inversion of |α〉 and |β〉

energy states. By convention, we will refer to electron spin as S and to the nuclear

spin as I. We arbitrarily associate |α〉 to the magnetic moment mk = −1
2

with

k = S, I and |β〉 to mk = +1
2
. In figure 1.4, purple and blue transitions are allowed

whereas the red ones that refer to zero-quantum (W 2
n) and double-quantum (W 1

ne)
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transitions are forbidden. It is important to note that a forbidden transition does

exist but the probability of a system to change energy through it is very low. The

energy difference between the spin states |ββ〉 and |αα〉 is h̄ (ωe − ωn) and the states

|βα〉 and |αβ〉 are separated by an energy of h̄ (ωe + ωn) with ωe and ωn respectively

the resonance frequencies of nucleus and electron.

Figure 1.4: Energy diagram of an interacting electron-nucleus system. Purple arrows refer
to the ESR transitions, blue ones are associated to NMR transitions and red ones indicate
the ZQ and DQ transitions.

1.2.3 The DNP mechanisms that involve two interacting

spins: Overhauser and Solid Effect

All DNP mechanisms are mediated through the hyperfine coupling that connects

nuclei with electrons in presence of microwave irradiation. Depending on the po-

larizing agent that we chose, its concentration and external parameters such as the

temperature or the microwave frequency, one of four mechanisms may dominate: the

Overhauser Effect (OE), the Solid effect (SE), the Cross-Effect (CE) or the Thermal

Mixing process (TM).
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The Overhauser Effect (OE)

The Overhauser Effect (OE) was the first mechanism to be discovered.29,30 It has

been demonstrated at first that irradiating electrons at their Larmor frequency ωe

with microwaves generates an increase of the nuclear signal of alkali metals in solu-

tion at low magnetic field. If we refer to figure 1.4, only one of the allowed transitions

W 2
e or W 1

e is saturated. The modulation of the hyperfine coupling leads to cross-

relaxation that transfers energy from the electrons to the interacting nuclei. When

the transition W 2
e is saturated, the populations in the energy levels |βα〉 and |αα〉

are the same. The hyperfine coupling enables then the spins to relax through the

nuclear transition W 2
ne to drive the nuclear population back to the corresponding

Boltzmann factor. Using this method, the difference of population between the

two states |αβ〉 and |αα〉 is increased, which generates a more intense NMR signal

compared to the one associated to the same system without microwave irradiation.

Figure 1.5: Summary of the different steps that compose the OE. The qualitative popula-
tion of each energy level (see fig. 1.3) is represented by the blue spheres. At the equilib-
rium, the population of each energy level follows the Boltzmann factor. The MW saturates
EPR allowed transitions. The saturated electrons transfer then their polarization to cou-
pled nuclei through temporal modulation of the hyperfine coupling (cross-relaxation). The
relaxation to the Boltzmann equilibrium is illustrated by the two black arrows.

The maximum enhancement in NMR signals ε that can be achieved by solution DNP

can be expressed as:31

ε =
Pn
Peq

= 1− ξfs |γS|
γI

(1.47)
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In equation 1.47, Pn corresponds to the polarization of the nucleus and Peq, its

polarization at Boltzmann equilibrium. The highest enhancement that one can

reach is defined by
∣∣∣γSγI ∣∣∣ ∼ 660. ε also depends on experimental factors: the leakage

f , the saturation s and the coupling ξ. Even if the enhancements achieved by

solution-DNP at high field are not as high as in DNP at low temperature, the

hyperpolarization build-up time is much shorter and experiments do not require

heavy additional facilities to transfer samples.32–35 (The reader is referred to chapter

2.1.1 for a description of the ENS facilities for the transfer of hyperpolarized samples

in dissolution-DNP.)

As explained in this subsection, the OE dominates at low field in microwave irra-

diated solutions that has been doped with polarizing agents or in metallic environ-

ments. The experimental conditions relevant for this thesis (see chapter 2.1) yet

allow us to neglect its contribution in the results that are presented.

The Solid Effect (SE)

In late 50’s, the Solid Effect (SE) mechanism has been described in insulating

solids.36–40 SE is employed in MAS-DNP where gains of signal intensity up to 144

at 5 T have been observed, but also in static solids at low tempreatures.41

The SE is induced by saturation of forbidden transitions. The pseudo-secular part

of the hyperfine coupling mixes the spin states, which partly allows the formerly

forbidden DQ and ZQ transitions (for more details, see appendix B.2). Two peaks

with opposite phase are generated when the electrons are irradiated at the frequen-

cies h̄ (ωe − ωn) or h̄ (ωe + ωn). The two resonance peaks are separated by twice the

nuclear Larmor frequency. The enhancement of the signal ε is governed by the nu-

clear polarization of the system Pn compared to the same polarization at Boltzmann

equilibrium Peq.

ε =
Pn
Peq

(1.48)

If we consider the definition of the nuclear signal enhancement (eqn. 1.48), mi-

crowave irradiation of the ZQ transition generates negative hyperpolarization of the

system whereas saturating the DQ transition leads to a positive ε.42 The SE dom-
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Figure 1.6: Summary of the SE mechanism. A continuous wave microwave irradiation at
the frequency (ωe +ωn) (respectively (ωe−ωn)) leads to a saturation of the ZQ transition
(resp. DQ) ending up with a positive (resp. negative) ε. Black arrows indicate the flow
of population generated by the saturation of DQ or ZQ transition.

inates when the homogeneous linewidth ∆ and the inhomogenous breadth δ of the

electron spectrum of the paramagnetic species is smaller than the Larmor frequency:

(δ,∆)� ωn (1.49)

As the concentration of the polarizing agent directly impacts this linewidth through

the electron-electron dipolar interaction, the dominant mechanism depends not only

on the chosen polarizing agent but also in its concentration as well as on the gy-

romagnetic ratio of the nuclues. Thus, the SE is the dominant mechanism for

low concentrated paramagnetic agent with thin electron resonance spectrum.43,44

Polarizing agents with high symmetry property, quasi-isotropic g factor and weak

hyperfine coupling such as BDPA45 or Trityl(oxo63)46 are the most likely to satisfy

these conditions. On another hand, the stronger the external magnetic field, the

lower is the mixing factor q. The SE enhancement in continuous wave irradiation

for solid insulators decreases with the square of the external magnetic field: ε ∝ ω−2
e .

This gives rise to very low spin hyperpolarization when the field is above 3 T using

common SE paramagnetic agents. Several ways to circumvent this issue are possible

such as the use of strong microwave power to excite a larger bandwidth into the EPR

line or using polarizing agents whose linewidth diminish with the magnetic field as

it is the case for some metal-based polarizing agents.47
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1.2.4 The triple spin flip process

Both, the theories of the OE and SE describe polarization mechanisms based on two

coupled spins. This matches systems with low concentratations of monoradicals as

paramagnetic agents. Electron-electron dipolar interaction can be neglected in the

description of hyperpolarization processes for such systems. However, in many cases,

such descriptions are not valid, e.g., in MAS-DNP, biradicals, molecules that house

two unpaired electrons are commonly used. Even though the intramolecular dipolar

interaction between the two unpaired electrons is too strong to impact DNP based

on the SE, these radicals lead to very high enhancements and frequently offer better

DNP efficiencies at high magnetic fields.48–51. Another examples that demands for

another thepry beyond OE and SE are mixtures that contain high concentration of

nitroxide monoradicals as these are very efficient to hyperpolarize nuclei with high

gyromagnetic ratio at cryogenic temperatures.52–55

The mechanism behing process that leads to high efficiencies of DNP in the ab-

sence of SE or OE DNP involves two interacting electrons and one nucleus.56 To

transfer the polarization from the electrons to the nucleus, the system must fulfill

two requirements. Firstly, one of the two electrons must interact with the nucleus.

Secondly, the two electrons have to resonate at frequencies ωe1 and ωe2 that are

approximately separated by the Larmor frequency of the nucleus ωn.

|ωe1 − ωe2| ≈ ωn (1.50)

In systems that possess such properties, microwave irradiation can induce flip-flop

processes of the two electron spins and a simultaneous flip of the nucleus due to the

degeneracy of the energy levels dipolar and nuclear energy levels (see figure 1.7).57,58

This three spin flip process is the basis of the two fundamental DNP mechanisms:

the Cross-Effect and Thermal Mixing.
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1.2.5 The Cross-Effect (CE)

The Cross-Effect (CE) has been discovered in 1964.59–61 It is generally boosted when

the inhomogeneous δ and the homogeneous linewidth ∆ satisfy the equation 1.51.

∆ < ωn < δ (1.51)

This process relies on triple spin flips and consequently involves two electrons and

one nucleus. As mentioned in the previous section, the two electronic frequencies

must be separated by the Larmor frequency of the coupled nucleus. If this con-

dition is validated, the previously forbidden electron-electron flip-flop transition is

replaced by the allowed electron-electron-nucleus flip-flop-flip. Saturating one of

Figure 1.7: Energy diagram of three interacting spins: two electrons and a spin-1
2 nu-

cleus. ωe1 and ωe2 are the Larmor frequencies of the two electrons and ωn, the resonance
frequency of the interacting nucleus. If the dipolar coupling between the two electrons
matches ωn, a degeneracy of the energy levels is created. The previously forbidden elec-
tronic flip-flop transition becomes then allowed (red arrow). Irradiating the spin system
at the allowed transition ωe1 (resp. ωe2) leads therefore to a flip of the electron at the
resonance ωe2 (resp. ωe1) and of the nuclear spin.

the two electronic transitions ωe1 or ωe2 leads to a transfer of polarization from the

electrons to the coupled nucleus.57 The CE mechanism dominates in most appliac-

tions of MAS-DNP experiments as they are typically performed at high field (ca

between 5 and 10 T) and low temperature (∼ 100 K).62,63 At the point of writing

of this thesis, dinitroxides such as AMUPol and TOTAPOL demonstrate the best

efficiency to hyperpolarize nuclei under such experimental conditions. They lead to

enhancements of the proton polarization of ε ∼ 60 for AMUPol and up to more than
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200 for TOTAPOL under MAS.

A lot of studies are focused in the design of new polarizing agents that leads to the

better nuclear polarization levels.64–67 Controlling electron-electron distance in order

to match the dipolar interaction strength between the two electrons to the Larmor

frequency of nuclei as well as the rigidity of the polarizing agent or the longitudinal

electron spin relaxation can significantly improve the efficiency of the CE mecha-

nism.68–71 Another approach that consists in attaching a TEMPO monoradical with

broad EPR line to a trityl radical with a thin resonance line has recently been de-

veloped.72 73 Such systems have the advantage of not creating a depolarizing field

under MAS as it is the case for AMUPol and TOTAPOL. This effect is one of the

main drawback of the MAS-DNP as it considerably reduces the nuclear polarization

that can be achieved. It can lead to a loss of Boltzmann polarization of the protons

up to ∼ 60% (AMUPol) and ∼ 20% (TOTAPOL) at 110 K under a 10 kHz rotation

of the sample compared to a static sample.73 The impact of the depolarization field

increases as the temperature decreases.74

1.2.6 Spin temperature

Another way of describing a spin system has been intensively studied in the mid-

dle of the 20th century. The goal was to find a way to unite thermodynamics and

the quantum mechanistic descriptions to predict the behavior of systems with high

concentrations of interacting spins. Thus, the concept of the spin temperature was

developed for the description of NMR, DNP and EPR.75,76 In this approach, all

interactions that have an impact on the spin states and/or transitions rate can be

assigned to thermodynamic reservoirs. Each reservoir possesses its own intrinsic po-

larization and consequently its own spin temperature. As an example, let’s consider

a system composed of non interacting spin-1
2

in a static external magnetic field. The

Zeeman interaction splits the energy levels of each spin, which induces a Boltzmann

distribution of the population, even in thermal equilibrium (cf Fig. 1.8). One may

hence assign a temperature reservoir to the Zeeman interaction. This “spin temper-

ature” will depend on the difference in populations between the two non-degenerate
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Figure 1.8: Population of an electron spin system in a static magnetic field for different
spin temperatures. ωe represents the Larmor frequency of the electron spins. The inverse
spin temperature β = 1

kBTS
, with kB the Boltzmann constant and TS the spin tempera-

ture, describes the population difference between the two energy levels. A positive (resp.
negative) spin temperature means that the lower (resp. excited) state is overpopulated.
Therefore, β is always positive at Boltzmann equilibrium in such conditions. Finally, when
a transition is saturated, the population is the same in the two energy levels. This leads
to β = 0.

energy levels. The higher (resp. the lower) the polarization is, the higher (resp. the

lower) is the reciprocal spin temperature. An inverse spin temperature of zero means

that energy levels have the same population or that the transition is saturated. An

infinite inverse spin temperature is associated to systems where all spins are in the

same energy level and the others are completely depleted.

In a next step, we add interactions, dipo-

lar coupling between the spins. This corre-

sponds to system where radicals are highly

concentrated and strong intermolecular elec-

tron dipolar interactions broaden the EPR

spectrum. Thus, energy levels are again split

and the energy of the dipolar reservoir that

emerges from the splitting is h̄ωe. This situ-

ation is schematically depicted in Figure 1.9.

We represent the dipolar coupling that splits

each Zeeman state into 2n+1 substates (n

being the number of coupled electrons) by

discrete energy levels within each Zeeman

Figure 1.9: Schematic representation of
the equilibrium electronic spin temper-
ature in the case of strong electron-
electron dipolar coupling.
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manifold despite the fact that dipolar coupling is typically considered as homoge-

nous. Hence, within each Zeeman manifold we find a distribution of energy levels

with an intrinsic polarization that corresponds to the spin temperature of the dipolar

energy reservoir. Summing up, typically the dipolar and Zeeman spin temperatures

(TS and TSS) are employed to describe the thermodynamics of spin systems under

DNP conditions. The density matrix ρ of the electronic spin system can hence be

described as Eqn. 1.52 considering all involved electrons.77

ρ =
exp(−αωeSz − βHDD)

Tr{exp(−αωeSz − βHDD)}
(1.52)

where α = 1
kBTS

and β = 1
kBTSS

with kB. ωeSz and HDD respectively are the Zeeman

and dipolar Hamiltonians.

1.2.7 Thermal Mixing (TM)

In 1964, Borghini and Abragam used Solomon, Redfield and Provotorov’s theo-

ries75,76,78 as a basis to develop the Thermal Mixing (TM) theory.79,80 The phe-

nomenon was however only observed nine years later, by Cox81 in solid samples of

lithium fluoride at very low temperature (gβeH > kBT with g, the g-factor, βe, the

Bohr magneton and H the inductance of the magnetic field). Cox and coworkers

demonstrated a connection between the 19F and 7Li nuclear baths mediated via the

electronic dipolar reservoir by following the temporal evolution of their hyperpolar-

ized signal in absence of microwave irradiation. As soon as the microwave is turned

off, mixing of the two nuclear reservoirs, i.e., an equilibration of their spin tempera-

tures, on the time scale of the minute can be detected by a process of repolarization

of the 7Li. At longer time scale (several minutes), it has been shown that the sig-

nal 7Li and 19F intensities decay with a common rate to their respective thermal

equilibrium values.

Strong electron-electron dipolar coupling is required for TM. The basic phenomenon

behind the transfer of polarization from electrons to nuclei is depicted in figure 1.10.

Irradiating the system with a microwave at a frequency ω = ωe ± ωSS, which is

slightly different from the electron Larmor frequency ωe, would burn a hole in the
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EPR spectrum,28,82 creating a rearrangement of population among the electron dipo-

lar energy sublevels if electronic spectral diffusion (eSD) would be slow.83. However,

if it is fast, as Provotorov assumed, the saturation is distributed among the differ-

ent spin packages that constitute a heterogeneously broadened line. If the nuclear

Larmor frequency ωn is smaller than the range of the EPR line covered by eSD

(or smaller than the homogenous broadening of the line in case of slow eSD), some

electron spins transfer their energy to nuclei via triple spin flips. Hence, this process

is dominant when the homogeneous linewidth (either intrinsic or through eSD) of

the paramagnetic species becomes larger than the Larmor frequency of the nuclei:

∆� ωn (1.53)

As the homogeneous linewidth depends on the mutual interactions between elec-

trons, a higher concentration of polarizing agents in the sample often leads to

stronger TM effect.84,85

Figure 1.10: Schematic representation the thermal mixing mechanism. A saturation of
the transition ω0 leads to a rearrangement of the spin populations among the dipolar
sublevels (yellow arrow). Bold energy levels are equally populated. If ωn < ωSS , the
electrons transfer their energy to the nuclei as they relax in the energy levels of the dipolar
manifolds.

Provotorov’s intial theory relies on the high temperature approximation: βωe � 1.

It can be extended to systems with inhomogeneously broadened spectra submitted

to very fast spectral diffusion.28,82 Borghini demonstrated that this model could

partially be generalized to low temperatures and high magnetic fields by splitting the

inhomogeneously broadened EPR line into spin packets86 and assuming an electron
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spin lattice relaxation much slower than the eSD. Some mathematical details of

the Abragam and Borghini’s model are discussed in the chapters 3 and 5. This

introduction consequently just gives an overview of this theory. The Hamiltonian

Ĥ of a system that is composed of a bath of electrons interacting with a reservoir

of nuclei by three interactions: the electron Zeeman ĤZe, the nuclear Zeeman ĤZn

and the electron non Zeeman (or dipolar) ĤnZ can be expressed as:

Ĥ = ĤZe + ĤZn + ĤnZ (1.54)

Borghini assumed that the energy involved in the electron Zeeman interaction (〈ĤZe〉)

is much higher than the energy associated to the electron dipolar and nulear Zeeman

interactions (〈ĤnZ + ĤZn〉). Hence, the temporal evolution of the energy wihtin the

system is approximately equivalent to the evolution of 〈ĤZe〉 and 〈ĤnZ + ĤZn〉.87

In other words, as the energies of the nuclear Zeeman and the electron dipolar

baths are comparable the electrons and nuclei can efficiently interact by hyperfine

coupling. Therefore, a thermal contact is establiushed between the electronic and

nuclear reservoirs. Each reservoir is additionally in contact with the lattice that

acts as a thermostat (possess a stables temperature). The equilibrium temperature

of all reservoirs becomes by definition the lattice temperature. To hyperpolarize a

sample, continuous microwave irradiation can be applied to i) bring the Zeeman and

dipolar reservoirs into contact by reducing the effective magnetic field and ii) to cool

down both thermodynamic reservoirs. Due to the triple spin flips connecting elec-

trons and nuclei, this process induces a cool down of the nuclear Zeeman reservoir

or in other words, hyperpolarization of the nuclei. Finally, to fully polarize a sample

the electron spin-lattice relaxation is needed.88 Electron spins polarize nuclei once

one of their transition is saturated. Their relaxation through spin-lattice coupling

repolarizes them and allows them to transfer another time their polarization under

constant microwave irradiation.28

Even though all mechanisms treated here are well established, experiments show that

the limit between the different mechanisms is often not that well-defined. Indeed,

in most of cases, the experimental conditions enable the simultaneous contribution

of more than one mechanism.89,90 Moreover, the slight variation of parameters such
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Figure 1.11: Schematic representation of the DNP system as described in the TM theory.
Each interaction can be represented by a reservoir that has its own spin temperature.
βk with k = L, S, SS and I respectively represent the inverse spin temperatures of the
lattice, the electron Zeeman, the electron dipolar and the nucleus Zeeman reservoirs.
The hyperfine coupling induces a thermal contact between the electronic and nuclear
manifolds. The lattice can be compared to the thermostat in thermodynamics: it has a
stable temperature and set the spin temperature of all reservoirs at equilibrium.

as the polarizing agent concentration, the magnetic field or the temperature usually

leads to a change of the dominant mechanism in the DNP process.91,92

1.2.8 Hyperpolarization of the nuclei that are located far

from the polarizing agent

As we typically produce samples with low polarizing agent concentration to reduce

paramagnetic relaxation enhancements (PREs) that nuclear spins experience, most

target nuclei are too far away from electrons to be directly polarized. These nuclei

can nonetheless be hyperpolarized through nuclear spin diffusion processes.93 Once

a nucleus has successfully been polarized, its polarization can be transported to

other nuclei via flip-flop processes. If the longitudinal nuclear relaxation is slow,

this process of spin diffusion can distribute hyperpolarization throughout an entire

sample. This is, e.g., the case at low temperatures where nuclear T1 times can be-
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come several tens of minutes. For nuclei with

high gyromagnetic ratio, this process is es-

pecially effective. For nuclei with low gyro-

magnetic ratio, the presence of a minor con-

centration of protons can assist spin diffusion

through multi-spin flip-flop processes compa-

rable to the triple spin flips introduced above

(so-called proton assisted spin diffusion).

To summarize the different steps to reach the maximum of nuclear polarization in

the DNP samples:94

1. Electron spin-relaxation polarizes electrons

2. Microwave irradiation transfer the polarization from electrons to nuclei through

intermolecular hyperfine interaction. This is achieved by one of the four DNP

mechanisms.

3. Diffusion of the polarization among the dipolarly coupled nuclei polarizes fur-

ther spins95,96
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Chapter 2

Experimental set up

2.1 D-DNP system and polarizer

2.1.1 The dissolution system

Dissolution DNP (D-DNP) enables to obtain enhancements up to 104 of NMR sig-

nals in liquid state. The principle of this technique relies on 1) cooling down the

sample to a cryogenic temperature, 2) a transfer of polarization from electrons to

surrounding nuclei which is driven by a microwave irradiation and 3) a detection at

high field and room temperature of the nuclear signal. Two different apparatuses

are consequently required: the first one enables to perform DNP at low temperature

whereas the second is used for detection.1 To bring a sample from its solid state

inside the polarizer to liquid state in another NMR spectrometer for detection at

room temperature, hot D2O at 10 to 10.5 bar pressure is released inside the probe

through a “dissolution” stick that is inserted inside the sample stick and connected

to a pressure vessel. Typically, 5 mL of heavy water are injected. After dissolution

of the sample it is propelled with approximately 7 bar gaseous He via a “magnetic

tunnel” towards the detection NMR spectrometer (cf Fig. 2.1).

The magnetic tunnel is composed of an assembly of small magnets and has been

especially designed to prevent the hyperpolarized nuclei from experiencing passages
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Chapter 2. Experimental set up

Figure 2.1: Dissolution DNP set up. A 9.4 T magnet for liquid state NMR is connected to
a DNP apparatus in which the sample is hyperpolarized. Approximately 5 mL of D2O is
heated and pressurized in the ”dissolution box” and released inside the probe to dissolve
the frozen hyperpolarized sample. Once it has been dissolved, the sample is propelled by
7 bar gaseous He through a magnetic tunnel. The liquid sample typically reaches the high
field NMR magnet 1.3 to 4 s after the beginning of the dissolution.

through zero field that would lead to fast relaxation and loss of NMR signals during

the sample transfer.2 The transfer typically takes between 1.3 and 4 s depending on

the desired final volume of the sample in the NMR tube for detection.

2.1.2 The polarizer

The DNP apparatus (commonly called a “polarizer”) is a 6.7 T NMR spectrometer

that has been specifically modified to enable very low temperature experiments. Its

consists of a variable temperature insert (VTI) embedded in its central bore, which

can be filled with liquid helium (lHe). lHe is provided via a connected external

Dewar. A membrane pump is used to pump lHe from the Dewar to a phase separator

compartment (PS) where gaseous helium is separated from the lHe. Two further

vacuum pumps enable one to control the pressure within the VTI. To operate the

machine around 4 K, atmospheric pressure is sufficient and the use one of these two

pumps (the so-called fore-vacuum pump) is sufficient to stabilize the inner volume at

a slightly-below-atmospheric pressure around 900 mbar. The second pump (called

root pump) enables to cool the system to VTI temperatures down to 1.2 K. With this
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2.1. D-DNP system and polarizer

system, approximately 100 L of lHe are consumed per week for daily use. The NMR

Figure 2.2: Schematic inner volume of the polarizer. The probe contains two different
coils that enable one to irradiate the proton and a heteronucleus transitions. It is also
equipped with a microwave guide for saturating the spins of the unpaired electrons of the
sample. The latter is located inside the sample holder. Liquid He cools down all of these
components between 4 and 1.2 K. Once the sample is fully hyperpolarized, the dissolution
stick is directly inserted into the probe and guides the hot pressurized D2O to melt the
solid sample.

probe is immersed in the lHe bath in the polarizer. Its design allows it to withstand

strong temperature gradients, which is required during dissolution. (cf section 2.1.1)

Two radiofrequency coils, one for protons and another for heteronuclei (13C, 2H

or 31P) enable one to perform cross-polarization (see section 2.2.4) experiments.

Samples are introduced in a PTFE samples holder, which can be screwed onto ca.

1.5 m long graphene stick that can be inserted from the top of the polarizer to guide

the sample to its destination. Graphene has been chosen due to its robustness as

“sample stick” material. Finally, a microwave guide has been built directly into

the probe. It irradiates the central part of the sample by guiding the microwaves

from an ELVA-1 source located outside the spectrometer to the sample. The former

sends microwaves at 94 GHz, which does not allow one to excite the electron spins

in an external magnetic field of 6.7 T. Under these conditions, the frequency must

be doubled to ca. 188.2 GHz. The microwave frequency is therefore led through a

Virginia Diodes frequency doubler, which is located between the generator and the

probe. Microwaves are finally modulated by a 1 kHz saw-tooth signal over a 10 to

100 MHz bandwidth.3 Microwave modulation enables to saturate a larger fraction

of the EPR spectrum, which results in higher polarizations.
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2.1.3 NMR spectrometers

Two high field Bruker spectrometers are connected to the polarizer and can be used

for detection in D-DNP experiments that are performed at the ENS laboratory.

They enable one to acquire spectra of dissolved samples at two different magnetic

fields: 18.8 T and 9.4 T (corresponding to 800 and 400 MHz proton Larmor fre-

quencies). The field and magnet is chosen depending on the characteristics of the

chemicals and the properties that we want to investigate. For example, phosphorus

nuclei are commonly featuring strong chemical shift anisotropy inducing fast relax-

ation at high field4. If we want to monitor the temporal evolution of a phosphorus

signal, it is therefore advantageous to transfer the hyperpolarized sample from the

polarizer to the lower field magnet. In chapter 6, we apply the D-DNP technique to

detect hyperpolarized 31P signals at 162 MHz using a Bruker BroadBand Observe

(BBO) probe. Such probes contain two independent detection circuits: an inner

one, close to the sample and an outer one which is optimized for the excitation of

1H spins at 400 MHz. The first coil is equipped with a tuning system to vary its

resonance frequency to match the Larmor frequency of the heteronucleus of interest.

Their wide excitation windows enable one to choose the heteronuclear spin for NMR

experiments. The inner diameter of the BBO probe enables to insert 10 mm NMR

tubes.

2.2 D-DNP samples

2.2.1 Commonly used paramagnetic agents

Even if some high-spin transition metal ions such as Mn2+ or some ions from the

lanthanide series such as Gd3+ 5 have proven to be effective and cheap polarizing

agents (PAs) in MAS-DNP6 and even if a lot of research groups focus their work

on the development of new radicals for optimized DNP , TEMPOL ( 4-hydroxy-1-

oxyl-2,2,6,6 -tetramethylpiperidine), TOTAPOL ( 1-(TEMPO-4-oxy)-3-(TEMPO-4-

amino)propan-2-ol)7, AMUPol8,9 and trityl10 (Finland and ox063) remain the most
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2.2. D-DNP samples

commonly used PAs in DNP. Biradicals such as TOTAPOL11 and AMUPol that

favor the CE mechanisms are often used in LT-MAS DNP applications. Contrary,

the narrow EPR lines of trityl and BDPA12 enable one to hyperpolarize nuclei

through the SE, which is often used in direct DNP of heteronuclei in static samples

at low temperatures. Monoradicals such as TEMPOL are commonly used in DNP

of protons. Due to their good solubility in aqueous media, they are often used for

dissolution DNP experiments. These PAs are also particularly persistent allowing

for efficient storage. However, mono-nitroxides such as TEMPOL and TEMPO are

not very efficient in DNP of heteronuclei as their electron spin linewidths are quite

large favoring TM DNP, which is not very efficient for nuclei with low gyromagnetic

ratio.13

Figure 2.3: Schematic representation of the paramagnetic agents TEMPOL, AMUPol and
Trityl (Finland).

2.2.2 Sample preparation

Typical D-DNP experiments require specific samples to boost the efficiency of the

polarization. These samples correspond to a mixture of a vitrification agent, water

and PAs as wvell as a target molecule of interest. The vitrification agent prevents

samples from crystallizing during their fast freezing, which entails a rather homoge-

neous sample topology and consequently a maximum achievable polarization achiev-

able. In our laboratory, samples composed of 50% of glycerol-d8, 40% D2O and 10%

H2O have proven to be widely applicable and efficient for hyperpolarization. In our

DNP experiments, we use samples with TEMPOL as PA at concentrations between

30 and 50 mM. Typical sample volumes are 50 to 200 µL.
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2.2.3 Heteronuclear DNP

Heteronuclei can be polarized in two different ways: either by a direct DNP process,

i.e., SE, CE, TM or OE, or by using cross-polarization (CP) pulse sequences to trans-

fer polarization from 1H to the heteronucleus of choice. This strategy is often used

in our laboratory for nuclei with low gyromagnetic ratios such as 13C whose direct

build-up times are very long. CP is a very useful technique in NMR that consists in

transferring the polarization of a nucleus to another one that possesses a different

gyromagnetic ratio. This is method commonly used in MAS ssNMR experiments

to obtain information on low gamma nuclei (typically carbon-13, phosphorus-31 or

nitrogen-15) while exploiting the polarization of nuclei possessing a high gyromag-

netic ratio.14–16 Combining DNP with CP can significantly reduce the build-up times

at cryogenic temperature: in experiments on hyperpolarized glucose, 13C polariza-

tion through 1H→ 13C CP at 1.2 K took less than 45 min to reach 49% polarization,

whereas in a direct polarization experiment, this would have taken hours.17,18

2.2.4 Detection of the polarization build up

However, as this thesis is mostly focused on 1H polarization, a detailed description

of CP-based DNP is beyond the scope of this introduction. The reader is referred

to references19–24.

The sequence used in the DNP experiments to monitor the build-up of the 1H po-

larization as a function of time is depicted in figure 2.4. During our experiments,

Figure 2.4: Pulse sequence used to monitor the build-up of the polarization of a nucleus.
d1 corresponds to the time between the presaturation block and the detection whereas τr
is the repetition time of the delay and the acquisition blocks.
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the sample is continuously irradiated with microwaves. The experiment thus be-

gins with saturating the appropriate transitions in the EPR spectrum to induce the

transfer of polarization from electrons to nuclei. On the proton channel, a presatu-

ration block, which is composed of a train of π
2

pulses with pseudo-random phases,

initiates the sequence by removing all nuclear spin coherences and saturating the

nuclear Boltzmann polarization. Subsequently, a delay d1 separates RF pulses with

small flip angels (typically 1◦ for protons) applied in order to detect a small frac-

tion of the total nuclear polarization while avoiding saturation. After each pulse

an FID is detected and stored. These steps are repeated until the polarization is

high enough. To quantify the build-up, we perform a Fourier transformation (FT)

of the temporal signal for each time point and integrate the resonance signal. As

the nuclear polarization is proportional to the integral, one can thus monitor the

build-up of the polarization (see Fig. 3.1 a). The typical proton build-up time at

4 K is rather short (∼ 5 − 15 min in a sample containing 50 mM TEMPOL). This

build-up time increases as the temperature decreases and can take 45 to 90 min at

1.2 K. The 1H polarizations that can be obtained at 4 K and 1.2 K are ca. 60% and

95% respectively.

2.3 Electron Paramagnetic Resonance (EPR)

2.3.1 Basic instrumentation

Unlike NMR spectrometers that are characterized according to their static magnetic

field, EPR spectrometers are classified according to the frequency of the applied

microwaves. Common spectrometers are classified as: X-band (9.5 GHz), Q-band

(35 GHz) and W-band (95 GHz). An EPR spectrometer is composed of three main

components: a magnet, a cavity and a microwave bridge. Two types of magnets

are used in the EPR community depending on the frequency of the microwaves:

electromagnets for X and Q band spectrometers and superconducting magnets for

W-band or higher frequencies. An important aspect for this thesis, which mostly

focuses on nitroxide radicals, is that the inhomogeneous line broadening of electrons
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increases with the magnetic field while the intramolecular hyperfine couplings do not

depend on the strength of the external magnetic field. Hence, hyperfine splittings

dominate the broadening of EPR lines of nitroxides in X-band spectra whereas the

g-anisotropy gives rise to the dominant contribution to line broadening in W-band

spectra. In the magnet, a cavity creates a steady-state wave at the sample location

that has the property of amplifying weak signals.25 The higher the quality factor of

the cavity, the more sensitive the spectrometer. The microwave bridge contains both

the microwave source and the detector. It generates a continuous wave at constant

power that is guided by the microwave guide to the cavity. The reflected microwaves

that come from the sample into the bridge is converted into an electrical current by

the detector diode.

2.3.2 Continuous wave EPR

In typical CW EPR experiments, continuous low power microwave irradiation (µW-

mW) is applied to a sample, while the magnetic field is swept over the EPR line

of the PA. The field is modulated by an oscillating magnetic field with a typical

frequency of 1kHz.26 As a result, CW acquired spectra are the first derivative of

the absorption spectra. If necessary, the absorption spectrum can be recovered by

line integration. From a mathematical viewpoint, one could say that this method

increases the sensitivity of CW EPR as integration of a spectrum increases the ap-

parent SNR, but the SNR is not changed due to microwave modulation. CW EPR

is particularly useful to get information on paramagnetic proteins.27 A broadening

of the spectra of a pair of nitroxides that are specifically attached to a biological

macromolecule can be detected when the distance between the two interacting un-

paired electron spins is between 8 and 25 Å.28 As the dipolar interaction strength d

depends on the spin-spin distance r (d ∝ 1
r3

), the closer the spins, the broader the

corresponding spectra. A convolution of the spectrum of a non-interacting spin with

a broadening function thus enables one to extract the electron spin-spin distance,

which gives information on the structure of the protein target.29–32 This method is

accurate in cases where electron spin labels are immobilized. Such a condition is

rarely fulfilled in liquid state33 but freezing the sample generally solves the prob-
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lem.34,35 In addition to structural information, SDSL also gives access to dynamic

properties of labeled proteins.36,37 The broadening of nitroxide spectra is affected

by molecular motions. Some complex computationnal models have been developed

to estimate the mobility of nitroxides,38 characteristic times of molecular diffusion39

and local motions40 if the protein crystal structure is known. In this thesis, we

use the CW technique for two different purposes: 1) simulating the X-band spec-

trum enables us to extract parameters such as the g values (gxx, gyy, gzz) with x,

y and z axis that have been defined in the molecular frame (see figure 3.2 c) and

the intramolecular hyperfine coupling constants (Axx, Ayy, Azz) of CW spectra of

the ”DNP-juice” provide us with information on the solvent polarity in the vicinity

of the unpaired electron41,42 (see chapters 3 and 4) as it has been shown that the

isotropic g (giso), the isotropic hyperfine coupling (Aiso), and the z component of

the hyperfine coupling Azz are all affected by solvent properties.

2.3.3 Pulsed EPR

In addition to CW experiments, pulsed EPR experiments can give access to dynamic

properties of a sample and to electron spin-spin distances.43,44 The technique, which

has been developed in 1958,45 is very similar to NMR spectroscopy: while electron

spins are polarized in an external magnetic field at low temperature, a short pulse of

an oscillating magnetic field (microwave pulse) perturbs the system. The detector

acquires the microwaves that are emitted by the electron spins as they relax back

to thermal equilibrium. Contrary to CW EPR, pulsed EPR experiments are almost

exclusively carried out at low temperatures in the solid state due to fast relaxation

of the signals in the liquid state.46

The Hahn echo

Even though NMR and pulsed EPR techniques are very similar, their detection

processes differ. Contrary to NMR, pulsed EPR spectroscopy does not detect a

decaying temporal signal right after a π
2

pulse. As the receiver is very sensitive, it

cannot bear the strong power generated by the pulses. A dead time between the
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last pulse of the sequence and the opening of the receiver for the detection is thus

necessary to protect the apparatus. Moreover, the electron line is very broad for

most of the paramagnetic agents at low temperatures. This generates a fast signal

decay, which complicates the extraction of the informations contained in the signal.

To protect the spectrometer and to limit the contribution of the inhomogeneous

linewidth to the signal decay, a Hahn echo sequence47 is often preferred as detection

scheme (cf Fig. 2.5).

Figure 2.5: Hahn echo detection pulse sequence. The black squares schematically represent
the pulses that are applied to the spin system. A π

2 pulse followed by a π pulse after a
delay τ generates an echo signal (white) that is due to the spin rephasing. The receiver is
opened to detect the echo.

A classical description of this pulse sequence starts with a first π
2

pulse that brings

the magnetization into the transverse plane, then the dephasing of the different

isochromats of the EPR line occurs during a time τ . A π pulse is subsequently

applied to invert all spins. This leads to rephasing of all spins after a time τ . This

creates a recovery of the electron spin signals and a so-called echo is detected. The

Hahn echo block is used in most of the pulsed EPR sequences.

Echo detected inversion recovery

The inversion recovery experiment48 enables one to measure the electron spin-lattice

relaxation time. The sequence consists of a Hahn echo detection block that is pre-

ceded by a π pulse. This π pulse is called ”inversion pulse” as it drives the electron

magnetization from its Boltzmann equilibrium (aligned with the +z axis) to the -z

direction. A delay t1 during which the magnetization partly returns to its equilib-

rium value follows this pulse. The sequence π−t1 − π
2
− τ − π − τ is repeated while

incrementing t1. Thus, each point measures the signal after a different relaxation

delay. In a case where all electron spins in a non-interacting spin system experience
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Figure 2.6: Inversion recovery pulse sequence. An inversion pulse π pulse is applied before
the Hahn echo block. t1 is incremented for each acquisition.

the same interaction strength, the evolution of the signal intensity versus the delay

t1 can be fitted using a mono-exponential function.49 However, when nitroxides are

frozen in a glassy matrix, the radicals are randomly oriented in the sample which

leads to a distribution of spin-lattice relaxation times.50 A mono-exponential fit be-

comes therefore inadequate. Under such conditions, it is often more accurate to

model the relaxation of the longitudinal magnetization by a stretched exponential

function. The average experimental electronic spin-lattice relaxation time (T1e) can

be approximated by the time required for the magnetization to reach 63% of its

equilibrium value (cf Fig. 2.7).

Figure 2.7: Schematic representation of the data acquired during an inversion recovery
experiment. At t1 = 0, the electron magnetization M e has just been inverted by the π
pulse. Then, it relaxes back to the magnetization in the Boltzmann equilibrium M e

0 .

Pulsed Electron-Electron Double Resonance

Double Electron-Electron Resonance (DEER) experiments, also known as pulsed

electron double resonance (PELDOR) spectroscopy, corresponds to a method that

gives access to inter-electronic distances between ca. 1.5 to 10 nm.51 The basic idea

of this sequence is to modulate the amplitude of the echoes by the electron-electron
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dipolar couplings. This is realized with the pulse sequence defined in figure 2.8.

The different channels in figure 2.8 refer to different microwave frequencies of the

Figure 2.8: : DEER pulse sequence. Selective pulses enable to excite different spin packets
(A and B with respective Larmor frequencies νA and νB) within the EPR line. A refo-
cusing pulse at a frequency νA excites and generate a first Hahn echo (dashed line). It is
immediately followed by another refocusing pulse (τ ′−π− τ ′) at the same frequency. A π
pulse inverts electron spins at the frequency νB between the first and the second π pulse
that excites spin packet A. Only t1 is incremented in this sequence.

pulses. In the case of selective pulses that do not excite the entire width of the EPR

spectrum, excitation at the frequency νA does not affect the spin packet B with a

Larmor frequency νB. The DEER sequence is composed of three steps. First, a

refocusing pulse excites the electron spin packet A. This creates a first Hahn echo

that is not detected (cf dashed echo in figure 2.8). Next, a π pulse inverts spin

packet B and finally, an additional π pulse at the frequency νA generates a second

echo, which is detected. If A and B do not interact, changing the state of spin B

has no impact on the detected signal. However, if A and B are coupled through a

dipolar interaction, inverting spin packet B modifies the amplitude of the echo signal.

Hence, one can modulate the amplitude of the detected echo by incrementing the t1

delay and get access to the dipolar interaction strength.
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Chapter 3

Anisotropic longitudinal electronic

relaxation affects DNP at

cryogenic temperatures

3.1 Introduction

As previously explained in this thesis, the main purpose of Dynamic nuclear po-

larization (DNP) is to overcome one of the major limitations of NMR, namely the

intrinsically low sensitivity by obtaining high polarization levels of nuclear spins.1–3

DNP requires the presence of paramagnetic agents and combines electron param-

agnetic resonance (EPR) with nuclear magnetic resonance (NMR). The irradiation

of unpaired electron spins by microwaves eventually leads to the enhancement of

the nuclear polarization, most efficiently for protons (for a review see Abragam and

Goldman1). Polarization levels P (1H) > 90% can be achieved at cryogenic tem-

peratures between 1.2 and 4.2 K.4–6 The mechanisms that are responsible for the

transfer of polarization from electrons to protons are complex and depend on many

factors, including the type and concentration of mono- or bi-radicals used for DNP,

the field strength, temperature, solvent, and sample heterogeneity. Typically, one

distinguishes between different models to describe DNP in the solid state under

varying conditions. The most prominent examples are the solid effect (SE), the
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cross effect (CE), and thermal mixing (TM) (see section 1.2).1,5

TM-based hyperpolarization processes can occur when the EPR linewidth of the

radical exceeds the nuclear Larmor frequency. In this case, electronic and nuclear

spins are associated with distinct heat reservoirs that are characterized by distinct

spin temperatures. Due to the presence of dipole– dipole couplings between the elec-

trons, one should distinguish Zeeman and non-Zeeman electron reservoirs. Only the

latter is coupled to the nuclear Zeeman bath via hyperfine interactions. Microwave

irradiation induces a coupling and dynamic cooling of the two electron baths, which

eventually leads to a cooling of the nuclear Zeeman bath in cases where electronic

spectral diffusion is fast (cf section 1.2.7).

The CE mechanism that underlies TM-based DNP is most efficient if two distinct

EPR transitions feature a difference in resonance frequencies that matches the NMR

transition. It is therefore frequently observed in the presence of bi-radicals but (in

contrast to TM) does not require fast spectral diffusion. The SE requires EPR

linewidths that are narrow with respect to the NMR Larmor frequency. This condi-

tion enables a flow of polarization from the electron spins to the nuclei via forbidden

flip-flop transitions driven by the pseudo-secular part of the electron–nuclear hy-

perfine interaction (section 1.2.3).7 In this contribution, we investigate the role of

the electronic longitudinal relaxation time T1e(ω), which is an important parame-

ter for almost all DNP models. We investigate this parameter for TEMPOL (4-

hydroxy-2,2,6,6-tetramethylpiperidin-1- oxyl) nitroxide radicals, which feature very

broad EPR spectra, where, in addition to anisotropic g-tensors that describe the

resonance frequencies of the different spectral components, the linewidth is partly

due to hyperfine interactions involving the 14N nuclei of the NO moiety. Despite

recent developments of sophisticated models and extensive experimental studies of

nitroxide-based DNP8–14, the anisotropy of electronic longitudinal relaxation has

so far been neglected, because it was assumed that fast electronic spectral diffu-

sion (eSD) effectively averages T1e(ω) across the entire EPR spectrum. However,

under our experimental conditions we predict an incomplete averaging and show

the impact of experimentally measured T1e(ω) variations across the EPR spectrum.

We demonstrate how anisotropic T1e(ω) can be incorporated into simple models
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for DNP.15 Moreover, T1e(ω) critically depends on the solvents used to form the

glassy DNP matrix at low temperatures. Understanding these effects allows one to

optimize DNP protocols and to shed new light on the connections between DNP

enhancements and properties of EPR spectra.

3.2 Material and methods

3.2.1 DNP

DNP data were acquired on a Bruker prototype system operating at 6.7 T (ca.

285 MHz Larmor frequency for protons and 188.2 GHz for electrons) equipped with

doubly tuned radio frequency (RF) coils immersed in liquid helium. All experiments

were performed at 4.2 K. To saturate the EPR transitions, continuous microwave

irradiation was applied between 187.6 and 188.5 GHz, with a transmitted power of

about 12 mW at the position of the sample, generated by a 94.1 GHz ELVA-1 source

combined with a Virginia Diodes frequency doubler. The microwave frequency was

modulated by a 2 kHz saw-tooth signal over a range of 10 MHz.16,17

3.2.2 EPR

X-band CW EPR measurements at 6 K were performed in Lille on a Bruker ElexSys

580 spectrometer equipped with a Bruker Flexline split ring (9.4–9.7 GHz near 0.335

T). Field-swept continuous-wave spectra were obtained by modulating the B1 field

at 100 kHz in combination with phase-sensitive detection. The resulting spectra thus

appear as first derivatives of the absorption line, not to be confused with dispersion

spectra. The field-dependence of the longitudinal electron relaxation times T1e(ω)

was measured at 6 K at Lille on the same X-band spectrometer and at ETH on

a Bruker W-band ElexSys E680 EPR spectrometer (ca. 94 GHz at ca. 3.3 T).

Echo-detected inversion recovery experiments were performed with 200 or 400 ns

echo delays, recovery delays of 0–0.5 s and a recycling delay of 0.51 s at X-band

and 0–1 s and 1.12 s at W-band, respectively. Selective inversion pulses between
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16 and 20 ns length (depending on the radical concentration) length were used to

excite only a narrow frequency band within the EPR spectrum, covering a width of

approximately 1.8–2.3 mT.

3.2.3 Sample preparation

For DNP experiments, the samples were loaded in cylindrical cups made of polyte-

trafluoroethylene (PTFE), a material that does not contain any protons and there-

fore does not contribute to background signals. Sample A consisted of a 25 mM so-

lution of paramagnetic 4-hydroxy-2,2,6,6-tetramethylpiperidine-1-oxyl (TEMPOL)

in a mixture of glycerol-d8 (50%), D2O (40%) and H2O (10%). The glass-forming

agent glycerol prevents crystallization at low temperatures. Sample B consisted of

a 25 mM TEMPOL solution in 90% ethanol-d6 and 10% non-deuterated ethanol.

For EPR experiments, samples A and B were loaded in quartz tubes with 4 and 1

mm inner diameters for X-band and W-band experiments, respectively. The con-

centration was varied between 1 and 50 mM for T1e(ω) measurements (indicated in

the text), for CW EPR at X-band concentrations of 1 mM were used.

3.2.4 Data analysis

All NMR data were processed with NMRPipe.18 The free induction decay signals

were zero-filled, but not apodized to retain the natural line shapes. After Fourier

transformation, the spectra were fitted to theoretical models with home-written

scripts using MATLAB. CW and absorption-mode EPR spectra were simulated

using the well-known EasySpin package.19,20

3.2.5 Experimental design

One of our objectives was to rationalize ”proton DNP profiles”, i.e., the dependence

of the proton polarization P (1H) on the microwave irradiation frequency. The mi-

crowave frequency was incremented in steps of 20 MHz between 187.580 and 188.460
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GHz over a range of 880 MHz, limited by the sweep width of our microwave source.

The full EPR spectrum extends over ca. 1000 MHz approximately from 187.6 GHz

to 188.6 GHz. At each applied microwave frequency, a spin packet with a width

of ca. 20 MHz was saturated using microwave frequency modulation. Spectral dif-

fusion causes this saturation to propagate partly to neighbouring spin packets, as

discussed below. For each microwave frequency, the build-up of the proton signal,

which is proportional to the proton polarization P (1H), was detected every 5 s using

1◦ flip angle RF pulses. Typically, the build-up of the proton polarization occurs

within a few minutes when saturating near the centre of the EPR spectrum, but

can be much slower (hours) near the edges of the EPR spectrum, where the popula-

tions of the irradiated spin packets are small. It is therefore cumbersome to follow

the complete build-up of the proton polarization all the way up to its steady-state

at every microwave frequency. However, to a good approximation, the polarization

build-up is monoexponential at all microwave frequencies. Hence, we monitored each

build-up curve over a sufficiently long period (up to ∼ 50% of its plateau) to allow

extrapolation to the steady-state. This is illustrated in Fig. 3.1 a for sample A at 4

Figure 3.1: (a) Initial build-up of nuclear polarization as a function of time when saturating
the low-field edge of the EPR spectrum (near 187.6 GHz). The experimental data has
been fitted to a mono-exponential function (red). The dashed line indicates the steady-
state nuclear polarization estimated by extrapolation. (b) 1H nuclear polarization as a
function of microwave power applied at the centre of the EPR spectrum (red, 187.9) or
at its outermost low-field edge (blue, 187.6 GHz). Above 12 mW of transmitted power no
significant change can be observed, indicating that the corresponding bands in the EPR
spectrum are fully saturated.

K near the low-field (187.6 GHz) edge of the EPR spectrum. Fig. 3.1 b shows that

the measured proton polarization, does not change when the transmitted microwave
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power is increased beyond 12 mW. This is observed both in the centre and at an

edge of the EPR line, indicating that the irradiated spin packets are always fully

saturated in our experiments. Hence, slow build-ups near the edges do most-likely

not stem from incomplete saturation.

3.3 Results and discussion

To predict the nuclear polarization with various DNP models one needs to record the

EPR spectrum, which was not possible with our apparatus at 4 K and 6.7 T (central

frequency: 188.2 GHz). For the case at hand, we therefore simulated the relevant

EPR line shape, using parameters determined at 6 K and 9.4 GHz (X-band, central

field: 0.335 T). Our simulations led to the following EPR parameters for sample

A (water–glycerol matrix): Axx = 19.8 MHz, Ayy = 22.1 MHz, Azz = 108 MHz,

gxx = 2.00908, gyy = 2.00554, gzz = 2.00233. For sample B (90% ethanol-d6 and

10% protonated ethanol), we found Axx = 19.9 MHz, Ayy = 25.2 MHz, Azz = 98.1

MHz, gxx = 2.01090, gyy = 2.00676, gzz = 2.00330. These parameters determined

at a concentration of 1 mM TEMPOL allowed us to simulate EPR spectra that

are relevant for our DNP experiments at 4 K and 6.7 T (central frequency: 188.2

GHz), as shown in Fig. 3.2 b. This absorption-mode spectrum corresponds to the

integral of the derivative spectrum in Fig. 3.2 a. Fig. 3.2 c illustrates how different

directions (x, y, z) of the principal axis system (PAS) correspond to the molecular

frame of TEMPOL. The values obtained by spectral simulations match published

data.21

Simulations of the EPR spectra take into account both the anisotropic g-, and A-

tensors of TEMPOL radicals, determined with the EasySpin routines developed by

Stoll et al.19,20 The homogeneous linewidth as well as weak hyperfine and dipolar

couplings were accounted for by a mixed Voigtian convolution.
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Figure 3.2: (a) Experimental (black) field-swept derivative EPR spectrum of 1 mM TEM-
POL in a water/glycerol mixture at 6 K and 9.6 GHz (X-band). The simulated spectrum
is superimposed and depicted in red. (b) Simulated absorption line shapes at 6.7 T where
the DNP experiments were carried out, using parameters obtained from the fit in (a). (c)
Molecular frame and principal axis system for nitroxides.

Table 3.1: Left: T1e(∆i) values found for the five positions indicated in Fig. 3.3 for sample
A. Right: T1e(∆i) values found at six field positions indicated in Fig. 3.3 for sample B.
All values were determined at W-band (94.1 GHz, central field 3.35 T, 1 mM TEMPOL)

Sample A Sample B
B0 / mT T1e(ω) / ms B0 / mT T1e(ω) / ms
3344.3 124 3341.7 5
3348.0 30 3345.0 11
3351.7 46 3348.2 6
3355.4 127 3351.5 13
3359.1 272 3354.8 30

3358.1 79

3.3.1 Electron spin relaxation times

For both samples A and B, field-dependent electron relaxation times T1e(ω) have

been determined at 6 K at W-band (94.1 GHz, central field 3.35 T, 1 mM TEM-

POL) at selected field positions corresponding to different spin packets, as indicated

in Fig. 3.3 together with the measured relaxation times T1e(ω). The latter are also
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listed in Table 3.1. Clearly, the relaxation times T1e(ω) vary significantly across the

EPR line shape, by more than an order of magnitude. The value of T1e(ω) generally

depends on the coupling of the electrons to the phonons in the solid matrix in which

the radicals are dispersed. For nitroxides, this coupling is generally mediated via

the spin–orbit coupling of the unpaired electrons.7 The origin of the non-uniformity

of the T1e(ω) relaxation times of the electrons can thus be ascribed to the electronic

orbitals of the electrons (the singly occupied π∗ molecular orbital (SOMO) in NO

moieties) which are intrinsically anisotropic, leading to orientation-dependent cou-

plings of the SOMO to the phonons. Additionally, orientation-dependent dipolar

couplings can also play a minor role. We will refer in the following to this nonuni-

form relaxation as ”anisotropic” T1e(ω). The values in Fig. 3.3 have been determined

at a TEMPOL concentration of 1 mM. With respect to DNP where we use much

higher concentrations it is important to note that we observed an anisotropic be-

haviour of T1e(ω) at 6 K up to TEMPOL concentrations of 50 mM at W-band of

94.1 GHz (for the principle components of the g-tensor we found, gxx: T1e(ω) =

52.17 ms, gyy: T1e(ω) = 14.99 ms, gzz: T1e(ω) = 63.01 ms). We observed compara-

ble, anisotropic relaxation times of T1e(ω) = 70, 39 and 31 ms for MI(
14N) = +1, 0

and −1, respectively, at X band (9.4 GHz, central field 0.335 T, 50 mM TEMPOL),

indicating that the relaxation times do not strongly depend on the field. We shall

assume that this also holds for our DNP experiments that have been performed at

approximately twice the field used in W-band EPR studies. Furthermore, similar

anisotropic behaviour was observed at higher temperatures of 100 K. Our results are

in agreement with the observations of Eaton, Eaton and co-workers who reported

similar anisotropic relaxation for nitroxides between 20 and 150 K.22

3.3.2 Electronic spectral diffusion

The mechanisms of nitroxide-based DNP have been investigated in detail by Griffin,

Wenckebach, Vega and their co-workers8,13,23–27 who discussed in some detail the

influence of electronic spectral diffusion (eSD) on nitroxide DNP, which spreads the

polarization of a spin packet across the EPR spectrum via flip-flops of dipolarcou-

pled electrons, thereby averaging relaxation times. If eSD were infinitely fast, we
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Figure 3.3: (a and b) Simulated field-swept spin-echo W-band absorption mode EPR
spectrum for sample A and B highlighting the positions for which the longitudinal electron
relaxation times T1e(ω) were determined as indicated by red arrows. The heights of the
grey bars in (a and b) are proportional to the T1e(ω), values listed in Table 3.1. (c)
Electron inversion recovery experiment recorded at 94.1 GHz using electron spin echoes
for sample A for the five different field positions indicated in (a). The anisotropic behaviour
is clearly observable. Note that nitroxides typically feature a stretched exponential decay
functions. T1e(ω) values were determined by fitting to a stretched exponential function
and determining the average decay rate by assuming s(T1e(ω))/s(0) = e−1.

would thus observe a single isotropic T1e(ω) value regardless of the saturated spin

packet. However, for moderate eSD coefficients, variations in anisotropic longitu-

dinal relaxation times T1e(ω) are not completely averaged out. Thus, the interplay

between eSD and the intrinsic electron longitudinal relaxation times (i.e., T1e(ω) at

infinite dilution) determines the spectral window that is effectively averaged, while

infinitely long relaxation times would be averaged over the entire spectrum. Yet,

for our samples, we experimentally determined anisotropic T1e(ω) values even for 50

mM TEMPOL at W-band at 6 K (94.1 GHz; central field 3.35 T; vide supra) show-

ing that the polarization is not completely averaged by eSD across the entire EPR

linewidth in the absence of continuous microwave irradiation. This is in agreement

with earlier findings by Farrar et al.13

It has been pointed out by Wenckebach7 that eSD is strongly temperature and field

dependent, so that it is difficult to make any reasonable assumptions for 6.7 T and

93



Chapter 3. Anisotropic longitudinal electronic relaxation affects DNP at cryogenic
temperatures

4 K. Yet, using eSD coefficients recently estimated by Siaw et al.28 and the T1e(ω)

values reported in Table 3.1, we can approximate the fractions of the EPR spectrum

that are averaged by eSD via the formalism described in Wenckebach’s monograph

(chapter 5.3).7 We assume a frequency ω0, with an offset to the centre of gravity ωe

of the EPR line is ∆0 = ω0−ωe. In the case of DNP, when a spin packet at an offset

∆0 is saturated, the microwave field also disturbs the ith electron spin packet at an

offset ∆i = ωi − ωe. Accordingly, we determined the contribution of a spin packet i

to the electronic relaxation T1e(ω) measured at an offset ∆0 by

c(∆i) = f(∆i) exp

(
∆i −∆0√
DT1e(∆i)

)
(3.1)

where D denotes the spectral diffusion coefficient and where the frequency ω has

been replaced by the offset ∆i to yield T1e(∆i). We denote the normalized amplitude

of the absorption EPR spectrum by f(∆i). If the width of the EPR spectrum is

M2, the spectral diffusion coefficient is

D =
M2

4tSD
(3.2)

Since tSD can be estimated to be 10 ms,28 only part of the EPR spectrum is effec-

tively smoothed by eSD at the concentrations used in our DNP experiments.

The spin packets of the EPR spectrum that are graphically depicted in Fig. 3.4

represent contributions to the detected T1e(∆i) values. Note that significant parts

of the spin packets in the spectrum are averaged, though not across the entire

spectrum, thus making it possible for T1e(∆i) to remain anisotropic. In the presence

of a CW microwave field, it has further to be considered that eSD coefficients change

as the polarization of the individual spin packets varies and D ∝ (1−P 2
e ). Yet, recent

double-electron resonance experiments,14 show that even under such conditions the

EPR line is not entirely averaged via eSD for our experimental setup (6.7 T, 4 K, 25

mM TEMPOL). Furthermore, the spectral diffusion rate might also depend on the

amplitude of the EPR spectrum at a particular field or frequency, a fact that also

affects the anisotropy of T1e(∆i) relaxation, since eSD-induced averaging is much

stronger near the centre of gravity of the spectrum than at its extremities. Indeed,
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the observed relaxation time T1e(∆i) is a weighted average across the spectral range

covered by eSD, as demonstrated in Fig. 3.4. Hence, the faster eSD, the more

packets will contribute to each T1e(∆i) value, so that these will appear more isotropic

if spectral diffusion is fast. On the contrary, for slow eSD, the anisotropy of T1e(∆i)

can be more pronounced. Thus, T1e(∆i) values detected near the centre of the EPR

spectrum can be less anisotropic then those observed near the edges of the spectrum.

Such a behaviour can be observed in Fig. 3.3, where the strongest deviations from

the average relaxation time can be observed near the edges of the EPR spectrum.

Figure 3.4: (a) Simulated EPR spectrum at 6.7 T with N = 5 different T1e(∆i) measured
at the frequencies indicated by color codes. Note that the eSD rates could not be deter-
mined experimentally. (b–f) Simulated contributions c(∆i) of different spin packets to the
apparent T1e(∆i) measured at five different positions. The coefficients are normalized so
that

∑
i c(∆i) = 1.
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3.3.3 Dynamic nuclear polarization

For the case at hand, we consider a mono-radical with a broad EPR spectrum at low

temperatures, with a width that is comparable to the proton nuclear Larmor fre-

quency, which is near 285 MHz in our experiments. To demonstrate how anisotropic

T1e(∆i) can be incorporated into a model describing DNP at low temperatures, we

chose Borghini’s theory for the sake of simplicity. Based on strong assumptions, i.e.,

a single spin temperature and a strong contact between the nuclear Zeeman and

electronic dipolar bath, this model yields simple predictions, which can easily be

adapted to anisotropic T1e(∆i) although the model assumes fast eSD to justify the

use of a single spin temperature. Borghini’s model has been reviewed in depth by

Abragam and Goldman1 using a thermodynamic description. Jannin et al. pointed

out that Borghini’s approach corresponds to a Redfield model with a single spin

temperature in the rotating frame.29 It can be regarded as an extension of Provo-

torov’s theory to low temperatures, since one can predict the temperature of the

non-Zeeman reservoir for off-centre saturation of the EPR line by dissecting the lat-

ter into several spin packets. We briefly outline Borghini’s theory.15 At equilibrium,

the polarization P0 of the electrons is given by a Boltzmann distribution:

|P0| = tanh

(
1

2
βLωeh̄

)
(3.3)

βL =
1

kBTL
(3.4)

where ωe, TL, kB are the electron Larmor frequency, the lattice temperature and the

Boltzmann constant, whilst βL the inverse temperature coefficient of the lattice.

For the case at hand, the linewidth of the EPR spectrum is dominated by a spread

(anisotropy) of the electronic g factor at the magnetic field of 6.7 T. It is possible

to relate the nuclear polarization to the EPR line shape if we consider electrons

at frequency ∆0 to be fully saturated (cf. Fig. 3.1 b). Under these conditions,

Pe(∆0) = 0, while the polarization Pe(∆i) of a spin packet at an offset ∆i is

Pe(∆i) = − tanh[1
2
β (∆0 −∆i) h̄], where β is the electron dipolar (non-Zeeman)

inverse temperature coefficient, so that spin packets located at a frequency offset

∆i are partially saturated and contribute to DNP. If the electronic g anisotropy
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dominates the spread of the electron frequencies, the electron polarization affects

the steady-state nuclear polarization Pn according to Borghini:1

Pn =
T1nC

ωnT1e

(∑
i

f(∆i) [(∆0 −∆i)Pe(∆i) + ∆0P0]

)
(3.5)

Here ωn is the nuclear Larmor frequency and C = Ne/Nn denotes the ratio of the

number of electron spins to the number of nuclear spins. T1e and T1n are the

longitudinal electron and nuclear relaxation times, respectively, both of which are

considered to be isotropic in Borghini’s original model. The steady-state value of

the inverse dipolar (non-Zeeman) temperature coefficient of the electrons β0 under

microwave irradiation at the offset ∆0 can be expressed by Eqn. 3.6 and 3.7:

β0 =
2∆0|P0|

(∆2
0 +D2)

=
1

kBTS
(3.6)

M2 =

∫ +∞

−∞
∆2f(∆)d∆ (3.7)

Here M2 is the second moment of the EPR line, P0 the thermal electronic polariza-

tion and Ts is the spin temperature. To account for the anisotropy of the longitudinal

electronic relaxation times that vary across the EPR line, we introduce an offset-

dependent T1e(∆i). To this end, we adapt the following rate equations derived by

Abragam and Goldman:1

d

dt
〈HZe〉 = −Neωe

2T1e

(∑
i

f(∆i) [Pe(∆i)− P0] + Uf0Pe0

)
(3.8)

and

d

dt
〈HZn +HnZ〉 = −NePnωn

T1n2C
+
Ne

2

(
1

T1e

∑
i

f(∆i)Pei + U∆0f0Pe0

)
(3.9)

where HZe, HZn and HnZ denote the electron-Zeeman, nuclear- Zeeman and non-

Zeeman Hamiltonians. Pe0 is the polarization of the saturated packet ∆0. Ne is the

number of electron spins. Replacing T1e by T1e(∆i) and setting the derivatives to

zero to describe the steady state, we can derive a modified Borghini equation where
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T1e(∆i) terms remain within the summation. Combining Eqn. 3.8 and 3.9 leads to:

Pn =
T1nC

ωn

(∑
i

f(∆i)(∆0 −∆i)

T1e(∆i)
[Pe(∆i)− P0]

)
(3.10)

Note that for nitroxides in partially deuterated glassymatrices, the width of EPR

spectra at 6.7 T is primarily determined by the g-anisotropy and by intramolecular

hyperfine couplings. However, the presence of additional contributions to homoge-

neous and heterogeneous line broadening cannot be entirely excluded a priori. In-

deed, intermolecular dipolar electron–electron couplings can contribute to the width

of the EPR spectra, especially at the high nitroxide concentrations that are typically

used for DNP.

In conclusion, since the nuclear polarization Pn in Eqn. 3.10 depends on the various

T1e(∆i) contributions, which can vary significantly even after averaging through eSD,

the observed proton signal intensity will also vary across the microwave profile.

The incorporation of an offset-dependent T1e(∆i) for different spin packets is of

Figure 3.5: (a) Normalized steady-state proton signal intensity as a function of the mi-
crowave frequency ωe (”DNP enhancement profile” or simply ”DNP profile”) for 25 mM
TEMPO at 4.2 K: (a) in glycerol-d8/D2O/H2O (5:4:1); (b) in ethanol-d6/ ethanol (9:1).
Circles indicate experimentally determined steady-state polarizations, solid red lines the
calculated responses. The inserts display the simulated EPR spectra underlying the calcu-
lations. Pronounced differences in the negative lobes are emphasized by arrows. The blue
lines indicate DNP profiles based on Eqn. 3.5 obtained for a single isotropic relaxation
time T1e that does not depend on ∆i.

importance as the bottleneck of the spin dynamics is influenced by T1e(∆i). In other
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words, the nuclear polarization that can be reached in each spin packet is directly

related to T1e(∆i) as pointed out by Serra et al.12 Hence, the dependence of Pn on

T1e(∆i) must be considered to predict the shape of a DNP profile if eSD is sufficiently

slow such that T1e(∆i) varies with the orientations of the g-tensors for different spin

packets. As the Borghini model neglects the anisotropy of T1e(∆i), since it assumes

fast eSD underlying TM this leads to a bias in the frequency dependence of the

predicted nuclear polarization.

More generally, any model that takes into account the whole EPR line profile must

also address the frequency dependence of the electron spin–lattice relaxation times

T1e(∆i) within that line adequately.

Borghini’s model does not describe all details of nitroxide based DNP. In particular,

absolute polarization levels cannot be predicted correctly, as the requirement of a

single spin temperature is often not fulfilled under practical conditions. Nonetheless,

the match between theory and experiment can be significantly improved by incor-

porating anisotropic relaxation properties. More sophisticated models such as those

presented by Vega and co-workers,8–11,13,17,24–27,30 which account for subtle aspects

of DNP (e.g., temperature- and concentration-dependence, absolute polarization),

could presumably be improved by taking into account the anisotropy of electronic

relaxation. Fig. 3.5 displays ”DNP enhancement profiles”, i.e., the normalized

steady-state integrated proton signal intensity observed at 4.2 K (after complete

build-up or extrapolated to the steady-state; cf. Fig. 3.1) as a function of the

microwave frequency in our DNP apparatus. After normalization, the 1H signal

intensity corresponds to Pn in Eqn. 3.10. The data shown in Fig. 3.5 a and b

were obtained for samples A and B, both of which contain 25 mM TEMPOL but

in different solvents (cf. Experimental). Calculated enhancement profiles based on

Eqn. 3.10 are superimposed as solid lines, assuming that the simulated EPR spectra

(based on experimentally determined g- and A-tensors plus an additional linewidth;

see insets) are broadened in accordance with the influence of eSD.

If the polarity of the solvent is modified, changes in the DNP enhancement profiles

are observed. For TEMPOL dissolved in ethanol (sample B in Fig. 3.5 b), the

observed changes with respect to the more polar environment of sample A can be
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modelled by variations of the anisotropic T1e(∆i) (recalling that the g- and A-

tensors were determined experimentally, vide supra). When switching from sample

A to B, the DNP efficiency of the highfield lobe is significantly reduced. The shape

of the DNP profile can be modelled by Eqn. 3.10, if one considers the anisotropy

of T1e(ω) documented in Table 3.1. Although variations in solvent polarity can lead

to variations in local microscopic environments and hence to variations of nitroxide

g- and A-tensors, we find that the calculations of Fig. 3.5 need not to invoke

such effects, which can be neglected here due to the strong line broadening at high

TEMPOL concentrations.31

The solid blue lines in Fig. 3.5 clearly show that the shapes and relative magni-

tudes of the lobes of the experimental DNP profiles cannot be reproduced if only a

single frequency-independent relaxation time T1e is considered. Changing the EPR

linewidth (which is the only adaptable parameter) cannot account for the discrepan-

cies. Obviously, the match between the experimental data and theoretical prediction

is significantly improved by considering anisotropic relaxation times T1e(∆i).

3.3.4 Methodological considerations

Several points must be critically considered when using Eqn. 3.10: (i) T1e(∆i)

varies significantly with the microwave offset as indicated in Fig. 3.3 and Table 3.1.

To obtain a continuous fit (Fig. 3.5), we measured T1e(∆i) at low concentrations

and hence slow eSD with selective pulses to obtain values that reflect the T1e(∆i)

of a narrow spin packet of the EPR spectrum and interpolated T1e(∆i) between

the observed data points using 4th and 5th-order polynomials for samples A and

B respectively (cf. Fig. 3.5) to account for the averaging through eSD. Because

of the sparse T1e(∆i) measurements, abrupt changes in T1e(∆i) might have been

overlooked. Nevertheless, the match is improved between the experimental DNP

profiles and those predicted via this approach. It was further assumed that changes

of T1e(∆i) between 6 K (where T1e(∆i) was measured) and 4.2 K (where the DNP

enhancement profiles were obtained) are uniform across the spectrum and do not

depend on the offset ∆0, so that normalization of the DNP profiles compensates for
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a possible temperature dependence (we excluded the field dependence, vide supra).

(ii) The solution of Eqn. 3.10 and the fits of the enhancement profiles in Fig. 3.5

require prior knowledge of the EPR spectra f(∆i). These spectra were obtained via

simulation as illustrated in Fig. 3.2. (Note, however, that the EPR spectrum was

determined at a TEMPOL concentration of 1 mM, whereas DNP was performed at

25 mM. The spectra should thus not be compared directly.) After normalization, the

only freely adjustable parameter in Eqn. 3.10 is the EPR line width (since the g- and

A-tensors of the EPR spectrum have been determined experimentally, vide supra).

The EPR line width cannot account for the discrepancy between experimental data

and the theoretical predictions obtained via Eqn. 3.5, i.e., for the case of isotropic

relaxation times T1e that do not depend on ∆0. Further, spectral diffusion mixes

the on-resonance spin packet saturated by microwave irradiation at the frequency ω0

with spin packets at other frequencies. Thus, DNP-determined spectra at 6 K and 25

mM typically appear strongly broadened32 since at each EPR frequency the intensity

is averaged by spectral diffusion. This is taken into account by superimposing an

additional linewidth on the spectrum shown in Fig. 3.2 b. (iii) Borghini’s model

does not consider possible effects of non-uniform spectral diffusion coefficients on

the EPR line shape. Spectral diffusion is only accounted for by assuming a rapid

equilibration over the entire EPR spectrum.

One might therefore speculate that anisotropic spectral diffusion and line broaden-

ing could likewise account for discrepancies between the model and the experiments,

and should therefore also be incorporated into more sophisticated models. For the

case at hand we did not include such eSD effects or line width parameters in the

Borghini model, which was in this work mainly used to emphasize the importance

of T1e(∆i) anisotropy. Note, however, that the simulated EPR spectrum is in agree-

ment with spectra obtained under comparable conditions32 and was kept constant in

all our calculations. (iv) Borghini’s TM model is only valid when the on-resonance

spin packet is fully saturated and when the thermal contact between the electronic

dipolar and nuclear Zeeman reservoirs is strong. Although we verified that the on-

resonance electrons were fully saturated (see Fig. 3.1), the Borghini model (even

after incorporating anisotropic electronic relaxation) still overestimates Pn at the

extremities of the profile, as the irradiated spin packet is only a small fraction of the
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ensemble and the contact with the nuclear bath is therefore weaker than assumed

in the model.33 Other more sophisticated models might be capable of compensating

for such flaws. Especially, recent work by Wenckebach34 extends the theoretical

description of TM DNP to low temperatures, overcoming limitations of Borghini’s

model by predicting the polarization of off-resonance electron spins. However, the

focus of this work is not to propose a new model to describe DNP, but to draw

attention to the importance of anisotropic electronic relaxation. Its incorporation

into virtually any physical model should improve the agreement between predicted

and experimental DNP profiles if spectral diffusion is slow.

3.4 Conclusions

Our data suggest that DNP models should be refined by incorporating the anisotropy

of electronic longitudinal relaxation times, since at low temperatures and high mag-

netic fields T1e(∆i) significantly depends on the molecular orientation if the elec-

tronic spectral diffusion does not lead to full averaging of the polarization across the

entire EPR spectrum.35 This amendment seems quite reasonable in view of our mea-

surements of the frequency-dependence of T1e(∆i), corresponding to a dependence

on the molecular orientation. The variations of T1e(∆i) can be neglected at lower

fields (e.g., at X-band at 0.3 T), but at W-band (94.1 GHz, central field 3.5 T), and

a fortiori at 6.7 T (central frequency 188.2 GHz) where our DNP experiments have

been carried out, the anisotropy of T1e(∆i) cannot be neglected. While the extension

of Borghini’s model introduced here can reproduce the main features of our DNP

profiles it will certainly not adequately describe all the subtleties of DNP at cryo-

genic temperatures. Yet, we show that even the rather rudimentary Borghini model

can be amended to take our observations into account. Clearly, anisotropic elec-

tronic relaxation should be included in all models describing nitroxide-based DNP.

Indeed, to the best of our knowledge, all known models indicate that the proton

polarization depends on the T1e(∆i).
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Chapter 4

Sample ripening through

nanophase separation influences

the performance of DNP

The polarization that one can achieve by DNP is very sensitive to experimental con-

ditions. It is known that mixtures of water and organic solvents may feature unusual

physicochemical events like spontaneous nanophase separations (NPS)1–3 that occur

in solutions despite their homogenous appearance on a macroscopic scale.4 Such NPS

describe rather counterintuitive phenomena, where the two components of a binary

solvent mixture spontaneously form coexisting metastable transient nanophases.

The intriguing nature of NPS recently stimulated much academic interest.5–8 In this

chapter, we show how such phenomena can impact the performance of DNP,which

has recently undergone significant developments, allowing one to achieve ever-higher

levels of polarization due to (1) instrumental developments and (2) novel polariza-

tion agents (PAs) such as bi-nitroxides or tri-aryl-methyl radicals, also known as

“Trityls”. These developments provide access to systems that could not be studied

before by NMR due to poor sensitivity.

Water/glycerol mixtures that contain concentrations of PAs9–11 of 10 – 80 mM

are frequently used as low-temperature DNP matrices. We here show that such

sample preparations can feature distributions of radicals that are heterogeneous on
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nanometric length scales as a consequence of “ripening” effects that lead to the

emergence of two co-existing phases that may have different local PA concentra-

tions. We find that water/glycerol mixtures can indeed lead to the formation of

nanoscopic water vesicles dispersed in a glycerol-rich matrix, which can be trapped

during the vitrification step that precedes low-temperature DNP. As a result, the

local PA concentration in water- and proton-rich phases varies, which impacts DNP

performances. Such behavior can be of importance in many fields of research, such

as dissolution DNP of biomolecules,12 drug screening,13–15 in-vivo imaging16 and

cancer monitoring,17 since many of these studies employ water-glycerol mixtures.18

The transient accumulation of various molecular agents in an environment that is

confined on a nanometric scale may not only improve DNP, but may also serve

other technologies that employ transiently formed nanostructures,19 shelters20 or

reactors21 by increasing the selectivity and specificity of chemical reactions under

investigation.

The DNP samples studied here consisted of a mixture of 50% v/v glycerol-d8 and

50% v/v of a solution of one of the following PAs in 80% D2O and 20% H2O:

I) 100 mM TEMPOL (4-hydroxy- 2,2,6,6-tetramethylpiperidin-1-oxyl), II) 40 mM

AMUPol (15-[(7- oxyl-3,11-dioxa-7-azadispiro[5.1.5.3]hexadec-15- yl)carbamoyl][2-

(2,5,8,11-tetraoxatridecan-13-ylamino)-[3,11- dioxa-7-azadispiro[5.1.5.3]hexadec-7-yl])

oxidanyl) and III) 30 mM Trityl (Finland) (see Fig. 2.3). The solutions were stirred

during ca. 60 s at 22.5 ◦C until they appeared macroscopically homogeneous. To

study the influence of ripening on the preparations, the samples were allowed to

rest at 22.5 ◦C for a suitable “ripening interval” Tripe, which can be on the order of

minutes to hours. Subsequently, they were “flash vitrified” in liquid helium at 4.2

K prior to DNP.

The duration of the “ripening interval” Tripe has important effects on the proton

polarization level in DNP experiments as shown in Fig. 4.1 a for sample I, containing

50 mM TEMPOL, where we find more efficient DNP for Tripe = 45 min in comparison

to Tripe < 1 min. Fig. 4.1 b displays the dependence of the proton polarization

|P (1H)s| on the ripening interval. The highest polarization is achieved for 40 min <

Tripe < 60 min. In comparison to polarization levels obtained for Tripe < 1 min or
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Figure 4.1: Build-up curves of the proton polarization |P (1H)s| induced by microwave
saturation (187.9 GHz with a 2 kHz frequency modulation over a bandwidth of 100 MHz)
of the EPR transitions of 50 mM TEMPOL at 4.2 K and 6.7 T. Blue: Sample vitrified
immediately after preparation (Tripe < 1 min). Yellow: Sample vitrified after a ripening
interval Tripe = 45 min following sample preparation. b) Difference |P (1H)s| − Peq(1H)
between absolute steady-state proton polarization |P (1H)s| and thermal equilibrium po-
larization Peq at 4.2 K as a function of the interval Tripe between preparation and vitri-
fication of the water glycerol/mixtures. The solid line serves to guide the eye. Similar
results have been reproduced in three independent experiments (see appendix C). c)
Difference |P (1H)s| − Peq(

1H) versus Tripe for 20 mM AMUPol at 4.2 K. d) Difference
|P (1H)s|−Peq(1H) versus Tripe for 15 mM trityl at 4.2 K. In this case, one observes a drop
of ca. 43% for Tripe = 15 min.

for Tripe > 4 h, gains in |P (1H)s| from 7 to 9% at 4.2 K and 6.7 T translate into a

gain of more than 20% in the NMR signal enhancement factor ε.(see appendix C)

Fig. 4.1 c displays a similar profile for sample II containing 20 mM AMUPol. Here,

we observe a maximum DNP performance after a ripening interval 30 < Tripe < 50

min. The enhancement factor ε is improved by ca. 17% when |P (1H)s| increases

from 12% to 14%. In stark contrast, for sample III (Fig. 4.1d) containing 15 mM

Trityl, we observed a 40% decrease of |P (1H)s| for Tripe = 15 min.

Unlike for TEMPOL and AMUPol, the EPR line of Trityl is narrower than the

proton Larmor frequency. Hence, the solid effect (SE) is dominant for Trityl, while

thermal mixing (TM) dominates for nitroxides under our experimental conditions.

This has two consequences: (1) the SE is less effective than TM because the build-
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Figure 4.2: Cryo-TEM pictures of morphological changes due to nanophase separation
(NPS) resulting from ripening during an interval Tripe between mixing at room tempera-
ture and rapid vitrification by plunging the samples into liquid ethane at 90 K. For Tripe
= 0 min (a) or 240 min (b), no NPS could be observed. The letter a on the figure indicates
ethane droplets on the vitrified film. The letter b indicates the carbon support grid. c)
Water-rich phases (in which the TEMPOL radicals are confined) appear as light vesicles
at Tripe = 45 min, indicated by white arrows. d) Addition of 2% uranyl acetate stains the
water-rich vesicles by a dark contrast as indicated by the white arrows.

up rate of |P (1H)s| is on the same order as the proton relaxation rate R1(1H) and

(2) the dependence of the DNP efficiency on the local PA concentration is not

the same for SE and TM mechanisms. Indeed, contrary to samples I and II the

difference |P (1H)s| − Peq(
1H) drops from only 0.023% at Tripe = 0 to 0.013% at

Tripe = 15 min before stabilizing around 0.016% after Tripe = 30 min. Despite

the obvious differences between Trityl and the two nitroxides under investigation,

we again observe a ripening process on a time scale of 30 - 60 min. (Note that

we observed ripening also at lower global radical concentrations; see appendix C).

This fact should henceforth be considered in DNP optimization studies. To cast

light on the processes underlying our observations, we studied the time evolution

of the nanoscopic morphology of the DNP samples by cryo-transmission electron

microscopy (cryo-TEM). We prepared similar samples and vitrified them at 90 K

in liquid ethane after different intervals Tripe. For Tripe = 0 or 240 min (Fig. 4.2

a and b) we observed a homogeneous morphology of the water/glycerol mixture by

cryo-TEM. However, the DNP samples undergo morphological transitions during

ripening leading to the spontaneous formation of spherical water vesicles of ca. 10-

50 nm diameter (Fig. 4.2 c). A similar phenomenon of de-mixing and subsequent
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re-mixing, was reported by Murata and Tanaka.4 For 20 < Tripe < 45 min, we clearly

observed the nanoscopic separation of a water-rich phase (vesicles) and a glycerol-

rich phase (matrix, Fig. 4.2 c). We only observed such a formation of vesicles for

glycerol contents of 40-50% v/v, since cryo-TEM is not possible at 60% v/v since

the glass transition temperatures becomes too low. To confirm the formation of

water-rich phases, we employed negative staining techniques using the hydrophilic

uranyl ion (UO2+
2 ), which preferentially accumulates in water-rich environments. In

Fig. 4.2 d, the water vesicles are stained in a darker shade due to the presence of

the heavy ions, thereby corroborating the observation of NPS in the DNP samples.

Note that the hyperpolarization build-up time in Fig. 4.1 a appears longer for Tripe

= 45 min than for Tripe = 0. This is likely a consequence of NPS, as shown by Ji

et al.22 for heterogeneous samples, where PA-depleted phases feature slow build-up

processes when they are spatially separated from PA-rich phases that feature faster

build-up processes.

Fig. 4.3 a and b show that the longitudinal proton relaxation rate R1(1H) at 4 K and

6.7 T increases due to NPS for samples I and II containing TEMPOL and AMUPol.

This occurs between Tripe = 20 and Tripe = 60 min for sample I and between Tripe

= 40 and Tripe = 100 min for sample II. This finding indicates a local increase in

PA concentration (depending on the ripening interval) in proton-rich environment,

i.e., in the water vesicles, based on the fact that for the mono-radical TEMPOL,

the proton relaxation rate at 4.2 K is predominantly determined by electron-proton

flip-flop transitions.18 Therefore, since the relaxation rates increase by ca. 20% due

to ripening of sample I, the PA concentration must increase in the water vesicles

during NPS, since all other parameters (temperature, overall concentrations, etc.)

remain unchanged. For sample II, the presence of two coupled radicals in the PA

complicates the relaxation behavior as three-spin processes are facilitated; yet a

qualitatively similar concentration dependence can be expected. In contrast, for

sample III (Trityl, Fig. 4.3 c) we find a decrease of R1(1H) from 10 to ca. 7.5 · 10−3

s−1 between Tripe = 0 and Tripe = 40 min. As the DNP performance also decreases

for Trityl (Fig. 4.1)23,24 between Tripe = 0 and Tripe = 30 min, in contrast to samples

I and II, it is likely that the Trityl radicals are accumulated in the glycerol-rich phase

and, hence, separated from the protons in the water-rich phase that we observe by

110



Figure 4.3: Local PA distribution. a) R1(1H) as a function of the ripening interval for
sample I. Between Tripe = 20 min and 60 min, increased relaxation rates for protons
can be observed, confirming that the local PA concentration is increased due to NPS. At
Tripe = 45 min the decay showed a bi-exponential behavior (blue point indicates the fast
component; the slow component was 8.4 ·10−4 s−1; not shown for the sake of visibility; see
appendix C). The blue line serves to guide the eye. b) The longitudinal relaxation rate
R1(1H) as a function of the ripening interval for sample II. An increase can be observed
for 30 min < Tripe < 100 min. The blue line guides the eye. c) R1(1H) as a function of
the ripening interval for sample III. The blue line is again to guide the eye. d) Transverse
electron spin relaxation rates R2e = 1/T2e of 10 mM TEMPOL measured at 77 K using
a CPMG pulse sequence after Tripe = 0 (blue dots) and Tripe = 45 min (yellow dots).
The black box indicates the enlarged region shown below. The solid blue and yellow
lines indicate the signal envelopes to which R2e was fitted. R2e raises for Tripe = 45 min,
indicating increased local radical concentrations. e) Same as in d), but for sample III.
Again, ripening effects are clearly observed and relaxation is faster for Tripe = 45 min.

NMR, so that proton relaxation decelerates upon NPS.

Note that, also from the viewpoint of relaxation, all three samples again show ripen-

ing in water/glycerol mixtures with distinct features for 15 < Tripe < 60 min. In-

terestingly, we find bi-exponential relaxation behavior for sample I when |P (1H)s|

reaches a maximum at Tripe = 45 (see blue data point in Fig. 4.3 a and appendix

C) indicating that spin diffusion cannot cover the entire sample due to NPS. As-

suming a perfect phase separation and an even distribution of all labile protons and

deuterons in the sample - which might be an oversimplification, since the water-
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glycerol proton/deuterium exchange (H/D exchange) might proceed on a similar

or longer timescale as the NPS reported here - the proton concentration in the

water-rich phase would be 5 times higher than in the glycerol-rich phase. Slow H/D

exchange would further boost the local 1H concentration, since all samples were

prepared with fully deuterated glycerol and partly deuterated water so that slow

exchange would further increase the local 1H concentration in the water vesicles.

Hence, not only PAs but also protons become enriched in the water-rich phases due

to NPS. In a next step, we measured the transverse electronic relaxation rates R2e of

the PAs as a function of Tripe by means of pulsed electron paramagnetic resonance

(EPR) experiments, for which the samples were prepared with the same protocol

as for DNP, but vitrified in liquid nitrogen. Fig. 4.3 d shows that R2e increases for

sample I from 4.9 ·105 to 5.8 ·105 s−1 when going from Tripe = 0 to 45 min. Thus, in

comparison to samples with Tripe < 1 min, the transverse electronic relaxation rates

R2e of the radicals becomes faster. As the rates R2e primarily depend on the local

radical concentration and their mutual dipolar couplings (ceteris paribus), increased

R2e rates indicate stronger couplings corresponding to locally increased concentra-

tions of TEMPOL in the aqueous phase. For sample II we determined that the

relaxation rates are independent of Tripe as the electronic relaxation is likely to be

dominated by concentration-independent intramolecular dipolar couplings. For 5

mM AMUPol R2e barely varied, from 2.6 · 105 s−1 to 2.5 · 105 s−1 between Tripe < 1

min and 45 min, respectively. For the Trityl, sample III, we again observed ripening

via electronic relaxation as displayed in Fig. 4.3 e. For 5 mM Trityl the R2e rate in-

creased from 8.3·104 s−1 to 1.3·105 s−1 between Tripe = 0 and 45 min. Hence, sample

ripening influences the electronic relaxation rates of both monoradicals indicating

clustering and increased local PA concentrations due to NPS.

To corroborate these findings, we systematically varied the water-glycerol ratio.

The effect on continuous-wave EPR spectra recorded at 120 K after Tripe = 45 min

confirm a preferential accumulation of TEMPOL and AMUPol in the water-rich

phase, while Trityl accumulates in the water-depleted phase (see appendix C.)

Finally, we ran preliminary studies on sample I based on double electron-electron res-

onance (DEER) (see appendix C)25 which allows one to measure distance-dependent
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dipolar couplings between electrons. After sample ripening, a non-homogeneous dis-

tribution of short distances was observed for TEMPOL, while for Tripe < 1 min the

distribution was found to be more homogeneous, again highlighting the local accu-

mulation of PAs during the NPS.
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Chapter 5

Observation of a

DNP-hyperpolarized solid-state

water NMR MASER phenomenon

5.1 Introduction

It is well known that, under conditions of strong coupling with the detecting cir-

cuit, a large magnetization originating from an ensemble of isolated nuclear spins

may exhibit unconventional behavior that departs from the Bloch equations. This

mechanism, designated as ”radiation damping” was observed in the early days of

NMR1 and is well understood. It can be described in classical terms by coupling

the evolution of the magnetization as given by the Bloch equations, to the Kirchoff

equations describing the evolution of the electrical detection circuit, through a set

of Bloch-Maxwell equations.2–4 The presence of radiation damping gives rise to vari-

ous unexpected features, such as spurious harmonic peaks in two-dimensional liquid

state NMR spectra.5–8 Some characteristic features of the magnetization dynamics

are related to the nonlinearity of the evolution equations, and have been investi-

gated by several authors.6,9–12 Radiation damping is a phenomenon that is typically
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observed in case of a large solvent magnetization, usually water, in the context of

liquid state NMR. Water NMR masers, with the presence of multiple magnetization

bursts, have been previously observed artificially by the addition of an electronic

feedback, or in the case of system with very large magnetization such as hyperpolar-

ized spin states.12 Alternatively, such unconventional magnetization dynamics has

been achieved through DNP on a ruby crystal13,14 In this study, we present observa-

tions of an NMR maser in a sample of (vitrified) water at 1.2 K, generated by DNP

polarized 1H magnetization in a 6.7 T magnet. This is particularly striking, due to

the presence of a large, dipolar-broadened, resonance line. Moreover, the recorded

induction signal could be observed for several tens of seconds, even in the absence of

microwave irradiation. Our observations are described in terms of a model involving

a large magnetization generated through DNP hyperpolarization of water protons

through thermal mixing, and rationalized through the Maxwell-Bloch-Provotorov

equations. This, surprisingly, shows that the collective behavior of an ensemble of

dipolar coupled nuclear spins can be qualitatively taken into account by a simple

vector model.

5.2 Radiation Damping: the modified Bloch equa-

tions

5.2.1 Radiation Damping (RD) in the liquid state

Radiation damping is a cooperative phenomenon. In the presence of a large mag-

netization, the precession of the transverse component of the latter creates an elec-

tromotive force (e.m.f.) in the detection circuit that is large enough to generate a

current and a RF field in the sample. The latter is strong enough so as to drive

the magnetization to the +z direction, and to coherently align the spins with the

magnetic field.8

In 1957, S. Bloom combined the Bloch equations with the ones that describe the

probe reaction field, previously developed by Bloembergen and Pound,2,3 to obtain
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a description of the dynamics of the magnetization ( ~M) in this situation. ~M obeys

the following equations, in a frame rotating around the z axis at the frequency ω:4


Ṁx = δMy − γGMzMx − Mx

T2

Ṁy = −δMx − ω1Mz − γGMzMy − My

T2

Ṁz = ω1My + γG(M2
x +M2

y )− (Mz−M0)
T1

(5.1)

with G = µ0
2
ηQ where µ0 is the vacuum permeability. The radiofrequency field

(RF) aligned along x is ω1 and δ = ω − ω0 is the offset frequency with respect

to the Larmor frequency ω0. The description of the coupling between the nuclear

magnetization and an RF coil is very similar to the laser phenomenon in optics where

the polarization is coupled to a cavity.15 In the absence of relaxation, the motion of

the magnetization vector takes place on the Bloch sphere (for Bloch’s theory,16 see

appendix A.3), in harsh contrast with the T1 and T2 relaxation behavior.

The characteristic time of Radiation damping is defined as τrd:

τ−1
rd =

µ0γηQMz

2
, (5.2)

where η is the RF filling factor of the coil, which is defined as the ratio
Esample
Espace

where

Espace is the total energy delivered by the coil,17,18 whereas Esample is the part of this

RF energy delivered to the sample; Q is the quality factor of the coil; γ denotes the

gyromagnetic ratio of the nucleus, and Mz represents the longitudinal component

of the magnetization, equal to the Curie magnetization M0 when the system is at

thermal equilibrium. The time τrd determines the rate at which the magnetization

precesses back to the equilibrium direction, and therefore the strength of the RF

feedback field. Eqn. 5.1 predict a hyperbolic secant, rather than an exponentially

decaying FID (see Fig. 5.1). However, in the case of small flip angles, where the

FID is approximately exponential, a modified line width T ′2 can be defined as:

1

T ′2
=

1

T2

+
1

τrd
(5.3)

It is worth noting that spin-spin relaxation induces a loss of coherence of the trans-
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Figure 5.1: Time evolution of the normalized z (a) and transverse (b) magnetizations
as a function of time in the case of strong coupling between the magnetization and the
coil (RD). ~M is align to the -z axis at the beginning of the simulation. The relaxation
mechanisms have been neglected. MT evolution follows a hyperbolic secant as the RD
forces ~M to turn back to its equilibrium value in the Bloch sphere and features a maximum
when ~M crosses the xy plane. The exponential decay of MT occurring in the case of small
flip angle of the ~M with respect to the z axis is highlighted.

verse magnetization that tends to lower the efficiency of radiation damping. Thus,

the RD can only be effective if the following condition is fulfilled:

T2 > τrd (5.4)

The RD phenomenon depends on both the detection circuit and the sample proper-

ties. In brief, as seen from Eq.5.2, the larger the spin magnetization and the quality

factor of the probe, the stronger the effect. For this reason, as the probes quality im-

proves, radiation damping originating from the solvent (typically water proton spins

in liquid state NMR) represents an increasing nuisance due to the unconventional

dynamics of the water magnetization. Various approaches to suppress the impact of

the RD in the NMR spectra have been developed. Hardware design such as special

Q-switching probes,19–22 suppression feedback field23–25 or selective pulses26,27 help

to get rid of the spurious signals by preventing coupling of the spin system with the

coil. Samples perdeuteration28 and specific pulse sequences29 also enable to quench

the coupling between H2O and the detection circuit.
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5.2.2 RD in hyperpolarized solid samples: the Bloch-Maxwell-

Provotorov (BMP) equations

Although RD is mainly observed in solution-state NMR, such spin-coil coupling

effects have also been observed in the solid state for samples with a large magneti-

zation, provided by DNP-hyperpolarized nuclear spins.13 A qualitative description

of the dynamics of the magnetization has been obtained by several authors by com-

bining the set of equations 5.1 with the Provotorov equations describing the DNP

process through thermal mixing.13,14,30 As it has been previously developed in this

thesis, in the thermal mixing regime, all interactions can be associated to thermo-

dynamical reservoirs (see sections 1.2.7 and 3.3.3). The broad TEMPOL spectrum

at low temperature (1.2 K) enables thermal mixing, which leads to proton hyperpo-

larization.31 In a first round of investigations, we used the following equations 5.5

to describe the temporal evolution of the proton nuclear Zeeman and the electron

dipolar reservoirs as in the TM model.
dβh
dt

= − 1
τh,ee

(βh − βee)
dβee
dt

= −Cn
Ce

1
τh,ee

(βee − βn)− 1
τee,L

(βee − βL)

+πω2
1 µwf(ωe − ωµw)ωe−ωµw

δω2 [ωeβe − (ωe − ωµw)βee]

(5.5)

βn, βee and βL represent the inverse spin temperatures of the proton Zeeman and

electron dipolar reservoirs and the lattice. τn,ee and τee,L respectively are the char-

acteristic time constants for the equilibration of the spin temperatures of the two

connected reservoirs and the dissipation of the polarization of the electron spins in

the dipolar reservoir into the lattice (phonons). The transfer of polarization from

the electrons to the nuclei depends on the ratio between the nuclear and electronic

heat capacities: Cn
Ce

. The larger Cn, the faster the process. In other words, the

efficiency of the DNP depends on the number of nuclei coupled to an electron. The

third term of the second equation of Eqn. 5.5 describes the effect of the microwave

pumping onto the spin temperature of the electron dipolar reservoir. Thus, the tem-

perature varies as a function of the square of the microwave amplitude ω1 µw and the

difference between the microave field ωµw and the center of the EPR line ωe. Both

the shape f(ω) and the width δω of the spectrum play important roles. Finally, the
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microwave field couples the electron dipolar and Zeeman reservoirs. Therefore, the

electron Zeeman inverse spin temperature explicitly appears as βe.

In the thermal mixing picture, the thermodynamical reservoirs associated to the

nuclear Zeeman and electron dipolar energies tend to equilibrate their spin temper-

atures. Thus, equations 5.5 predict a stationary nuclear magnetization M st
z (see

Eqn. 5.6) associated to a common inverse spin temperature of the two reservoirs

βn = βee when the system is irradiated by a continuous microwave field.

M st
z = Nh

γnh̄

2
tanh

(
βee

γnh̄B0

2kB

)
(5.6)

where Nh is the number of protons and γn the proton gyromagnetic ratio. Note that

equation 5.6 can be reduced to γ2nh̄
2NhB0

4kB
βee under the high temperature approxima-

tion, one of the assumptions of the Provotorov equations.

By combining Eqn. 5.1 and 5.5, the prediction of the nuclear magnetization under

DNP conditions becomes possible (Eqn. 5.7). The large proton magnetization that

is created through DNP induces an efficient coupling between the 1H spin system

and the detection circuit.

Ṁx = δMy − γGMzMx − Mx

T2

Ṁy = −δMx − ω1Mz − γGMzMy − My

T2

Ṁz = ω1My + γG(M2
x +M2

y )− γ2nh̄
2NhB0

4kBτn,ee
(βn − βee)

dβee
dt

= −Cn
Ce

1
τn,ee

(βee − βn)− 1
τee,L

(βee − βL)

+πω2
1 µwf(ω0e − ωµw)ωe−ωµw

δω2 [ωeβe − (ωe − ωµw)βee]

(5.7)

Given that the electron Zeeman reservoir heat capacity is much larger than the

electron dipolar and nuclear ones (or that the energy involved in the electron Zeeman

interaction is much higher than the nuclear Zeeman and electron dipolar ones), βe is

assumed to be constant and equal to the lattice temperature (βe = βL).13 Since Eqn.

5.7 correspond to a combination of Provotorov and Bloch-Maxwell equations, we

will refer to them as the Bloch-Maxwell-Provotorov equations (BMP). A summary

sketch of the BMP theory in case of interacting electronic and proton baths under

microwave irradiation is sketched in Fig. 5.2.
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5.2. Radiation Damping: the modified Bloch equations

Figure 5.2: Schematic representation of the theory underlying the BMP equations (Eqn.
5.7). Provotorov’s thermodynamical description is combined with the Maxwell-Bloch non-
linear equations which describe a coupling between the spin system and the detection
circuit. Under microwave irradiation, the electronic Zeeman and dipolar reservoirs are
coupled. As the electron Zeeman temperature is constant and equal to the lattice tem-
perature, the dipolar reservoir is continuously replenished. The 1H spin-lattice relaxation
time at cryogenic temperature (∼ 5 min at 1.2 K) is much larger than the characteristic
times of the RD and the reservoirs heat exchange. Its contribution can therefore be ne-
glected. The electron dipolar reservoir dissipates its energy by spin-lattice relaxation with
a rate 1

τee,L
and also transfers its heat to the proton Zeeman reservoir with a rate 1

τn,ee
.

In the absence of microwave irradiation, ω1 µw = 0 and equations 5.7 reduce to:



Ṁx = δMy − γGMzMx − Mx

T2

Ṁy = −δMx − ω1Mz − γGMzMy − My

T2

Ṁz = ω1My + γG(M2
x +M2

y )− γ2nh̄
2NHB0

4kBτn,ee
(βn − βee)

dβee
dt

= −Cn
Ce

1
τn,ee

(βee − βn)− 1
τee,L

(βee − βL)

(5.8)

We shall refer to these equations as Bloch-Maxwell-Provotorov (BMP) equations.

Figure 5.3 illustrates the consequences of the switching off of the microwaves on the
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spin system according to Provotorov’s theory. Note that the coupling of the proton

magnetization with the detection coil is not affected by the absence of microwave

irradiation. In both cases (with and without microwave irradiation), the nuclear Zee-

Figure 5.3: Schematic representation of Provotorov’s theory in the absence of microvawe
irradiation. The electron spin Zeeman and dipolar reservoirs are disconnected, and the
electron dipolar and proton Zeeman reservoirs exchange polarization until they reach equal
spin temperatures.

man and electron dipolar reservoirs are coupled and thus evolve towards a common

spin temperature. However, without microwave irradiation, the electronic dipolar

reservoir is not replenished by the electron Zeeman reservoir.

5.3 Experimental results

Figure 5.4 displays the hyperpolarized 1H signals when the microwaves have been

turned off after 15 minutes of irradiation at 188.380 GHz. This frequency leads to

a negative nuclear polarization. The signal that stems from the negatively hyper-

polarized protons of water is unusually long, since it lasts for more than 30 s. This

leads to spectral widths that are narrower than 2 kHz after Fourier transform (see

appendix D.1). In contrast, the typical duration of an FID at 1.2 K, either in the

absence of DNP or in DNP experiments with positive polarization (irradiation at

ca. 187.9 GHz) is on the order of tens of µs and leads to linewidth of ca. 25 kHz in

reciprocal space. Hence, these unusual signals are observed only when the nuclear

spins are polarized negatively.
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Figure 5.4: 1H signal obtained at 1.2 K after ∼15 min of negative polarization (microwave
frequency and power resp. 188.38 MHz and 12.6 mW). The microwave is turned off before
the detection. a) b) and c) represent the real part of the signal in different time windows
([0,10], [0,2] and [0, 0.2] s); whereas d) is the squared norm of the signal as a function of
time.

The behavior of the 1H signal at short time scale (see figure 5.4 c) is highly evocative

of manifestations of radiation damping, due to strong coupling between a large

magnetization originating from a spin system located inside a cavity with a high

quality factor Q. In 1979, P. Bösiger demonstrated that the magnetization of DNP-

hyperpolarized aluminium nuclei in ruby cristals can lead to so-called MASER bursts

upon microwave irradiation.13 Here, we observed similar signal bursts of the 1H

signal in hyperpolarized (frozen) water, which is a very different sample. In order

to verify this assumption, and to confirm that the sustained signal originates from

the coupling between the detection circuit and the 1H spins, simple complementary

tests have been made. Detuning of the probe eliminates both the long term signal

and the nonlinearities, and leads to signals that decay on a µs time scale. This

observation validates the assumption that the long FIDs requires a strong coupling

with a sensitive and properly tuned probe, typical of a RD contribution.
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5.4 Simulating the dynamics of the DNP-hyperpolarized

1H magnetization in the absence of microwave

irradiation using the BMP equations

Using the BMP equations (Eqn. 5.8), the behavior of the 1H NMR signal we ob-

served in our DNP experiments in absence of microwave irradiation can be simu-

lated. The resulting signals are strongly affected by different parameters and by

the initial magnetization. Simulating the experimental signals, including the series

of MASER bursts (Fig. 5.4), can provide information on the conditions that are

required to achieve such a behavior, especially the time scale of the equilibration of

the two reservoirs τn,ee. As an illustration, the following set of model parameters:

1
τee,L

= 10−4 s−1, Cn
Ce

= 5, 1
τn,ee

= 50 s−1 , γG = 667 m.s−1.A−1 and 1
T2

= 25000 s−1,

allowed us to qualitatively reproduce the experimental signal at short time scales

using the BMP theory. Indeed, the comparison of the figures 5.5 c) and 5.4 c), shows

that the simulated and experimental signals display comparable bursts at time <

0.2 s.

Figure 5.5: Simulation of the 1H signal Mx with the BMP equations without microwave
pumping (Eqn. 5.8). a), b) and c) show the evolution of Mx as a function of time in
different observation time windows: [0,10], [0,2] and [0,0.2] s.

However, a comparison between the experimental behavior of the system (Fig. 5.4

a & Fig. 5.4 b) and the model (Fig. 5.5 a & Fig. 5.5 b) at longer times obviously

shows that the model is unable to describe the long time behavior of the system.

In particular, unlike the hyperpolarized 1H signal that lasts more than 30 s, the

transverse magnetization predicted by the simulations vanishes after 1 s.
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Figure 5.6: Simulations of the Mz component of the proton magnetization with the BMP
equations without microwave pumping (Eqn. 5.8). a), b) and c) represent Mz as a function
of time in different observation time windows: [0,10], [0,2] and [0,0.2] s.

Figure 5.7: Simulation of the inverse electron dipolar spin temperature βee with the BMP
equations (Eqn. 5.8). a), b) and c) represent βee as a function of time in different
observation time windows: [0,10], [0,2] and [0,0.2] s.

5.5 Analysis of the experimental results

5.5.1 Evolution of the system without microwave irradia-

tion

In the absence of microwave irradiation, the electron Zeeman reservoir is decoupled

from the electron dipolar reservoir and the latter is not replenished any more. Both

βee and βn evolve toward βL (see Eqn. 5.8 and Fig. 5.3). Two different contri-

butions can clearly be identified: the short time scale MASER bursts on a time

scale of tens of ms, and the long decay of the signal intensity on a time scale of s.

The short time scale phenomenon strongly depends on the initial conditions of the

experiment, whereas the decay on long time scales is independent from the initial

conditions (see section 5.5.2). This is characteristic of the equilibration between the

thermodynamical reservoirs in thermal contact.
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As demonstrated in the previous section, Eqn. 5.8 qualitatively well account for

the short time scale behavior of the observed signal, and reproduce similar MASER

bursts. However, they are unable to explain the long term decay of the signal.

The problem of the long time scale regime could partially be attributed to the fact

that a third interacting reservoir was neglected: the deuterium Zeeman. The DNP

samples possess an important deuterium bath (40% D2O), that is also connected to

the electron dipolar reservoir. The former may store a fraction of the energy of the

system and affect the long term behavior of the proton Zeeman reservoir.

The consideration of a supplementary nuclear reservoir is in accordance with the

Boesiger’s experiments on ruby crystals (Al2O3:Cr3+)13 where two different nuclear

Zeeman reservoirs are taken into account: the 27Al and 17O Zeeman baths. The

two nuclear reservoirs are indirectly connected with each other through the electron

dipolar reservoir. The BMP equations 5.8 can therefore be modified to take into

account this third reservoir (Eqn. 5.9).



Ṁx = δMy − γGMzMx − Mx

T2

Ṁy = −δMx − ω1Mz − γGMzMy − My

T2

Ṁz = ω1My + γG(M2
x +M2

y )− γ2nh̄
2NHB0

4kBτn,ee
(βn − βee)

β̇ee = −Cn
Ce

1
τn,ee

(βee − βn)− Cd
Ce

1
τd,ee

(βee − βd)− 1
τee,L

(βee − βL)

β̇d = −Cd
Ce

1
τd,ee

(βd − βee)

(5.9)

βd, Cd and τd,ee correspond to the deuterium Zeeman inverse spin temperature, the

deuterium heat capacity, and the characteristic time of the heat transfer between the

electron dipolar and the deuterium Zeeman reservoirs. For the sake of simplicity,

we define γ2 = 1
T2

, γd,ee = 1
τd,ee

, γee,d = Cd
Ce

1
τd,ee

, γn,ee = 1
τn,ee

, γee,n = Cn
Ce

1
τn,ee

and

γee,l = 1
τee,L

so that Eqn. 5.9 become:



Ṁx = δMy − γGMzMx − γ2Mx

Ṁy = −δMx − ω1Mz − γGMzMy − γ2My

Ṁz = ω1My + γG(M2
x +M2

y )− γ2nh̄
2NhB0

4kB
γn,ee(βn − βee)

β̇ee = −γee,n(βee − βn)− γee,d(βee − βd)− γee,l(βee − βL)

β̇d = −γd,ee(βd − βee)

(5.10)
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Figure 5.8: Modified model that takes into account a deuterium Zeeman reservoir. In the
absence of microwave irradiation, the proton and deuterium Zeeman and electron dipolar
reservoirs are interconnected. They tend to equilibrate their spin temperature.

We shall refer to this system as ”extended BMP equations”.

The model associated to Eqn. 5.9 has been used to fit the normalized intensity

of the proton signals (see Fig. 5.9). The addition of further reservoir seems to

better describe the long time scale behavior of the signals. The deuterium Zeeman

reservoir may give a thermal ”inertia” to the system, since its spin temperature

slowly equilibrates with the electron dipolar and proton Zeeman spin temperatures

(see Fig. 5.10 b and c). Under such circumstances, the long time scale proton signal

mainly depends on the parameters γd,ee and γee,d in the extended BMP equations

5.10. These three interacting reservoirs can explain a stabilization of the proton

polarization to a negative value (see Fig. 5.10 a).

As far as the number of unknown parameters is concerned, the model is obviously

underdetermined by the experimental data. The initial magnetization in the trans-

verse plane that depends on the polarization of the system, its spin number, the

nutation angle, the radiation damping characteristic time τrd, the filling factor η,

the proton transverse relaxation time T2, τn,ee,
Cn
Ce

and τee,L all have to be deter-

mined. With an experimental access limited to the evolution of the magnetization

in the transverse plane without normalization, signal fitting is rather challenging.

Moreover, several model parameters: T2, the initial steady-state spin temperature

(or polarization) and Nh are correlated.

127



Chapter 5. Observation of a DNP-hyperpolarized solid-state water NMR MASER
phenomenon

Figure 5.9: a) Comparison of simulated signals (black) obtained with the extended BMP
equations (Eqn. 5.9) and the experimental proton signal intensities (red) at 1.2 K. b)
Zoom on the early part of the signal.

Figure 5.10: a) Simulated proton Mz magnetization component, b) dipolar reservoir and
deuterium Zeeman inverse spin temperatures βee and βd using the extended MBP equa-
tions.

The fit of the 1H NMR signal can however give access to key information about the

system. The characteristic times of exchange between the nuclear Zeeman reservoir

and the electron dipolar reservoir ( 1
τn,ee

and 1
τd,ee

) and the heat capacity ratios Cn
Ce

and Cd
Ce

can indeed be evaluated. Thus, to obtain the fit displayed in Fig. 5.9, we
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found: 1
τn,ee

∼ 150 s−1 (τn,ee ∼ 6.7 · 10−3 s), 1
τd,ee
∼ 1.9 · 10−1 s−1 (τd,ee ∼ 5.2 s),

Cn
Ce

= 1.2 · 10−1 and Cd
Ce

= 8.8 · 10−1.

Considering the large number of parameters contained in the model, we used a

Differential Evolution fitting algorithm,32 a kind of genetic algorithm, for the fit.

The main advantage of this strategy is to avoid trapping in local minima. But the

main drawback is the absence of a proof of convergence.33 Due to the large number

of fitting parameters and to the fact that the model is underdetermined (only the

transverse component of the magnetization is recorded), fitting was only achieved

with difficulty. Therefore, quite a large number (several tens) of minimization cycles

were performed, and only the one with the lowest target function was retained. In

practice, a few runs lead to this lowest value. And since there is no way to ascertain

convergence, this confers to the values retained for the different parameters a certain

degree of uncertainty. However, the fit still provides useful insight into the timescales

of the equilibration between the reservoirs and to the number of nuclei per electron

in the sample that participate in the process.

Besides, it is interesting to note that all converging fits yield the value 1
τee,L
∼ 0. This

result is surprising, and must be interpreted with caution, as remarked above. We

could nonetheless assume that, even bearing in mind that the accuracy of the fit may

be questionable, τee,L is long enough so as to be neglected in our detection window

(the fits were performed on a 1 s time window). In connection to this, the qualitative

analysis of the extended BMP equations that takes into account the deuterium

reservoir (Eqn. 5.9) is interesting. Indeed, it shows that in absence of microwave

irradiation, two stable34 steady-state solutions exist. The first one, which is trivial,

corresponds to the Boltzmann equilibrium: the transverse magnetization is null and

the magnetization is aligned along the +z axis. Moreover, a second stable steady-

state with the magnetization aligned along the -z axis is possible only when γee,l → 0

(see appendix D.3). This second stable fixed point with negative proton polarization

(see Fig. 5.10 a) could explain the experimentally observed long-lived FID. The

combination of the two competing processes (RD and the transfer of polarization

from the electron dipolar bath to the proton Zeeman reservoir) transiently sustains

a transverse component of the magnetization, which eventually decays to zero at
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long times (long with respect to τd,ee), when the 1H magnetization has reached a

value that is too low for RD to be effective.

5.5.2 Evolution of the system under constant microwave ir-

radiation

As predicted by the BMP equations, the irradiation of the sample during the acquisi-

tion by microwaves affects the dynamics of the magnetization. Figure 5.11 compares

the norm of the signal in the presence or absence of microwave irradiation. Both

Figure 5.11: a) Comparison of the evolution of the normalized square of the amplitudes of
the 1H signal as function of time with (blue) and without (orange) microwave irradiation
(MW). In the first case, the system is irradiated with a microwave power of 4.8 mW. The
orange curve refers to the same experiment as the one depicted in figure 5.4. b) Normalized
squared 1H signal components for different microwave powers. The signal in the absence
of microwave irradiation is represented in red. In black, the decreasing signal intensity is
shown for microwave powers of 1.9, 2.9, 4.8 and 12.6 mW. c) At early times of the signal
acquisition, MASER bursts are observed in both experiments: in the presence (blue) and
absence (orange) of microwave irradiation.
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signals in the presence or absence of microwave irradiation are sustained. However,

when the system is continuously irradiated by low power microwaves (i.e. power

≤ 12.6 mW), the signal intensity ceases to decay after a time that depends on the

microwave power, as illustrated in Fig. 5.11 b. These decays could not be fitted

to a mono-exponential function and the corresponding rates are affected by the µw

power, which illustrates the combined effects of γd,ee, γee,d and the microwaves on

the time evolution of the system. The larger the latter, the faster the system reaches

a steady-state, which is in accordance with the Bloch-Maxwell-Provotorov theory.

In the extreme (and hypothetical) case where all terms that are not related to the

microwave irradiation in equation 5.7 are neglected, we find that the time evolution

of βee follows an exponential with a rate that depends on ω2
1 µw.

β̇ee ∝ −ω2
1 µwβee + cste

⇒ βee ∝ 1− e−ω2
1 µwt

This suggests that a steady-state is reached faster when the microwave power is

increased. Note that the decay rate in the absence of microwave irradiation at long

times (red) is highly reproducible: the experiment has been repeated four times with

different initial conditions. This has been achieved by changing the duration of the

polarization or the pulse nutation angle. In the case of small pulse angles, the initial

magnetization does not affect the behavior of the signal after 0.25 s.

5.5.3 Physical insights provided by this study

The choice of the microwave frequency is a key element to generate these long lived

1H signals. When the spin system is negatively polarized (toward the -z axis in the

laboratory frame), DNP competes with RD and both sustain the magnetization,

keeping the spin system far from its equilibrium state. While RD tends to drive

the 1H magnetization to the +z on the Bloch sphere, the microwave pumping drives

this magnetization toward the -z axis. When the time scales and the strengths of

these two processes are comparable, the magnetization vector is kept in a steady-

state with a non-vanishing transverse component. This effect can also happen in the
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absence of microwave irradiation if the negative 1H hyperpolarization is sufficient.

Under TM conditions, a repolarization of the nuclear spin system after the switching

the microwaves off occurs.35 This means that the electron dipolar reservoir keeps

fueling the proton Zeeman reservoir for a certain time. This could explain the

MASER bursts followed by a long-lasting signal without a microwave pumping.

In case of positive polarization of the system (frequency of the microwave between

187.620 and 188 GHz), no resurrected nor sustained signals can be observed in our

experiments. This corroborates our assumption as under these conditions, both RD

and DNP processes tend to drive the magnetization from its non-equilibrium state

to the Boltzmann equilibrium.

5.6 Material and Methods

5.6.1 Experimental details

The experiments were performed in the polarizer at 1.2 K. A continuous microwave

irradiation at 188.380 MHz (negative polarization) was modulated by a 1 kHz saw-

tooth wave over a bandwidth of 100 MHz. 150 µL of a DNP sample (50% glycerol-d8,

40% D2O, 10% H2O and 50 mM TEMPOL) was inserted in a cylindrical TEFLON

cup that does not contain any protons in order to avoid any spurious signals.

As different phenomena take place at different time scales, observing all of them

in a single FID was rather challenging. MASER bursts occur on a time scale on

the order of tens of ms, the frequency offset of the RF carrier is associated with

oscillations at (or below) the ms time scale, whereas the decay of the amplitude of

the signal can be observed on a time scale as long as several tens of seconds. Hence,

signals were acquired with sampling times between 0.8 and 15 µs depending on the

duration of the acquisition (from 1 to 30 s).

Nuclear spins were excited by a train of small nutation angles with low power pulses

(0.1◦) after presaturation (see section 2.2.4). Pulses are separated by a delay d1 that

is typically 5 s. To generate a long FID, low nutation angles α� 1◦ were required.
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We therefore used low RF power for the detection. For instance, to generate a 0.1◦

nutation angle of the magnetization, the RF power was set at 5 · 10−5 W during 5

µs.

5.6.2 Details on the fitting procedure

Time-dependent NMR signals have been manipulated using the free Python package

Nmrglue36 and the MATLAB DOSYToolbox.37,38 Simulations and fits have been

performed using a homemade Scilab39 program which makes use of a differential

evolution algorithm.32

Ten parameters are required to fit the experimental data with the equations 5.9.

System properties

γn,ee = 1
τn,ee

γee,d = 1
τee,d

Initial conditions

γee,l = 1
τee,L

θ: angle ( ~M,−~z)

Cn
Ce

TS: spin temperature

Cd
Ce

γ2 = 1
T2(1H)

λ = ηQ

NH

The initial spin temperature and the number of spins together allow one to calculate

the initial steady-state proton magnetization. 40000 iterations have been performed

for each fit, each of them generating 33 individual populations. The signal was fitted

over time windows of 1 s and a sampling interval of 7 µs.

5.7 Conclusions - Perspectives

The experiments that were performed under DNP conditions are qualitatively in

accordance with the Boesiger’s model. We were able to observe two distinct regimes:

133



Chapter 5. Observation of a DNP-hyperpolarized solid-state water NMR MASER
phenomenon

a sustained MASER, with repeated RD burst at short times (≤ 100 ms); and a

regime of slow equilibration of the spin temperatures of the various reservoirs on a

longer time scale. Importantly, the assumption that there are only two interacting

reservoirs (proton Zeeman and electron dipolar) allows one to reproduce the system

behavior at a short time scale, but not the long term evolution. The latter requires

the additional assumption of a deuterium Zeeman reservoir coupled with the electron

dipolar reservoir.

However, several aspects are not taken into account by this model. Firstly, it is

important to bear in mind that the linear dependence of the inverse spin temper-

ature on the magnetization relies on the high temperature approximation, which

is constitutive of the Provotorov equations. This assumption, however, may not

necessarily be true under our experimental DNP conditions, especially as far as the

electrons are concerned. This may explain the discrepancies between our exper-

imental observations and the model used for fitting, despite the clear qualitative

agreement.

Secondly, the Maxwell-Bloch-Provotorov equations assume non-interacting spin sys-

tems, which is not valid under our experimental conditions. The dipolar width of

the 1H line in DNP samples is typically on the order of 25 kHz. It can be shown that

the asymmetry of the MASER bursts is a direct consequence of this inhomogeneous

linewidth. Further simulations could reproduce such effect by splitting the line into

independent isochromats (not shown). Such simulations are very time consuming,

therefore the asymmetry was reproduced for one isolated burst of the signal.

Finally, the microwave irradiation was not taken into account in our simulations.

The prediction of the behavior of the 1H signal sustained by microwaves would

require the modeling of the electronic resonance properties of highly concentrated

TEMPOL radicals at 1.2 K.
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Chapter 6

Real-time monitoring

pre-nucleation cluster formation of

calcium phosphate by dissolution

dynamic nuclear polarization

6.1 Introduction

NMR constitutes a powerful technique to study molecular dynamics. A prominent

application is the study of protein-ligand or protein-protein interactions1, which is

particularly used in pharmaceutical industry for drug screening2. However, NMR

spectroscopy suffers from an intrinsically low sensitivity, so that typical experiments

require signal accumulation over long times. This impedes the real-time monitoring

of fast reactions. Coupling NMR with dissolution DNP is therefore a promising

strategy to overcome this limitation. It creates high signal intensities that open

the way to real-time monitoring. Applications range from the real-time study of

the enzymatic cascade of the pentophosphate pathway (PPP) using hyperpolarized

glucose3 to the study of the conversion of hyperpolarized pyruvate to lactate in

cancerous cells4. Clearly, this approach constitutes a powerful method to study the

kinetics of reactions for biomolecules. In small molecules, 13C is the most commonly
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used probe in DNP because of its low magnetic ratio and its long polarization

lifetime. Carbon signals can be increased by a factor up to 104. Even though 13C

stays the most commonly used atomic probe for D-DNP experiments, its low natural

abundance limits the sensitivity of the technique and in most of the cases forces one

to use isotopic enrichment.

Unlike carbon, phosphorus has the advantage of having a spin-1
2

in 100% isotopic

abundance:31P. This nucleus constitutes an interesting probe as phosphate groups

PO−4 are involved in many biological events such as phosphorylation processes. The

latter is defined as a post-translational modification (PTM) of a protein by covalent

attachment of phosphate moieties and plays a key role in the activation or modi-

fication of the function of proteins by altering their 3D structure.5 Phosphates are

also present in the backbones of nucleic acids.6 A large NMR community focuses on

extracting structural and dynamical information about DNA and RNA using [1H

], [1H-14N ] or [1H-13C ] NMR spectroscopy.7,8 In addition to their contribution to

the structure and to the dynamics of biological molecules, phosphates play a very

important role in mineral tissues such as bones and teeth. They contain crystalline

structures composed of calcium and phosphate that are very similar to apatite.9

Inorganic phosphates coupled with calcium ions may also cause diseases. Their high

affinity can lead to an accumulation in inappropriate body parts such as joints.

This phenomenon eventually causes osteoarthrisis. Moreover, calcium phosphates

can form dihydrate dicalcium phosphates (or brushite minerals) that are involved

in some cases of kidney stones.10–12

As far as we know, although biomineral calcium phosphates have been studied a lot

in the past decades, none of the published papers provide quantitative informations

on the dynamics of the pre-nucleation of these minerals. The structure has been

intensively investigated, but the early stages of the reaction remains beyond the

reach with conventional methods, due to the short time-scale on which the initial

steps of calcification take place.

In this chapter, we propose to use the dissolution DNP (D-DNP) to boost the signals

of inorganic phosphates. We extract information on the early stage of calcium

phosphate precipitation and hence demonstrate that 31P DNP is worth developing
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as it can give access to fast biological processes.

6.2 DNP of phosphate

6.2.1 Phosphate samples for DNP

The buffer

Buffer based on (2-amino-2-hydroxymethyl-1,3-propanediol or TRIS) have proven

not to interfere with the mineralization process and enable a pH window compatible

with physiological conditions.13,14 The goal was to end up after dissolution with a

pH comparable with physiological conditions15 (pH = 7.4). Using a 1 M concen-

trated TRIS-based buffer an adjusted pH around 7.8 using HCl, we demonstrated a

sufficient ability to keep the pH of the sample after dissolution between 7.6 and 7.8

after dissolution.

Preparation of the DNP sample

The DNP samples are typically composed of a mixture of glycerol-d8/D2O/H2O

(5:4:1) where 1 M of inorganic phosphate (H2KPO4 powder) and 50 mM of TEMPOL

have been dissolved. Since we needed high concentrations of phosphate for our

experiments, and since H2KPO4 is not soluble in alcohols, we first dissolved the

powder in the TRIS-based buffer to obtain a concentrated 2 M solution. Then,

we added 50% of deuterated glycerol and the appropriate volume of a solution of

400 mM TEMPOL dissolved in D2O. Finally, the sample was annealed until the

precipitated H2KPO4 was entirely dissolved, inserted into a cylindrical Teflon R© cup

for a final volume of 250 µL that was subsequently vitrified in liquid helium.
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Dissolution of the sample

The phosphate samples were dissolved using the set-up that has been described in

section 2.1.1. The transfer from the polarizer at 1.2 K to the 10 mm tube in the

400 MHz spectrometer at room temperature typically takes 4 s. The hyperpolarized

phosphate solution is injected in 500 µL of the buffer at pH 7.8. Under these

circumstances, the final concentration of phosphate drops to ca. 100 mM upon

mixing of the two solutions. The pH has been measured in the NMR tube after each

dissolution. It varies between 7.8 and 6.5.

6.2.2 Build-up and enhancements

DNP has been performed at 1.2 K. The sample is hyperpolarized by direct irradiation

with microwaves at a frequency of 2x93.950 MHz during approximately 1h30 with a

power of 350 mW modulated in a saw-tooth mode over 100 MHz with modulation

frequency of 1 kHz. In figure 6.1, the build up of the 31P polarization is illustrated.

The pulses affect only a small fraction of the 31P magnetization if the flip angle is

1◦.

Figure 6.1: Build up of the 31P signal as a function of time.

Although direct 31P hyperpolarization is fast and efficient, asymmetric 31P nuclei

are typically characterized by a high CSA. This property induces rapid relaxation

after dissolution at high magnetic field. As the time that is required to transfer

hyperpolarized samples from the polarizer to the 9.4 T magnet is approximately 4

s, most 31P nuclei would have completely lose their polarization almost completely.
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Due to its symmetry however, inorganic phosphate possesses a vanishing CSA that

enables the 31P polarization to survive the transfer from the polarizer to the high

field NMR spectrometer. The hyperpolarized signal sustained during approximately

30 s when applying 30◦ pulses every second. This results in a T1 of approximately 10

s. With our setup we could achieve maximum signal enhancements ε = 10 relatively

to the thermal equilibrium signal. an earlier study presents an enhancement ε =

11000 for phosphate DNP after dissolution with a transfer time of 15 to 16 s and

a relaxation time T1 = 29 s.16 Contrary to our set-up, they used low fields (3 T

polarizer and 5.4 T spectrometer), the phosphate concentrations involved were much

lower (on the order of a few mM), and the signals detected at a basic pH. Moreover,

the solvent that was used in this study contained only 10 % of protonated water.

Our study proves that even at high magnetic field and with high concentration of

protons and phosphates, DNP can give access to kinetic parameters that remain

inaccessible for other techniques.

6.3 Phosphate calcification

The precipitation of calcium phosphate (CaP) is a most important process in in-

dustrial, biological and geological contexts.17 Its understanding is of great interest

for many fields of research with major applications ranging from bone formation to

mineralogy and dentistry.18 However, despite its importance, the onset of CaP pre-

cipitation remains to a large extent elusive and subject to many speculations. The

current state-of-the-art assumes a multi-stage process via the formation of amor-

phous pre-nucleation clusters and precipitation seeds to the formation of macro-

scopic precipitates accompanied by a disorder-to-order transition concerning the

crystalline architecture.19–22 To this debate, we can contribute a temporal dimen-

sion on short time scales. We demonstrate real-time monitoring of the initial phase

of pre-nucleation cluster formation, which was - for the first time - made possible

by D-DNP23–26, embedded into a methodologically integrative27 structural and ki-

netic characterization of CaP bio-mineralization. D-DNP allowed us to follow the

out-of-equilibrium Ca2+ phosphate (Pi) interaction kinetics in calcium phosphate
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solutions with a 1 s temporal resolution. In combination with electron microscopy

(EM) and solid-state nuclear magnetic resonance (ssNMR) spectroscopy, we show

that during the first 5 s after rapid mixing of a Pi solution with a Ca2+ solution

nanoscopic pre-nucleation clusters (PNCs)21 form with a rate constant on the order

of 1.5 s−1 comprising 2-3 Pi units with a diameter of ca. 0.4 nm, before growing

into larger nucleation seeds of ca. 10-40 nm after 30 s that lead to the eventual

formation of macroscopic crystalline precipitates. These findings are important as

they enlighten the kinetics of PNC formation at the onset of CaP bio-mineralization,

which constitutes the limiting factor for the kinetics.

6.3.1 Experimental strategy

D-DNP produces substrates with enhanced NMR signals (often called ”hyperpol-

rized”) by first applying microwave irradiation to a sample containing paramagnetic

polarization agents (PAs) at cryogenic temperatures and a subsequent rapid heat-

ing, dissolution and transfer of the hyperpolarized solution to a liquid-state NMR

spectrometer. Our experimental strategy for real-time monitoring of pre-nucleation

cluster formation is thus based on (i) the production of a hyperpolarized, Pi solu-

tion, i.e., with enhanced NMR signals and subsequent dissolution and rapid mixing

“in-situ”, i.e., within an NMR spectrometer, with a buffered Ca2+ solution at pH 7.8

and (ii) time-resolved detection of 31P NMR spectra of hyperpolarized Pi exploit-

ing the central phosphorous nucleus as a probe that reports with a 1 Hz sampling

rate on the local nuclear environment of the phosphates involved (see Fig. 6.2 for a

sketch).16 (For details on the experimental parameters, see the Materials and Meth-

ods). This approach allows one to monitor the Pi interaction with Ca2+ on a time

scale of a few seconds after mixing of the two reaction partners.

6.3.2 Results and discussion

We embedded the approach for fast time-resolved monitoring of bio-mineralization

into an integrative strategy employing cryo-electron microscopy (EM) for the char-
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acterization of the sample morphology 30 s after the initial mixing of the Pi and

Ca2+ solutions as well as solid-state NMR to characterize the molecular architecture

of stable macroscopic precipitates formed 10 min. after mixing. Thus, we charac-

terized the different phases of the CaP precipitation event: PNC formation, growth

of precipitation nuclei and macroscopic precipitation.

Figure 6.2: Sketch of the D-DNP experiment for real-time monitoring of CaP PNC forma-
tion. Pi is DNP hyperpolarized at 1.2 K to boost 31P NMR signals. The hyperpolarized
sample is subsequently dissolved and transferred to a NMR spectrometer where it is mixed
with a Ca2+ solution that is waiting in an NMR tube. After mixing the PNC formation
takes place on a timescale of 1-5 s observed at 25◦C and pH 7.8.

6.3.3 Dissolution DNP- Real-time monitoring of PNC for-

mation

After completion of the hyperpolarization step, i.e., of the 31P signal enhancement

procedure at low temperatures, the hyperpolarized Pi was dissolved, rapidly trans-

ferred and mixed in-situ, i.e. in a 9.4 T NMR spectrometer with a CaCl2 solution

at pH 7.8 and 25◦C. NMR detection was than achieved with a train of 30◦ radio

frequency (RF) pulses for 31P signal detection applied at a repetition rate of 1 Hz.

(For details see the section 6.3.5: Materials and methods.) Our first observation was
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a dependence of the resulting phosphate spectra on the Ca2+ concentration. Fig.

6.3 a displays the appearance of spectra 3 s after mixing of 0.2 M Pi with the CaCl2

solution. At a lower Ca2+ concentrations of 7 mM we observed only a single reso-

nance corresponding to free dissolved Pi. In stark contrast, at a Ca2+ concentration

of 13 mM, we found two signals, one sharp signal (with a linewidth λ(Pi) ∼ 45 Hz)

corresponding again to free Pi and a second, much broader signal with a chemical

shift δ(31P) significantly shifted from free Pi with a linewidth λ(PPNC) ∼ 130 Hz. At

even higher Ca2+ concentrations of 25 mM, we again observe only one signal with

a resonance frequency averaged between the two peaks observed at c(Ca2+) = 13

mM.

These results can be interpreted in two ways: (i) The dependence of linewidth on

the molecular mass of a molecule, and (ii) the dependence of the number of signals

on the Ca2+ concentration.

Ad i), in NMR spectroscopy, the linewidth of a signal is directly proportional to

the transverse relaxation rate R2 of a nuclear spin. This relation gives rise to in-

formation about the dynamic behavior of the underlying species as R2 depends on

the rotational diffusion (more precisely on the rotational correlation time τc) of the

molecule, which in return depends on its size (see the section 6.3.5 for details). From

the linewidth of the second, broad peak at c(Ca2+) = 13 mM, we can hence con-

clude that the Pi moieties giving rise to this signal are embedded in a complex that is

several times heavier and has a rotational diffusion that must be more constrained

than free Pi. Assuming that R2 ∝ τc (which might be an oversimplification28,

but serves here only for a first estimation of the size of the complex), a three-fold

broader linewidth indicates a ca. three-fold slower rotational diffusion. This is in

excellent agreement with results published by Habrakan et al.,20 who found that

pre-nucleation clusters of CaP are formed of three Pi units. We therefore conclude

that we directly observed nanoscopic objects, which are PNCs of CaP that precede

the precipitation of calcium phosphate.

The observation of the broad PNC signal by NMR is only possible with D-DNP. Such

signals normally remain below the detection threshold of conventional techniques.
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Figure 6.3: Dependence of the phosphate residence time in PNCs on the Ca2+ concen-
tration. a) 31P NMR spectra obtained 3 s after mixing of the hyperpolarized Pi solution
with the Ca2+ solution at different concentrations (indicated in the figure). At c(Ca2+)
= 7 mM, only the signal of unbound Pi is observed at δ(31P) = 2.8 ppm. At c(Ca2+) =
13 mM free Pi and PPNC at δ(31P) = 1.4 ppm are simultaneously observed. At c(Ca2+)
= 25 mM a single signal at an averaged peak position at δ(31P) = 2.2 ppm is detected.
b) Sketch of the dependence of the phosphate exchange constant kex on the Ca2+ mole
fraction χ(Ca2+) = c(Ca2+)/(c(Ca2+) + c(Pi)). With increasing Ca2+ concentrations, the
exchange of phosphate between PNCs and free species accelerates.

Ad ii) At an intermediate Ca2+ concentration of 13 mM, the appearance of the sec-

ond PNC signal indicates that the binding of Pi to Ca2+ takes place on a timescale

that is accessible by our D-DNP approach. The simultaneous presence of two sep-

arate signals allows us to conclude that the exchange of Pi between its free and

bound forms is slow on the NMR timescale, i.e., kex < ∆ω , where ∆ω denotes

the difference in resonance frequency of the two signals. ∆ω was 1.4 ppm (348 Hz)

so that the exchange constant can be estimated to < 348 s−1. At a higher Ca2+

concentration of 25 mM, the signal averaged between the resonances of the free and
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bound phosphates indicates a fast exchange regime, i.e., kex ≥ 384 Hz. In other

words, depending on the calcium concentrations, the system undergoes a transition

between long residence times of Pi in the PNCs to shorter residence times. At lower

Ca2+ concentrations, no PNC formation could be detected under our experimental

conditions. This dependence is displayed in Fig. 6.4 b.

Figure 6.4: Temporal evolution of the 31P signal intensity of free Pi and PPNC after mixing.
a) Evolution at t = 0 after mixing at a calcium concentration of c(Ca2+) = 13 mM, pH
7.8 and T = 298 K. b) Zoom onto the region marked with a dashed square in panel a).

Interestingly, we observe only one signal next to that of free Pi indicating that the

pre-nucleation process leads to the formation of a well-defined species with a defined

molecular architecture, since the presence of other morphologies would lead to the

appearance of further signals.

In a next step, we analyzed the kinetics of the pre-nucleation event. Fig. 6.3

shows the NMR signal intensity as a function of time of free Pi as well as Pi in pre-

nucleation clusters (denoted PPNC from here on). As Pi is in large excess with respect

to Ca2+ in our experiments, the signal intensity of free Pi after injection primarily
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decreases due to the decay of the hyperpolarization towards thermal equilibrium,

which causes an exponential signal decay. The formation of pre-nucleation clusters

might also cause a transfer of signal intensity from free Pi to the PNC signals, but

this effect is here considered to be negligible. We observed a build-up of the intensity

of the signal of PPNC during the first 4 s after mixing before a decaying to naught.

The build-up starts immediately up-on mixing of the two components, so that we

already detect a significant signal 1 s after initiation of the PNC formation. The

subsequent decrease of the PPNC signal has two causes. Firstly, the above-mentioned

decay of the hyperpolarization and secondly, a possible rapid growth or aggregation

of the CaP PNCs beyond a molecular mass that is detectable by NMR. The time-

dependence of Pi and PPNC can be fitted to mono- and bi-exponential functions,

respectively, revealing a characteristic decay rate of R1(Pi) = 0.12± 0.02 s−1 for the

free Pi and apparent decay rate of R1(PPNC) = 0.4±0.05 s−1 for Pi in pre-nucleation

clusters (PPNC). Assuming that the growth of PNCs is too slow to significantly affect

their relaxation behavior, and assuming a 31P chemical shift anisotropy (CSA) of

PPNC of 68 ppm,29,30 we can determine the effective hydrodynamic radius Rh of the

PNC, via the dependence of the relaxation rates of a molecule on its mass. Thus,

we find a Rh of the PNC of ca. 0.4 nm (see section 6.3.5 for the calculations), which

is again in excellent agreement with published estimates of the size of CaP PNCs.

The build-up rate constant of the signal of PPNC can be determined to beRUP (PPNC) =

1.5± 0.5 s−1. Under the assumption that no other processes influence the build-up

of the PNC signal, this rate constant corresponds to the kinetic constant kPNC of

PNC formation. In other words, within only 1.5 s ca. 2/3 (more precisely a fraction

of 2/e) of the maximal PNC concentration is formed to initiate the growth of CaP

precipitation seeds.

This process is here monitored in real-time, to the best of our knowledge for the

first time. D-DNP not only yields the rate of PNC formation, but also an estimate

for the residence time of PPNC within the clusters, which, as we have shown here is

dependent on the Ca2+ concentration.
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Figure 6.5: Evolution of the sample on a longer timescale. a) Representative cryo-
electromicrograph of a CaP solution mimicking the D-DNP conditions for c(Ca2+) =
13 mM. The sample was vitrified 30 s after mixing. Nanoscopic aggregates are observable
with diameters varying between ca. 10 and 100 nm. b) 1H-31P heteronuclear correla-
tion spectrum (HETCOR) of the precipitate formed of a D-DNP sample at c(Ca2+) = 13
mM, 10 min. after mixing. A single peak in 31P dimension characteristic for brushite,
CaHPO4 · 2H2O, can be observed indicating a homogeneous molecular architecture of the
samples.

6.3.4 Cryo-EM and ssNMR - Characterization of precipi-

tates

To further characterize the evolution of the morphology of the sample subsequent

to PNC formation, we performed cryo-EM experiments on a similar sample, but

vitrified 30 s after mixing by plunging it into liquid ethane. A representative micro-

graph is shown in Fig. 6.3. We find that the initially 0.4 nm large clusters grow
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to CaP agglomerates to form nanoparticles with a heterogeneous size distribution

ranging from 10-100 nm. These particles nicely correspond with CaP nucleation

seeds, reported in the literature, that are formed from aggregation of PNCs.

Finally, we determined the internal architecture of the crystallites formed 10 min. af-

ter mixing by means of ssNMR following the approach published in references(31–33),

relying on heteronuclear correlation (HETCOR) spectroscopy. The spectrum in Fig.

6.5 features a peak characteristic for CaHPO4·H2O, i.e., brushite. Such spectra re-

mained unchanged for 2 days after sample preparation.

Notably, the spectrum in Fig. 6.5 displays a brushite-like internal architecture with

two well defined peaks stemming from the two types of protons within the complex.

Hence, starting from rather mobile PNCs that form on a time scale of a few seconds,

macroscopic brushite crystallites form via the formation of nucleation seeds of 10-40

nm diameter and their subsequent growth, thereby undergoing a disorder-to-order

transition from PNC to macroscopic brushite on a timescale from seconds to minutes.

6.3.5 Materials and methods

D-DNP 250 µL of a 1 M Pi (TRIS buffer at pH 7.8) supplemented with 50 mM

of the PA TEMPOL and mixed 1:1 v/v with glycerol-d8 as cryo-protectant was

hyperpolarized at a temperature of 1.2 K and a magnetic field of 6.7 T for 1.5 h in a

Bruker prototype polarizer.34 The microwave frequency was set to 188.38 GHz and

modulated with a saw-tooth function at with a modulation frequency of 1 kHz and

an amplitude of 100 MHz.35 The hyperpolarized sample was dissolved by a burst of

5 mL superheated D2O at 180◦C and 10.5 bar and propelled via a 0.9 T “magnetic

tunnel”36 with pressurized helium at 7 bar within 4 s to a Bruker Avance II 9.4

T NMR spectrometer operating at 298 K. There, the hyperpolarized sample was

mixed with a 500 µL TRIS buffer containing 7, 13 or 25 mM CaCl2. Detection was

achieved once a second by a 30◦ pulse with a 31P carrier frequency set to 0 ppm.

Cryo-EM The specimens were rapidly frozen by plunging them into liquid ethane,

itself cooled by liquid nitrogen (LEICA EM CPC, Vienna, Austria). The cryofixed
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specimens were mounted into a Gatan cryoholder (Gatan inc., Warrendale, PA)

for direct observation at 93 K (-180 ◦C) in a JEOL 2100HC cryo-TEM system

operating at 200 kV with a LaB6 filament. Images were recorded in zero-loss mode

with a Gif Tridiem energy-filtered-CCD camera equipped with a 2k x 2k pixel-

sized chip (Gatan Inc., Warrendale, PA). Acquisition was accomplished with Digital

Micrograph software (versions 2.31.734.D, Gatan Inc., Warrendale, PA).

Solid-state NMR Under the assumption of a simple spherical rotation of the

PNCs, the longitudinal relaxation rate of a single 31P spin depends on the CSA of

the 31P spins according to

R1 =
2

15
(γB0∆σ)2 τc

1 + (ωτc)2
(6.1)

where all symbols have their usual meaning.28 Assuming a CSA of ∆σ = 68 ppm,

this results in τc = 0.9 · 10−10 s. The effective hydrodynamic radius Rh is then

calculated according to the Stokes-Einstein relation:

Rh = 3

√
3kBTτc

4πη
(6.2)

Where again all symbols have their usual meaning.

6.4 Conclusions

Summarizing, we demonstrate that real-time monitoring of PNC formation is possi-

ble with D-DNP. The method should be generally applicable,as shown by our exam-

ple of CaP biomineralization. Wide ranges of concentration, pH and temperature

regimes are in principle accessible. As for the temporal resolution, the signal inten-

sity is not a limiting factor over time scales of seconds to minutes. In our example,

we find that the residence time of Pi in a PNC depends on the Ca2+ concentration

and that the time scales of the CaP formation are on the order of seconds. As PNCs

are currently assumed to constitute the first step in nucleation and growth mecha-
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nisms, their rate of formation can be considered to be important, possibly a limiting

factor of the growth rate that determines the kinetics of CaP biomineralization.

Bibliography

[1] O. Cala, F. Guillère, and I. Krimm. NMR-

based analysis of protein-ligand interac-

tions. Anal. Bioanal. Chem., 406(4):943—

956, 2014.

[2] M. Pellechia, I. Bertini, D. Cowburn,

C. Dalvit, E. Giralt, W. Jahnke, T. L.

James, S. W. Homans, H. Kressler,

C. Luchinat, B. Meyer, H. Osckinat,

J. Peng, H. Schwalbe, and G. Siegal. Per-

spectives on NMR in drug discovery: a

technique comes of age. Nat. Rev. Drug

Disc., 7:739–745, 2008.

[3] Sadet A., Weber E. M. M., Jhajharia A.,

Kurzbach D., Bodenhausen G., Miclet E.,

and Abergel D. Rates of chemical re-

actions embedded in a metabolic network

by dissolution dynamic nuclear polarisation

NMR. Chem. – Europ. J., 24(21):5456–

5461, 2017.

[4] R. Balzan, L. Fernandes, L. Pidial, A. Com-

ment, B. Tavitian, and P. R. Vasos. Pyru-

vate cellular uptake and enzymatic conver-

sion probed by dissolution DNP-NMR: the

impact of overexpressed membrane trans-

porters. Magn. Reson. Chem., 55(6):579–

593, 2017.

[5] F.-X. Theillet, H. M. Rose, S. Liokatis,

A. Binolfi, R. Thongwichian, M. Stuiver,

and P. Selenko. Site-specific NMR map-

ping and time-resolved monitoring of serine

and threonine phosphorylation in reconsti-

tuted kinase rezctions and mammalian cell

extracts. Nat. Prot., 8(7):1416–1432, 2013.

[6] P. A. Levene. The structure of yeast nu-

cleic acid. iv. ammonia hydrolysis. J. Biol.

Chem., 40:415–424, 1919.

[7] T. A. Early, D. R. Kearns, W. Hillen, and

R. D. Wells. A 300 MHz and 600 MHz pro-

ton NMR study of a 12 base pair restric-

tion fragment: investigation of structure by

relaxation measurements. Nuc. Ac. Res.,

8(23):5795–5812, 1980.

[8] J. Feigon, V. Skelenář, E. Wang, D. E.
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tier, S. Jannin, and G. Bodenhausen. A

magnetic tunnel to shelter hyperpolaryzed

fluids. Rev. Sc. Inst., 86:024101–1–8, 2015.

154



Conclusions

Dissolution dynamic nuclear polarization is a powerful technique that offers great

perspectives in NMR for fast reaction real-time study or for the study of nuclei with

low gyromagnetic ratios in natural abundance. The mechanisms enabling to transfer

the polarization from electrons to surrounding nuclei strongly depend on the experi-

mental conditions. The EPR linewidth of the paramagnetic agents and the spectral

diffusion are key criteria to allow one of the three solid state DNP mechanisms to

play a dominant role. At 4 K and in a static magnetic field of 6.7 T, typical samples

for D-DNP experiments contain high concentration of TEMPOL. Both the inhomo-

geneous and the homogeneous linewidths are consequently very broad. Under such

circumstances, the electron spectral diffusion (eSD) is not sufficiently fast to lead

to a homogeneous spin-lattice relaxation across the entire spectrum. Experiments

show that different T1e(ω) can be measured at different frequencies ω in the spec-

trum, demonstrating only a ”local” homogenization T1e(∆i). Even though the DNP

process involves contributions of several mechanisms under the conditions required

for D-DNP, an in-depth study of the anisotropic T1e(∆i) in Borghini’s thermal mix-

ing (TM) model lead to an improvement of the predictions of proton polarization

as a function of the microwave frequency (”profile”).

Moreover, it is well known that liquid mixtures of glycerol and water experience a

time-dependent nanophase separation. In our experiments, this phenomenon gen-

erates variations of the efficiency of the DNP process as radicals such as TEMPOL

or AMUPol have better affinity for water than glycerol and therefore tend to ag-

glomerate in water-rich vesicles. The resulting high local concentrations of radicals

in water (H2O/D2O) can boost the proton signal as much as 20 % compared to
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homogeneous samples.

In addition to these effects, we could observe non-linear behavior of the signals of

negatively hyperpolarized H2O protons of DNP samples at 1.2 K. MASER bursts

that are characteristic of radiation damping (RD), a phenomenon that is commonly

encountered in liquid state NMR, have also been generated in our glassy “DNP-

Juice”. Moreover by using equations previously developed for pumped 27Al nuclei

in ruby crystals, we were able to reproduce these bursts qualitatively by simulations.

They can provide access to key parameters that are relevant for DNP, such as the rate

constant of the equilibration between the electron dipolar and the Zeeman nuclear

reservoirs in the TM regime. Our DNP setup creates such a strong 1H polarization

of water that noise suffices to give rise to signals that survive for more than 30

s. We showed that an interaction of the deuterium bath with the electron dipolar

reservoir could explain this long lived 1H signal. as the the transverse component

of the magnetization is sustained by two competing phenomena: radiation damping

and the pumping of 1H polarization by microwave irradiation toward a negative spin

temperature.

Although 13C is often used in D-DNP, other nuclei such as 31P that are highly

relevant for studying biological mechanisms, are still a challenge for this technique.

31P nuclei typically exhibit a large CSA that leads to short-lived signals. The CSA

relaxation rates increase with the square of the external field. We show nonetheless

that, despite small enhancements, high field 31P D-DNP can give access to very

fast processes such as the early stage of the clustering that occurs prior to the

bio-mineralization of the calcium ions with inorganic phosphates.
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Appendix A

Theory of NMR

A.1 Relevant interactions

Interactions are the key to get information on a system. They enable the differentia-

tion of nuclei, give access to dynamical properties on different time scales, depending

on their magnitude, or help to describe the structure of molecules. In a more funda-

mental way, we could not detect any NMR signal without them. In this thesis, the

Zeeman, dipolar and chemical shift interactions are described, but this list is not

exhaustive. We propose here to complete the description of the interactions that

are important in NMR.

A.1.1 Scalar couplings

Also called ’J-couplings’, scalar couplings are a magnetically independent weak in-

teractions between nuclei (on the order of tens of Hz for protons). This interaction

mostly occurs between nuclei that are linked by covalent bonds in a molecule. The

overlapping of the electronic wave functions and the nuclei modifies the local mag-

netic field experienced by each nucleus, such that the state of one nucleus will

impact the state of the second through propagation of the information of the spin

state through the electronic wave function. This interaction between nuclear and
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electronic magnetic moments implies a non-zero probability for an electron to be

localized at the site of the nuclei and is called Fermi contact interaction. Only the

s-orbitals have a non-zero probability at the location of a nucleus. When the system

verifies ωi − ωj � Jij with ωi and ωj, the resonance frequencies of nuclei i and j

coupled with a scalar coupling Jij, the latter can be expressed using only products

of Îz.
1 The J-coupling Hamiltonian ĤJ experienced by one nucleus i corresponds

then to the sum of all the different couplings coming from the interconnected nuclei

j in the molecule (Eqn. A.1).

ĤJ =
∑
i

Jij Îi · Îj ≈ Jij Îiz · Îjz (A.1)

Taking into account the nature of the interaction, a nucleus is usually primarily

affected by atoms connected by less than three successive bonds in the molecule. The

further the nuclei are from one another, the weaker is the J-coupling. Hence, nuclei

separated by two bonds have a stronger coupling than the ones separated by three.

One important characteristic of this scalar coupling is its reciprocity. Indeed, if two

nuclei i and j interact, they will experience the same Jij. In the spectra, internuclear

scalar couplings split the lines if the interacting nuclei are magnetically inequivalent.

It depends, of course, on the nature of the nuclei but also on their environment. For

example, we can consider two magnetically inequivalent protons A and B which

are coupled by 2JAB. This notation means that A and B are separated from each

other by two bonds. The resonance frequency of spin A will be affected by the state

of spin B according to the strength of their coupling. This leads to two different

resonances separated by JAB. Hence, the J coupling can be directly measured in the

spectra because each peak is shifted from the chemical shift frequency by J
2
. The

number of peaks resulting from scalar couplings depends on the number of energy

levels of the coupled spins (i.e. their spin quantum number). A spin-1
2

has two

energy levels, each resonance is thus split in two. Nuclei with spin 1 have three

energy states: m = −1, 0, 1 where m is the magnetic quantum number. Such spins

therefore induce a splitting of each resonance into three equal peaks. As each line

is displaced from its chemical shift frequency by the same factor, degeneracies may

occur, which impact on the intensity of each peak. Three J-coupled spin 1 nuclei
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generate a septuplet with intensities of each peak given by a binomial distribution.

In addition to giving information on the nuclei that are coupled, J-couplings are

also sensible to the number of nuclei coupled to one spin. The more a nucleus

is subjected to couplings, the more its resonance is split. Hence, one can extract

structural information from scalar couplings as they give access to the through-bond

connectivities between spins.2

A.1.2 Quadrupolar coupling

The quadrupolar coupling is a strong interaction (up to tens of MHz), that occurs in

nuclei which have a spin quantum number greater than 1
2
.3–8 Indeed, unlike spin-1

2

nuclei, nuclei with I > 1
2

do not have a spherical distribution of their electric charges.

They can be represented in classical terms as prolate or oblate spheroids. Hence,

even if the electric field at the nucleus position is zero, the spatial derivative of that

field (electric field gradient) does not necessarily vanish. This leads to an interaction

between the nuclear quadrupole and the electric field gradient (EFG) generated

by the surrounding electrons. The semi-classical quadrupolar Hamiltonian can be

expressed as:

ĤQ =
eQ

2I(2I − 1)h̄
Î ·V · Î (A.2)

with e, the electronic charge, Q, the quadrupolar constant, I, the spin quantum

number associated with the spin angular momentum operator Î and V, the matrix

representing the EFG. The different components of V are evaluated using second

derivatives of the potential at the location of the nucleus.

Vαβ =
∂2V

∂α∂β

∣∣∣∣
0

(A.3)

One can also express the quadrupolar Hamiltonian in a frame where V is diagonal.

This frame is known as the ’principal axis system’ (PAS).


Vxx Vxy Vxz

Vyx Vyy Vyz

Vzx Vzy Vzz

→

VXX 0 0

0 VY Y 0

0 0 VZZ

 (A.4)
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In the principal axis frame (PAS), V is traceless (Tr(V) = VXX + VY Y + VZZ = 0).

We can thus introduce an asymmetry parameter ηQ which is defined in the equation

A.5.

ηQ =
VXX − VY Y

VZZ
(A.5)

Considering that the magnitude of the EFG at the position of the nucleus corre-

sponds to VZZ = eq, the quadrupolar Hamiltonian in the principal axis system (PAS)

of the EFG tensor can be expressed as:

ĤPAS
Q =

χ

4I(2I − 1)

(
3Î2
Z − Î

2
+ ηQ

(
Î2
X − Î2

Y

))
(A.6)

In the literature, χ is called the quadrupolar constant. It corresponds to the magni-

tude of VZZ . It determines the strength of the quadrupolar interaction for a nucleus.

χ =
e2Qq

h̄
(A.7)

The splitting of the nuclear levels due to quadrupolar couplings depends on χ, its

spin quantum number and the geometry of the system.

A.2 The matrix representation

In quantum mechanics, an operator Q̂ can be represented as a matrix that acts on

a superposition state |ψ〉 leading to the transformation of |ψ〉 into |ψ′〉:

Q̂ |ψ〉 = |ψ′〉 =
∑
i

ηici |ψi〉 (A.8)

where ci are coefficients associated with the eigenvectors |ψi〉 and with the eigenval-

ues (or observable) ηi verifying:

〈ψi| Q̂ |ψi〉 = ηic
∗
i ci (A.9)

c∗i ci corresponds to the probability of finding the system in the |ψi〉 state when a large

number of measurement are performed. The projection of |ψ〉 onto Q̂ corresponds
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to a multiplication of a matrix and a vector. The resulting vector |ψ′〉 is a linear

combination of eigenvectors Q̂ also called basis functions. The basis functions are

orthogonal and can entirely describe the space (see equation A.10).

∀i, j, 〈ψi|ψj]〉 = 0 and 〈ψi|ψi〉 = 1 (A.10)

Each element Qij of the matrix can be calculated by equation A.11.

Qij = 〈i| Q̂ |j〉 =

∫
ψ∗i Q̂ψjdt (A.11)

In the case of a spin system with 1
2
, each component of the spin angular momentum

can be associated with a matrix. For Q̂ = Îz, the operator has two basis functions

|α〉 and |β〉 respectively associated to its eigenvalues h̄
2

and − h̄
2
. Îz can thus be built

following the equation A.12.

Îz =

〈α| Îz |α〉 〈α| Îz |β〉
〈β| Îz |α〉 〈β| Îz |β〉

 =
h̄

2

1 0

0 −1

 (A.12)

In a same way, we can obtain the matrix representations of the other Î components

Îx and Îy (see Eqn. A.13).

Îx =
h̄

2

0 1

1 0

 and Îy =
h̄

2

0 −i

i 0

 (A.13)

To express some interaction, the raising and lowering (shift) operators Î+ and Î−

can be quite useful. They represent a linear combination of the Îx and Îy operators

(see Eqn. A.14).

Î± = Îx ± iÎy (A.14)

For a spin system with two energy levels, the matrix representations of these oper-

ators are:

Î+ = h̄

0 1

0 0

 and Î− = h̄

0 0

1 0

 (A.15)

These operators have a very important role in quantum mechanics. Indeed, the

raising operator Î+ increases the eigenvalue of an operator whereas the lowering
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operator decreases it. Hence, we can summarize the impact of the shift operator in

the equation A.16 using Eqn. 1.3.

Îz Î± |s,m〉 = h̄(m± 1) |s,m± 1〉 (A.16)

with s and m, respectively corresponding to the eigenvalues of the operators Î
2

and

Îz. Moreover, let’s consider a system with 1
2
-spin with two energy levels correspond-

ing to the up and down spin states, or to the eigenvalues h̄
2

and − h̄
2

of Îz. If the spin

is in one of the two states (|α〉 , |β〉), applying the raising operator on the |β〉 state

will transform it into |α〉 and vice versa for the lowering operator. However, pro-

jecting α onto the lowering operator (or β onto the raising operator) won’t change

the spin state.

A.3 The Bloch model

The Bloch model9 constitutes a semi-classical vectorial description of the behavior

of systems with non-interacting spin-1
2

nuclei.10 In classical mechanics, applying a

magnetic field ~B to a magnetic dipole ~µ generates a torque Γ whose amplitude is

described by Eqn. A.17.

Γ =
d

dt
Î = ~µ× ~B(t) (A.17)

This torque affects the spin-angular momentum Î leading to its precession around

the applied magnetic field at a frequency that depends on the particularities of

the system. In a system with several spins, we can extract a statistically averaged

magnetic moment of an ensemble of spins. Hence, each nucleus i with its intrinsic

magnetic moment ~µi contributes to a macroscopic average of the spin ensemble. The

corresponding bulk magnetic moment ~M(t), the magnetization, corresponds to the

sum of all nuclear magnetic moments.

~M(t) =
∑
i

~µi (A.18)
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In the laboratory frame, the magnetization experiences a torque similar as the one

described in Eqn. A.17 due to the interaction of each magnetic moment with an

applied magnetic field ~B(t). Considering the relation between the spin angular

momentum Î and ~µ, ~µ = γÎ where γ is the gyromagnetic ratio, we can derive the

equation A.19.
d ~M(t)

dt
= ~M(t)× γ ~B(t) (A.19)

For the sake of simplicity, one can change the reference laboratory frame (~i, ~j, ~k) to

a rotating frame (~i′, ~j′, ~k′) which experiences a rotation at a constant ~Ω frequency

around the ~z (cf Fig. A.1). In other words, ~k is not affected by the change of frame:

Figure A.1: Scheme of the two frames: the laboratory one defined by the basis (~i,~j,~k) is
static whereas the other (~i′,~j′,~k′) is rotating with the frequency Ω around ~k. A vector in the
static (resp. rotating) frame can be expressed by its (x,y,z) (resp. (x’,y’,z’)) coordinates.

~k = ~k′. On the other hand, ~k′, ~i′ and ~j′ are time-dependent in the laboratory frame.

This must be taken into account when we want to express equation A.19 in the

laboratory frame.

~u′ = ~i′ + ~j′ + ~k′ (A.20)

d~u

dt
= ~Ω× ~u (A.21)

Equation A.21 represents the definition of the rotating frame ~u′ with respect to

the laboratory frame. A rotation ~Ω explicitly appears and its contribution must be

added to all derivatives in the rotating frame.
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A.3. The Bloch model

[
d ~M(t)

dt

]
rot

=

[
d ~M(t)

dt

]
lab

+ ~M(t)× ~Ω (A.22)

= ~M(t)× γ ~Beff (A.23)

By manipulating Eqn. A.22 and considering an effective field ~Beff = ~B(t) +
~Ω
γ

we

can can derive equation A.23 which has the same form as the Bloch equation in

the laboratory frame. It is important to properly chose the characteristics of the

rotating frame. If we consider a frame that fulfills:

~Ω = −γ ~B(t) (A.24)

⇒ ~Beff = ~0 (A.25)

The magnetization thus becomes a stationary vector in this frame. In the presence

of an external static magnetic field ~B0 and without any external excitation of the

system, the z components (µz) of the nuclear moments ~µ = (µx, µy, µz) are preferably

aligned with ~B0. They follow the Boltzmann distribution, leading to

Mz(0) = M0 =
γh̄

2

(
N0
α −N0

β

)
(A.26)

=
γh̄

2
N0
α

(
1− exp

(
−∆E

kBT

))
(A.27)

By combining Eqn. A.26 with Eqn. 1.25 and 1.26 we can also express the magneti-

zation as a function of the polarization:

M0 =
γNh̄

2
(pα − pβ) (A.28)

=
γNh̄

2
P 0
I (A.29)

with P 0
I , the polarization at Boltzmann equilibrium as it has been defined in Eqn.

1.30. It is possible to extend equation A.29 to systems that are not at equilibrium by

introducing populations of the energy levels Nα and Nβ. A more general definition

of the nuclear polarization Pn is analogous to Eqn. 1.23 that has been originally
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used for electrons.

Mz(t) =
γh̄

2
(Nα −Nβ) (A.30)

=
γNh̄

2
Pn (A.31)

Unlike Mz, the transverse components of the nuclear magnetic moments are ran-

domly distributed in the sample which leads to the cancellation of these components

which vanish in equilibrium: Mx(0) and My(0).

Mx(0) = My(0) = 0 (A.32)

The nuclear magnetization must be excited to enable its detection. Detection coils

are perpendicular to the (x,y) plane and are sensitive to variations of the magnetic

field at their location. Because of their geometry, only projections of the magnetiza-

tion onto the (x’,y’) plane can generate a current in the coils and may thus generate

a signal. Driving the magnetization away from its equilibrium position and towards

the transverse plane is feasible by applying a linearly polarized radiofrequency field,

or ”pulse”, ~B1 = B1 cos (ωrf t+ φ) · ~y. The resulting effective field in the rotating

frame ~Brot can be expressed as:

~Brot = B1 cosφ · ~i′ +B1 sinφ · ~j′ + ∆Bo · ~k′ (A.33)

By combining equations A.23 and A.33, we can illustrate the impact of the field ~B1

onto the magnetization (Eqn. A.34) in the rotating frame (~i′, ~j′, ~k′).

d ~M(t)

dt
= ~M(t)× γ

[(
∆B0 +

~Ω

γ

)
· ~k′ +B1 · ~j′

]
(A.34)

= ~M(t)× γ
[(

ωn − ωrf
γ

)
· ~k′ + ω1 · ~j′

]
(A.35)

where ωn is the nuclear frequency (including the effect of shielding), ωrf , the nutation

frequency induced by the field ~B1 and ω1, which is proportional to the ~B1 amplitude.

For spins with high gyromagnetic ratios, if their frequency of resonance is equal to
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A.3. The Bloch model

Figure A.2: Effective local field ~Brot and applied ~B1 field in the orthonormal rotating
frame (~i′, ~j′, ~k′ ).

the rotation frequency of ~B1, the z’ component of the effective magnetic field is

canceled out, only the component due to the pulse remains which corresponds to a

torque on each nuclear spin. Thus, ~B1 tilts the effective field from the z direction

at a rate of ω1 driving the magnetization away from its equilibrium value.

d ~M(t)

dt
= −ω1 · ~i′ (A.36)

The system is thus excited by a linearly polarized field ~B1 and a signal can finally

be detected. The angle of the magnetization after the pulse θM linearly depends on

its duration τp (cf Eqn. A.37).

θM = ω1τp (A.37)

The amplitude of the RF field also plays an important role in this process. In an

ideal case, the RF field is coupled to all magnetic moments in the sample and drives

them all toward the (x,y) plane leading to a linear dependency of the angle on the

amplitude B1 (cf Eqn. A.37). However, in real cases, the coupling between the

magnetic field and the nuclei depends on their gyromagnetic ratio: nuclei with low

magnetic ratios are more difficult to drive away from their equilibrium value. Eqn.

A.37 must consequently be modified by replacing the unique contribution of the

amplitude of the applied RF ω1 by the nutation frequency ωrf
11 that takes into

account both parameters: the field strength and its coupling with nuclei (cf. Eqn.
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A.38).

θM = ωrfτp (A.38)

Introduction of relaxation into the Bloch model

If we only consider the equation A.23, the magnetization would precess indefinitely

in the transverse plane once the rf field has been switched off. This means that the

system would remain excited indefinitely. However, relaxation mechanisms tend to

drive back ~M(t) towards its equilibrium value M0 · ~k. Thus, R, which stands for

the relaxation matrix, must be introduced into Eqn. A.23 to obtain an accurate

description of the evolution of the system.

d ~M

dt
= ~M(t)× γ ~Beff + R ·

(
~M − ~M0

)
(A.39)

= γ


ByMz −BzMy

BzMx −BxMz

BxMy −ByMz

+


−R2 0 0

0 −R2 0

0 0 −R1




Mx

My

Mz −M0

 (A.40)

The R matrix that has been represented in the equation A.40 only described iso-

lated spins, which explains the fact that it is diagonal. In real cases, all spins are

constantly interacting, which complexifies the representation by the appearance of

cross-relaxation effects.
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Appendix B

Complementary informations

about OE and SE mechanisms

B.1 The Overhauser Effect

As introduced in section 1.2.3, the enhancement ε that can be reached using OE

depends on three different parameters: f , s and ξ (see Eqn. 1.47). Paramagnetic

species in the vicinity of nuclei induce paramagnetic relaxation and thus decrease

the final enhancement. This effect is described by the leakage factor f that is defined

as:

f =
R1p

R1I

(B.1)

The equation B.1 quantifies the contribution of the paramagnetic relaxation rate

R1p to the total relaxation rate of the nuclei R1I . The power of the microwave and

its efficiency must also be taken into account to determine the final enhancement. In

the case of a single homogeneous EPR line, the saturation factor enables to quantify

it:1

s =
γ2
eB

2
1 µwT1eT2e

1 + γ2
eB

2
1 µwT1eT2e

(B.2)

s depends on the microwave irradiation power B1 µw, the electron spin-lattice relax-

ation T1e and the electron spin-spin relaxation T2e. When strong microwave power

is applied, s ∼ 1, all electrons are fully saturated whereas for too weak powers, the
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B.1. The Overhauser Effect

saturation factor approaches 0: the nuclear signal intensity is not enhanced and can

even be reduced by the paramagnetic species induced relaxation.

Finally, a coupling constant ξ takes into account the contribution of the cross-

relaxation between electrons and nuclei and compares it to the paramagnetic relax-

ation.2 This experimental constant depends on the DQ and ZQ transition rates (cf

fig. 1.4) and constitutes a direct link to the rotational-diffusion time of the paramag-

netic impurities and their interaction with surrounding molecules.3,4 In liquid state,

the electron-nucleus cross-relaxation dominantly occurs through the DQ transition,

which causes negative enhancements. However, OE can also be present in insulating

solids where the ZQ pathway dominates. This results in positive enhancements as

it has been observed with the use of BDPA as paramagnetic agent.5

The Overhauser mechanism efficiency decreases as the external magnetic field in-

creases. In addition to strong hyperfine coupling, OE requires a smaller homoge-

neous line width of electron resonance than the Larmor frequency of nuclei. The

larger the field is, the broader becomes the electron line. Unfortunately, one major

limitation of OE DNP in solution is the dielectric heat up of the sample generated by

the strong microwave irradiation. A higher temperature affects the transition prob-

abilities, relaxation rates and molecular diffusion leading to a smaller final nuclear

polarization, which strongly influence the Overhauser factors (f , s, ξ) in equation

1.47. However, high field solution DNP is still possible. Small radicals such as TEM-

POL, TEMPONE or Fremy’s salts are chosen as paramagnetic agents in Overhauser

DNP experiments because of their small electron line width, their fast rotation and

fast diffusion.6 In addition, reduced volumes of solution down to tens of nL are

commonly used in order to assure a stable temperature.7 Finally, some programs

are looking for a technical solution to reduce the sample heating issues. A special

magnet enables to hyperpolarize samples at low field (0.35 T) via the OE and then

transfer the sample using a shuttle for the detection at high field (14 T).8–10
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Appendix B. Complementary informations about OE and SE mechanisms

B.2 The Solid Effect: mixing of the spin states

monitored by the hyperfine interaction

The Hamiltonian Ĥ of a system composed of an electron (S) coupled to a nucleus

(I) by hyperfine interaction in h̄ unit can be expressed as following:

Ĥ = ĤI
Zeeman + ĤS

Zeeman + ĤSI

= ωnIz + ωeSz + S ·A · I (B.3)

HI
Zeeman and HS

Zeeman respectively refer to the Zeeman interactions of the nucleus

and the electron, HSI is the Hamiltonian representing the hyperfine interaction

whose strength is given by the hyperfine constant A and ωn and ωe are the Larmor

frequency of the nucleus and the electron. Under the high-field approximation, only

the terms that commute with the Zeeman Hamiltonians (i.e. that commute with

Iz or Sz operators) are considered. According to perturbation theory, we can then

distinguish two contributions in the Hamiltonian that has been defined in equation

B.3: the unperturbed HamiltonianH0, which is only constituted by secular operators

and the perturbation H1 in which the pseudo-secular terms are summed. (cf eqn.

B.4). Unlike Ĥ1, Ĥ0 is diagonal in the chosen basis. The equation B.3 can thus be

written as:11

Ĥ = Ĥ0 + Ĥ1 (B.4)

= ωSSz − ωIIz + A1 · SzIz + C · SzI+ + C∗I−Sz (B.5)

In this equation, A1 · SzIz and C · SzI+ + C∗I−Sz respectively correspond to the

secular and the pseudo-secular terms of the hyperfine interaction. A1 and C are the

coefficients that are involved in the dipolar interaction between two spins according

to the Van Vleck notation (cf dipolar interaction in part 1.1.3):

A1 = 3
µ0γIγS
4πr3

(
cos2−1

)
(B.6)

C =
−3

2

µ0γIγS
4πr3

sin θ cos θe−iφ (B.7)
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This pseudo-secular hyperfine interaction plays a very important role in the SE as

it can lead to a small mixing up of the nuclear Zeeman spin states, which can be

quantified by a factor q. q depends on the strength of the pseudo-secular hyperfine

coupling C compared to the nuclear Larmor frequency ωn.

q ≈ C

2ωn
(B.8)

The mixing of the nuclear states increases the probability of the ZQ and DQ tran-

sitions that are necessary for SE DNP.

Figure B.1: Mixing up of the nuclear Zeeman energy levels due to the pseudo-secular
hyperfine interaction. The forbidden transitions DQ and ZQ consequently become allowed.
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Appendix C

Sample Ripening through

Nanophase Separation Influences

the Performance of Dynamic

Nuclear Polarization

C.1 Experimental

DNP was performed on a Bruker BioSpin prototype operating at 4.2 K with a static

magnetic field of 6.7 T, as described earlier,1,2 after immersing the sample in liquid

helium. Microwaves were generated by an ELVA1 microwave source coupled to a

VDI frequency doubler, yielding a central frequency in the vicinity of 188.2 GHz.

A maximal absolute nuclear polarization was achieved at 187.90 GHz for TEMPOL

and AMUPol and at 188.22 GHz for Trityl. To increase the efficiency, a 2 kHz

saw-tooth frequency modulation over a range of 100 MHz was used. The microwave

power at the location of the sample was ca. 12 mW.
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Figure C.1: Reproducibility of the ripening process for 50 mM TEMPOL (sample I). Two
different runs are indicated by red and blue colors. The black line serves as guide to the
eye. The results are similar to those in the main text (Fig. 4.1).

For cryo-TEM, the specimens were rapidly frozen by immersing them into liquid

ethane, cooled by liquid nitrogen (LEICA EM CPC, Vienna, Austria). The cryofixed

specimens were mounted into a Gatan cryoholder (Gatan inc., Warrendale, PA) for

direct observation at 90 K in a JEOL 2100HC cryo-TEM operating at 200 kV

with a LaB6 filament. Images were recorded in zeroloss mode with a Gif Tridiem

energy-filtered-CCD camera equipped with a 2k x 2k pixel-sized chip (Gatan Inc.,

Warrendale, PA). Acquisition was accomplished with Digital Micrograph software

(versions 2.31.734.D, Gatan inc., Warrendale, PA).

Field-swept continuous-wave (CW) spectra of the entire set of H2O/glycerol mix-

tures containing 5 mM TEMPOL were recorded at X-band (9.4 GHz) on a Bruker

ELEXSYS E500 spectrometer at 120 K with a microwave power of 0.1 mW. The

modulation amplitude was set to 0.2 mT. CW experiments were recorded with an

average of four scans. Contributions of line broadening effects to the apparent value

of Azz were carefully excluded. Relaxation time measurements were performed at 77

K as indicated in reference3. DEER experiments were performed using a four-pulses

sequence (see section 2.3.3):

π/2(ν1)− τ1 − π(ν1)− τ0 − π(ν2)− (τ1 + τ2 τ0)− π(ν1)− τ2 − echo
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C.1. Experimental

The 32 ns pump pulse with a microwave frequency ν2 was applied to the maxi-

mum of the nitroxide spectrum. The detection pulses are applied at a microwave

frequency ν1 with an offset ∆ν = ν2 − ν1 = 55 MHz. Pulse sequences were gener-

ated by an arbitrary wave generator (AWG). The dipolar evolution time was chosen

to be 2.2 µs. The separation τ1 was set to 344 ns. Primary experimental data

were background-corrected by fitting a decay function V (t) for the intermolecular

contribution, followed by normalization of the function.

Figure C.2: a) Raw DEER intensities V (t) for 1 mM TEMPOL in a mixture of glycerol-
d8/D2O/H2O 5:4:1 v/v, recorded after the sample was allowed to ripen for Tripe = 45
min. The red line indicates the homogeneous background contribution from long-distance
dipolar couplings. At t = 0 - 0.5 µs, non-exponential contributions indicate deviations from
a homogeneous distribution of radicals in the sample. This is not the case for Tripe = 0.
b) Normalized DEER ratio (V (t)/V (0)) after background subtraction in a similar solvent
mixture measured at 1 mM TEMPOL. The fast initial decay indicates the presence of
short distances between radicals after sample ripening and a inhomogeneous local packing
of radicals. The modulations stem from hyperfine couplings to 2H nuclei.
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C.2 Impact of NPS at low PA concentrations

In a heterogeneous sample, an increase of the local concentration of paramagnetic

species increases the number of nuclei that experience paramagnetic shifts. This

phenomenon directly impacts the signal intensity and apparent polarization by de-

creasing the number of observable nuclei. In order to exclude contributions of this

effect, each polarization has been calculated with respect to the NMR signal in ther-

mal equilibrium (Fig. C.3). The local concentration of radicals and the fraction of

invisible nuclei can be considered to be similar for the hyperpolarized and reference

spectra. Moreover, polarization profiles of samples which are less concentrated in

paramagnetic species, and less subject to bleaching effects, also display a strong

dependence on the ripening time (Fig. C.4).

Figure C.3: Decay of the normalized signal intensity for 50 mM TEMPOL (sample I) after
Tripe = 45 min. The system has been polarized until it reached its steady-state prior to
turning off the microwave irradiation and observing the decay, which has been fitted to a
bi-exponential equation: a · exp(R1t) + (1 − a) · exp(R∗1t) + c with R1 = 0.0071 s−1 and
R∗1 = 0.00084 s−1 ; a = 0.26.
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Figure C.4: a) Dependence of steady-state proton polarization P (1H) on the ripening
interval for a sample containing only ca. 5 mM AMUPol at 4 K and 6.7 T in a mixture of
glycerol-d8/D2O/H2O 5:4:1 v/v. Even at these low concentrations ripening effects can be
observed. The difference of the profile as compared to high concentrations (see main text)
indicates that thermal mixing is a dominant DNP mechanism at higher concentrations,
while at lower concentrations the cross-effect dominates, which features a different concen-
tration dependence. b) Longitudinal relaxation times T1(1H) of the protons as a function
of the sample ripening time Tripe for the same of ca. 5 mM AMUPol. Decays observed
when for Tripe < 35 min show clear bi-exponential decays (fitted with two time constants
yellow) whereas decays obtained for Tripe > 35 min are mono-exponential (blue). c) Decay
of the polarization P (1H) for 10 mM AMUPol after Tripe = 15 min. The system has been
polarized until it reached its steady-state prior to turning off the microwave irradiation
and observing the decay, which has been fitted to a bi-exponential equation. The thermal
equilibrium polarization P (1H)eq corresponds to the asymptotic limit determined by fit-
ting the decay function. d) Mono-exponential decay of the polarization P (1H) for 10 mM
AMUPol after Tripe = 60 min.

C.3 CW EPR as a function of the water-glycerol

ratio
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To shed further light on the distribution of the PAs during nanophase separation, we

performed solid-state EPR studies of DNP samples vitrified at 120 K for different

glycerol/water ratios at Tripe = 45 min, for which NPS was observed by cryo-TEM.

For samples I and II, the splitting ∆ω of the EPR line gives a measure of the hy-

drophobicity of the local environment of the radicals. For TEMPOL and AMUPol,

∆ω is in part determined by the hyperfine coupling between the 14N nucleus and

the unpaired electron of the nitroxide moiety. The larger the hyperfine coupling

(i.e., the larger the z-component Azz of the hyperfine tensor that determines the

splitting in the spectrum), the wider the EPR line, the less hydrophilic the envi-

ronment.4 (We consider water to be more hydrophilic and less hydrophobic than

glycerol despite the dipolar moments of 4.21 D for glycerol and 1.85 D for water, for

the polarity of glycerol relative to water is ca. 0.8.)5 This effect is shown in Fig. C.4

a and b for TEMPOL. The origin of this effect is visualized qualitatively in Fig. C.4

c. The hydrophobicity of the local environment influences the electronic configura-

tion of TEMPOL leading to a resonance structure in which the unpaired electron

is localized at the 14N nucleus in less hydrophobic surroundings. This increases the

hyperfine coupling Azz.
4,6 (More elaborate models exist that take into consideration

the molecular orbital structure of nitroxides).7 The modification of the nitroxide

resonance structure only causes minor changes in the EPR spectra and effects on

DNP are considered negligible. For Trityl, a qualitatively similar dependence of

the peak-to-peak separation Γ (as indicated in Fig. C.4 f) on the environmental

hydrophobicity can be expected, due to solvent interactions and unresolved hetero-

geneous couplings, rather than to changes in intramolecular hyperfine couplings.8

However, the unpaired electron is located on a well-shielded carbon nucleus, so that

the EPR linewidth is expected to be less sensitive to the environment than the hy-

perfine splitting for nitroxides.9 Studying the dependence of the EPR spectrum on

the water-glycerol ratio (the samples were vitrified Tripe = 45 min after preparation)

we find a non-monotonic behavior for TEMPOL (sample I) (see Fig. C.4 d). In-

deed, at 40-50% glycerol content typical for DNP, we find that the splitting ∆ω is

close to the value found in pure water, and not to the value expected for a homo-

geneous water/glycerol mixture. (The experimental spectra stem from a weighted

superposition of all species present in the heterogeneous sample.) This observa-

180



C.3. CW EPR as a function of the water-glycerol ratio

tion corroborates the hypothesis that during the NPS process, TEMPOL radicals

are concentrated in the water- rich nanophase, where they get trapped upon rapid

vitrification. The depletion of the PAs in the glycerol-rich nanophase and the con-

comitant increase of their local concentration in the water-rich nanophase does not

entail any macroscopic phase separation or crystallization, which is known to impede

DNP by slowing down spin diffusion and hence the polarization build-up process. A

similar behavior is observed for AMUPol (sample II), where the local concentration

of the PA increases in the hydrophilic phase (Fig. C.4 g). For Trityl (sample III),

we find a decrease of the linewidth for 50% v/v water, indicating increased glycerol

content in the direct vicinity of the PAs after vitrification, which is in agreement

with our above deduction that Trityl radicals tend to cluster in glycerol-rich phases

during NPS, in contrast to nitroxide-based radicals.

The EPR data in Fig. C.4 is corroborated by the finding of locally elevated PA

and proton concentrations in water-rich nanophases (cf. Figs. 4.2 and 4.3 of the

main text) as well as by the dependence of the proton polarization on the ripening

interval. Note that the separation of PA-rich and -depleted phases can not only lead

to a bi-exponential build-up (cf. Fig. 4.1 a), but also to bi-exponential relaxation

of hyperpolarization under certain circumstances (see Fig. C.4).
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Figure C.4 (previous page): EPR studies of TEMPOL, AMUPol and Trityl during
nanophase separation. a) Solid-state CW EPR spectra of TEMPOL observed at 120
K in a 20/80% v/v glycerol/water mixture (blue) and in pure glycerol (orange) at X-band
(9.4 GHz). The samples were vitrified rapidly in liquid nitrogen after ripening at room
temperature for Tripe = 45 min after preparation. The splitting ∆ω between the satellite
transitions is indicated. b) Zoom of the low-field region of the spectra in a). The hy-
perfine coupling constant in the z-direction of the molecular frame Azz is smaller in more
hydrophobic environments, leading to a shift ∆Azz of the satellite lines that depends on the
solvent hydrophobicity, which in turn impacts the splitting ∆ω. c) Origin of the solvent-
dependent changes in hyperfine coupling constants. In more hydrophilic environments the
zwitterionic resonance structure is preferred, leading to a closer proximity of the unpaired
electron to the 14N nitrogen nucleus, thus increasing their mutual hyperfine coupling. d)
Splitting ∆ω vs. the H2O volume fraction χH2O in binary water/glycerol mixtures for
Tripe = 45 min. In the range 40% < χH2O < 50%, the splitting resembles that in pure
water, indicating the accumulation of the TEMPOL radicals in the water-rich phase (cf.
Fig. 4.2). The blue line serves to guide the eye. e) Solid-state CW EPR spectra at X-band
of AMUPol in a 2% v/v glycerol/water mixture (blue), in 97% v/v glycerol/water mixture
(orange) and in 80% v/v glycerol/water solution (dashed line). The samples were vitrified
in liquid nitrogen Tripe = 45 min after preparation. f) Solid-state CW EPR spectra at
X-band of Trityl in a 2% v/v glycerol/water mixture (blue), in a 20% v/v glycerol/water
mixture (dashed line) and in pure glycerol. g) The splitting ∆ω in AMUPol vs. the H2O
volume fraction χH2O in binary water/glycerol mixtures for Tripe = 45 min. The blue line
is to guide the eye. The response of the AMUPol spectra to a change from a hydrophobic
to a hydrophilic environment is similar to but less pronounced than changes observed for
TEMPOL. h) EPR linewidth Γ of Trityl vs. the H2O volume fraction χH2O in binary
water/glycerol mixtures at Tripe = 45 min. The blue line is to guide the eye. In contrast
to TEMPOL and AMUPol, Trityl features a local minimum at 50% v/v glycerol content
(highlighted by red dashes). This indicates a more hydrophobic environment upon NPS
due to the accumulation of the PA in the glycerol-rich phase.
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Appendix D

Observation of a

DNP-hyperpolarized solid-state

water NMR MASER phenomenon

D.1 Narrowing of the line and long lived signal

The first observations we made in the polarizer was a shrinking of the 1H line when

the system is negatively polarized at 1.2 K. When the system is sufficiently polarized,

the linewidth diminishes as the temporal signal becomes longer due to a continuous

repolarization of the system by the microwave irradiation. Figure D.1 is an example

of such experiments where the angle of detection has be chosen to be very small

(0.1 ◦). This increased resolution can be explained by long-lived 1H signals. Even

in absence of microwave irradiation, the negatively polarized signal is sustained for

tens of seconds (see Fig. D.2). Note that the truncation of the FID makes difficult

the extraction of informations in the reciprocal space.
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Appendix D. Observation of a DNP-hyperpolarized solid-state water NMR
MASER phenomenon

Figure D.1: Evolution of the 1H signal in the frequency domain versus time at 1.2 K. The
signal is detected each 5 s using small low power pulses (angle= 0.1◦, power = 5 · 10−5 W
and duration = 5 µs). The microwave continuously irradiates the system at 188.380 GHz
with a power of 34 mW.

Figure D.2: Evolution of the normalized square of the 1H signal intensity in absence of
microwave irradiation during 30 s of acquisition. The experiment is the same as the one
analyzed in the section 5.6 and displayed in figure 5.4. Note that the maximum of the
signal has been cut and that magnetization in the transverse plane persists in our detection
period.
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D.2. Signal triggered by noise such as receiver opening

D.2 Signal triggered by noise such as receiver open-

ing

Only a small perturbation of the system suffices to trigger a signal under microwave

irradiation. In the following experiments, the samples have been irradiated (fre-

quency: 188.38 GHz, power: 34 mW at sample location) for approximately 20 min-

utes prior the acquisition and microwave is kept on during the detection. Considering

the long T1(1H) at 1.2 K (∼ 5 min), a train of 90◦ hard pulses (presaturation) have

been applied to the system before each polarization build up. Hence, signals after

different acquisitions on a sample can be compared as the system has been prepared

in the same way. All pulses have been removed from the sequences. Nonetheless,

a signal is triggered 12 s after the beginning of the detection (see Fig. D.3). Its

amplitude does not decay neither is constant with time. A burst at the beginning

of the signal can be clearly identified.

This created signal tens of seconds after the beginning of the detection is not easily

reproducible. The delay between the opening of the receiver and the signal vary

between 2 s and several minutes. This effect strongly depends on initial conditions

such as the polarizing time, the tuning of the probe and/or the sample prepara-

tion. This resurrection of NMR signal and this dependency to initial conditions is

characteristic to chaotic behaviors and has been previously observed in liquid state

NMR.
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Appendix D. Observation of a DNP-hyperpolarized solid-state water NMR
MASER phenomenon

Figure D.3: 1H signal versus time. The system is under constant microwave irradiation
(frequency: 188.380 GHz, power at the sample location: 34 mW). All pulses have been
removed from the acquisition sequence. A signal appears between ca. 2 and 12 s of
acquisition.

D.3 Qualitative analysis of the BMP equations

It is in general difficult to find explicit solutions of nonlinear differential systems,

and no general rules or criteria, other than numerical, allow one to predict the

time evolution. Here, we perform a qualitative analysis of the extended BMP equa-

tions (Eqn. 5.9) that considers two interacting nuclear Zeeman reservoirs (proton

and deuterium) and one electron dipolar reservoir to obtain some insight into the

behavior of the system. The stationary solutions of this differential system are deter-
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D.3. Qualitative analysis of the BMP equations

mined, and the evolution of the magnetization and the nuclear and electron dipole

spin temperatures can be studied near their stationary solutions, the fixed points

in the dynamical system theory parlance. In order to do so, we introduce the vari-

ables: u(t) = M2
x + M2

y , z(t) = γ2h h̄
2NhB0

4kB
βn = Bhβn, w(t) = Bhβee, λ = µ0

2
γηQ and

w0
l = Nh

γnh̄

2
tanh

(
βl
γnh̄B0

2kB

)
≈ γ2

hh̄
2NhB0

4kB
βl = Bhβl, the latter being the nuclear

thermal magnetization under the high temperature approximation. Therefore, the

BMP equations (Eqn. 5.9) in presence of microwave irradiation become:

u̇(t) = −2(λz(t) + γ2)u(t)

ż(t) = λu(t)− γn,ee(z(t)− w(t))

φ̇(t) = −δ

ẇ(t) = −γee,n(w(t)− z(t))− γee,dw(t) + γee,dBhβd(t)− γee,l(w(t)− w0
l)− δ1w(t)

β̇d(t) = −γd,ee(βd(t)−
1

Bh

w(t)), (D.1)

The rates γee,n and γee,d are defined as: γee,n =
ch
ce
γn,ee and γee,d =

cd
ce
γd,ee. The

equation for ẇ(t) can be rewritten as: ẇ(t) = bz(t) + aw(t) + dβd(t) + c, where the

coefficients a, b, c are defined as:

a = −γee,n − γee,l − γee,d − δ1

b = γee,n

c = (γee,l + Ω)w0
l

d = Bhγee,d (D.2)

In these equations, δ1 and Ω are defined as:

Ω = πω2
1 µwf(∆0)

∆0

δω2
ωe

δ1 = −πω2
1 µwf(∆0)

∆2
0

δω2

where ∆0 = ωe − ωµw, the offset of the microwave frequency ωµw from the electron

resonance frequency. The other terms are defined in the main text (section 5.2.2)
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MASER phenomenon

This system of differential equation admits two fixed points:

F1 :

(
0,
w0

l(γee,l + Ω)

γee,l + δ1

, wst = zst, βstd =
1

Bh

wst
)

(D.3)

F2 :

(
−γn,ee

λ2

[
γ2(γee,l + δ1) + λw0

l(γee,l + Ω)

γee,n + γee,l + δ1

]
, ... (D.4)

−γ2

λ
,
λw0

l(γee,l + Ω)− γee,nγ2

λ(γee,n + γee,l + δ1)
,

1

Bh

wst
)

In order to study the linearized system in the vicinity of the fixed points, the follow-

ing change of variables is used: u(t) = U(t)+ust, z(t) = Z(t)+zst, w(t) = W (t)+wst,

and βd(t) = R(t) + βstd , so that Eqn. D.1 becomes:


U̇

Ż

Ẇ

Ṙ

 =


−2(λzst + γ2) −2λust 0 0

λ −γn,ee γn,ee 0

0 b a d

0 0 γd,ee/Bh −γd,ee




U

Z

W

R

+


−2λZU

0

0

0

 ,

(D.5)

The behavior of the system is given by the analysis of the linearized system in the

vicinity of the fixed points. When microwave is turned off, Ω = δ1 = 0, equations

D.3 and D.4 become:

F1 :

(
0, w0

l, w
st = zst, βstd =

1

Bh

wst
)

(D.6)

F2 :

(
−γn,ee

λ2

[
γ2γee,l + λw0

lγee,l
γee,n + γee,l

]
, ... (D.7)

−γ2

λ
,
λw0

lγee,l − γee,nγ2

λ(γee,n + γee,l)
,

1

Bh

wst
)

Only F1 is an acceptable stationary solution when microwave irradiation is turned

off because F2 admits a negative ust, which is incompatible with the definition of

u(t). There exists, however, an interesting particular limiting case where the electron

dipole relaxation rate is vanishingly small γee,l → 0. Indeed, the value of ust then

tends to zero, and F2 is an acceptable solution, with F2 : (0,−γ2
λ
,−γ2

λ
,− γ2

λBh
).

Thus, when γee,l = 0, the eigenmodes of the linearized system of Eqn. D.5 are given
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D.3. Qualitative analysis of the BMP equations

by the roots of the determinant (since λzst + γ2 = 0):∣∣∣∣∣∣∣∣∣
x+ γn,ee −γn,ee 0

−γee,n x+ γee,n + γee,d −Bhγee,d

0 −γd,ee/Bh x+ γd,ee

∣∣∣∣∣∣∣∣∣ (D.8)

which are:

x0 = 0

x± =
−(γn,ee + γee,n + γee,d + γd,ee)±

√
∆

2
, (D.9)

and:

∆ = (γn,ee+γee,n)2−2γee,d(γn,ee−γee,n)−2γd,ee(γn,ee+γee,n)+(γee,d+γd,ee)
2. (D.10)

Since −2γee,d(γn,ee − γee,n) < 2γee,d(γn,ee + γee,n), one has ∆ ≤ (γn,ee + γee,n)2 +

2(γn,ee + γee,n)(γd,ee + γee,d) + (γee,d + γd,ee)
2 = (γn,ee + γee,n + γee,d + γd,ee)

2, so that

both eigenvalues of the linear part of the differential system in Eqn. D.5 are negative,

x± ≤ 0, so that F2 is stable.
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Résumé 
 

La polarisation dynamique nucléaire (PDN) 

peut aider à s’affranchir de la faible sensibilité 

des expériences de résonance magnétique. 

Afin d’obtenir d’importantes polarisations dans 

les expériences de PDN suivies par une 

dissolution (d-PDN), un mélange d’eau et de 

glycérol contenant une forte concentration 

d’agents paramagnétiques est nécessaire. 

TEMPOL est un des agents polarisants les 

plus utilisés en PDN. A des températures 

cryogéniques, son spectre RPE est très large 

ce qui complique considérablement la 

description des mécanismes responsables du 

transfert de polarisation des électrons aux 

protons. La lente diffusion spectrale n’est pas 

assez efficace pour homogénéiser le temps de 

relaxation électron-réseau sur l’ensemble du 

spectre. Dans cette thèse, l’anisotropie de T1e 

a été intégrée dans le modèle du mélange 

thermique (TM) établi par Abragam et Borghini. 

La comparaison de la polarisation des 1H 

prédite par le TM avec les données 

expérimentales montre que l’établissement 

d’un modèle complet nécessite la prise en 

compte de l’anisotropie de T1e. D’autre part, les 

mélanges liquides eau/glycérol présentent un 

phénomène de séparation de phase qui 

dépend du temps. Ce processus peut 

engendrer une variation approximative de 20% 

de la polarisation à 4 K dans un champ 

magnétique statique de 6.7 T. La combinaison 

d’expériences de RPE et de cryo-MET, nous a 

permis de comprendre l’impact de la 

maturation du « jus PDN » sur la polarisation 

des protons que l’on peut atteindre par PDN. 

En plus de ces phénomènes, le couplage fort 

entre une sonde ayant un Q élevé et la forte 

aimantation des spins 1H contenus dans le « 

jus PDN » mène à des comportements non-

linéaires de l’aimantation nucléaire sous forme 

d’impulsions RMN MASER aux temps courts, 

et engendre des signaux RMN qui peuvent 

durer plusieurs dizaines de secondes ou plus. 

Enfin, la d-PDN est utilisée pour hyperpolariser 

le 31P des phosphates inorganiques dans le but 

de mieux comprendre la formation de clusters 

de calcium et de phosphate qui intervient au 

début de la calcification. 
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mélange thermique, effet MASER, bio-

minéralisation 
 

Abstract 
 

Dynamic Nuclear Polarization (DNP) can 

help to overcome the intrinsically low 

sensitivity of magnetic resonance 

experiments. To reach high nuclear 

polarization in dissolution DNP (d-DNP), a 

mixture of water and glycerol containing a 

high concentration of paramagnetic 

polarizing agents is required. TEMPOL is one 

of the most commonly used polarizing agent 

in DNP. At cryogenic temperatures, the EPR 

spectrum of TEMPOL is very broad. This 

considerably complicates the description of 

the mechanisms that are responsible for the 

transfer of polarization from electrons to 

protons. The slow electronic spectral 

diffusion is not sufficient to average the 

electron spin-lattice relaxation time over the 

entire spectrum. In this thesis, the anisotropy 

of T1e has been included in Abragam’s and 

Borghini’s thermal mixing (TM) model. 

Comparisons of experimental 1H 

polarizations with predictions of the TM 

model demonstrate that an accurate DNP 

model requires the consideration of the 

anisotropy of T1e. On the other hand, it is 

known that water/glycerol mixtures can 

undergo a time-dependent phase separation 

in liquid phase. Such a process can generate 

variations of ca. 20% of the proton 

polarization in our DNP samples at 4 K in a 

static magnetic field of 6.7 T. Combining EPR 

and cryo-TEM experiments helped us to 

understand the impact of the ripening of 

“DNP-juice” on the proton polarization that 

can be achieved by DNP. In addition to these 

phenomena, the strong coupling between a 

high-Q probe and the large magnetization of 

the 1H spins contained in the “DNP-juice” 

leads to nonlinear behavior of the nuclear 

magnetization at short times in the form of 

NMR MASER bursts, and gives rise to NMR 

signals that can last more than several tens 

of seconds. Finally, d-DNP is used to 

hyperpolarize 31P in inorganic phosphates to 

get a better understanding of the calcium 

phosphate clustering that occurs at the early 

stages of calcification. 
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