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Abstract

The nuclear fuel after its dwell time in reactor still bears a substantial amount of recoverable U and Pu. The

recovery and purification of these actinides is achieved using a hydro-metallurgical process known as PUREX

(Plutonium Uranium Recovering by EXtraction). Based on Liquid-Liquid extraction techniques, this process

requires the use of a specific molecule to extract Pu and U, the tri-n-butylphosphate TBP. N,N-dialkylamides

(monoamides) are regarded as an alternative family of extractants to TBP, as they are well-known for their

strong extraction ability of Pu(IV) and U(VI) elements. In addition to this, they show some interesting

features, such as, the strong dependence of the extraction properties (distribution coefficient and selectivity)

on the ligands structure as well as chemical conditions. In order to propose the best extracting molecule

design for future fuel reprocessing plants, it is crucial to understand the relationship between the structure and

the extraction ability. However, the radioactivity of these elements combined with their chemical complexity

make the study of these phases experimentally a real challenge. Hence, molecular modeling appears to be

the golden solution for getting new insights on this issue.

In the first part of this thesis, a relativistic density functional theory study was performed to investigate the

influence of the monoamides alkyl chain nature on the relative stability of Pu(IV) complexes. It was possible

to reach a better understanding of the strong influence of amide structure on plutonium extraction. For both

investigated amide-plutonium-nitrate complexes (inner and outer-sphere complexes), it was found that the

introduction of a bulky alkyl group on the carbonyl side has a major impact on the complexation energy. The

impact of the polarity of the solution was also investigated and found to be significant.
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In the second part, within the aim of studying more realistic systems, i.e systems containing long alkyl

chains monoamides, heavy elements and other counter ions, and to go beyond the static picture of QM/DFT

optimized geometries with molecular dynamics simulations, we have developed a consistent polarizable FF

model for the solvent molecules (alkanes, monoamides) based solely on quantum chemical calculations. The

chosen ab initio parameterization approach as well as the final force field are presented. Then, the results of

molecular dynamics simulations were compared to available experimental macroscopic thermodynamics

and structural properties, and show an excellent agreement, making the predictions of properties of pure

monoamides reliable. Finally, preliminary MD simulations results for monoamides-dodecane mixtures

(DEHiBA/dodecane and DEHBA/dodecane) are presented.

Mots clés: Plutonium, ab initio, Extraction, Separation, N,N-dialkylamide, Dynamique moléculaire, Champ

de force, Paramétrage, DFT, MP2.
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Résumé

Après son séjour au sein d’un réacteur nucléaire, le combustible contient encore une quantité importante de

matières valorisables qu’il est intéressant de récupérer, à savoir le plutonium et l’uranium. La récupération et

la purification de ces actinides sont réalisées à l’aide d’un procédé hydrométallurgique appelé PUREX (Plu-

tonium Uranium Recovering by Extraction), basé sur les techniques d’extraction liquide-liquide. Ce procédé

nécessite l’utilisation d’une molécule spécifique pour extraire Pu et U, le phosphate de tri-n-butyle TBP.

Les N, N-dialkylamides (monoamides) sont considérés comme une famille alternative d’agents d’extraction

au TBP en raison de leur forte capacité d’extraction des éléments Pu(IV) et U(VI). De plus, ces molécules

présentent des caractéristiques intéressantes, telles que la forte dépendance des propriétés d’extraction

(coefficient de distribution et sélectivité) à la structure des ligands ainsi qu’aux conditions chimiques. Afin de

proposer le meilleur design de molécule d’extraction pour les futures usines de retraitement de combustible,

il est crucial de comprendre la relation entre la structure et la capacité d’extraction. Cependant, le caractère

radioactif de ces éléments combinés à leur complexité chimique rendent les études expérimentales de ces

phases complexes. Par conséquent, la modélisation moléculaire semble être la solution idéale pour obtenir

de nouvelles informations à l’échelle moléculaire.

Dans la première partie de cette thèse, une étude quantique relativiste scalaire utilisant la théorie fonctionnelle

de la densité a été réalisée pour déterminer l’influence de la nature de la chaîne alkyle monoamides sur

la stabilité des complexes Pu(IV). Il a été possible de mieux comprendre la forte influence de la structure

amide sur l’extraction du plutonium. Pour les deux complexes d’amide-plutonium-nitrate étudiés (complexes

v



de sphères interne et externe), il a été constaté que l’introduction d’un groupe alkyle volumineux du côté

carbonyle a un impact majeur sur l’énergie de complexation. L’impact de la polarité de la solution a été

également étudié et jugé significatif.

Dans le but d’étudier des systèmes plus réalistes, contenant des monoamides avec des longues chaînes

alkyles, des actinides et des contre-ions, et d’aller au-delà de l’image statique de géométries optimisées

au niveau QM/DFT avec des simulations de dynamique moléculaire classique, nous avons développé des

champs de force polarisables pour les molécules de solvant (alcanes et monoamides) ajustés uniquement sur

des calculs de chimie quantique.

L’approche ab initio retenue pour le paramétrage ainsi que le champ de force résultant et détaillés nous

permettent d’obtenir des propriétés macroscopiques comparables aux données expérimentales (thermo-

dynamiques et structurales). L’excellent accord nous permet d’avoir confiance quant à la précision des

prédictions réalisées sur les systèmes pures de monoamides. Enfin, les résultats préliminaires de simulations

des mélanges monoamides-dodécane (DEHiBA / dodécane et DEHBA / dodécane) sont présentés.

Mots clés: Plutonium, ab initio, Extraction, Separation, N,N-dialkylamide, Dynamique moléculaire, Champ

de force, Paramétrage, DFT, MP2.
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Chapter 1

Introduction

“ Nuclear power is one hell of a way to boil water.

”
Albert Einstein,

1.1. Nuclear fuel reprocessing

F rance is considered as one of the leading countries in nuclear power generation, as up to 75% of

French electricity production is of nuclear origin, via the exploitation of 56 reactors distributed

throughout the territory [1]. This is a result of the 1974 decision (after the 1973 oil crisis). France

now has a cognizable level of energy independence and almost the lowest cost for electricity in Europe [2].

France and many “nuclearized” countries have opted for the reprocessing and recycling of spent fuel at the

output of nuclear power plants. The principal reason for reprocessing used fuel is to reduce the volume and

the level of radioactivity of high-level wastes before their disposal. Another reason is to recover the unused
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uranium, along with plutonium, in the used fuel elements and thereby achieve a closed nuclear fuel cycle

and plutonium multirecycling. A significant amount of plutonium is recovered from used fuel, and it is then

mixed with depleted uranium oxide in a MOX fabrication plant to make fresh fuel.

Nuclear fuel reprocessing dates from the beginning of World War II. During that period, the reactors were

designed for the production of plutonium for military uses, in particular to make atomic weapons. Therefore,

the only reprocessing required was the extraction of the plutonium (free of fission-product contamination)

from the spent natural uranium fuel. The very first process used for this goal, called the bismuth phosphate

process, was developed at the US Oak Ridge National Laboratory (ORNL) in the early of 1943. Because

of the overwhelming success of next-generation nuclear reactors upon their capability of using uranium

from used nuclear fuel, originally designed to use only natural uranium, a great intention was given to the

reprocessing of nuclear fuel during the ’50s. In 1949, the first successful solvent extraction process for the

recovery of pure uranium and plutonium was developed: the PUREX process ?Plutonium and Uranium

Recovery by Extraction [3]. Till now, it is the most developed and widely used process in the nuclear industry,

currently implemented in the reprocessing factories, namely that of La Hague in France and almost every

nuclear fuel reprocessing facility in the world. However, this technique presents certain disadvantages, most

of them are coming from the use of TBP (Tri-Butyl-Phosphate) as the extracting molecule:

• The solvent TBP does not respect the CHON principle[4]1: the presence of a phosphorus atom impose

special treatment of the elements produced during the incineration of TBP, secondary phosphorus

waste [5].

• Hydrolysis and radiolysis: TBP undergoes significant hydrolytic and radiolytic degradation that can

form other complexes with uranium and plutonium soluble in aqueous phase, which are not extractable

by TBP [6].

• The U(VI)/Pu(IV) separation: to separate plutonium and uranium from each other, one needs to reduce

plutonium, either using as reducing agents tetravalent uranium or hydrazinium nitrate [7]. However,

1CHON is an acronym for the four most common elements in living organisms: Carbon, Hydrogen, Oxygen, and Nitrogen.
These elements can be incinerated easily, with no ash or acidic gases being produced, in contrast instead of phosphorous or
sulfur-containing ones that release toxic gases and need special handling precautions.
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PUREX fails to handle solution with high Pu(IV) concentrations, making it necessary to run multiple

U(VI)/Pu(IV) separation cycles.

These inconveniences impose the need for multiple cycles to achieve maximum purification of plutonium

and uranium. Hence, over the years, many processes have been developed by the modification of different

PUREX steps [8, 9]; e.g., they were attempts to eliminate the Pu(IV) reduction step and to reduce the number

of solvent extraction cycles[10, 11]. However, most of these processes are quite similar to PUREX and

present more or less same limitations. Therefore, there is a strong ongoing research effort, in particular at

the CEA, to design new extraction and separation processes, still based on liquid-liquid solvent extraction

methods.

1.2. Liquid-Liquid extraction technique

Liquid-liquid extraction, also known as solvent extraction, is a separation process consisting of the transfer

of a solute from one solvent to another, the two solvents being immiscible or partially miscible with each

other (polar and non-polar). It involves a net transfer of one or more species from one liquid into another

liquid phase, generally from aqueous to organic solution. It is a technique widely used in the nuclear field,

from the front end to the back end of the nuclear fuel cycle. It is used for uranium recovery from ores and

other sources and also the reprocessing of spent nuclear fuel. In the latter industry, the transfer of metal

cations, mainly actinides, from an acidic aqueous phase to an organic phase is ensured by a special insoluble

extracting molecule. However, this technique is also used in other fields, such as chemical and mining

industries and in the downstream recovery of fermentation products (antibiotics, amino acids, steroids) [12,

13].

To characterize the efficiency of a solvent extraction process, a fundamental quantity has been defined, the

distribution coefficient, which represents the extracting power of the metallic species M to be extracted by an

extracting ligand L:

D =
[M]org
[M]aq

, (1.1)

where [M]org and [M]aq are the equilibrium concentrations of the solute in the organic and aqueous phase,
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respectively. The equilibrium is reached when the chemical potential of the extractable solute is the same in

both phases.

Another property often used to compare the selectivity of the element of interest M1 with respect to another

element M2, is equal to the ratio of the distribution coefficients of each element, also known as the selectivity

factor (SF ), defined as follows:

SFM1/M2 =
DM1

DM2
(1.2)

The efficiency of a liquid-liquid extraction process can be characterized and improved by modifying the

distribution coefficient; hence, the extracting molecule used.

1.3. Extraction properties of monoamides

To improve and/or develop new separation processes, over the years, different molecules have been used

as extracting molecules depending on the field of applications, such as food and pharmaceutical industries,

recovery of pollutants in factory effluents and lastly our field of interest the nuclear domain. In the latter,

long-chain aliphatic amines [14], dinonylnaphthylsulfonic acid [15], tertiary phosphine sulphides [16],

Tri-n-Butyl-Phosphate (TBP) [3], amide derivatives [17, 18], and many other molecules have been used to

recover different metals present in the spent fuel for decades. As already mentioned, till now, the most used

molecule is the TBP. It is used in PUREX process to extract uranium and plutonium, independent of each

other, from the fission products.

R4

(b)

R2

R1 R1 R1

R2R3R2

R3

R3

R4 R5

(a) (c) (d)

R1

R2

R3

FIGURE 1.1: Structural formula of some extractant ligands used for uranium and plutonium reprocessing,
(a) Monoamides (N,N-dialkylamides), (b) Carbamides (also known as Urea family) (c) Maloamides and (d)

Tri-Butyl-Phosphate (TBP and where R1,2,3,4,5 represent organic alkyl groups or hydrogen atoms.)
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Considering the very aggressive chemical conditions encountered in the recovery of U and Pu – high

concentration of nitric acid are used to dissolve the spent fuel and the strong radiolysis and hydrolysis effects

due to the presence of radioactive elements – amide derivatives are regarded as the most promising alternative

extractant family to TBP, namely monoamides, maloamides and carbamides [17–21]. They represent an

important class of molecules to selectively recover metal ions such as platinum-group metals, gold and the 5f

elements [22–26]. Moreover, the monoamides family exhibits some impressive features that overcome the

known limitations of TBP; they respect the CHON principle with less radiolysis and hydrolysis problems;

their main degradation products are carboxylic acids and secondary amines which hardly affect the separation

of U(VI) and Pu(IV) from fission products (FP). Most interestingly, they offer the possibility to (i) co-extract

uranium and plutonium from nitric acid solutions and (ii) achieve their separation by decreasing the nitric

acid concentration without reducing plutonium(IV). In fact, there is a strong dependence of the extraction

properties (distribution coefficient and selectivity) on the chemical conditions, namely the nitric acid and

extractant concentrations. In addition, their extraction properties are strongly influenced by their structural

features, especially by the size and bulkiness of their alkyl groups. Hence, they offer the possibility to achieve

their separation simply by adjusting the nitric acid concentration or tuning the alkyl organic group [27–30].

Because of the keen industrial interest, a large number of N,N-dialkylamides have been synthesized and

an extensive database of U(VI) and Pu(IV) distribution ratio between organic and aqueous phases and

U(VI)/Pu(IV) selectivity factors is available in literature [28, 31]. Recently, it was shown that carbamides

are also capable of such U(VI) and Pu(IV) extraction and separation with comparable features to those of

monoamides [32]. This has consequently triggered the interest in amides ligands as good candidates for new

and more efficient nuclear reprocessing processes [17–21, 23–26].

1.4. Why molecular modeling?

The understanding and improvement of separation processes require a fundamental knowledge of the chemical

mechanisms that come into play at the molecular scale, thus a better knowledge of actinide speciation and

molecular organization in the organic and aqueous phases. In fact, it has been shown that most of the

physico-chemical properties are linked to the molecular organization of solutions [33]. Experimentalists
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have studied these phases with the different existing methods to obtain information on the complexes formed,

such as infrared spectroscopy, UV-visible spectrophotometry, time-resolved laser fluorescence spectroscopy

(TRLFS), X-ray absorption spectroscopy (EXAFS) and electrospray ionization mass spectrometry. Yet, the

radioactive character of the solutions (containing actinides) combined with the complexity of their chemistry

(many accessible oxidation states, high coordination numbers, etc.) makes such experimental studies very

challenging. Moreover, the number of experimental data available remains limited, and the interpretation

of these is often remarkably arduous, due to the possible presence of several species, as well as to the

complexity and flexibility of the cations coordination sphere. Hence, molecular modeling has been shown to

be very useful for this kind of situation. Thanks to the tremendous advances of algorithms and computer

power, molecular simulations have undergone considerable development over the past years, making them

complementary to experimental methods. Moreover, we may also carry out simulations on the computer that

are difficult or impossible in the laboratory (for example, working at extreme conditions of temperature or

pressure). Two types of molecular modeling methods that are widely used to model the liquid state are based

either on static quantum mechanical (QM) calculations, or on numerical sampling simulations (molecular

dynamics or Monte Carlo simulations). In this work, we are interested particularly on ab initio quantum

calculations and classical molecular dynamics simulations.

Static ab initio methods have been widely used to calculate electronic structures properties of systems

containing actinides, including structures, thermochemistry, spectroscopic quantities of various types, and

responses to external perturbations. Such information is highly relevant to the understanding of the separation

of the radionuclides and their behavior in the gaseous and liquid phase. Experimental methods are also

able to measure such properties but with less fundamental understanding of the physical processes taking

place at the atomic scale [34, 35]. In the context of the solvent extraction processes under development,

such methods have been largely used as to perform complementary studies to calculate and determine

the structures of the different complexes present in solution, and characterize the interaction of molecular

species with electromagnetic radiation, based on different spectroscopic approaches (IR, Raman, UV-Vis,

Fluorescence, EXAFS, etc.) [29, 30, 36, 37], as well as thermodynamics studies to study the stability of the

complexes present in solutions [38, 39].

However, the use of such quantum methods is limited to relatively small systems containing up to hundred
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atoms in the first coordination sphere. In our systems of interest, the extractant molecules (monoamides)

contains long alkyl chains, resulting in a large number of configurations that quantum chemical methods

may not be handled straightforwardly, as the computational cost may become prohibitive. Consequently, this

restricts QM methods to the study of model systems (ligands with short alkyl chains) only. Moreover, the

“solvent” effects are taken into account in an implicit way with the so-called Polarizable Continuum Model

(PCM) [40] that describes the solvent as a polarizable dielectric medium. Nevertheless, quantum methods are

mostly used to calculate static properties; otherwise the computational cost becomes unaffordable. Further, in

our case, when the goal is modeling the migration of actinide ions from one phase to another, and this dynamic

process that requires long simulation times. As with classical molecular dynamics simulations, in which the

system is treated in a classical way without taking into account the electronic motion, we have the possibility

to study much larger systems containing a significant number of atoms and hence the solvent effects are

handled explicitly, by including the real solvent molecules. Moreover, MD simulations are considered to

be the best alternative to calculate the structural and dynamical properties of actinides in solution [41, 42].

Another interesting feature of MD simulations is the possibility to study the molecular organization beyond

the first coordination sphere (known as supra-molecular organization), predict the solvation properties of

actinide cations present in solutions, capture the behaviour of the species at a liquid-liquid interface. However,

this kind of simulation requires a full description of the interactions between all the elements present in

solution, also known as “Force-Field”.

1.5. Thesis organization

This PhD work involves the use and development of theoretical approaches to provide insights into the

organization at the molecular level of the organic phase containing plutonium in the presence of monoamide

extractant molecules. In a first study, we have studied the influence of monoamides alkyl chains nature

and length on the stability of plutonium nitrates complexes using static QM simulations based on density

functional theory. Experimentally, two complex structures with amide ligands have been characterized in the

solid state by crystallography X-ray diffraction (XRD) and in solution by EXAFS, inner- and outer-sphere

complexes ( [Pu(NO3)4L2] and [Pu(NO3)6](HL2)[29, 30]. In this study, we have considered both structures,
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inner- and outer-sphere complexes. To reduce the computational cost, a series of model ligands has been

used, and various alkyl groups are considered in order to compare the influence the alkyl group on the inner-

and outer-sphere interactions. The results of this study are presented in Chapter 3.

In order to move toward classical MD simulations for complexes of plutonium (IV) in aqueous and organic

phase, parameters describing different interactions between molecules present in solution, shown in Figure

1.2, need to be derived. This is the so-called force-field models (FF). In literature, over the years, many FF

describing lanthanides(III), actinides(III), uranyl (UO2
2+) and plutonyl (PuO2

2+) ions, mainly in inorganic

phase and few in organic one, have been developed [43–47]. Recently, Acher et al. have developed a

consistent FF for the tetravalent actinide series in aqueous phase (An4+ – H2O)[48], but unfortunately, no FFs

for Pu(IV) with nitrate and extracting ligands are available. Hence, the ultimate project consists in developing

force field (FF) models for Pu(IV) in aqueous and organic phases. This project is a long-term work because of

the complexity of the FF parametrization process, especially for the system of interest, containing plutonium

and polar molecules (monoamides + nitrates), which requires incorporating special kind of interactions,

such as polarization and charge transfer. Acher et al. initiated this effort, with the development of FF for

the tetravalent actinide series in aqueous phase, using accurate quantum calculations [48], the latter was

motivated by the previous work of Réal et al. [47].

The second part of my PhD work has thus focused on building-up the description of the remaining interactions.

More specifically I will present the development of FF models for alkanes and monoamides based on

QM calculations as reference data. The evaluation of these potentials was achieved by performing MD

simulations of alkanes, monoamides and alkanes + monoamides in the liquid state and comparing the results

to experimental physical properties (density, heat of vaporization, diffusion coefficient).

In chapter 2, we describe the principles of quantum chemistry methods (also called ab initio) necessary for

the calculation of electronic structures. The theoretical study on plutonium complexes is then presented in

chapter 3. The theoretical background of molecular dynamics (MD) simulations and FF models as well as

the parameterization process is detailed in chapter 4. The development and evaluation of FFs for alkanes and

monoamides is discussed in chapter 5. General conclusions, future work directions and perspective are then

presented at the end of this manuscript.
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FIGURE 1.2: A figure to illustrate the project of modeling the Pu(IV) extraction mechanisms; on the left,
shows the set of pair interactions potentials between the constituents needed for a full-phase simulation; on
the right, a figure showing the ultimate goal, modeling the migration of Pu(IV) ion from one phase to another;
(in blue: the aqueous phase; in orange: the organic phase, oxygen in red, nitrogen in blue, the actinide ion in

green.





Chapter 2

Quantum chemistry methods

“ Quantum mechanics has explained all of chemistry and most of physics.

”
Paul Dirac,

I n this chapter, we describe the principles of quantum chemical methods (also called ab initio)

necessary for the calculation of electronic structures. Ab initio methods are based on the solution

of the stationary Schrödinger equation. These methods allow us to access to the majority of the

information of the studied system such as equilibrium geometries, energy, electronic, magnetic, vibrational

and thermodynamic properties, etc.

In this work, quantum chemistry calculations allowed us to study the influence of amides alkyl chains nature

and length on the stability of Pu(IV) complexes, and also to generate reference data to parametrize the force

fields that will be used in classical molecular dynamics simulations. These calculations were carried out with

the Turbomole [49] and GAUSSIAN16 [50] quantum chemistry packages.
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After having recalled the various electronic structure methods, such as Hartree-Fock HF (Sec. 2.2), the theory

of perturbation Møller-Plesset MP (Sec. 2.2.3), and the density functional theory DFT (Sec. 2.3), we will

present the atomic orbital basis functions (Sec. 2.4), and relativistic pseudopotentials (Sec. 2.5) used for

the calculations. For further details about quantum chemistry methods one could refer, for example, to the

textbook Szabo and Ostlund "Modern quantum chemistry: introduction to advanced electronic structure

theory" [51].

2.1. The Schrödinger equation

Quantum chemistry calculations allow us to calculate the energy levels and the associated wave function of

any molecular system, by solving the time-independent Schrödinger equation:

HΨ( ~R,~r) = EΨ( ~R,~r), (2.1)

with H being the non-relativistic Hamiltonian, E the total energy of the system, Ψ the wave function of the

system. ~R and ~r denote, respectively, the nuclear and electronic coordinates in the molecular coordinate

system considered.

For a molecular system, the total Hamiltonian sums up different operators:

H = Te + TN + Vee + VNN + VeN , (2.2)

Te and TN denoting the kinetic energies of electrons and nuclei, respectively, VeN corresponding to the

electrostatic attraction of the electrons by the field of nuclei, and Vee, VNN being the electrostatic repulsion

between electrons and nuclei respectively.

The analytical resolution of this equation (2.1) is impossible beyond two particles. It is thus necessary to

make a certain number of approximations to be able to solve it in an approximate way.

In the early of the 1920s, approximations were introduced into quantum theory. Among them is the Born-

Oppenheimer (BO) approximation. The aim of this approximation is to simplify the Hamiltonian of the
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molecular system by separating the movements of the electrons from that of the nuclei, based on the fact that

the electrons (mass me) are way lighter than the protons (mass mp)
(
mp

me
= 1836

)
. This implies that nuclei

have a much slower motion than electrons, and leads to consider that the electrons move in a field created by

the immobile nuclei. Consequently, the Hamiltonian of the system can be decomposed into two parts, an

electronic He and a nuclear one HN :

H = He +HN . (2.3)

The total wave function of the system can be rewritten as the product of electronic and nuclear wave functions:

Ψ( ~R,~r) = Ψe(~r, ~R).ΨN ( ~R). (2.4)

The electronic wave function is a function of the coordinates of all the electrons in the system but also the

positions of nuclei. This means that, for different arrangements of the nuclei, we have a different wave

function. From this decomposition we come across two equations, an electronic one and a nuclear one, to be

solved separately:

HeΨe( ~R,~r) = EeΨe( ~R,~r), (2.5a)

HNΨN ( ~R) = ENΨN ( ~R). (2.5b)

In this approximation, the electronic Hamiltonian contains three terms:

He = Te + VeN + Vee. (2.6)

Since the electronic wave function depends on the position of the nuclei, the associated energies also depend

on the position of the nuclei, Ee = Ee( ~R). The total energy can be expressed as:

Etot( ~R) = Ee( ~R) + VNN . (2.7)

If the electronic part is known (it will be discussed later), we can then solve the nuclear part in the same

way as the electronic part. As the electrons move much faster than nuclei, it is then possible as a first
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approximation, to replace the electronic coordinates by average coordinates on the electronic wave function.

The Hamiltonian for the movements of the nuclei in the mean electronic field is then obtained by:

HN = Ee( ~R) + VNN + TN ( ~R), (2.8a)

= TN ( ~R) +Etot( ~R). (2.8b)

The total energy Etot( ~R) allows us to obtain the potential describing the movements of the nuclei and allows

to build the potential energy surface, a concept commonly used in molecular simulations. The Schrödinger

equation describing the motion of nuclei is then written as:

HNΨN ( ~R) = εΨN ( ~R), (2.9)

where ε is the total energy in the BO approximation, including the electronic, vibrational, rotational and

translational energy contributions.

However, to solve the electronic Schrödinger equation (Eq. 2.5a), we can distinguish two categories of

electronic structure methods :

• Wave Function Theory (WFT),

• Density Functional Theory (DFT).

2.2. Wave Function Theory methods

2.2.1 Hartree-Fock Method

In 1928, Hartree proposed to construct the n−electron wave function Ψe( ~R,~r) as a product of n mono-

electronic orbitals φi, which leads us to n mono-electronic equations called "Hartree’s equations". This

approximation is also known as "the orbital approximation".

This approximation has a constraint; it is valid only for a model of independent particles, i.e., the third term of

equation 2.6 is neglected. Then, the n−electron Schrödinger equation can be divided into n mono-electronic
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equations:

hiφi = εiφi, (2.10)

where hi = Te(i) + VNe(i) and φi = ψi(~ri).σi(ωi) is a so-called spin orbital, with ψi(~ri) the spatial

function and σi(ωi) the spin function. Thus, the electronic energy of the system for the Hamiltonian

H =
∑
i

hi is then Ee =
∑
i

εi.

Unfortunately, within this approximation, the total wave function does not satisfy the Pauli exclusion principle

1 and it is not antisymmetric by permutation of two particles, here two electrons. To solve this problem,

in 1930 Fock and Slater proposed to write the wave function as a determinant constructed from n spin

orbital φn(n), known as the "Slater determinant". The peculiarity of this determinant is that for two identical

columns which represent two electrons in the same spin orbital, which in reality is impossible (Pauli exclusion

principle), would correspond to a zero wave function.The Slater determinant is written as :

Ψelec(r1, r2, r3, ..., rn) =
1√
n!

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

φ1(r1) φ2(r1) φ3(r1) . . . φn(r1)

φ1(r2) φ2(r2) φ3(r2) . . . φn(r2)

. . . . . . . . . . . . . . . . . .

φ1(rn) φ2(rn) φ3(rn) . . . φn(rn)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (2.11)

1√
n!

is the normalization factor and where the spin orbitals φi are functions of the coordinates ri and the spin

coordinates of a single electron.

However, the Hartree-Fock wave function thus defined is only valid for a system of non-interacting particles,

as the term of inter-electronic repulsions are neglected. This is far from being the case in a real molecular

system. To take this into account, Fock considered that each electron moves in a potential created by the

immobile nuclei and by the (n− 1) remaining electrons (mean electron field) and therefore the mono-

electronic Hamiltonian in equation 2.10 takes the form of the so-called Fock operator F which, for an

electron j, is written as:

Fi = hi + V HF
i (2.12)

1The Pauli exclusion principle is the quantum mechanical principle which states that two or more identical fermions (particles
with half-integer spin) cannot simultaneously occupy the same quantum state within a quantum system.
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where hi is the Hartree mono-electronic Hamiltonian and V HF
i is the Hartree-Fock potential describing the

interaction of the electron i with the mean field created by the remaining electrons. Since the Fock operator

is nonlocal, the Hartree equations become Hartree-Fock equations (HF):

Fiφi = εiφi, (2.13)

with Fi and εi being respectively, the Fock Hamiltonian and the HF energy for the electron i in the spin

orbital φi.

These equations can be interpreted as being the Schrödinger equations for electrons evolving in the field of

the nuclei and the other electrons of the system, and whose eigenvalues are the mono-electronic energies

εi associated with their eigenfunctions, the spin orbitals. If one writes the total wave function as a Slater’s

determinant, a new term appears, K called the exchange energy term. Using the variational principle, we

find that the repulsion energy between the electrons is expressed in the form:

Erep = Jij −Kij , (2.14)

where Jij is the Coulomb integral which represents the average Coulomb interaction between two electrons

located in the orbitals |φi〉 and |φj〉 regardless of their spin. Kij is the exchange integral which reduces the

Coulomb interaction between the two electrons located in the |φi〉 and |φj〉 orbitals having parallel spins

(same).

Although the HF approximation represents a great simplification of the Schrödinger equation, these equations

remain complicated to solve for most chemical systems. Therefore, each spin orbital is represented by a

Linear Combination of Atomic Orbitals (LCAO):

|φi〉 =
M∑
k=1

Cik |χk〉 (2.15)

with M being the number of atomic orbitals (AO) used to describe |φi〉 (the size of the AO basis) and i takes

the values from 1 to n.
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It is possible to solve the Hartree-Fock equations by constructing the Fock operator and the Fock matrix2

which, after diagonalization, lead to the one-electron orbitals. It is thus clear that one would need to

know the solutions of the Hartree-Fock equations before one can define the operators that are needed to

build these equations. The solutions are therefore obtained by an iterative process. This procedure is

repeated until the constructed orbital |φnk〉 does not change in the next iteration
∣∣∣φn+1
k

〉
; this is the so-called

Self-Consistent-Field method (SCF).

2.2.2 Electronic correlation

Even if the Hartree Fock method recovers up to 99% of the exact energy of the system, there is still 1%,

which corresponds to the so-called correlation energy, that corresponds to the difference between the exact

(non-relativistic) energy of the molecule and the HF energy:

Ecorr = Eexact −EHF (2.16)

This energy is not taken into account in the Hartree-Fock method since the latter has expressed theN -electron

wave function with only one Slater determinant, which is a rather poor representation of a many-electron

system’s state: in certain cases an electronic state is only well described by a linear combination of more

than one Slater determinants. Two categories of electronic correlation effects exist, the dynamic and static

correlation. The dynamic one (also known as short-range correlation) refers to the correlation between the

movement of electrons coming from Coulomb’s inter-electronic repulsion. In fact, the SCF method, in which

the inter-electronic repulsions are effectively averaged, ignores this effect. Non-dynamic (static) correlation

(long-range correlation) refers to other deficiencies of the HF wave function, such as the inability to describe

molecular dissociation, or systems in which the electronic state has to be described by a linear combination

of several nearly degenerate Slater determinants.

The evaluation of such correlation energy is one of the major challenges in quantum chemistry. There are

two types of methods which take into account electronic correlation, namely post-Hartree-Fock methods in

the framework of WFT, and Density Functional Theory methods.

2This matrix can be written as : Fpq = 〈ξp|F |ξq〉
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2.2.3 Post-Hartree-Fock methods

There are three main post-Hartree-Fock methods, Møller-Plesset perturbative methods (MPn), Coupled

Cluster approaches and configuration interaction (CI) methods. We present here, briefly, the second-order

Møller-Plesset perturbation method (MP2) [52], which we have preferably used in this thesis. This method

estimates the correlation of electrons as a perturbative correction to the HF problem. The MP theory is based

on the Rayleigh-Schrödinger perturbation theory (RS-PT), considering an undisturbed Hamiltonian (H0) to

which a small (weak) perturbation (V ) is added:

H = H0 + λV (2.17)

Here λ is an arbitrary real parameter that controls the magnitude of the perturbation. In MP theory, the

zeroth-order wave function is the exact eigenfunction of the Fock operator. The perturbation therefore shall

recover the correlation energy. If one writes the total wave function |Ψ〉 and the total energy E as Taylor

series of the λ perturbative factor:

|Ψ〉 =
∣∣∣Ψ(0)

〉
+ λ

∣∣∣Ψ(1)
〉
+ λ(2)

∣∣∣Ψ(2)
〉
+ ... (2.18a)

E = E(0) + λE(1) + λ(2)E(2) + ..., (2.18b)

the electronic Schrödinger equation (eq. (2.5a)) becomes:

(H0 + λV )
(∣∣∣Ψ(0)

〉
+ λ

∣∣∣Ψ(1)
〉
+ λ2

∣∣∣Ψ(2)
〉
+ ...

)
=(E(0) + λE(1) + λ2E(2) + ...)

(∣∣∣Ψ(0)
〉
+ λ

∣∣∣Ψ(1)
〉
+ λ2

∣∣∣Ψ(2)
〉
+ ...

) (2.19)

Looking at this equation order by order in λ, we obtain

H0
∣∣∣Ψ(0)

〉
= E(0)

∣∣∣Ψ(0)
〉

(2.20a)

H0
∣∣∣Ψ(1)

〉
+ V

∣∣∣Ψ(0)
〉
= E(0)

∣∣∣Ψ(1)
〉
+E(1)

∣∣∣Ψ(0)
〉

(2.20b)

H0
∣∣∣Ψ(2)

〉
+ V

∣∣∣Ψ(1)
〉
= E(0)

∣∣∣Ψ(2)
〉
+E(1)

∣∣∣Ψ(1)
〉
+E(2)

∣∣∣Ψ(0)
〉

(2.20c)
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The MP perturbation theory consists in applying the perturbation computation in the case whereH0 is defined

as the sum of monoatomic Fock operators:

H0 =
∑
i

Fi (2.21)

By projecting the equations 2.20b and 2.20c on the bra state
〈

Ψ0
∣∣∣, we obtain

E(1) =
〈

Ψ(0)
∣∣∣V ∣∣∣Ψ(0)

〉
(2.22a)

E(2) =
〈

Ψ(0)
∣∣∣V ∣∣∣Ψ(1)

〉
(2.22b)

Projecting now the equation 2.20b on the bra state
〈

Ψ(n)
∣∣∣, for n 6= 0 and using

〈
Ψ(n)

∣∣∣H = E(n)
〈

Ψ(n)
∣∣∣

and
〈

Ψ(n)
∣∣∣Ψ(0)

〉
= 0 we arrive at:

∣∣∣Ψ(1)
〉
= −

∑
n6=0

〈
Ψ(n)

∣∣∣V ∣∣∣Ψ(0)
〉

E(n) −E(0)

∣∣∣Ψ(0)
〉

(2.23)

The second-order energy correction E(2) will therefore be finally expressed as:

E(2) = E
(2)
MP =

∑
n6=0

|
〈

Ψ(n)
∣∣∣V ∣∣∣Ψ(0)

〉
|2

E(0) −E(n)
(2.24)

Finally, the second-order Møller-Plesset (MP2) total energy is expressed as the sum of the HF energy and the

MP2 correction:

EMP2 = EHF +E
(2)
MP (2.25)

Higher orders of perturbation such as MP3 or MP4 (with the third and the fourth order energy) allow to

include more dynamical correlation but they are rarely used due to their cost. However, it has been shown

that high-order MP theory may not always converge, converge slowly or even oscillate. This is due to the fact

that the Hamiltonian may not represent a small perturbation, which would lead to a very erratic or nonexistent

convergence if HF is not a good starting point, and from the non-variational nature of the method, which

leads to oscillations in the calculated properties that make it difficult to extrapolate [53]. In general, they



20 Chapter 2: Quantum chemistry methods

have a similar cost to other approaches such as coupled cluster or configuration interaction (not discussed).

2.3. Density functional theory DFT

Density Functional Theory offers a different approach to deal with electronic correlation. It uses the electron

density ρ(r) instead of the n−electron wave function as the system variable. Electron density is, in principle,

an observable physical property of molecules, unlike the wave function which is a mathematical tool without

any physical meaning. The electronic energy, E[ρ], is a functional (a function of a function) of electron

density, with ρ the electron density, a function of three variables (x, y, z).

The Density Functional Theory is based on the two theorems of Hohenberg and Kohn [54]. In the first

theorem, they showed that there is an exact correspondence between the electron density and the external

potential of a given physical system; the external potential (Vext) is determined with a single density to within

a constant.

E[ρ] =
∫
Vext(r).ρ(r).dr+ F (ρ(r)), (2.26)

where ρ(r) is the electron density, F (ρ(r)) is a universal density function which contains the kinetic and

Coulomb contribution to the energy.

In the second theorem (variational principle), they proved the existence of a universal functional E[ρ(r)]

expressing the total energy as a function of the electron density, valid for any external potential Vext(r). The

energy of the ground state of the system is the value which minimizes this functional and the corresponding

density is the exact density of the ground state. Therefore the total energy of the system which is a functional

of the electron density takes the following form :

E[ρ] = T [ρ] +
∫
Vext(r).ρ(r).dr+

1
2

∫ ρ(r)ρ(r′)

|r− r′|
drdr′ +EXC [ρ], (2.27)

where T [ρ] and EXC [ρ] are kinetic energy and exchange-correlation energy, respectively.

The Hohenberg-Kohn theorems basically state that an exact density functional exists, however, they don’t

say anything about how to get it. The formulas of kinetic energy and exchange-correlation remain unknown.
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The Kohn-Sham formalism is used for this purpose, using mono-electronic equations analogous to the

Hartree-Fock equations [55]. From these, it is in principle possible to obtain the electron density of a system

and therefore its total energy. The energy of a system can be written as follows:

E[ρ] = −1
2

nocc∑
i=1

∫
θ∗i (r)∇2θi(r)dr−

N∑
I=1

∫ ZI
|r−RI |

ρ(r)dr+

1
2

∫ ρ(r)ρ(r′)

|r− r′|
drdr′ +EXC [ρ],

(2.28)

where θi are the Kohn-Sham orbitals (KS), solutions of the equations given below (Eq. 2.30). The exact

charge density of the ground state is given by:

ρ(r) =
nocc∑
i=1
|θi(r)|2. (2.29)

The first term of the equation 2.28 is the kinetic energy of the electrons. The second term is electron-nucleus

attraction, the third term represents the Coulomb interaction between the total charge distribution at positions

r and r′. The last term is the exchange-correlation term which is also a functional of the density, and takes

into account electron-electron interactions.

The KS orbitals are obtained via solving the Kohn-Sham equations by applying a variational principle to the

energy E[ρ]. In general they are solved by the self-consistent field method (SCF). These equations take the

following form:

−1
2∇

2 −
N∑
I=1

ZI
|r−RI |

+
1
2

∫ ρ(r′)

|r− r′|
dr′ + VXC [r]

 θi(r) = εiθi(r), (2.30)

Where the εi are the energies of the KS orbitals, and VXC is the exchange-correlation potential which is the

functional derivative of the exchange-correlation energy EXC [ρ]. The analytical form of this functional is

still unknown. It can be approximated using different physical arguments, leading to three main categories

of exchange-correlation functionals, the Local Density Approximation (LDA), the Generalized Gradient

Approximation (GGA) and the Hybrid Approximation (HA).

The LDA functional family is, historically, the first approximation that has been proposed. LDA method
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relies on the fact that the local density, within a small volume, can be assumed as homogeneous, and that the

contribution in the total exchange-correlation energy could be calculated as the product of the small volume

and the exchange-correlation energy density from the homogeneous gas theory that is calculated inside the

small volume(uniform electron gas model). It is a pretty popular and practical method, employed extensively

by solid-state physicists in ab initio DFT studies to interpret electronic and magnetic interactions in materials

and semiconductor materials. Still, LDA has been shown in the literature to yield poor agreements with

experimental data for liquid state studies because of the bad treatment of weak interactions [56]. The

exchange-correlation energy (EXC [ρ]) for a particle in a uniform electron gas is expressed as:

EXC [ρ] = EX [ρ] +EC [ρ], (2.31)

where EX [ρ] exchange energy per particle of the uniform electron gas can be analytically expressed as:

EX [ρ] = CXρ(r)
1/3 (2.32)

with CX = − 9
4π . As for the correlation energy per particle EC [ρ] of the uniform electron gas, it cannot

be calculated analytically. This quantity has been obtained numerically for a number of densities ρ using

accurate quantum Monte Carlo calculations, and fitted to a parametrized function of ρ satisfying the known

high- and low-density expansions [57]. Depending on the parametrization protocol, we can find different

correlation potentials, such as Vosko, Wilk, and Nusair (VWN) [58] and the one of Perdew and Wang

(PW92)[59].

The second XC category is the GGA, which was introduced to correct the defaults of LDA, notably taking

into account the non-uniformity of the electron density. It is also widely used in the solid-state field, and it

gives good results for molecular geometries and ground-state energies [56, 60]. GGA XC potentials depend

not only on the density, but also its first derivative (gradient):

EGGAXC [ρ] = EX [ρ] +EC [ρ] = ELDAXC [ρ] + fXC(ρ,∇ρ), (2.33)

where fXC(ρ,∇ρ) is the energy function taking into account the density and its gradient. There are many



2.3 Density functional theory DFT 23

different prescriptions for choosing the function f , each of one leading to distinct GGA’s. We can quote

the Becke functional (B88), the Lee, Yang and Parr functional (LYP) and the Perdew, Burke and Ernzerhof

functional (PBE). Potentially more accurate than the GGA functionals are the meta-GGA functionals that

includes the second derivative of the electron density (the Laplacian).

The last XC category, HA, stands for hybrid functional. It was first introduced by Becke [61]. This kind of

functional incorporates a portion of exact exchange from Hartree-Fock theory with the rest of the exchange-

correlation energy from other sources (LDA and GGA). They are one of the most used methods in the

literature, giving a very good agreement with experimental properties, especially in the condensed phase.

The best known within these hybrid functionals are the B3LYP [62] and PBE0 [63] functionals:

EB3LY P
XC = (1− a)ELSDAX + aEHFX + b∆EB88

X + (1− c)ELSDAC + cELY PC , (2.34)

with the parameters a = 0.2, b = 0.7 and c = 0.8, corresponding to 20% of HF exchange. The PBE0

functional consists on adding 25% of the HF exchange energy to the PBE functional:

EPBE0
XC =

1
4E

HF
X +

3
4E

PBE
X +EPBEC , (2.35)

During the mid-2000s, it was recognized that the local (semi-local) density functionals do not properly

capture dispersion interactions [64]. Three classes of approach currently are in use to correct the DFT energy,

the nonlocal van der Waals Density Functional (vdW-DFs) [65], dispersion-correcting atom-centered one-

electron potentials [66] and last the DFT-D method proposed by Grimme et al. [67] to account for dispersion

interactions with a computationally cheap and simple solution. The latter correction, which is used in our

work, consists in adding a standard semi-empirical correction term to any of the approximate functionals

already discussed, leading to the so-called dispersion-corrected DFT (DFT-D) [67]. The dispersion correction

term reads

Edisp = −s
∑
α<β

f(Rαβ)
Cαβ6
R6
αβ

, (2.36)

where Cαβ6 are the pairwise atomic dispersion coefficients, Rαβ is the distance between each pair of atoms,

f(Rαβ) is a parametrized damping function which converges to 1 at large Rαβ distance values and zero for
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small Rαβ values. Lastly, s is a possible scaling parameter that pairs with each approximate XC functional,

e.g., s = 0.75 for PBE, s = 1.2 for BLYP, s = 1.05 for BP86, and s = 1.05 for B3LYP [68]. Different

DFT-D methods have been developed since the 2000s, the difference between these being either in the use of

different damping functions or by adding dispersion corrections of higher orders than R6, such as Chai and

Head-Gordon method [69]. Grimme et al. have developed two methods GD2 [67] and GD3 [70]; the first

method includes only Cαβ6 two-body terms while GD3 also includes the three-body terms Cαβγ9 . Different

versions of these methods are available depending on the parameters and functions employed.

2.4. Atomic basis sets

The numerical resolution of the equations describing the electronic structure requires the expansion of atomic

orbitals χk on a basis of simple analytical functions fv:

χk(r,R) =
∑
v
Ckvfv(r,R), (2.37)

where Ckv are coefficients and fv are the atomic basis functions. The most commonly used basis sets for

quantum chemistry calculations consist of a radial part and an angular part, for which there are two types:

the Slater type basis STO (Slater Type Orbitals) and the Gaussian type basis GTO (Gaussian Type Orbitals):

fSTO(r,R) = g(θ,ϕ) exp(−ξr) (2.38a)

fGTO(r,R) = g(θ,ϕ) exp
(
−αr2

)
, (2.38b)

that differ by their radial part. In both STOs and GTOS, the angular part g(θ,ϕ) is represented by a spherical

harmonic Yml(θ,ϕ) and where (θ,ϕ) are the angular coordinates and r = |r−RP | where RP corresponds,

in general, to the position of the atom (RP ≡ R). ξ and α are constant and kept fixed during the calculation

of the electronic structure. Only the orbital coefficients Ckv need to be optimized. The advantage of GTOs

over STOs is that integrals are calculated faster with GTOs than with STOs. However, the behavior of

these GTO basis functions is qualitatively not correct at the nucleus level as well as at long distance, due

to their analytical forms (see Fig.2.1). To approximate the analytical form of STOs, several GTOs basis
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FIGURE 2.1: Illustration of STO and GTO and the approximation of a Slater function by a two and three
Gaussians.

are, in general, grouped together thus forming contracted Gaussian functions. Each of these contracted

Gaussian functions is a linear combination of primitive Gaussian functions centered on the same atom.

Dozens basis sets are available on the literature, by increasing the size with additional functions to describe

polarization and diffusion of the electron density of the atom in molecules, giving a controlled way to obtain

more accurate solutions but at a higher cost. Such as Pople basis sets [71], Karlsruhe basis sets [72] and

Correlation-consistent basis sets [73]. However, the choice of which basis set to use for the calculations

is usually a compromise between precision and cost. In our case, we have preferably used the correlation-

consistent polarized basis sets of Dunning and coworkers, aug-cc-pVTZ [74] for the generation of quantum

chemistry reference data and Karlsruhe basis sets, def2-TZVP, for the theoretical study of plutonium nitrates

complexes.

2.5. Relativistic effects and Effective core potentials

The regions near the nuclei, the "core regions", are composed primarily of tightly bound core electrons which

respond very little to the presence of neighboring atoms, while the remaining volume contains the valence

electron density which is involved in the interatomic bonding. Hence, in order to reduce the computational

cost of all-electron calculations for elements containing a lot of electrons, namely heavy elements, the
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core electrons and the potential due to the charge of the nuclei can be replaced by an effective potential.

This approach consists in assuming that there is no significant overlap between the core and valence wave

functions. The side advantage is that it is possible to get rid of the atomic basis functions describing the core

orbitals, thus reducing the computational cost. In the effective core potential approach, only the chemically

active valence electrons are dealt with explicitly, because they are the only ones involved in the establishment

of chemical bonds, while the core electrons are ’frozen’. There are several pseudopotential formalisms which

differ in whether or not conserving the charge in the core region, for further details see [75–78]

When dealing with heavy atoms, relativistic effects become quite relevant [79]. There are namely two

types of relativistic effects: the scalar relativistic effects and the spin-orbit coupling. In a simplified view,

the scalar relativistic effects result from the variation of mass with the velocity of the electrons, which is

roughly proportional to the nuclear charge Z. Thus in heavy elements, the scalar relativistic effects lead

to a contraction of the core s and p orbitals and in the expansion of the d and f orbitals. Accordingly, a

mass-velocity correction is applied to the kinetic energy of the electrons.3. The spin-orbit coupling originates

from the interaction of the spin of the electron with this magnetic field due to the relative motion of the

charges.

For a heavy atom (as heavy we refer to all atoms beyond the last two rows of the periodic table), the

pseudopotential that replaces the core electrons must account for these relativistic effects. These are the

so-called Relativistic Effective Core Potentials [77, 78], the parameters of which are adjusted to reproduce

all-electron relativistic calculations. The RECPs differ by the choice of the all-electron reference method

and the number of core electrons modeled. Namely in the case of Pu, one can choose a "small-core" RECP,

ECP60MWB, that was adjusted to multiconfigurational Wood-Boring relativistic calculations and replaces

60 core electrons, leaving the valence 5s, 5p, 5d, 5f, 6s, 6p, 7s electrons active. Alternatively, the "large

5f-in-core" pseudopotential have been optimized for the tetravalent oxidation state of Pu, that incorporates

the four unpaired 5f4 electrons into the core, thus turning Pu(IV) into a fictive closed-shell atom. The latter

ECP82MWB was used in Chapter 3, knowing it yields very good accuracy for structural parameters and

energetics [80].

3The relativistic mass increases as a function of the particle velocity: m = m0√
1−(v/c)2
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2.6. Solvent effects

The majority of chemical reactions take place in solution, and the effects due to the solvent can be very

significant on the electronic structure. Hence, it is important to take them into account, either explicitly by

placing solvent molecules around the molecule or implicitly by using what’s known as Polarizable Continuum

Model (PCM). In such models the solute molecule is placed in a cavity surrounded by a dielectric polarizable

continuum, whose response modifies the energy and the properties of the solute (Fig 2.2).

The molecular free energy of solvation is therefore computed as the sum of three terms:

Gsolv = Gelec +Gvdw +Gcav (2.39)

where Gelec accounts for the interaction energy between the solute and solvent, Gvdw for the Van der Waals

interactions and lastly the Gcav for the free energy required to create a cavity in the solvent.

FIGURE 2.2: The Polarizable continuum model. The solute molecule (water) is embedded in a cavity which
is formed in the continuum with a dielectric constant of εr .

A variety of solvent continuum models exist in literature, depending on the form of cavity used and the

manner with which the different terms of the equation 2.39 are evaluated [81]. In this work, we have used

the PCM method implemented in Gaussian16 package [82].





Chapter 3

Quantum chemical study of plutonium nitrates

complexes with amides derivatives

Amide derivatives represent an important class of molecules to recover selectively metal ions

such as platinum-group metals, gold or 5f elements by solvent extraction [23–26]. Tertiary

N,N-dialkyl amides are particularly well known for their strong extraction ability of uranium(VI)

and plutonium(IV) and are regarded as a promising alternative extractant family to Tri-n-Butyl-Phosphate

(TBP) [17–20, 83]. A key property of amide derivatives is that it is possible to co-extract uranium and

plutonium from nitric acid solutions and to further achieve U/Pu separation by decreasing the nitric acid

concentration [27]. More recently, it was shown that carbamides are also capable of achieving such U(VI)

and Pu(IV) extraction and separation [32]. Because of their keen industrial interest, a large number of

N,N-dialkylamides have been synthesized and an extensive database of U(VI) and Pu(IV) distribution ratio

between organic and aqueous phases and U(VI)/Pu(IV) selectivity factors is available. The strong dependence

of the extraction properties on the chemical conditions, namely nitric acid and extractant concentrations, has

been established.
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Moreover, one of their most interesting feature is that it is possible to adjust their physico-chemical and

extraction properties by altering the alkyl chains on nitrogen or carbonyl sides. Extraction properties

are particularly influenced by the size and bulkiness of their alkyl groups adjacent to the carbonyl group.

Variations of extraction properties are particularly strong for plutonium. This was first discovered in the

1960s by Siddall et al. [18]. This opens up the possibility to tune their extracting strength and selectivity

toward metal ions by altering the length and branching of amide alkyl groups. Siddall et al. [18] have

demonstrated that a simple ramification of the acyl group can suppress Pu(IV) extraction [29, 84, 85]. In the

series R = CH3, C2H5, CH(CH3)2, C(CH3)3, Pu(IV) distribution ratio DPu continuously drops from 21 (R =

CH3) to 0.001 (R = C(CH3)3), while U(VI) distribution coefficients decrease much less significantly from

9.9 to 0.6 (upon extraction from a 3 M nitric acid aqueous solution to a toluene organic phase with 0.5 M of

amide extractant) [18]. Accordingly, U/Pu separation factor increases from 0.5 to ~600. Since this early

work, monoamides have been investigated extensively for the separation of hexa- and tetravalent actinide

ions. Monoamides with long alkyl chains that prevent third phase formation have been developed. DEHiBA

(N,N-di(2-ethylhexyl)isobutyramide) and DEHBA (N,N-di(2-ethylhexyl)butyramide) are probably the most

investigated derivatives so far [83, 86–90]. As reported for the earlier monoamides with shorter alkyl chains,

the branching on the acyl group for DEHiBA suppress plutonium(IV) extraction compared to DEHBA.

Notwithstanding their industrial interest, the strong influence of N,N-dialkylamide structure on extracting

properties is yet to be rationalised. To the best of our knowledge, there is no clear explanation for what makes

the monoamide structure have such a great impact on the extraction ability. For decades, it was assumed

that amide derivatives operate through a solvating mechanism as in the PUREX process with TBP, two

amide ligands bind Pu(IV) and U(VI) in the inner coordination sphere, which are predominantly extracted

as Pu(NO3)4L2 and UO2(NO3)2L2 [20]. The strong variation of Pu distribution coefficient as a function of

the bulkiness of the acyl group was attributed to steric hindrance in the Pu coordination sphere. However,

recent studies have revealed that plutonium extraction with amide derivatives is more complex than with

TBP [29, 91]. By coupling UV–vis spectroscopy, EXAFS and quantum chemistry calculations, it has been

shown that the plutonium hexanitrato complex Pu(NO3)6
2 – can also be extracted in the organic phase with

no amide ligand present in the first coordination sphere. It was deduced that two protonated amide ligands

bind in the outer coordination sphere to ensure the charge neutrality and the stability of the complex in the
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organic phase. However the detailed structure of the outer-sphere species is not known and could not be

characterized from experimental data. It was shown that the Pu(IV) coordination structure can switch from

inner to outer complexation either by varying the experimental conditions (such as nitric acid concentration)

or by slightly altering the amide alkyl group [29, 30, 92, 93]. Furthermore, the recent study of Pu(IV) with

linear alkyl chains carbamides demonstrated that carbamide are strong extractants at high nitric acidity while

promoting outer-sphere coordination. As a result, the strong variation of extraction properties cannot be

solely rationalized from steric hindrance in the inner coordination sphere. As found for the recovery of

gold with amides, outer-sphere interactions appear to be of primary importance [25]. Understanding the

relationship between the structure of the ligands and their extraction ability is crucial to design new extraction

processes.

The aim of this work is to explore and rationalize Pu(IV) inner and outer-sphere interactions with amide or

carbamide derivatives from Density Functional Theory (DFT) calculations, that have proven to be reliable

at predicting the geometries of Pu(IV) complexes [30, 94–96]. While the structures of the inner-sphere

complexes with amide and carbamide ligands have been well characterized in the solid state from XRD and

in solution from EXAFS, the structures of outer-sphere complexes are largely unknown, though carbamides

are believed to promote the formation of outer-sphere complexes [32]. DFT geometry optimizations shall

help shedding light on their 3D structures.

Herein, we consider that the ligands extract Pu(IV) from nitric acid according to the following reactions:

Pu4+(aq) + 4 NO3
−(aq) + 2 L(org) −−⇀↽−− [Pu(NO3)4L2](org) (3.1)

Pu4+(aq) + 6 NO3
−(aq) + 2 H+ (aq) + 2 L(org) −−⇀↽−− [Pu(NO3)6](HL)2(org) (3.2)

in which the complexing ligand is noted L; (aq) and (org) stand for the aqueous phase and the organic phase,

respectively. Reaction 3.1 corresponds to the formation of an inner-sphere complex [Pu(NO3)4L2](org)

with four bidentate nitrate anions and two ligands. Reaction 3.2 corresponds to the formation a Pu(VI)-

hexanitrato core Pu(NO3)6
2 – which is charge-balanced by protonated HL+ attached by hydrogen bonds

(outer-sphere complexation). Note that we disregard the more hypothetical possibility of forming a complex

with a hybrid coordination Pu(NO3)5L(HL), corresponding to Pu(NO3)5L– with one HL+ protonated ligand
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hydrogen-bonded to one nitrate ion.

To rationalize the influence of the alkyl groups on Pu(IV) complexation, the nature of the alkyl groups in

the monoamide (R1–R3) and the carbamide (R1–R4) ligands drawn in Figure 3.1 have been systematically

varied following the list and labelling given in Table 3.1. PEE and IEE ligands can be considered as model

ligands for the two isomeric DEHBA and DEHiBA monoamides.

FIGURE 3.1: Labelling of the R1, R2, R3 and R4 alkyl groups in the monoamide (left) and carbamide (right)
ligands, as listed in Table 3.1.

TABLE 3.1: List of aliases for the substituted monoamide and carbamide ligands.

Ligands R1 R2 R3 R4

MMM CH3 CH3 CH3 -
EMM C2H5 CH3 CH3 -
MME CH3 CH3 C2H5 -
MEE CH3 C2H5 C2H5 -
EEE C2H5 C2H5 C2H5 -
PEE C3H7 C2H5 C2H5 -
IEE CH(CH3)2 C2H5 C2H5 -
C4M CH3 CH3 CH3 CH3
C4E C2H5 C2H5 C2H5 C2H5

3.1. Computational Methods

All molecular geometries have been fully optimized using Gaussian quantum chemistry package at the

Density Functional Theory (DFT) level [50], employing the PBE0 functional [63], that has been shown to

yield accurate structural parameters of the [Pu(NO3)6]2 – complex [96, 97]. For each ligand, 4 to 10 initial
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conformations for [Pu(NO3)4L2] and [Pu(NO3)6](HL2) complexes were constructed and optimized in the

gas phase in order to determine the lowest energy structure. Def2-TZVP basis set has been used for light

atoms (H, N, O, and C) [98]. For plutonium, the 82 inner-shell core electrons (78 inner-shell electrons as well

as the 5f4 unpaired electrons) were replaced by the relativistic 5f-in-core large-core pseudopotential (LPP)

noted ECP82MWB [99], together with the corresponding valence basis set ECP82MWB-AVTZ [99]. The use

of an LPP for actinides eliminates the difficulties arising from the open 5f-shells (5f4 valence configuration

for Pu(IV)) that may yield a multi-reference character for the ground state with spin contamination issues. It

is also trustworthy as it offers satisfactory results for actinide-ligand bond distances and binding energies,

with deviations to small-core results not larger than 0.025 Å (1.2%), and 0.92 eV (0.6%), for actinocene

complexes [100]. To confirm the applicability of LPP to our systems, test calculations were performed

using a plutonium small-core pseudopotential noted ECP60MWB and accompanying basis set.35Energy

variations for reaction (1) and (2) are compared in Table S1 in annex A section. The values differ by less

than 5 kJ ·mol−1 and confirm the judicious choice of a 5f-in-core pseudopotential for the systems of interest.

Core polarization effects described through a core-polarization potential (CPP) were shown to be small [99]

and can be safely disregarded. We have also neglected spin-orbit as Sulka et al. [96] found a small effect

of 0.014 Å on the Pu – ONO3 bond length in the Pu(IV)-hexanitrato complex. Furthermore, as we are

interested in relative complexation energies, we can forecast that the absolute errors induced by neglecting

core-polarization effects and spin-orbit coupling will compensate when taking energy differences.

When calculating relative complexation free energies for various monoamide or carbamide ligands, it

is relevant to account for long-range dispersion contributions, that might be sizable in the outer-sphere

complexes ([Pu(NO3)6](HL)2(org)). We have thus performed single-point energy calculations with two

approaches (i) by adding to the PBE0 energies the Grimme’s DFT-D3 dispersion correction [101] (ii) by using

the MP2 wave-function based method as implemented in the Turbomole quantum chemistry package [102].

The later calculations used aug-cc-pVTZ [74] basis sets for the light atoms and the ECP82MWB-AVTZ [99]

for Pu, together with the resolution of identity [103]with the corresponding auxiliary basis sets. [98].

To mimic experimental conditions, in which the Pu metal ions are extracted into an organic phase that contains

the extractant molecules, nitric acid and aliphatic solvent, the impact of solvation effects on the complex
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geometries and relative complexation energies was explored using a Polarizable Continuum solvation Model

(PCM) as implemented in Gaussian package (See Ref. [104] for a review on solvation models), for two

solvents n-dodecane (εr = 2.02) and Dimethylacetamide DMA (εr = 37.78).

Vibrational frequencies calculation for the ligands and complexes were performed to verify that geometries

were minima and to compute zero point energies and thermal corrections using the rigid rotor-harmonic

oscillator approximation, as implemented in Gaussian, either in the gas phase or in solution.

Finally, the affinity of the model extractants is compared by calculating the energy for the following ligand

exchange reactions :

[Pu(NO3)4(L1)2] + 2 L2 −−⇀↽−− [Pu(NO3)4(L2)2] + 2 L1 (3.3)

[Pu(NO3)6](HL1)2 + 2 L2 −−⇀↽−− [Pu(NO3)6](HL2)2 + 2 L1 (3.4)

For instance, the relative complexation energy ∆∆E reads

∆∆E = E(PuNO3L2)−E(PuNO3L1)− 2(E(L2)−E(L1)) (3.5)

3.2. Results and Discussion

All Pu(IV) complexes with amide ligands reported in Table 3.1 were considered. The calculations were

performed in the gas phase for all the ligands and in solution for some selected ligands. In the industrial

process, the organic phase contains extractant molecules in an aliphatic solvent. After contact with the acidic

aqueous phase, some various amounts of extracted nitric acid is also present in the organic phase. n-dodecane

is the best model for the aliphatic solvent but the presence of amides and nitric acid is expected to increase

the polarity of the solution. Therefore, the DMA solvent model was also used to investigate the effect of

increasing the polarity of the solution.
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FIGURE 3.2: Optimized geometry of the inner-sphere Pu(NO3)4(L)2 complex in the gas phase with PEE
ligand

3.2.1 Inner-sphere complexation with monoamides

The optimized structure of [Pu(NO3)4L2] is represented in Figure 3.2 for PEE ligand and structural parameters

are listed in Table 3.2 for all the ligands. Additional structural parameters are given in annex A section. In

the most stable geometry of these systems, the coordination number of plutonium is 10, with the nitrate

groups acting as bidentate ligands. Amide ligands act as monodentate ligands, which interact with plutonium

through the carbonyl oxygen. Changing the ligand alkyl chains does not significantly alter the structure. In

the gas phase, the Pu−OL distance varies from 2.34 to 2.35 Å while the mean value of Pu−Onit varies

from 2.47 to 2.49 Å. Ligand interatomic distances, such as C-O or C-N distances, also remain similar for

all the ligands. In the polar DMA solvent Pu−OL distances are shortened by 0.03 - 0.04 Å compared to

the gas phase while Pu−Onit distances are lengthened by 0.02 - 0.03 Å. These calculated distances are all

longer than the solid phase distances reported from XRD of 2.26 Å and 2.44 Å respectively for Pu−OL

and Pu−ONO3 distances in the Pu(IV)-tetranitrate complex with N,N-dibutyl-butanamide (DBBA) [29].

The variation of the complexation energies between the ligands and the tetra-nitrate plutonium complex

are reported in Table 3.3. As detailed in computational methods section, energies are given as ligand

exchange complexation energies. Energy differences were also calculated by adding empirical dispersion

with Grimme’s D3 method to account for dispersion interactions. On the carbonyl side, substituting the

methyl by an ethyl group inR1 position (from MMM to EMM or from MEE to EEE) has a small destabilizing
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TABLE 3.2: Selected interatomic distances (average values in Å) calculated in [Pu(NO3)4L2] complexes in
the gas phase and with a solvent modela

Ligand dPu−OL
dPu−Onit

dPu−Nnit
dO−C dC−N

gas
MMM 2.352 2.474 2.932 1.250 1.327
EMM 2.347 2.477 2.931 1.250 1.328
MME 2.356 2.483 2.930 1.249 1.327
MEE 2.354 2.480 2.931 1.250 1.327
EEE 2.348 2.485 2.933 1.251 1.326
PEE 2.347 2.483 2.934 1.252 1.327
IEE 2.343 2.486 2.937 1.252 1.327
solution n-dodecane
MMM 2.337 2.489 2.934 1.252 1.325
EEE 2.332 2.495 2.940 1.256 1.323
PEE 2.332 2.495 2.940 1.257 1.323
IEE 2.327 2.498 2.943 1.256 1.325
solution DMA
MMM 2.313 2.508 2.941 1.259 1.319
EEE 2.315 2.506 2.942 1.261 1.320
PEE 2.315 2.506 2.942 1.261 1.320
IEE 2.300 2.513 2.962 1.263 1.320

effect (+7 kJ ·mol−1) which nearly disappears with dispersion corrections at the D3 level. Lengthening the

alkyl chain further from ethyl to n-propyl stabilizes the complex at both levels of calculation (EEE→ PEE).

In the reverse, increasing the branching from n-propyl to iso-propyl destabilizes strongly the complexation

and has the most significant effect. On the nitrogen side, in R2 and R3 positions, changing only one methyl

into one ethyl has a small destabilizing effect while further changing the second methyl group into ethyl has

the reverse stabilizing effect. The inclusion of D3 dispersion correction systematically increases the stability

of the complexation with longer alkyl chains by a few kJ ·mol−1 as given by the comparison between PBE0

and PBE0-D3 results. This is indicative of the dispersion interactions induced by alkyl groups.

If we focus on PEE and IEE, which can be considered as model ligands for DEHBA (N,N-di(2-ethylhexyl)butyramide)

and DEHiBA (N,N-di(2-ethylhexyl)isobutyramide) that have been largely studied for U(VI) and Pu(IV)

extraction [20, 84], we can observe a +18 kJ ·mol−1 free energy increase induced by the ramification at

the PBE0 level and +14 kJ ·mol−1 at the PBE0-D3 level. For these two isomeric ligands, calculations

at the MP2 level and with n-dodecane and DMA solvent models were also performed. As they are of

comparable shape and size, the errors associated with the solvent model are expected to largely cancel.
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TABLE 3.3: Free energy variations corresponding to inner-sphere ligand exchange reaction (3.3), values in
kJ ·mol−1 calculated in the gas phase at the PBE0 and PBE0-D3 level

L1→ L2 PBE0 PBE0-D3
R1 MMM→ EMM 7 2

MEE→ EEE 7 -2
EEE→ PEE -5 -9
PEE→ IEE 22 14

R2, R3 MMM→MME -3 -4
MME→MEE -4 -5

The relative complexation free energies between PEE and IEE are given in table 3.4. The 18 kJ ·mol−1

free energy difference calculated for the gas phase is conserved in n-dodecane and slightly decreased, by

only 3 kJ ·mol−1, in the more polar DMA. MP2 calculations are consistent with PBE0-D3 results and give

a slightly lower energy difference than PBE0. According to the calculations, the free energy variation

systematically indicates a less favorable complexation for the branched alkyl group than for the linear alkyl

one in the case of [Pu(NO3)4L2] formation. These results are consistent with the sharp diminution of the

distribution ratio moving from DEHBA to DEHiBA observed experimentally for Pu(IV) extraction at low

nitric acidity where the inner-sphere complex is the predominant species. They confirm the destabilizing

steric hindrance effect, induced by the presence of voluminous branched alkyl group at the amide R1 moiety,

on plutonium tetranitrate complexation.

TABLE 3.4: Variation of complexation free energies for the formation of [Pu(NO3)4L2] when going from
PEE to IEE ligand, values in kJ .mol−1 calculated in the gas phase and in solution

∆∆G(PEE → IEE)
Gas PBE0 22
Gas PBE0-D3 14
Gas MP2 14
Dodecane PBE0 18
DMA PBE0 15

3.2.2 Outer-sphere complexation with monoamides

In the outer-sphere Pu(NO3)6(HL)2 structures, the interaction of the amide ligands with plutonium nitrates

complexes occurs via the oxygen of the carbonyl group by hydrogen bonding. The coordination number of
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FIGURE 3.3: Optimized geometries of outer-sphere [Pu(NO3)6](HPEE)2 in geometries I (left) and II (right)
in the gas phase.

plutonium is twelve with six bidentate nitrate ions in the first coordination sphere and the two protonated

amides form hydrogen bonds with nitrate ions in the outer coordination sphere. Two possible hydrogen bonds

interactions were considered resulting in two different geometries described in Figure 3.3 for PEE ligand. In

the first geometry (I), hydrogen bonds are formed with oxygen nitrate of the outer sphere. This structure

was described in our previous work [29]. In geometry II, hydrogen atoms are bound to nitrate oxygen

atoms that are also coordinated to plutonium. This coordination mode can be deduced from the electrostatic

potential which was determined for Pu(NO3)6
2 – anion [105]. It was shown that first-shell oxygen atoms

may be considered as possible acceptor sites for non-covalent interactions even though such interactions

were not observed in the crystal structure. In addition, such coordination mode has been shown to exist

for uranyl sulfate complexes with tertiary amines. Hydrogen bonds between the protonated amines and

coordinated oxygen sulfate atoms were found in the solid state in crystal structure [106] and in n-dodecane

from molecular dynamics simulations [107]. According to DFT calculations, Geometry II is significantly

more stable than geometry I in the gas phase and in solution (Table 3.5) for all the ligands except MMM. For

this ligand, geometry I and II are found at similar energy in the gas phase (∆G = 1 kJ ·mol−1) but geometry

II is stabilized in solution (by 14 kJ ·mol−1 in n-dodecane).

In both geometries, the proton is located on the carbonyl group rather than on a nitrate ion. In the gas

phase, the protonated ligands wrap the hexanitrato plutonium complex. Calculated interatomic distances are

collected in Table 3.6 for the most stable geometry II. Interatomic distances for geometry I are given in annex
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TABLE 3.5: Free energy differences between the two outer-sphere geometries I and II [Pu(NO3)6](HL2) ,
values in kJ ·mol−1 calculated in the gas phase, in n-dodecane (Dod.) and in DMA

Ligand MMM EMM MME MEE EEE PEE IEE
Gas PBE0 1 -17 -5 -11 -20 -22 -17
Gas PBE0-D3 1 -4 -20 -23 -18
Dod. PBE0 -14 -24 -23 -26
DMA PBE0 -22 -13 -23 -26

FIGURE 3.4: Optimized geometries of outer-sphere [Pu(NO3)6](HIEE)2 in geometries II in the gas phase
(left) and in DMA (right).

A section. The inner Pu(NO3)6
2 – coordination shell is very slightly altered by the nature of the outer-sphere

ligand. The average Pu-O distance with nitrate ions which are not involved in hydrogen bonding (Pu−Onit1)

is 2.52 Å for all the complexes. This distance is close to the average value reported in Pu(NO3)6
2 – crystal

structures (2.49 Å) [108]. The average distance between Pu and the oxygen nitrates involved in the hydrogen

bonds (Pu−Onit2) is 0.04-0.05 Å longer than the distance with other nitrates (Pu−Onit1). The longest

Pu−Onit2 distance is found with IEE ligand. The lengths of the hydrogen bonds between the nitrate anions

and the protonated ligand increase with the lengthening of the alkyl group in any R1, R2 or R3 positions, as

indicated from Onit−OL and OL−H distances. On the reverse, the hydrogen bond distance decreases from

n-propyl to iso-propyl. This could indicate a stronger H-bond but the OHO angle also diminishes from 164

to 160°. This may indicate that the hydrogen bond is more constrained with IEE ligands. Another geometric

difference arises from the position of the two amide groups in the complexes. In the optimized structures

in the gas phase, each planar amide group is nearly parallel to one of the six trigonal planar nitrate anions
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(Figure 3.3) except with the bulky isopropyl group. As depicted on Figure 3.4, with IEE the planar orientation

of the amide group deviates from the parallel orientation with the planar nitrate ion. As a consequence the

distance between Pu and the nitrogen atom of the amide function (Pu−NL) increases by about 0.4 Å for

IEE compared to other ligands in the gas phase.

As shown in Table S3 in annex A section, a series of short interatomic close contacts are found between C-H

oxygen and NO−3 oxygen atoms (< 2.80 Å), involving C-H groups from alkyl chains of both nitrogen and

carbonyl sides.

The inclusion of a solvent model does not alter plutonium-oxygen distances in the inner sphere but modifies

the outer-sphere structure: the two outer-shell ligands remain hydrogen bonded by the protonated amide group

but draw apart Pu(NO3)6
2 – . This effect increases with the solvent dielectric constant. As a consequence,

the Pu−NL distances increase by ' 0.2 Å in n-dodecane and by ' 0.9 Å in DMA compared to the gas

phase except for IEE. The solvent effect is weaker for IEE ligands because the deviation of the amide group

from the parallel planar orientation is already strong in the gas phase. The hydrogen bond distance increases

slightly in dodecane (by 0.04 to 0.07 Å) and strongly in DMA (by 0.13 to 0.22 Å). The largest increase

corresponds to IEE ligands. It should be noted that only the short close contacts between C-H from alkyl

groups attached to the carbonyl side remain in polar solution.

The complexation energies were calculated for ligand exchange reaction (3.4) corresponding to the formation

of [Pu(NO3)6](HL2)2 relative to [Pu(NO3)6](HL1)2. Calculated values are reported in Table 3.7 for the

most stable geometry II. On the carbonyl side, in R1 position, substituting the methyl by an ethyl group

or an ethyl by a n-propyl has very similar effects than those determined for inner-sphere complexation.

Changing from MMM to EMM and MEE to EEE has a small destabilizing effect that is reversed when D3

dispersion corrections are included. From EEE to PEE, a stabilizing effect is calculated at both levels of

calculations. Increasing the branching from n-propyl to iso-propyl has a strong destabilizing effect (∆∆GGas

= 39 kJ ·mol−1 at the PBE0-D3 level). Such a destabilizing effect was also found for inner complexation but

is unexpectedly much larger for this coordination mode while steric hindrance is expected to be smaller in

the outer coordination sphere.

On the nitrogen side, the effects are different than those found for inner complexation. Changing one methyl
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TABLE 3.6: Selected interatomic distances (average values d in Å)a and Hydrogen bond angle (αO−H−O)
calculated in [Pu(NO3)6](HL2) geometry II in the gas phase and in solution.a Onit1 denotes oxygen from
nitrate ions which are not involved in hydrogen bonds. Onit2 denotes oxygen from nitrate ions which are

involved in hydrogen bonds.

dPu−Onit1 dPu−Onit2 dPu−NL
dOnit2−OL

dOnit−H αOHO
gas
MMM 2.524 2.565 5.973 2.504 1.506 163°
EMM 2.523 2.566 6.031 2.511 1.513 164°
MME 2.524 2.564 6.031 2.511 1.515 164°
MEE 2.524 2.564 6.006 2.517 1.521 164°
EEE 2.523 2.566 6.047 2.522 1.528 164°
PEE 2.523 2.565 6.085 2.524 1.530 164°
IEE 2.520 2.573 6.363 2.498 1.514 160°
solution n-dodecane
MMM 2.524 2.562 6.178 2.546 1.555 165°
EEE 2.524 2.562 6.210 2.558 1.570 165°
PEE 2.524 2.562 6.232 2.559 1.571 165°
IEE 2.523 2.567 6.551 2.546 1.585 158°
solution DMA
MMM 2.524 2.560 6.856 2.644 1.651 174°
EEE 2.524 2.560 6.811 2.650 1.660 173°
PEE 2.524 2.561 6.840 2.654 1.664 172°
IEE 2.525 2.559 6.993 2.666 1.732 156°

into in an ethyl group has a strong stabilizing effect up to 19 kJ ·mol−1 from MMM to MME at the PBE0-D3

level. Such effect was not found for inner-sphere complexation. The further addition of one ethyl group

has no significant effect. As for inner-sphere complexes, the complexation energy in the solvent phase was

calculated for isomeric PEE and IEE derivatives. Relative energies in the gas phase and in solution are given

in Table 3.8. The free energy difference between the two ligands is similar in the gas phase and in n-dodecane

but decreases from 34 kJ ·mol−1 in the gas phase to 14 kJ ·mol−1 in the more polar DMA solution. These

energy variations follow the structural changes from the gas phase to polar solution with the diminution of

close-contact interactions between C-H groups and nitrate ions. The energy difference between PEE and

IEE is significant and is consistent with the sharp diminution that has been measured for Pu(IV) distribution

ratio from DEHBA to DEHiBA in high nitric acid concentration. The solvent effect is more significant

for outer than inner-sphere complexation. This is consistent with solvent effects which are stronger on the

outer-sphere structure. In the gas phase, the preferred conformation of the outer-sphere complex with nearly

parallel nitrate and amide groups is disfavored with the bulky IEE. In polar solution, the ligands draw apart
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TABLE 3.7: Free energies variations corresponding to outer-sphere Ligand exchange reaction (3.4), values
in kJ ·mol−1 calculated in the gas phase

L1→ L2 PBE0 PBE0-D3
R1 MMM→ EMM 3 -1

MEE→ EEE 3 -3
EEE→ PEE -6 -11
PEE→ IEE 34 39

R2, R3 MMM→MME -6 -10
MME→MEE -3 0

and steric constraint becomes smaller.

TABLE 3.8: Variation of complexation free energies for the formation of [Pu(NO3)6(HL)2] when going
from PEE to IEE ligands, values in kJ ·mol−1 calculated in solution

∆∆G(PEE → IEE)
PBE0 PBE0-D3

Gas 34 39
Dodecane 29 35
DMA 14 19

3.2.3 Complexation with carbamides

On one hand, a carbamide is considered as being more basic than an amide function and is expected to bind

a metal cation more strongly. Calculated proton affinities confirm the stronger electron donor capability of

the carbonyl oxygen in carbamide compared to amides (in annex A section). On the other hand, tetra-alkyl

carbamide is bulkier than tri-alkyl monoamides for similarly sized-alkyl groups and are expected to induce

larger steric hindrance effect in plutonium coordination sphere. In the present work, inner and outer-sphere

complexations were investigated for two carbamide derivatives with methyl and ethyl groups (C4M and

C4E).

In the inner-sphere complex, plutonium-oxygen bond distances are close to those calculated for monoamides

within 0.02 Å (Table 3.9). The Pu − OL distance is slightly shorter with C4M than with any other

monoamides while Pu−OL distance with C4E is the longest one. This is an indication of the competition

between electronic donor and steric hindrance effects which are expected to be stronger with carbamide than

with monoamides.
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For outer-sphere complexation, the energy differences between geometry I and II are not as large than for

monoamides (see Table 3.11). At the PBE0 level, the preferred coordination mode is geometry I in the

gas phase and II in n-dodecane.The inclusion of dispersion corrections has more significant effects for the

tetra-ethyl carbamide than for monoamides derivatives. Dispersion attractive interactions stabilize geometry I

over geometry II in the gas phase and in n-dodecane. This is attributed to the weak interactions that take place

between the alkyl chains and nitrate ions. Such interactions are becoming more important as the number of

alkyl groups increases and also more important in the gas phase and in n-dodecane than in the more polar

DMA solution which counterbalances their strength. Finally, considering the small energy difference in

solution it is not possible discriminate between both structures which may coexist in solution. The structural

parameters are reported in Table 3.10 for geometry II and in SI section for geometry I. The hydrogen bond

distances are slightly longer with the carbamide than with the monoamides (in the gas phase, the lengthening

of Onit−H distance is 0.03 Å from C4E to EEE and 0.05 Å for the Onit−OL distance). In geometry I, this

is the reverse, the hydrogen bond distance is shorter with carbamide, O-H distance decreases by 0.08 Å from

C4E to EEE.

TABLE 3.9: Selected interatomic distances (average values in Å) calculated in [Pu(NO3)4L2] complexes
with carbamides in the gas phase

Ligand dPu−OL
dPu−Onit

dPu−Nnit
dO−C dC−N

C4M 2.346 2.490 2.936 1.256 1.354
C4E 2.358 2.493 2.939 1.252 1.349
solution n-dodecane
C4M 2.326 2.497 2.941 1.260 1.346
C4E 2.345 2.499 2.943 1.267 1.352
solution DMA
C4M 2.298 2.510 2.952 1.268 1.342
C4E 2.323 2.508 2.951 1.273 1.348

Complexation energies are given relative in Table 3.12. For outer-sphere complexes, the lowest energy

geometry was taken at each level of calculation. Energies were calculated in the gas phase and in solution.

Results are compared with the tri-ethyl EEE monoamide. For inner-sphere complexation, results are strongly

dependent on dispersion corrections. At the PBE0 level, when the length of the carbamide alkyl groups

increases (from C4M to C4E) or from monoamide to carbamide (PEE to C4E), inner-sphere complexation

is destabilized by 9 to 17 kJ ·mol−1, in the gas phase as well as in solution. In the presence of dispersion
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TABLE 3.10: Selected interatomic distances (average values d in Å)a and Hydrogen bond angle (αO−H−O)
calculated in [Pu(NO3)6](HL2) geometry II in the gas phase and in solution.a Onit1 denotes oxygen from
nitrate ions which are not involved in hydrogen bonds. Onit2 denotes oxygen from nitrate ions which are

involved in hydrogen bonds.

dPu−Onit1 dPu−Onit2 dPu−NL
dPu−NL

dOnit2−OL
dOnit−H αOHO

gas
C4M 2.523 2.563 5.178 6.190 2.557 1.552 169°
CAE 2.516 2.580 5.608 7.016 2.573 1.561 174°
solution n-dodecane
C4M 2.524 2.560 5.234 6.296 2.600 1.606 169°
C4E 2.529 2.571 5.695 7.071 2.613 1.613 174°
solution DMA
C4M 2.525 2.561 5.513 6.667 2.693 1.712 169°
C4E 2.525 2.559 5.863 7.178 2.692 1.711 170°

TABLE 3.11: Free energy differences between the two outer-sphere geometries I and II [Pu(NO3)6](HL2) ,
values in kJ ·mol−1 calculated in the gas phase, in n-dodecane and in DMA

C4M C4E
Gas PBE0 4 7
Dodecane PBE0 -4 -2
DMA PBE0 1 -3
Gas PBE0-D3 6 17
Dodecane PBE0-
D3

-3 7

DMA PBE0-D3 -1 -3

correction, this is the reverse, inner sphere is stabilized, attractive dispersion forces overbalance steric

hindrance effects. Dispersion interactions are likely to be overestimated from such calculations since the

competitive dispersion interactions with alkyl chains from the solvent are not properly taken into account.

However, these results emphasize the key role of weak interactions in these systems. For outer-sphere

complexation, the lengthening of the alkyl group and destabilizes the complexation in the gas phase. Solvent

effects counterbalance steric hindrance effects in the outer sphere and favor C4E complexation compared to

C4M. There is no strong influence of dispersion corrections. The replacement of PEE by C4E slightly favor

outer sphere complexation in the gas phase and in n-dodecane. Including dispersion corrections or increasing

the solvent polarity favor outer-sphere complexation.
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TABLE 3.12: Complexation free energies when going from C4M to C4E and from PEE to C4E ligands
for reaction (3.3) and (3.4), values in kJ ·mol−1 calculated in the gas phase and in solution at the PBE0

(∆∆GGas) and PBE0-D3 level ∆∆GD3
gas.

inner-sphere outer sphere
C4M→ C4E PEE→ C4E C4M→ C4E PEE→ C4E

Gas PBE0 9 17 11 5
Dod. PBE0 11 10 4 6
DMA PBE0 13 -2 -8
Gas PBE0-D3 -13 -3 17 -1
Dod. PBE0-D3 -11 -9 6 -3
DMA PBE0-D3 -9 -6 -10

3.3. Conclusion

From this work it is possible to get a better understanding of the strong influence of amide structure on

plutonium extraction. Experimentally, a simple ramification of the alkyl chain attached to the carbonyl group

can suppress plutonium extraction at low and high acidity even though amides operate through different

coordination modes. Complexation energies were calculated for inner and outer-sphere complexation, which

take place in weakly acidic and strong acidic conditions, respectively. For both inner and outer-sphere

complexes, it is found that the introduction of a bulky alkyl group on the carbonyl side diminishes strongly

the complexation energy. This is fully consistent with monamide extraction properties. The influence of

the bulkiness of the alkyl group is as or even more important for outer than for inner-sphere interactions.

This was unexpected when considering that there is less flexibility and stronger steric constraints in the

inner sphere. This is attributed to specific electrostatic interactions between the two outer-sphere amide

ligands and two nitrate ions of Pu(NO3)6
2 – . By increasing the polarity of the solution, such interactions

diminish and the outer-sphere ligands expand out of Pu(NO3)6
2 – . As a consequence, solvent effects are very

significant for outer-sphere complexation while there are small for inner-sphere complexation. It gives the

key possibility to tune the substituent effect by changing the polarity of the solution. When changing the

ligand, from monoamide to carbamide, the results show that weak interactions such has dispersion forces

may have a remarkable impact on ligand binding affinities and on plutonium(IV) extraction. In order to

predict ligand affinity of different families, it will be essential to go beyond the DFT approximation and to

perform explicit solvent simulations.





Chapter 4

Molecular dynamics simulations

“ Everything in life can be understood in terms of jigglings and wigglings of atoms.

”
Richard Feynman,

T he aim of this chapter is to introduce the basic concepts of molecular dynamics (MD) simulations

and how one can use these simulations to understand and predict the physical properties of

molecular systems in the condensed phase.

4.1. Molecular Dynamics simulations

Molecular Dynamics (MD) is one of the most used computational methods for evaluating the equilibrium and

transport properties of assemblies of molecules, along with their thermodynamics, structural and dynamic

properties, by solving the classical equations of motion of a molecular system (liquid, gas or solid) with the

aim of obtaining the time evolution of the system. Each particle (atom of the molecule) is considered as a
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point mass whose movement is determined by the set of forces exerted on it by the other atoms as a function

of time (time scale: 1 fs = 1× 10−15 s). The molecule is therefore described as a dynamic entity whose

atoms change their spatial positions over time. For instance, the atomic movements of the molecular system

correspond to the vibrations around the minimum or the passage from a minimum to another minimum of

energy. In the Newton’s notation, each particle obeys the following differential equation:

−→
Fi = mi

−→γi , (4.1)

where the
−→
Fi corresponds to the sum of different forces acting on the particle i, assimilated to a point mass,

and −→γi its acceleration in a Galilean reference.

The forces
−→
Fi exerted on an atom i with coordinates −→ri at time t are determined by the derivative of the

potential energy function U(ri).
−→
Fi = −

−→
∇U(−→ri ) = −

∂U(−→ri )
∂ri

, (4.2)

Hence, the velocity −→v (−→ri ) and positions −→ri of the particle i are linked to the potential U(~ri) with :

d−→v (−→ri )
dt

=
1
mi

−→
Fi, (4.3a)

d2−→ri
dt2

=
d−→v (−→ri )
dt

. (4.3b)

The goal is to determine the coordinates −→ri (t+ δt) of the atom at the instant t+ δt knowing its acceleration

at the previous instant −→γi (t) that we calculated knowing the interaction forces
−→
Fi(t).

Since we are dealing with several thousands of atoms, these coupled equations are solved numerically. Many

algorithms that predict positions (and velocities) of atoms at a later point in time have been developed provid-

ing an approximate solution to equation 4.2, such as the Velocity-Verlet and the Leap-Frog algorithms [41].

For example, the Velocity-Verlet algorithm integrates the equations of motion (4.2, 4.3) and the positions;
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the velocities of the particles are then given by:

ri(t+ δt) = ri(t) + vi(t)δt+
Fi(t)

2mi
(δt)2, (4.4a)

vi(t+ δt) = vi(t) +
Fi(t) + Fi(t+ δt)

2mi
δt. (4.4b)

Depending on the manner the forces acting on atoms are computed, one can distinguish between classical

and quantum " ab initio" molecular dynamics.

In ab initio MD, which takes into account the electronic structure of the particles and the quantum nature

of the interactions involved, the forces are obtained via Hellmann–Feynman theorem [109]. According to

this theorem, once the spatial distribution of the electrons has been determined by solving the Schrödinger

equation, all the forces in the system can be calculated using :

~Fi = −
∂E

∂~ri
= −

〈
Ψ
∣∣∣∣∣∂H∂~ri

∣∣∣∣∣Ψ
〉

, (4.5)

Ψ being the electronic wave function of the system. However, the need to calculate the forces at each time

step of the simulation makes ab initio MD extremely time-consuming and its application limited to a small

number of atoms and short trajectories, since one needs to solve the Schrödinger equation, for an electronic

system at each time iteration. Moreover, most ab initio MD simulations are carried out using DFT with LDA

or GGA functionals to keep the computational cost affordable. However, such functionals are known to be

inaccurate for describing weak intermolecular interactions, especially for atoms containing a large number of

electrons; further details can be found in Ref. [110] and discussed in Section 2.3.

In classical MD, the forces are computed as derivatives of parameterized interaction potentials, also known

as force fields (FF) (see Section 4.2). This MD approach is quite fast and applicable to much larger systems,

since the forces are calculated at each iteration of the simulation as analytical or numerical derivatives

of analytical FFs. Despite the many advantages of classical MD, it has its drawbacks that deserve to be

mentioned. First, most traditional FF employ preset bonding arrangements (unlike the ab initio dynamics)

and are thus unable to model the process of any chemical bond breaking and reactions explicitly (excluding

the Reactive Force Field methods). Second, electrostatic forces are described using partial charges, and
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they rely on point charges to reproduce the electrostatic potential around molecules has proven to be a

good approximation and made huge success in several fields, yet most molecular systems have anisotropic

charge distribution. To capture these features of the electronic structure (such as electronic polarization)

additional terms are meant to be included (e.g., polarizable force fields). By the same token, Van der Waals

interactions are also described using fixed parameters, while they are strongly environment-dependent in

principle. Since these forces originate from interactions of induced and "instantaneous" dipoles. Lastly, in

every force field, the analytical formula that describes a specific type of interaction contains a certain set

of parameters that might be specific to a given molecular system, in literature one may find many special

FFs derived for individual molecules. Hence, before using any FF parameters set, one should validate them

by careful and suitable comparisons with some other experimental results (not used in the parameterization

process). However, those FF parameters are, generally, derived from either experimental data or ab initio

"quantum mechanical" calculations and sometimes both.

4.2. Molecular mechanics: the Force-Field Models

In molecular mechanics, the atoms are considered as point masses and bonds as springs, and the interactions

are modelled by classical potential energy functions. Describing a molecular system using classical mechanics

may seem surprising and perhaps unexpected, after all, the atomic scale is where quantum mechanical effects

are supposedly important. Still, this is not an issue in the case of molecular systems. Indeed, by calculating

the thermal de Broglie wavelength of the constituent atoms at the temperature of interest T, λth =

√
β h̄2

2πm

with m the atomic mass and β = 1/kBT , kB and h̄ are the Boltzmann and the Planck constants, respectively.

The thermal wavelength is usually very small for the atoms, meaning that no significant quantum effects are

expected and classical mechanics can be considered [111].

In molecular mechanics, the mathematical form of the potential energy includes on the one side bonded

terms (also called intramolecular) for the interactions of atoms that are linked by covalent bonds, and on the

other side non-bonded (also called intermolecular) terms that describe the long-range electrostatic and other

forces, such as Van der Waals and polarization interactions. The general form of the total potential energy is
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thus written as:

U = Ubonded + Unonbonded, (4.6)

with:

Ubonded = Ubond + Uangle + Udihedral, (4.7a)

Unonbonded = Uqq, + Urep + Udisp + Uspecific−terms. (4.7b)

In Eq. 4.7a, the Ubond,Uangle,Udihedral represent bond stretching, angles bending and dihedral torsion

energies, respectively. In Eq. 4.7b, Uqq, accounts for the Coulomb electrostatic interactions, Urep and Udisp

represent the repulsion and dispersion interactions, respectively. The specific decomposition of the terms

included in the analytical forms depends on the areas of application and the desired level of accuracy. Certain

specific terms can be added for more precision, such as cross many-body terms, polarization, hydrogen

bonds, and charge transfer, which will be discussed later in Section 4.2.2.4.

4.2.1 Bonded interactions

Bonded (intramolecular) interactions are not exclusively pair interactions but also include 3- and 4-body

interactions as well. There are bond stretching (2-body), bond angle (3-body), and dihedral angle (4-body)

interactions. In general, the harmonic approximation is used to describe the internal motions of molecules,

stretching, and bending angles. In the field of biochemistry or the studies of vibrational spectroscopy, where

the intramolecular forces play a crucial role [112], specific terms are meant to be added for more sophisticated

FF, namely, "cross-terms" that describe the coupling of different internal degrees of freedom, such as angles

and bond lengths and improper torsions.

FIGURE 4.1: Schematic illustrations of the main bonded terms.
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4.2.1.1 Bond Stretching

Bonds within molecules are generally described by simple functions that depend only on the interatomic

distance. The most used simple form is a harmonic function:

Ubond =
1
2Kb(r− r0)

2, (4.8)

that solely depends on two parameters, Kb the force constant, and r0 the equilibrium bond length.

To account for the potential anharmonic nature of the chemical bond, a better model would include higher-

order expansions of the interatomic potential or a Morse potential. Yet, under most circumstances the

harmonic approximation is reasonably good, most of the existing potentials use the simpler harmonic

function.

4.2.1.2 Angle bending

Bending energy potentials are usually treated very similarly to stretching potentials; the energy is assumed to

increase quadratically with the displacement of the bond angle θ from the equilibrium value θ0:

Uangle =
1
2Ka(θ− θ0)

2. (4.9)

This expression has only two parameters, Ka and θ0. Same comment as for the bond stretching can be said

about including the anharmonicity to the potential.

4.2.1.3 Proper dihedral torsion

In any molecule containing more than four atoms in a row, we need to include also a dihedral or torsional

term. Torsion angle twisting describes the twisting between the planes formed by the first three and last

three atoms of a consecutively bonded (i, j, k, l)-quadruple of atoms. Most existing force fields use a 3-term

Fourier series to take into account the 1− 4 interactions:

Udihedral =
1
2
∑
n
Kn(1 + cos(nφ+ φ0)), (4.10)
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where φ is the dihedral angle between the (i, j, k, l) atoms, and φ0 is the phase shift angle and Kn is the

multiplicative constant with n being a non-negative integer constant that indicates the periodicity (often

called the multiplicity; it usually takes values between 1 and 3. We note that here, 2n parameters define the

torsion potential (Kn,φ0).

4.2.1.4 Improper dihedral torsion

For planar groups, an additional improper torsion term may be needed to ensure planarity, such as for sp2

hybridized carbons in carbonyl groups or in aromatic rings. It describes the positive contribution to the

energy of these out-of-plane motions:

Uimp =
1
2Kimp(ω− ω0)

2, (4.11)

where ω is the improper angle corresponding to the deviation from planarity and Kimp is the improper force

constant and ω0 is the equilibrium improper dihedral angle.

4.2.1.5 Cross terms

It is possible to add cross terms to account for the coupling between the stretching, bending, and torsion

motions. They bring corrections to the intramolecular energy and allow to better reproduce the intramolecular

vibrational spectra. Examples of such cross-terms are

Ubond−bond =
1
2Kbb(r− r0)(r

′ − r′0), (4.12a)

Ubond−bend =
1
2Kba[(r− r0)(r

′ − r′0)](θ− θ0). (4.12b)

These cross-terms have been discarded in our work as we do not aim at modeling vibrational spectroscopy.

4.2.2 Non-bonded interactions

The non-bonded potential terms involve interactions between all (i, j)-pairs of atoms, excluding, all pairs of

atoms already involved in bonded terms. It is known that the cost of computing the non-bonded interactions
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(e.g., electrostatic, Van der Waals forces, polarization) dominates the computational effort required at

each time step of an MD simulation since we are computing interaction between all (i, j)-pairs of atoms

(excluding, a certain number of atoms after a cutoff distance).

Polarizable FF usually account for three types of non-bonded interactions (See Eq. 4.6): electrostatic, Van

der Waals and polarization interactions. It has to be mentioned that the more terms we add to describe the

potential energy the more the computational cost.

4.2.2.1 Electrostatic interactions

Electrostatic interactions are generally a major contribution to the non-bonded potential energy in any

system. They arise from the unequal distribution of charge in a molecule or the net charge of ions. This

uneven distribution of charge is usually modeled by placing point charges at each of the atomic sites. The

most common way to obtain reliable partial charges consists in performing an ab initio electronic structure

calculation and then deriving them from the molecular electrostatic potential. Many different methods

have been developed to determine them and they differ in the predicted value of the distribution of partial

charges. Unfortunately, they cannot be derived unambiguously because atomic charges are not experimental

observables. In a simpler way, we aim at reducing the electrostatic description with charges distributed

continuously in space into localized point charges. This affects the computed potential energy of the simulated

system, which determines the state probabilities. Ultimately, the equilibrium properties of the system depend

strongly on the partial charge calculation scheme. Anyhow, the interaction between these point charges is

generally modeled by a Coulomb potential:

Uqq′ =
∑
i6=j

1
4πε0

qiqj
rij

, (4.13)

where ε0 is the permittivity of free space (vacuum), qi and qj are atomic charges of atoms i and j, and rij is

the distance between i and j.
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4.2.2.2 Van der Waals interactions

Non-bonded interactions which are not electrostatic are labeled Van der Waals interactions. In atomic

systems, they arise from the balance between repulsive and attractive forces (also called dispersion forces).

The repulsion is due to the overlap of the electron clouds of both atoms, while dispersion arises from the

interactions between instantaneously induced dipoles. The Lennard-Jones (L-J) potential is the simplest

mathematical model that accounts for such interactions. Namely the repulsive term varies as r−12, while the

attractive term varies as r−6:

Uvdw = 4εij

(σij
rij

)12
−
(
σij
rij

)6 , (4.14)

Another form of Lennard-Jones potential, in which the repulsive interactions acting at short distances are

represented by a r−9 term is also often used:

Uvdw = εij

2
(
σij
rij

)9
− 3

(
σij
rij

)6 . (4.15)

For both functional forms, rij = ‖−→rj −−→ri ‖ gives the distance between the pair of atoms. εij is the Van der

Waals well depth for atoms i and j, and σij is the distance at which Evdw = 0. As for εij and σij , they are

generally found from the εii and σii using the mixing rules, for example, the Berthelot rule [113, 114]:

εij =
√
εiiεjj ,

σij =
σii + σjj

2 .
(4.16)

where σii and εii are the only parameters adjusted when developing a new FF with a LJ potential, they

describe the interaction between atoms of the same type, e.g., C - C or H- H. From the analytical form of the

L-J potential, we can see that it approaches 0 rapidly as rij increases. Hence, in practice, there are many

techniques to truncate the potential to save computing time and satisfy the minimum image convention when

using periodic boundary conditions. It is usually truncated (smoothly shifted) to 0 after a cutoff radius or

shifting up the whole potential to the value of the L-J at the cutoff to avoid the discontinuity.

A more rigorous choice for the repulsive part of the potential would be an exponential term, as the electron
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density falls off roughly exponentially with distance from the nuclei [60, 115]. This leads to the Buckingham

mathematical model:

UBuckvdw = Aij exp{(−Bijrij)} −
Cij
r6
ij

, (4.17)

where Aij and Bij define the intensity and the range of the repulsion, respectively. EBuckvdw retains the long

range r−6 dependence of the Lennard-Jones potential. As r → 0 the Buckingham potential goes through

a maximum then rapidly falls to −∞. Although Buckingham potentials have been used extensively in

molecular dynamics simulations, and considered more accurate than L-J potential but this comes with a price

in terms of the number of parameters to be fitted. Owing to the use of the combining rules for the parameters

for Lennard-Jones potentials, the latter are more practical and convenient than the Buckingham ones [116,

117].

4.2.2.3 Polarization

In the case of systems composed of multi-charged ions and/or polar molecules, the properties of these systems

are strongly influenced by their environment. Describing interactions only via pair potentials then becomes

insufficient. In fact, effective partial fixed charges are unable to describe the variation in electrostatics due to

many-body polarization effects, which have been shown to be a significant component of intermolecular

forces in such systems (multi-charged ions, polar molecules) [47, 117, 118]. For example, the partial charges

used to describe a molecule in the liquid state will not be adequate to describe the same molecule in the gas

phase, because the surrounding particles will induce a charge redistribution that needs to be accounted for. In

a simpler view, the polarization can be defined as the redistribution of a molecule’s electron density due to

an electric field exerted by other molecules. Thus, explicit many-body polarization effects are required to

accurately describe the system.

Many classical electrostatic models that take into account polarization have been developed, such as

• Fluctuating charges [119]: where charges are allowed to fluctuate according to the environment, so

that the charge flows between atoms until their instantaneous electro-negativities are equal.

• Shell model (Drude particles) [120]: the electronic polarization is incorporated by representing the

atom as the sum of a charged core and a charged shell connected by a harmonic spring whose force
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constant is inversely proportional to the atomic polarizability. The relative displacement of both

charges depends on the electrostatic field created by the environment.

• The induced point dipoles model: This model being used in our work will be discussed in more details.

In this approach, each atom i has an isotropic polarizability αi assigned to it. Thereby, each atom in

the system will, at any given moment, have an induced dipole moment. The atomic-induced dipole

moments −→µi obey

−→µi = αi

−→Eqi + N∑
j=1

Tij
−→µj

 = αi
−→
Ei, (4.18)

where
−→
Ei is the total electric field acting on atom i. So, the induced dipoles depend both on the static

charges, via the permanent electric field
−→
Eqi due to partial charges, and the induced dipoles of the rest

of the atoms in the system (
N∑
j 6=i

Tij
−→µj). Therefore, polarization is non-additive and often solved with

a self-consistent field method, by solving the following equations iteratively until the values for all

the induced dipoles converge. Thus, the values of the dipole moments are those that minimize the

polarization energy (Upol):
−→
Ei =

−→
Eqi +

N∑
j=1

Tij
−→µj . (4.19)

with Tij , the dipolar tensor defined as:

Tij =
1

4πε0


f5(rij)

r5
ij


x2 xy xz

xy y2 yz

xz yz z2

−
f3(rij)

r3
ij

I3

 , (4.20)

Here, I3 is the identity matrix. The f5 and f3 functions are introduced to account for short-range

damping effects to prevent the so-called "polarization catastrophe", proposed by Thole [121] as:

f3(rij) = 1− exp(−aijr3
ij), (4.21)

f5(rij) = 1− (1 + aijr
3
ij)exp(−aijr3

ij), (4.22)

where aij is an adjustable damping parameter which depends on the nature of atoms i and j.
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The polarization energy Upol can be thus expressed as:

Upol = −
1
2

N∑
i=1

−→µi ·
−→
Ei. (4.23)

The induced point dipole method is the most used approach for molecular polarization. It is incorpo-

rated into several popular force fields, such as OPLS/PFF, AMOEBA.

To conclude, incorporating polarization effects significantly improves the description of non-bonded interac-

tions, enhances the agreement with experimental or high-level ab initio calculations. Moreover, it has already

been demonstrated that for systems with charged ions, ligands, polarized solvent molecules, it is compulsory

to include polarization effects [47, 118, 122, 123].

4.2.2.4 Specific terms

Beside the cross terms already discussed in Section 4.2.1.5, other specific terms can be added to account for

some special and specific interactions, such as charge transfer and hydrogen bonding. A part of the latter

interactions is already taken into account by electrostatic, Van der Waals and polarization terms but it may

not be sufficient for an accurate and more satisfying description of some systems. It is well known that force

fields with fixed point charges cannot take into account all the non-negligible correlation between atomic

charges and structure changes, even when they include polarization effects [47, 118]. Thus, for a more

reliable description of the interaction potential function, two more contributions might need to be explicitly

taken into account: the charge-transfer and hydrogen-bond contributions.

- Charge transfer (CT) Charge transfer refers to the partial electron transfer between a metallic center and its

ligands. This contribution is introduced principally to describe better the charge fluctuation effects, alongside

the polarization contribution [124, 125]. In the literature, charge transfer can be either considered as a

non-additive or an additive contribution (For further details see Ref. [123]).

- Hydrogen bond (HB)

Hydrogen bond is often described as a partially electrostatic attraction between a hydrogen (H) atom which

is bound to a more electronegative atom such as nitrogen (N), oxygen (O), or fluorine (F), etc. A ubiquitous
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FIGURE 4.2: Definition of the geometrical parameters rhb, θ and φ of the energy term UHB . The axis X
is the bisector of the angle -H-O-H of the water molecule whose oxygen accepts the hydrogen atom in a

hydrogen bond. The axis Z is orthogonal to the plane HOH of the latter water molecule [118].

example of hydrogen bonding is found between water molecules. In fact, the very high boiling point, melting

point, and viscosity of water are mainly due to the high number of hydrogen bonds each molecule can

form. It also plays an important role in determining the three-dimensional structures and the properties of

many synthetic and natural proteins. The simplest method to account for hydrogen bonds into implicitly

incorporate the HB by parameterizing the L-J and the electrostatic potential to give accurate representation of

the electrostatics of the specific system environment. Over time, several authors have introduced more refined

hydrogen-bond potential functions reported in Refs. [126, 127]). In the TCPEp water model developed by

our collaborator M. Masella [118], a short-range anisotropic potential is used to account for the directionality

of the HB as displayed in Figure 4.2. The HB term is written as:

UHB =
∑

F (rhb).G(θ,φ). (4.24)

It sums up all the water HB pairs. rhb corresponds to the HB bond length, θ may be interpreted as the angle

between one water lone pair and the O−H bond of the second water molecule participating to the HB, φ is

H....O−H angle. Lastly, F and G are Gaussian functions of the latter geometrical parameters (more details

are available elsewhere in Ref. [118]).
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4.2.2.5 1 - 4 interactions

The interactions between atoms separated by three bonds are known as 1 - 4 interactions. They are often

treated in a very special way, as if they were bonded and non-bonded interactions simultaneously. Indeed, it is

the combination of the dihedral potential with the Van der Waals and electrostatic interactions that determines

the dihedral rotational barriers. Therefore, the intermolecular part is partially excluded by introducing a

scaling factor. Generally, three ways are used to treat these interactions:

• By considering that these interactions are appropriately treated by intramolecular terms. 1-4 interactions

are completely excluded (scaling = 0).

• Using the same parameters used to describe the Van der Waals interactions with a scaling factor (e.g.,

in amber FF, the Lennard-Jones parameters are used with a scaling factor of 0.5).

• Last, these interactions can be included by using a scaling factor on both electrostatic charges and Van

der Waals parameters.

Regardless of the adopted method, it is crucial to keep in mind that the scaling can be quite different from one

force field to another [41, 128–130]. This has to be taken into account if parameters coming from different

force fields are mixed, so in general it is not advised to modify them or to combine parameters coming from

different sources.

4.2.3 Parameterization of a Force Field

Before addressing the parameterization part, an extended definition of what is called “Force Field” (FF) is

required. A FF can be defined as the union of three critical concepts: 1) The analytical form of the potential

energy, 2) the parameter set for each interaction, and 3) the atom types listing. The potential energy function

defines the functional form to compute each energetic contribution. In fact, each specific term contains one

or more "parameters" which must be defined for each atom type or each pair of atoms within a molecular

system. For example, for every bond between two particular atom types in the molecular system, there must

be a corresponding force constant and bond equilibrium distance. The collection of these values defines

a FF parameter set and the process by which they are derived is called the FF "parameterization". The
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construction of a force field and its parameterization is known to be a crucial task, as it determines the

accuracy, and transferability of the FF model. The transferability implies that the force field parameters

for a given interaction site should be transferable between different molecules (e.g., identical parameters

should be used for the alkyl group in n-hexane, 1-hexene, or 1-hexanol) and that can be used to simulate

different properties (e.g., thermodynamic, structural, or transport) in the different state points (e.g., pressure,

temperature).

4.2.3.1 Overview of the parameterization approach

Generally, four basic steps have to be followed for constructing/developing a new reliable FF:

• Step 1: The choice of the functional forms to describe the system. It should be both computationally

efficient and flexible enough to capture the relevant physical interactions in the thermodynamic

accessible regions of phase space. This choice will determine the accuracy, the speed of execution,

the number of parameters to be adjusted. At this point one needs to decide whether to work with a

polarizable or non-polarizable force field. It is worth mentioning that the more interaction terms added

in the potential energy functional the more complex the FF becomes and hence its parameterization.

However, this choice is deeply linked to the field of application of the FF model and the molecular

system to be modeled.

• Step 2: The choice of the reference data to which the parameters will be adjusted. Two kinds of

reference data can be used, separately or combined, in the optimization and development of FF models,

namely experimental data, and QM calculations. In the early days of molecular dynamics, FF were

mostly empirical and adjusted to experimental data, such as solvation free energies, interatomic

distances, coordination number and density measured for solid and/or liquid phases. However, there

are many systems for which experimental data are rare or difficult to obtain (expensive and time

consuming). Additionally, they may be biased as they inherit the experimental uncertainties and most

measurements generally correspond to an average behavior in the phase space area explored by the

system. Sometimes we may have access to data on interaction distances and vibration frequencies

which can be used for parameterization. Still, these data do not provide direct information on the

interactions between particles and lack of explicit physical basis. On the other side, quantum chemistry
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calculations offer the possibility of generating a large number of reference data essential to the

parameterization of force fields (atomic/molecular data, dissociation curves, interaction energies, etc.),

along with an understanding of the interactions, since the energy surfaces are calculated/computed

rather than ‘probed’ using molecular properties. Nowadays, most of the newly developed FFs are

adjusted to QM data and free from any experimental inputs.

• Step 3: The adjustment of the FF parameters. This step is very sensitive and important and needs

to be done very carefully, since most of the parameters are coupled and can compensate each other;

the change in one value may affect some other parameters. This is due to the ample parameter space,

non-linear interdependencies of parameters, and limitations in the amount and quality of experimental

and/or ab initio reference data. So they are very often refined in various stages. Deriving accurate FF

parameters is exceptionally dependent on the quantity/quality of the reference data used. For instance,

in polarizable FFs, there is a substantial risk to balance the dispersion parameters with the polarization

ones if the reference data set is not large enough to explore the largest number of points in phase space

(geometries where the two interactions will differentiate their behavior).

• Step 4: Validation of the final set of parameters by computing physical - chemistry properties of

systems not employed in the parameterization procedure.

Generally speaking, the parameterization protocols followed for the development of molecular potentials

depend strongly on the reference data set used and the areas of application, as well as on the accuracy needed.

One should always keep in mind that while parameterizing a FF one is not looking for the ”exact” solution,

but only for a physically-chemically sound, and reliable set of parameters, with which one can pursue MD

simulations with a sufficient level of confidence (i.e., reproduction of thermodynamics and structural data).

After all, it is a classical model describing purely quantum system.

4.2.3.2 The followed parameterization approach

The applied parameterization strategy, in the case of using QM reference data, is often labeled "Bottom-Up",

meaning that the parameters are derived to match the atomic/molecular-scale information. Later these
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parameters will be used to perform MD simulations and the results will be confronted to the higher-scale

experimental data. This strategy is described in Figure 4.3.

FIGURE 4.3: The followed parameterization procedure.

This protocol involves the production of reference data using QM methods (intramolecular, binding interac-

tions, dissociation energies, etc.). These data serve as reference to adjust the MM potentials. In our case

we use the PEST optimization code [131] to refine the parameters. In the latter we have the possibility

to either fix the parameters or optimize them within a user-defined range of values. Starting from initial

parameters, we calculate the same quantities (i.e., interaction energies, dissociation curves, etc.) for the

target QM structures using Polaris-MD simulation package [132]. The PEST code iteratively changes the

parameters to match the reference energy data using non-linear least squares method, till the best possible

parameters set is found. While using PEST, one should always keep in mind that PEST is aware neither of

the physical sense of the parameters values or nor of the physical phenomena occurring, meaning that the

program will search for the parameters which will best reproduce the reference data and not the best ones

describing the real physics behind. For this reason, the choice of the initial values is crucial and one needs

to consider as many QM reference data as possible. At last, MD simulations are performed to evaluate the

new parameters set by predicting condensed phase properties namely the density and heat of vaporization,

diffusion coefficient, etc. By comparing these simulation results to experimental ones, one validates or not

the accuracy of the FF.
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4.3. Molecular Dynamics in Various Statistical ensembles

As already mentioned, MD simulations provide the means to solve the equation of motion of the particles

by generating information at the microscopic level of a molecular system, such as atomic positions and

velocities. The conversion of these microscopic quantities to macroscopic observables such as pressure,

energy, density, heat of vaporization, heat capacities, etc., requires the use of statistical mechanics. The latter

is the only possible way to connect microscopic simulations to macroscopic properties as it provides the

rigorous mathematical expressions that relate macroscopic properties to the distribution and motion of the

atoms and molecules of a N-body molecular system.

In general, measuring or calculating the properties of any particular system must be carried out by taking

into account and controlling the thermodynamic variables, such as T temperature, P pressure, V volume. The

definition and control of these parameters lead to what is known as statistical (thermodynamics) ensemble.

In MD simulations it is possible to work within different types of thermodynamic ensembles using special

algorithms and methods to control these thermodynamic quantities.

Before discussing in more details how temperature and pressure are controlled in MD simulations, it is

extremely important to keep in mind that, in MD simulations, the properties are calculated as time averages,

but experimental observables are assumed to be ensemble averages. This leads to a fundamental hypothesis

of statistical mechanics, the ergodic hypothesis, which states that the time average equals the ensemble

average. Hence, the system should be allowed to evolve in the state space for an appropriately long time, so

that the system will eventually explore all possible states.

In a classical MD simulation, the natural evolution of a system of N particles in a volume V imposes that

the total energy E is a constant of motion, making this simulation equivalent to the N,V,E micro-canonical

ensemble. This kind of ensemble can only be used for isolated systems. However, it is often advantageous

and demanded to perform simulations in other ensembles such as N,V,T and N,P,T. This is possible only

by controlling the temperature and pressure during the simulations. At first sight this seems impossible but

fortunately, over the past years these problems have been overcome. In the following part, we will discuss

briefly the methods to control temperature and pressure control in MD simulations.
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4.3.1 Constant temperature: canonical ensemble (NVT)

Modeling a system at constant temperature T, so that the system trajectory would visit all regions in the phase

space according to the canonical distribution (NVT) was a challenge over years. Many approaches have been

proposed to achieve this, such as rescaling the atomic velocities to force the system to be at the required

temperature, or supplementing the equations of motion of atoms by an artificial “equation of motion” for

the total kinetic energy which drives it to the correct value corresponding to the preset temperature [133].

However, these two approaches have failed to successfully generate the canonical distribution since the

kinetic energy of the particles actually fluctuates during the simulation which makes the desired temperature

difficult to reach, even so, those two approaches are still being used in special cases and studies [42].

At present, the most common and widely used manner to modulate the temperature of a system is the

coupling to a heat bath, so-called "thermostat". A thermostat can be seen as a modification of the Newtonian

MD scheme with the purpose of generating a statistical ensemble at a constant temperature. A variety

of thermostat methods are available to add and remove energy from an MD system in a realistic way,

approximating the canonical ensemble, such as Anderson thermostat [134], Berendsen thermostat [133],

Nosé-Hoover thermostat [135], and Langevin (stochastic) thermostat [41]. Since, in the used MD code

Polaris-MD [132], the temperature is modulated by a Nosé-Hoover thermostat, the latter will be the only one

discussed in more details.

In 1984, Nosé and Hoover have proposed a technique that can generate a canonical ensemble by adding

to the energy function a fictitious variable s that "stores" the kinetic energy and removes or adds kinetic

energy/temperature within the degrees of freedom. So that the system evolves according to the micro-

canonical distribution in the extended phase space; at the same time, in the actual phase space the distribution

is exactly canonical, making the Nosé-Hoover thermostat a deterministic scheme to generate the canonical

ensemble. In this case, the Hamiltonian H of the N-particle system can be written as:

H(−→r N ,−→p N ) =
N∑
i

−→pi 2

2mi
+ V (−→ri ) +

Qζ2

2 + g
ln(s)

β
, (4.25)

where ζ = ds
dt , s is the additional fictive variable acting as external system, g = 3N is the total number of
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degrees of freedom and Q plays the role of fictitious mass associated to s and β = 1
kBT

. The corresponding

equations of motion are

d−→ri
dt

=
−→pi
mi

, (4.26a)

d−→pi
dt

= −∂V (
−→ri )

∂−→ri
− ζ−→pi , (4.26b)

dζ

dt
=

1
Q

 N∑
i

−→
p2
i

mi
− g

β

 . (4.26c)

To perform a NVT simulation, these equations of motion of the Nosé-Hoover thermostat can be implemented

by a small modification of the velocity Verlet algorithm or any other MD propagation algorithm (see Refs. [41,

42]). It has to be mentioned that the use of any special thermostat depends solely on the application field.

Furthermore, every existing thermostat, till now, has its own advantages and disadvantages as reviewed in

more details in Ref. [42].

4.3.2 Constant pressure and temperature: NPT ensemble

Generally, most real macroscopic systems maintain a constant pressure instead of constant volume, the volume

being a dynamic variable that changes over time. Thus, MD studies at experimentally relevant conditions

require the simulations not only to be performed at an imposed temperature, but often also at constant

pressure. Various algorithms have been developed to impose a constant pressure along an MD trajectory. The

ideas were pretty analogous to those used for the constant temperature, by using the so-called "barostats". We

can name the Berendsen barostat, Gauss barostat, Langevin barostat. However, the most famous and widely

used barostat in MD simulation codes, is the weak coupling method of Andersen et al. [134]. The reason

behind its celebrity is the easiness of combining it with other thermostats to build the NPT ensemble [41, 42,

136].

In the Andersen barostat the system is coupled to an external variable V, the volume of the simulation box.

The coupling of the system to the volume is made by a piston that applies an isotropic (uniform) expansion

or compression to the system. This piston of “mass” Mp is associated with a kinetic energy EV = 1
2MpV̇

2

and the potential energy of the volume V is UV = PV where P is the desired pressure. The potential energy
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U and the kinetic energy E of the system’s particles are re-expressed as a function of scaled coordinates −→s :

−→si =
1
V

1
3

−→ri . (4.27)

The rescaling of the cell tensor (volume) is then carried out at every integration step to maintain the difference

between the instantaneous internal pressure and the external stress applied on the cell box. The Hamiltonian

of the system can then be written as:

H(−→s N ,−→̇s N ) = V 2/3

2

N∑
i

mi
−→̇
si

2 + Upot(V
1
3−→s N ) + 1

2MpV̇
2 + PV , (4.28)

where
−→̇
s N = d−→s N

dt . From this Hamiltonian, and after simple math, the equations of motion can be rewritten

as:

d−→ri
dt

=
−→pi
mi

+
1
3
V̇

V
−→ri , (4.29a)

−→pi = miV
1/3d
−→si
dt

(4.29b)

d−→pi
dt

=
−→
Fi −

1
3
V̇

V
−→pi , (4.29c)

V̈ =
1
Mp

[P (t)− P ], (4.29d)

where V is the volume and P (t) is the instantaneous pressure P is the imposed (desired) pressure, and ~r, ~p,

m, and ~F are the position, momentum conjugate to s, mass, and force, respectively, for each atom.

The solution to these equations produces trajectories in the isobaric – isoenthalpic (NPH) ensemble where the

particle number, pressure, and enthalpy of the system are constant. Nosé-Hoover thermostats are combined

with the Andersen barostat (see Section 4.3.1) to enable simulations in the NPT-ensemble. Thus, the real

variables of the system are derived from the virtual parameters by scaling simultaneously the coordinates by

V 1/3 and the time step δt by the parameter s, which represents the thermal heat bath (thermostat) [137].
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4.4. Periodic Boundary Conditions (PBC)

Using MD simulations to calculate the properties of bulk gasses, liquids, crystals, or mixtures is limited

by the restricted number N of particles included in the model system. The latter depends strongly on the

computer memory and the speed of execution. This often leads to select only a small finite sample to

represent an extended system. Hence, by simulating a finite-size system in a box, the particles hitting the

surfaces bounce back inside which leads to significant edge effects (boundary condition artifacts). These

contributions of surfaces affect any physical property of the simulated fluid. In order to overcome this

problem, one can impose what is known as periodic boundary conditions (PBC). The latter ones mimic an

infinite bulk surrounding our N -particle model system as illustrated by Figure 4.4. It consists of an endless

replication of the box in space according to the three space directions. If, during the simulation, a particle

leaves the box, it is replaced by its image on the opposite side of the box and makes the system an infinite

one. However, only one – the nearest – image of each particle is considered for short-range non-bonded

interaction terms, namely Van der Waals interactions. For long-range electrostatic interactions, this would

not be accurate enough. Therefore, most MD codes incorporate lattice summation methods such as Ewald

Sum, and Particle Mesh Ewald (PME) [138], where the long-range interactions are efficiently evaluated by

calculations in the Fourier space, assuming that the periodicity of the target molecular system is infinitely

repeated.

Lastly, it is crucial to keep in mind that the size of the simulation box should be large enough to prevent

periodic artifacts from occurring due to the non-physical topology of the simulation. If a box is too small, a

molecule can interact with its own image in a nearby cell; it is equivalent to the interaction of the "head" of a

molecule with its own "tail" (further details are available elsewhere [42, 139]).
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FIGURE 4.4: Diagram of the periodic conditions during a simulation by molecular dynamics. The central
square (in red) represents the primary simulation box surrounded by its periodic images. If a particle leaves
the central box, it is replaced by its image by the opposite side. The circle surrounding the "blue" particle

represents the "cut-off" distance up to which short-range non-bonded interactions are calculated.

4.5. Physical properties derived from MD simulations

When we perform a real experiment, we proceed as follows. We prepare a sample of the material that we

wish to study. We fix the experimental conditions, we connect this sample to a measuring instrument and we

measure the property of interest during a certain time interval. In an MD simulation, we follow exactly the

same approach. First, we choose an initial configuration of the system, a starting point at t = 0; the choice

of the initial configuration must be done carefully as this can influence the quality of the simulation, and

we set the "experimental" conditions at which we wish to perform the simulation (temperature, pressure).

Secondly, the equilibration step is performed to heat and calibrate the system so that it reaches the desired

simulation conditions. Once the desired conditions are reached, the simulation of the system continues

until several properties converge on average with respect to time, such as temperature, pressure, energy, and

structure. The final step of the simulation is the "production" phase for the desired time length. This can last

from several hundred of picoseconds to tens of nanoseconds or more depending on the desired property. It

is during this phase that all thermodynamics or physicochemical properties can be calculated. In order to

compute or simulate a certain property, we must first of all be able to express this observable as a function of

the positions and momenta of the particles in the system (selecting the statistical ensemble), the conditions



70 Chapter 4: Molecular dynamics simulations

of the simulations should be the same (which is true with accurate FFs) as those normally encountered in

experiments. In the following part, a brief description of some physical properties that can be obtained from

MD simulations.

4.5.1 The bulk density

Bulk density, also known as specific mass, is defined as the particles mass divided by the total volume they

occupy. NPT ensemble is the best choice to calculate this property, since, as the molecular system evolves

during the simulation in such a way that the internal pressure and temperature match the corresponding

external values, hence reaching the equilibrium state.

The average bulk density can be computed, by performing NPT simulations, using the formula:

〈ρ〉 = m

〈V 〉
=
NmolM

〈V 〉NA
, (4.30)

where 〈V 〉 is the average volume of the simulation box, Nmol is the number of molecules in the simulation

box, M is the molar mass of the molecule and NA is the Avogadro constant. MD codes are most likely based

on molar mass and atomic count to estimate density. Generally, this property is printed out in the output

files of most MD simulations codes. It is also one of the most used reference data for developing the first

generation empirical FFs.

4.5.2 Heat of Vaporization

The enthalpy (or heat) of vaporization, which represents the amount of enthalpy that must be added to a

liquid substance to transform it into a gas. It can be calculated with equation 4.31, where H(P ,T )gas and

H(P ,T )liquid are the enthalpies in the gas and liquid phases, respectively. E(T )gas and E(T )liquid are the

total energies in the gas and liquid phases, respectively:
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∆Hvap(T ) = H(P ,T )gas −H(P ,T )liquid, (4.31a)

∆Hvap(T ) = E(T )gas −E(T )liquid. + P (Vgas − Vliquid) (4.31b)

In the framework of ideal gas theory, the kinetic energies of a molecule in gas and liquid phases are identical,

and the liquid volume is negligible compared to the gas one. Hence, Eq. 4.31 can be simplified:

∆Hvap(T ) = UpotG −UpotL + kBT , (4.32)

where, UpotL =
Upot

T
Nmol

is the potential energy of a molecule in the liquid phase and UpotT is total potential energy

of the system, and UpotG the potential energy of one molecule in the gas phase (in a vacuum). A correction

term C can be added to accounts for the difference in vibration energy-calculated quantum mechanically and

classically, as well as the polarization and non-ideal gas effects. In most cases this term is very small and

neglected. The term UpotG can also be obtained by performing an optimization of the molecule in the gas

phase:

UpotG = Umingas +
1
2kBT (3Natm − 6−Ncons), (4.33)

where Umingas is the minimized energy, Natom and Ncons are the number of atoms in the molecules and the

number of the constrained degrees of freedom, respectively. The second term represents the vibrational

energy of the molecule.

One can make a further approximation and assume that the intramolecular (bonded) energy in the liquid

phase is the same as that in the gas phase. As a result equation 4.32 can be further simplified to :

∆Hvap(T ) = −Uinter + kBT , (4.34)

where Uinter is the mean intermolecular energy per molecule along a MD trajectory. This method is sufficient

and recommended only for small molecules. For large ones, this approximation is no longer valid since the

intramolecular energy in the gas phase is quite different than the liquid phase (especially the torsion part).
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As far as we can tell, the best way to compute such a property using MD methods is to perform a NVT

simulation and to use the standard equation 4.32. For further details on these methods and applications, we

refer to Ref. [140].

In our work on organic solvent discussed in Chapter 5, we denoted the first protocol (P1), when Eq. 4.32 is

applied to calculate ∆Hvap, P2 when Eq. 4.33 is used to calculate the potential energy of the gas phase, and

lastly, P3 for Eq. 4.34.

4.5.3 Radial distribution function (RDF)

Radial distribution function (RDF), also known as pair correlation function, can be seen as a measure of the

probability of finding a particle at a distance of r away from a given reference particle. It is an effective

way of describing the average structure of disordered molecular systems, the general algorithm involves on

determining how many particles are within a distance of r and r+ dr away from a reference particle. This

general idea is illustrated in Figure 4.5, where the blue particle is our reference particle, and the red particles

are those whose centers are within the circular shell, dotted in orange.

The distance corresponding to the maximum of a peak indicates a higher probability for the two atoms

considered to be at this distance from each other than the mean probability.

FIGURE 4.5: Illustration of the radial distribution function calculation.
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The RDF can be expressed in the following way :

g(r) =
1
Nρ

〈
N∑
i

∑
j 6=i

δ(r− rij)
〉

. (4.35)

where ρ stands for the average density of particles (ρ = N/V , number of particles in a volume V).

4.5.4 Diffusion coefficient

Molecular dynamics simulations have the advantage of explicitly including the notion of time. We can

therefore use it to characterize the dynamics of the molecular system, by calculating what is known as the

diffusion coefficient. The latter reflects the mobility of the molecule within the fluid. It is due to the Brownian

(random) movement of molecules. There are two equivalent methods for determining this coefficient [41].

The first is based on Einstein’s relation linking the mean square of the displacement and the observation time:

D =
1
6

limτ→∞
〈
[−→ri (t+ τ )−−→ri (t)]2

〉
τ

, (4.36)

where ri stand for the position of the ith molecule and τ is the observation time. During the simulation, the

displacement of each particle of its original position is a function of time. By plotting the average of the

MSDs of all particles as a function of the simulation time, the diffusion coefficient D is calculated from the

slope of the line obtained at long times. Hence, much longer simulation is required to get a reliable diffusion

coefficient, up to several ns.

The second method to determine the diffusion coefficient from the integral of the velocity autocorrelation

function, known as the Green-Kubo relation:

D =
1
3

∫ ∞
0
〈−→v i(t+ τ ).−→v i(t)〉 dτ =

1
3V ACF (t), (4.37)

where −→vi stand for the velocity of the ith molecule. This method is considered, in literature, better than the

previous one, as it yields better agreement with experimental data and does not require long simulation [141].
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The velocity autocorrelation function (VACF) is an interesting property since it indicates the fundamental

nature of the dynamic processes of a molecular system, the time scale for changes in atomic motion. A

code was written in python to do the transformation of the trajectories (velocities of the atoms at different

instances of time) to the velocity auto correlation function (VACF) following Eq. 4.38:

V ACF (t) =
∫ ∞

0
〈−→v i(t+ τ ).−→v i(t)〉 dτ . (4.38)

Taking into consideration that MD simulations provide atomic information, it can be computed for any atom

type of the molecular system. However, the best and recommended way to calculate such property is to be

considered the center of mass’s motion of the molecule.



Chapter 5

Force field for alkanes and amides derivatives

A s already mentioned, in the nuclear field, amide derivatives can be used as extracting molecules

for actinide ions for nuclear fuel solutions as alternatives to the TBP molecules, with advantages

already listed in the introduction. Alkanes such as dodecane, TPH (Tetra Propylene Hydro-

genated), kerosene,and so forth [84, 85, 142] are hydrocarbons suitable as solvents to dilute TBP and/or

amide derivatives and to achieve the extraction of U and Pu from the irradiated nuclear fuel. However, the

use of these molecules is not limited to the nuclear field, but impacts other research areas, such as biology,

medicine and petrology. In these latter, the structural, thermodynamics and transport properties are of interest

for the design and study of artificial or biological membranes and also play a major role in the recovery and

refining of crude oil [143–150]. One way to obtain such information at the molecular level involves the use

of atomistic molecular dynamics simulations. In this regard, several force fields have been developed over

the years, such as CHARMM, GROMOS, MM4, OPLS and AMBER [128–130, 151, 152]. Generally, the

hydrocarbons (alkanes) parameters are used to describe alkyls chains regardless of whether they are amides,

acids, amines chains or lipids, peptides and some proteins tails in biology applications. Most of these FFs

have been derived focusing on individual aspects and based on the reproduction of experimental data, such
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as enthalpies of vaporization, vapor pressures and densities. However, the FF parameters are not always

transferable to all the molecular group series, and they are reoptimized before use in most cases. As a result,

different versions of AMBER, CHARMM, OPLS FFs for hydrocarbons have been developed over the years

for a better description of the macroscopic properties [153–155]. For example, the first version of OPLS

FF for hydrocarbons (labeled OPLS-AA) is quite successful for short hydrocarbons but not for long [152].

This comes from the fact that they used experimental data measured for small molecules to develop such FF,

and hence inducing a lack of physical meaning of the interactions for longer chains. Therefore, Siu et al.

have reoptimized the OPLS-AA parameter set for long hydrocarbons, termed L-OPLS [154]. Generally, FF

parameters obtained for small molecules do not always represent the real interactions between atoms, since

the goal was to reproduce the reference experimental data in an average way. In summary, in the literature

exists a zoo of FFs, the latter derived for individual molecules and specific cases. Again, this makes the

prediction of new features of newly designed molecules challenging and questionable.

For amides derivatives, most available FFs have been derived for small molecules and then combined with

the hydrocarbons parameters to describe the alkyl chains of the long amides. As in the case of hydrocarbons,

there are several FFs available in the literature but they are not always transferable and accurate enough

for direct use. Hence the re-optimization of the FF parameters is often required [156–158]. For amides

derivatives, it was shown that most of the transferability problems arise i) from the fact that amides are polar

molecules and thus FFs describing this kind of molecules should include these effects explicitly [158]; ii)

and, of course, from the parameters used to describe the alkyls chains.

Nowadays, the use of ab initio data for the parameterization of FFs has become increasingly common, since

a solid physical/mathematical foundation provides a better understanding of the physics and chemistry of

the systems to be investigated. Moreover, most transferability problems encountered for force fields with

empirical parameters are related to the reference data used. If the systems used in the parameterization

process significantly differ from the ones being investigated and/or if the amount of data set used for

parameterization is small, limited to certain kinds of data at restricted temperature and pressure conditions,

the parameters may not be as trustworthy. The available experimental data are often limited to certain

molecules at specific experimental conditions, while, quantum chemistry methods in combination with the

availability of significant computational resources offer the possibility to generate a large number of reference
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data essential to the development of force fields (atomic/molecular data, dissociation curves, interaction

energies, etc.). However, we should also mention that even quantum chemistry methods have limitations,

they are limited to the inclusion of a small number of atoms and therefore does not take into account the

influence of the environment in the calculation.

Herein, we have developed a new set of FF for alkanes and amides derivatives based solely on quantum

chemistry calculations. Since alkanes are known to be a non-polar molecules, polarization effects were

neglected and only Coulomb, repulsion and dispersion interactions were considered. However, it should

be mentioned that the alkanes do not induce polarization for alkanes-alkanes interactions but that they are

polarizable in the model for alkanes-amides interactions. As for the amides, polar molecules for which

polarization forces play an important role, polarization was incorporated alongside Coulomb, repulsion and

dispersion interactions to ensure the transferability of the parameters for longer amides, as well as the correct

description of the intermolecular interactions.

First, parameters for alkanes and amides model molecules have been derived following the same approach and

based on the same kind of data, namely ab initio data. Then, we have combined the two sets of parameters to

describe the large amides, for which the alkyl chains have been described with the derived alkane parameters.

The newly proposed parameter sets were validated on physical properties of interest, namely density, heat of

vaporization as well as on the distributions of trans and gauche conformation for alkanes.

5.1. Parametrization methodology

The functional form of the force field embeds six components. Covalent interactions between atoms are

modeled using harmonic bond stretching and angle bending parameters, while rotations around a bond are

described by anharmonic 4-body torsional terms (See Section 4.7a). Non-bonded interactions are described

by a sum of Coulombic interactions between atom-centered point charges (See Section 4.2.2.1), a physically

motivated Buckingham interaction, which combines a short-range repulsive
(
Ae−Br

)
potential with a longer-

range attractive
(
C
r6

)
interaction (See Section 4.2.2.2), and lastly polarization was incorporated with the

induced point dipoles model (see Section 4.2.2.3).
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The bonded and non-bonded parameters of this work were obtained following the parameterization method-

ology discussed in section 4.2.3.2. The strategy is as follows. First, different charge calculation methods

have been tested to select and compute atomic partial charges. Second, atomic polarizabilities were derived

by partitioning the molecular polarizability, the latter being computed at the MP2 level of theory. Third,

Van der Waals parameters, namely A, B and C in the Buckingham potential, were subsequently adjusted to

reproduce interactions energies for different dimers orientations and for different molecules. Simultaneously,

torsion scans using ab initio gas phase calculations were performed to adjust the torsion parameters. Lastly,

we proceed to the validation of the resulting parameter sets by performing MD simulations and comparing

the simulated macroscopic data to experiment.

The choice of the quantum chemical level to calculate the reference data used for the development of any

FF is fundamental, as to ensure that the different interactions are accurately treated. For instance, dihedral

potentials are crucial in order to reproduce the (temperature-dependent) fraction of trans and gauche isomers,

as the energy difference between the two conformations is small (about 0.6 kcal ·mol−1) and must be well

described. In this work, all the structural and energetic data, needed for the parametrization of our force

field, were calculated using the Molpro quantum chemistry package at the MP2 level (the Møller-Plesset

Perturbation Theory) [52] with the correlation consistent aug-cc-pVTZ basis set of Dunning [74]. This

level of theory was chosen based on two arguments (1) the geometries of simple alkanes are known to be

less sensitive to the size of the basis set than the energies itself [159] (2) by performing a benchmarking

of MP2 interaction energies with respect to Coupled Cluster "CCSD(T)" [160] (the gold standard) (see

Figure B.3 in Annex B). In conclusion, the MP2 approach proved to provide a good compromise between

the computational cost and the accuracy of the computed interaction energies.

For different dimer orientations, the MP2 interaction energies were computed using the super-molecule

approach taking into account the basis set superposition error (BSSE) :

IE = EAB(AB)−EAB(A)−EAB(B), (5.1)

where, EAB(AB) is the energy of their interacting assembly (dimer). EAB(A) and EAB(B) denote the total

energies of monomers A and B, respectively, computed with the dimer AB basis sets, i.e. in the calculation
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of monomer A including the basis set of the B monomer (but neglecting the nuclear charges and electrons of

B).

5.2. Results of parametrization: bonded and non bonded parameters

Before presenting the parameters of different FF contributions, we show in Table 5.1 the atom types used in

this work. We define HA as the hydrogens in the aliphatic compounds and HN for hydrogen atom bonded

to the special carbon atom CT2-N. For carbons, we introduce four types: methyl carbon (CT3), methylene

carbon (CT2), alkane branched carbon (CT1) and (CT2-N) for methylene carbon bonded to amide nitrogen

atom. The oxygen of the carbonyl group is denoted O, the carbon atom double-bonded to an oxygen atom

(C), the nitrogen atom of the amide function (N), respectively.

No. Atom Type description Illustration of atom type introduced
1 CT3 Alkane methyl carbon – C – CH3
2 CT2 Alkane methylene carbon – C – CH2 – C
3 CT1 Alkane branched carbon – C – CH – C
4 CT2-N Methylene carbon bonded to amide nitrogen atom
5 HN Hydrogen atom bonded to CT2-N
6 HA Aliphatic Hydrogen (for alkane and amides)
7 N Amide nitogen atom
8 O Amide carbonyl oxygen
9 C Amide carbonyl carbon

TABLE 5.1: Atom types and their definitions in Polaris-MD.

Bond and angle parameters

In most available FFs in the literature, bond stretching and angle bending are described using harmonic

potentials that contain the bond and angle force constants and equilibrium bond lengths and angles (See

Eqs 4.9,4.8). Historically, reasonable values for the equilibrium bond lengths r0 can be obtained from

X-ray diffraction experiments, while the spring constants may be estimated from infrared or Raman spectra.

An alternative route to obtain these parameters is to use quantum chemistry methods, in which case the

equilibrium bond lengths and angles are taken from the optimized geometry of the molecule, and the motion

force constants can be derived either directly from the QM computed Hessian matrix, or indirectly by
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performing scans over the bond/angle of interest, considering how the energy of a bond/angle changes with

its length/angle. In this work we have opted for the second approach to derive the bond and angle force

constants for alkanes, and we have compared our parameters with that proposed by the CHARMM and

Amber FFs. It turned out that for alkanes, the CHARMM FF parameters matched very well the QM scans,

and could be taken without further refinements, see Annex B. Thereby, we have used the angle and bond

parameters described in CHARMM FF for both alkane and amide derivatives.

Charges and atomic polarizabilities:

Partial charges are known to be the first intermolecular parameters to be defined in the development of a new

FF from scratch. However, there are several methods to calculate such atomic charges (NBO, ESP, RESP,

Mulliken, CM5, Hirshfeld, etc.) [161–166]. They have been always developed with the aim of providing the

most realistic description of the system, yet atomic charges are not quantum observables. Electron density can

be easily calculated and studied, but, there are no operators to unambiguously determine the charge associated

to each atom. In fact, assigning accurate partial atomic charges has long been a significant challenge in the

general use of modeling methods. The choice of the method depends mainly on the reproduction of the

electrostatic interaction between molecules and the class of the force field developed (static or polarizable).

In general, Mulliken charges are avoided, as they exhibit a strong dependence on the method and basis set

used. For NBO (Natural Bond Orbital Analysis) and RESP (Restrained Electrostatic Potential) they are

often used in CHARMM, AMBER and OPLS FFs. Recently, CM5 (Charge Model 5, latest update of the

CMx series), a method that evaluates the partial charges, was developed by Cramer, Truhlar, and co-workers,

seems to give good results. It uses the charges obtained from a Hirshfeld population analysis (of a wave

function obtained with density functional calculation) as a starting point. The charges are then varied based

on some specific parameters, derived originally by fitting to gas-phase dipole moments of several molecular

structures. Jorgensen et al., developers of the OPLS FF series [167], stated that CM5 charges yielded the best

agreement with experiments in pure liquid simulations, with the extra advantage of being essentially basis

set independent.

To assess our methodology, we have calculated the atomic charges for a series of alkanes (ethane, butane,

heptane) by different methods (NBO, RESP, Mulliken, CM5) and they are reported them in Table 5.2. We
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Molecule Mulliken RESP NBO CM5
Atom types CT3 HA CT2 CT3 HA CT2 CT3 HA CT2 CT3 HA CT2
Ethane -0.85 +0.28 — -0.20 +0.07 – -0.23 +0.07 – -0.22 +0.07 –
Butane -0.95 +0.26 -0.39 -0.17 +0.04 -0.20 -0.22 +0.07 -0.12 -0.21 +0.07 -0.14
Heptane -0.97 +0.26 -0.20 -0.09 +0.03 -0.18 -0.22 +0.07 -0.13 -0.20 +0.07 -0.14

TABLE 5.2: Partial charges calculated for a series of alkanes using different methods (in a.u.).

can see clearly the difference between the values obtained from the different methods. Mulliken charges

seem to be overestimated as compared to other methods, while the three others give very similar values,

especially for NBO and CM5. It is clear from these values that, for alkanes, electrostatic charges are small

and polarization effects can be neglected. Electrostatics potential along with Van der Waals interactions are

sufficient to model long-range interactions for alkanes. Anyway, for all the reasons discussed above, CM5

charges are used in the FFs of alkanes and amides.

To include polarization effects within amide derivatives in our force field, relying on an induced dipole

moment approach including Thole’s damping effects, we have considered only the non-hydrogen atoms

as polarizable centers, assigning to each center an atomic polarizability. There are several procedures to

decompose the molecular polarizability into atomic polarizabilities [168]. They differ on whether molecular

polarizability was obtained from experimental refractive indices or from quantum mechanics. In this work, we

have opted for the method proposed by Marenich et al. [169] for partitioning the molecular polarizability into

atomic contributions by the use of Hirshfeld population analysis [170], involving the numerical differentiation

of the dipole moments computed for different values of the applied external electric field.

To sum up, Table 5.3 gathers the partial charges and atomic polarizabilities assigned for each atom of the

molecules of interest.

Buckingham parameters

To derive the Van der Waals parameters, interactions energies were computed using the super molecule

approach (Eq. 5.1) for several different dimer relative orientations and distances, starting from ethane, propane,

butane, heptane and n−dodecane for alkanes. The same work was done to for the amides derivatives VdW

parameters, we have selected the N,N-DiEthyl-PropanAmide (DEPA) and N,N-diethyl-2-methyl-PropAmide
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TABLE 5.3: Partial charges (in a.u.) and atomic polarizabilities (α in Å3) used for alkanes and amides
derivatives

Atom Type Partialchargesq(CM5) atomicpolarizabilityα (Å3)
CT3 −0.21 2.0
CT2 −0.14 2.0
CT1 −0.07 2.0
CT2-N −0.02 2.0
HN 0.10 0.0
HA 0.07 0.0
N −0.34 1.3
O −0.42 1.3
C 0.32 1.0

DEMPA (see Figure 5.1 and Annex B for more details). In this work, in order to later speed up the

MD simulations and ease the parametrization process, coulomb, polarization, repulsion and dispersion

contributions were only considered for interactions between carbon, nitrogen, oxygen atoms. As for all

interactions that involve hydrogen atoms, only the coulomb and repulsion terms were kept. Consequently, a

total number of of 77 parameters were adjusted, with partial charges and atomic polarizabilities been fixed

(18 parameters).

The size and the flexibility of these systems generate a large number of degrees of freedom to explore the

potential energy surfaces, and making a random generation of all possible configurations appears to be

meaningless. For that purpose, some structures have been chosen wisely so that we can selectively enhance

some pair interactions and decrease some others. This allows to explore/examine specific interactions and fit

the desired pair interactions. The parameters were optimized iteratively in stages. At the final stage, after

adjusting the interactions for each pair, we combine all the energies and using the PEST optimization program

we get the final set of parameters that fits well all the QM reference data. In Figure B.5 we have reported

some dimer conformations of ethane, dodecane and DEPA on the side of the corresponding interaction

energy curves as a function of the distance between the two molecules. The other curves are available in

annex B, Figures B.4,B.5. The final sets of intermolecular parameters are also listed in annex B as Table B.2.

The total procedure including charge and polarizability estimations as well as the determination of the other

parameters allows to reproduce the QM energies, with a maximum deviation of ' 0.6 kcal ·mol−1.
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FIGURE 5.1: Dimer structures on the left with the corresponding interaction energy curves as a function of
the inter-molecular distance for ethane (top), dodecane (middle) and DEPA (bottom). The MP2 ab initio
energies are drawn in red and the FF values in blue (oxygen atoms in red, nitrogen in blue, carbon atoms in

grey and hydrogens in white).

Torsional parameters

The torsion angle motions embed contributions from both the nonbonded (Van der Waals, electrostatic and 1-4

interactions) terms, as well as the angle bending. The torsional parameters are therefore intimately coupled

to the nonbonded and bonded parameters. For this reason, the dihedral parameters are chronologically the

last ones to be derived during the development of a FFs. In this work, the parameters for dihedral angles are

introduced with the standard type of torsion potential, the cosine expansion (See Eq. 4.10).
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Usually, torsional parameters are derived to reproduce the energy differences of conformations and rotational

profiles, based on high-level ab initio data. In this work, complete QM scans of the dihedral torsions

were performed as a sequence of constrained optimization in which the torsion angle is varied in steps of

10°. For alkanes, all possible torsions CTx – CT2 – CT2 – CTx with x = 2, 3 were scanned and resulted in

quite similar torsion ab initio energy profiles (difference between maxima ≤ 0.2 kcal ·mol−1 as shown in

Figure 5.2). For most available FFs in literature, the same torsional parameters are used for both torsion

involving terminal methyl and middle torsion. In this work, since we differentiate the non-bonded parameters

of CT3 from those of CT2, and since the dihedral parameters do dependent on the non-bonded ones, we have

derived different parameters for each dihedral torsion (CT3 – CT2 – CT2 – CT2 and CT2 – CT2 – CT2 – CT2).

The coefficients were obtained by minimizing the difference of the relative total potential energies calculated

from the force field and from ab initio calculations. The comparisons of torsional profiles obtained from ab

initio and force field calculations are shown in Figure 5.2. The almost prefect superposition of the classical

and QM curves makes us confident to explore further the different trans-gauche populations of the various

species.

The same approach was followed for amides, the optimizations of the torsional parameters was carried out

for the different dihedral angles.
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FIGURE 5.2: Relative energy profiles of the dihedral angle scan of butane (left) and heptane (middle and
right).

To demonstrate the quality of our ab initio FFs, we will now turn to the computation of macroscopic

properties from MD simulations.
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5.3. Force-field evaluation: physical properties

In this section we present the condensed phase properties obtained by performing MD simulations with the

developed FFs. First, the densities and thermodynamic properties of alkanes are presented and compared

to available experimental data as well as to the two version of OPLS FFs. Secondly, we will discuss their

structural properties such as gauche-trans states ratios in alkanes and RDFs for both class of molecules, and

lastly the self diffusion coefficients. The choice of the temperature at which we carried out our simulations

is based on, i) the availability of experimental data at such conditions ii) to get as close as possible to the

experimental conditions of liquid-liquid extraction processes (room temperature, 1 atm).

To compute these liquid properties, MD simulations were carried out considering periodic boundary condi-

tions; first, in the isothermal-isobaric ensemble (NPT) to equilibrate the systems, and then the production part

in the NVT ensemble. The temperature was maintained by a Nose-Hoover thermostat and the system pressure

isotropically by an Andersen barostat. Verlet leapfrog scheme was employed with the integration time step

of the dynamic equations of motion set to 1 fs. The equilibration period of our systems varies between 3 ns

for pure phases (alkanes, monoamides) and 5 ns for alkanes/amides mixtures, with a temperature scaling

interval each 10 steps. The production run is about 10 ns, which was enough considering the small size of the

systems that we simulated. The C-H structural parameters were constrained to their bulk equilibrium values

thanks to the RATTLE algorithm (the convergence criteria is set to 1× 10−6 Å). The fast multipole method

was used for computing Coulomb electrostatic forces and polarization interactions [171]. The Polaris-MD

code [132] was used to carry out all MD simulations in this work.

The details about the method of calculation of the physical properties, such as density, heat of vaporization

and self-diffusion coefficient have been given in a previous chapter in Section 4.5.

5.3.1 Density and heat of vaporization

We have computed the density and the enthalpy of vaporization of the series of alkanes (ethane, propane,

butane, heptane, dodecane) and two monoamides DEHiBA and DEHBA (Figure 5.3) and the primary amide

N,N-Dimethylacetamide (DMA) . The results are reported in Table 5.4. The bulk density values agree well

with the experimental ones, as the largest deviation is 5% for dodecane and 6% for DEHiBA. This confirms
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(a) (b)

FIGURE 5.3: Structure of (a) di-2-ethylhexyl-butyramide (DEHBA) and (b) di-2-ethylhexylisobutyramide
(DEHiBA).

the correct description of the phase equilibria, the position of the minima of potential wells. For the heat of

vaporization, we can solely consider alkanes in the comparison to experimental data. The largest deviation is

less than 1 kcal ·mol−1 for dodecane. For the simulated monoamides no experimental heat of vaporization is

available in the literature, but since the same parametrization approach was used for both systems, we can

safely predict them. To our knowledge, we are the first group to report the value of the heat of vaporization of

DEHiBA and DEHBA via computational methods. The heats of vaporization of DEHiBA and DEHBA seem

to be quite close for both molecules (' 23.5 kcal ·mol−1 for DEHiBA and ' 25 kcal ·mol−1 for DEHBA),

this was expected since both molecules are quite similar as they only differ by the branching of the alkyl

chain attached to the carbonyl group (butyl vs. iso-butyl). Overall, the computed properties yield a great

agreement with experiment, and the errors are within the error bars of alkanes traditional FF developed

based on density and heat of vaporization, about 5% for the densities and up to 1 kcal ·mol−1 for the heats of

vaporization [128, 140, 152, 154].

Some FFs may give very accurate densities and vaporization heats for some molecules, compared to our work.

This is directly related to the fact that these molecules were used in the parameterization process or being
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TABLE 5.4: Densities (in kg ·m−3) and heats of vaporization (in kcal ·mol−1) of alkanes and monoamides
(DEHiBA and DEHBA) using the parameters derived in this work. ∆ values correspond to either the relative
errors in % or absolute errors in kcal ·mol−1 between the simulated and experimental values.a Experimental
values are from Haynes et al. [172]. Error estimates were obtained by block averaging (see annex B for

further details).

Name T(K) P(atm)
Density Heat of Vaporization

This work expta ∆(%) expta This work (P1) ∆(kcal ·mol−1)

Ethane 185 1 566 544 4% 3.60 3.65 ±0.06 0.05
Propane 225 1 604 587 3% 4.40 3.57 ±0.07 0.83
Butane 273 1 596 601 1% 5.36 4.66 ±0.10 0.70

Heptane
298 1 700 677 3% 8.60 7.69 ± 0.10 0.91
371 1 637 616 3% 7.60 7.84±0.05 0.24

Decane 298 1 761 730 4% 12.30 11.90 ± 0.10 0.40

Dodecane
298 1 784 745 5% 14.70 15.43 ± 0.19 0.72
490 1 604 590 3% 10.54 11.51 ± 0.20 0.97

Isopentane 301 1 648 617 5% 5.88 6.32 ±0.04 0.44
DMA 298 1 937 900 4% 10.90 10.21 ±0.11 0.69

DEHiBA
298 1 898 865 4% - 23.34 ±0.15 -
308 1 892 858 4% - 23.13 ±0.15 -
318 1 883 851 4% - 21.46 ±0.15 -

DEHBA
298 1 916 861 6% - 24.93 ± 0.21 -
308 1 905 854 6% - 24.44 ± 0.21 -
318 1 895 847 6% - 22.56 ± 0.21 -

very close to them. However, as already mentioned, these FFs are not always transferable for all molecular

groups. For instance, the dodecane heat of vaporization obtained with OPLS FF is about ' 22.3 kcal ·mol−1

with a deviation of ' 7.6 kcal ·mol−1 from the experiment, and a density of 839 kg ·m−3 overestimating

the experimental value of 745 kg ·m−3. These deviations pair with the fact that the OPLS force field was

optimized to reproduce liquid densities and enthalpies of vaporization of short alkanes (ethane, propane, and

butane). As a result, Siu et al. have re-optimized these parameters for longer alkanes (labeled L-OPLS [154]),

following the same parameterization approach of the original OPLS (based on experimental densities and

vaporization heats). Still, this may lead to the same disadvantages for much longer molecules than the ones

used in the parameterization. It should also be mentioned that, even though cis-9 octadecene molecule

was used in the parameterization process of L-OPLS, a deviation of 2 kcal ·mol−1 from reference data was

accepted which is more than the maximum deviation in our work (1 kcal ·mol−1). All of this confirms the

strength and reliability of our parametrization approach and the developed FFs in simulating/predicting
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thermodynamic properties of alkanes and monoamides.

5.3.2 Structural properties

Chain conformation: the gauche and trans states in alkanes:

The chain conformation is also evaluated by analyzing the population of the gauche and trans states

in series of alkanes (heptane, decane and dodecane), which is characterized by the ratio D defined as

population of trans
population (gauche+trans) for each specific torsion angle (see Figure 5.5). This kind of analysis serves to

determine the preferred conformations in the liquid phases, and among the fundamental structural units in

biology and chemistry in general [173–175].

To illustrate these gauche (G) and trans (T) states in alkanes, in Figure 5.4 we show the trans and gauche

conformations for the butane molecule. These states (T and G) exist and are easily accessible in the

liquid phase, as the energy difference between trans and gauche conformations in alkanes is small (about

0.6 kcal ·mol−1) and the energy barrier between the two states is about 3.5 kcal ·mol−1, hence, it can be

explored readily during the dynamics of the system.

FIGURE 5.4: Newman projections of butane: Gauche and Trans conformations

In Table 5.5, we reported the obtained results from our FF, the available experimental data and some other

FFs (OPLS-AA and L-OPLS). We can clearly observe the good agreement of our work with the experimental
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data, as a difference of 6 pp (percentage point1) for the terminal torsion populations (D1 and D9) and 1 pp

for the torsion in the middle of the chain (Dx with x∈ [3..7]) population was noted for dodecane. The largest

deviation was observed for heptane, about 7 pp for the terminal torsion population and 1 pp for the middle

torsion ones.

FIGURE 5.5: Representation of dihedral population notations for hexane molecule.

One may notice that we are comparing our results to the experimental values for tridecane (C13H28), this is

because i) it is the only available experimental values in the literature, ii) the simulated alkanes are quite

close to tridecane, especially, decane (C10H22) and n-dodecane (C12H26).

It is also worth noticing that for the literature results (OPLS FFs and experimental), the trans fraction is

clearly dependent on the position within the carbon chain; the interior of the chain is almost constant while

the chain terminals have a larger flexibility, mainly because of the influence of intermolecular interactions

within the molecule. In our work, this dependence on the position within the carbon chain is quite small

(about 3 pp). The results obtained with the OPLS-AA FF for dodecane shows a divergence of about 22 pp

with experimental ones for the chain terminal populations and 13 pp for the trans populations of the interior

of the chain. This again confirms the inability of OPLS-AA to correctly describe the trans-gauche populations

for alkanes. The more recent L-OPLS FF results are in quite good agreement with the experimental data

reported by Casal et al., with a deviation of about 3 pp, and may be considered as good as with our FF

(maximum deviation 6 pp) for the simulated alkanes.

Lastly, the ability of our FF in investigating/predicting trans-gauche states have been demonstrated over the

series of investigated alkanes.

1percent point is the unit for the arithmetic difference of two percentages. For example, moving up from 40% to 44% is a 4
percentage point increase.
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TABLE 5.5: Trans populations of heptane, decane, dodecane and tridecane as a function of dihedral angle
noted Dn along the carbon chain (in %). a Experimental values for the first and the sixth carbon torsion of
tridecane from Casal et al. [176], b values from MD simulations with L-OPLS [154] and c values from Monte

Carlo (MC) simulations [177] with the original OPLS-AA FF [152].

Molecule Dihedral angle D1 D2 D3 D4 D5 D6 D7 D8 D9 D10

heptane (298 K)
This work 65 68 68 65
OPLS-AA c 73 82 78 76

decane (300 K)
This work 65 69 66 66 66 69 65
OPLS-AA c 78 81 84 82 81 81 79

dodecane (298 K)
This work 64 68 65 65 65 65 65 68 64
OPLS-AA c 80 83 79 80 78 80 81 83 81

dodecane (490 K) This work 56 61 57 57 57 57 57 61 56

tridecane (298 K)
L-OPLSb 55 66 64 64 64 64 64 64 66 55
expa 58 - - - - 67 - - - 58

Radial distribution function analysis: The structural organization of the pure alkanes and monoamides

(DEHiBA and DEHBA) solvents was investigated by calculating the radial distribution functions (RDFs,

g(r)), as they reveal the distribution of neighboring molecules and the long-range solvent organization. The

g(r) for carbon atoms in alkanes are plotted in Figure 5.6.

C1 – C2 C1 – C3 gC1 – C4 tC1 – C4
This work expt This work expt This work expt This work expt

Butane 273 K 1.54 1.55 2.55 2.56 3.10 3.07 3.88 3.93
Heptane 298 K 1.53 1.55 2.54 2.56 3.10 3.14 3.87 3.92
Decane 298 K 1.53 1.54 2.55 2.57 3.10 3.15 3.88 3.95
Dodecane 298 K 1.53 - 2.55 - 3.10 - 3.88 -

TABLE 5.6: The molecular parameters (Maxima of the RDFs) in Å obtained from RDFs opposite to
experimental work of Habenschuss et al. [178].

The RDF formula takes into account the system volume and the total number of particles (atoms), i.e.,

the density, as well as the number of available atoms of the type for which the RDF is calculated. Hence,

considering the difference in the system densities, the RDF gives insights on the distances at which the

atomic pairs are found. The absolute RDF values for the different systems are not comparable/interpretable

due to the different available volume.

We have drawn the C – C RDFs starting at 2 Å, hence, the first C-C direct interaction at 1.53 Å is not visible.
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FIGURE 5.6: Radial distribution functions of carbon atoms for selected alkanes: ethane, propane, butane,
isopentane, and heptane, decane and dodecane.

The peak at 2.55 Å corresponding to the intramolecular C1 – C3 second-neighbor interaction is present for

all alkanes, except, of course for the ethane molecule (C2H6). The third peak at '3.1 Å corresponds to the

gauche C1 – C4 molecular segments. At the distance of ' 3.88 Å appears a peak that can be attributed to the

trans C1 – C4 molecular segments. These results are quite consistent with the experimental X-ray diffraction

results of Habenschuss et al. [178].

We can also notice the influence of temperature upon the RDFs, for dodecane at two different temperature

(298 K and 490 K). It is readily apparent in Figure 5.6 (d), that the intensity of the 3rd peak increases while

the 4th peak simultaneously decreases, implying that the gauche population increases with temperature and

the reverse for the trans population. This was confirmed by the calculation of the populations as presented in

Table 5.5. This is simply because by increasing the temperature we are more likely to populate the state with

higher energy (gauche).
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For both investigated monoamides (DEHBA,DEHiBA), no structural experimental data is available to

compare with, but since we have used the same parametrization approach as for alkanes, we can safely

predict them. The RDFs at various temperatures (298 K,308 K and 318 K) are reported in Figures 5.7 and B.7.

The analysis reveals that RDF(O – O), RDF(O – N) and RDF(N – N) are very similar for both monoamides,

meaning that the structuring is quite similar for both ligands. From Figure 5.7, we can also notice the impact

of the temperature on the RDFs of DEHBA and DEHiBA, the intensities for all RDFs in DEHiBA and

DEHBA remain constant as the temperature increases, the influence of temperature is minor for this interval

[298 K ; 318 K ].

5.4. Molecular properties of dodecane/monoamides mixtures

After the validation of our FF in the previous section, herein we present the results obtained for DEHBA

and DEHiBA mixtures with dodecane. This study was performed to gain insight and to visualize molecular-

level behavior of these extraction systems (alkane-monoamides mixtures), for instance, to understand the

monoamide structure impact on the molecular organization of alkane-monoamides mixtures, more precisely

the branching of the alkyl chain bonded to the carbonyl function. At the end, this may give insights about the

sharp difference of the Pu(IV) extraction between DEHiBA and DEHBA, since these mixtures are the ones

used for the extraction of actinides cation from nuclear fuel waste.

In order to approach as much as possible experimental conditions, the simulations boxes where constructed

based on available experimental data for DEHiBA (densities) at room temperature and atmospheric pressure

(298 K,1 atm). Since the experimental data were only available for DEHiBA, we chose the same simulation

conditions for the DEHBA/dodecane mixtures to be able to compare the solvent mixtures, as a function of

the nature of the monoamide.

The densities of different DEHiBA mixtures were calculated using the NPT ensemble and compared favorably,

as showed by the small error in Table 5.7 (a maximum deviation of 5% (28 kg ·m−3)). The densities of

DEHBA/dodecane mixture appear to be quite similar to the DEHiBA/dodecane ones; this was again expected

since the structures of the two ligands are quite close (See Figure 5.3).
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FIGURE 5.7: Radial distribution functions of oxygen, nitrogen atoms in DEHiBA (left figures) and DEHBA
(right figures) at 298, 308 and 318 K.

From Figure 5.8, it can be seen that the molecular organization for both systems (DEHiBA/dodecane and

DEHBA/dodecane) seem to be quite similar, the DEHiBA and DEHBA molecules form some kind of

aggregates, as the concentration of DEHiBA/DEHBA increases we can also notice some sort of aggregation

for dodecane. Somehow, this may be explained by taking in consideration that monoamides molecules
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TABLE 5.7: Composition of DEHiBA/dodecane and DEHBA/dodecane mixtures, associated simulation
boxes and densities, L denote the extractant ligands.

Monoamide Concentration (mol/L)
Number of molecules

density
expt MD DEHiBA DEHBA

DEHiBA DEHBA DEHiBA DEHBA L dodecane % L expt MD expt MD

0.40 - 0.42 0.43 34 316 10% 765 792 - 795
1.00 - 1.04 1.07 92 258 26% 790 815 - 830
2.00 - 2.07 2.03 217 133 62% 832 866 - 859

10% DEHBA 26% DEHBA 62% DEHBA

10% DEHiBA 26% DEHiBA 62% DEHiBA

FIGURE 5.8: Final snapshots of the DEHBA/dodecane (top) and DEHiBA/dodecane (bottom) systems at
the end of the MD trajectories, at 298 K for different concentrations 10% (34 Ligands and 316 dodecane),
26% (92 Ligands and 258 dodecane) and 62% (217 Ligands and 133 dodecane). In black dodecane molecules
and monoamides ligands are colored, oxygen atoms in red, nitrogen in blue, carbons in aqua and hydrogen

atoms in white.

are polar, and prefer interacting with each other rather than alkanes. In general, alkanes are known to be

"insoluble" in polar solvent (such as water). They are soluble only in non-polar and slightly polar solvents.
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In our case, DEHiBA and DEHBA are polar molecules with a dipole moment of '3.64 debye2 (water : '

1.85 debye), yet, the fact that they are long molecules with lipophilic tails makes them soluble in alkanes.

To gain insights into the structures of DEHiBA/DEHBA in the liquid phase as well as the organization of DE-

HiBA/DEHBA within the dodecane solvent, the RDFs between atoms belonging to different molecules were

computed using a bin width of 0.10 Å and a cutoff distance of 25 Å (about half of the simulation box length),

averaged over the last 8 ns of the MD trajectories. The RDFs of DEHiBA/DEHBA at different concentrations

are reported in Figures B.6 and B.8. We can clearly see that for both systems, the RDF(O – N), RDF(O – C)

and RDF(N – N) are very similar for both monoamides, with a small difference for the RDF(O – O), as

for pure phase of DEHiBA and DEHBA. Even when the concentration of the amide ligand increases, the

positions of the peaks do not vary.

5.5. Conclusions

In this work, a FF model for short- and long- alkane chains and amides derivatives was constructed by solely

considering quantum chemical calculations (at the MP2 level of theory) and taking explicitly into account

polarization effects, which are essential for a good representation of the dispersion forces and polarization

interactions. The different intra-molecular and inter-molecular parameters, such as atomic charges, atomic

polarizabilities, Buckingham parameters, force constants and equilibrium values, were derived and validated

by performing MD simulations to calculate liquid-phase thermodynamics and structural properties. The

reported simulation results are in great agreement with experimental data. These high-quality results for both

molecular families suggest that this purely ab initio parametrization methodology is promising and can be

applied to any molecules of interest.

The developed FFs were also used to simulate monoamides-dodecane mixtures (DEHiBA/dodecane and

DEHBA/dodecane), revealing that for both mixtures, amides ligands tends to self-assemble in the organic

solution. The RDFs calculations showed that the molecular organization for both systems is quite similar.

Further investigations for a better characterization of the molecular organization and aggregation of these

phases are in progress,namely the orientation of the carbonyl group (C –– O) is under investigation. Finally,

2Obtained with quantum calculations at the MP2 level and aug-cc-pVTZ basis set.
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the calculation of Small-angle X-ray scattering (SAXS) spectra will give us the opportunity for a direct

comparison with experimental data.



Conclusions and perspectives

T he work presented in this thesis is directly linked to the research work carried out for the develop-

ment of new technologies for spent nuclear fuel reprocessing, namely the liquid-liquid extraction

techniques. The studied extracting molecules, monoamides, are being considered for use in

future nuclear fuel recycling processes. The study of solutions representative of the organic phases used

in these processes enables a better understanding of the organization of these solutions and the effect of

the structuration/aggregation on their physico-chemical properties. The main objective of this thesis is the

development and use of theoretical approaches to provide information on the organization at the molecular

level of the organic phase containing plutonium in the presence of the different other molecules (alkanes,

water, extractants, and nitric acid), namely quantum chemistry and molecular dynamics simulations methods.

To reach this goal, in the first part, we have studied the stability of plutonium nitrates complexes in the organic

phase using quantum chemistry methods (DFT, MP2). This study allowed us to get a better understanding of

the strong influence of the amide structure on plutonium extraction at the atomistic level. The calculated

complexation energies for inner and outer-sphere complexations showed that the introduction of a bulky

alkyl group on the carbonyl side (branching) leads to an increase in the complexation energy and therefore

the complexation is weakened, which is fully consistent with the measured monoamide extraction properties

(distribution coefficient). Moreover, changing the polarity of the solution (dodecane to DMA) also showed
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that solvent effects are very significant for outer-sphere complexation and rather small for inner-sphere

complexation.

In our systems of interest, the extractants (monoamides) contain long alkyl chains, which generate numerous

degrees of freedom and the possibility to interact further with solvent molecules. Thus, being aware of it and

wishing to go beyond the static picture proposed by DFT quantum chemical calculations, we proposed to use

classical molecular dynamics to perform explicit solvent simulations. However, as there are no force fields

to describe plutonium(IV), the parametrization of new FF models is required. Nevertheless, being able to

propose a complete picture requires a step-by-step development of each sophisticated possible interaction

potential.

Thus, we have first concentrated our efforts on the proper description of the physico-chemical properties of

the solvent molecules, i.e., the alkanes and the monoamides, and their mixtures. In the second part of this

thesis, a polarizable FF model for the solvent molecules (alkanes + monoamides) was constructed. Within the

aim of developing a new generation of accurate and robust FF models based on ab initio data, the derivation

of the different FF parameters is based solely on quantum chemical calculations. Classical simulations were

carried out with the developed potentials to calculate macroscopic thermodynamics and structural properties,

such as density, heat of vaporization, and trans-gauche populations. The MD results obtained were in good

agreement with experimental ones which allowed us to validate the parametrization methodology. The

transferability of the developed potentials was demonstrated by calculating physical properties for different

molecules of different sizes, ethane to dodecane, DMA to DEHiBA. We should mention that the calculation

of other properties such as the diffusion coefficient and the viscosity are also in progress.

After the validation of the FF models, MD simulations of monoamides-dodecane mixtures (DEHiBA/dode-

cane and DEHBA/dodecane) were carried out, first to check the ability of our potentials to model correctly

these mixtures, second to investigate the influence of the branching of the monoamide alkyl chain bonded to

the carbonyl group on the structuring of the phase mixtures. The experimental bulk density of the mixtures

fits well with the experimental one. The radial distribution functions calculated for both systems showed

that for both investigated extractants, DEHiBA and DEHBA, the structuration seems to be quite similar.

Furthermore, the analysis of these phases shows that aggregation phenomena may be suspected and additional



5.5 Conclusions 99

investigations for a better characterization of these phases are underway. Finally, the force-field potentials

developed in this work are not limited to our study, they can also be used to study other properties of long

alkanes or lipids in other fields, such as biology and petrology.

As already mentioned, the main objective is to be able to simulate the Pu(IV) in the organic/aqueous phase.

However, the route to modeling the Pu(IV) extraction mechanisms; the migration of such an ion from one

phase to another (from aqueous to organic phase); using classical MD is still long, mainly because the

parameterization of FF models, to describe all the interactions presented in Figure 1.2, is a laborious and

time-consuming task. Till now, FFs models for water (Réal et al. [118]), water with Pu(IV) (Acher et al. [48]),

alkanes, monoamides and alkanes with monoamides have been developed based solely on QM calculations.

This has shown that the development of potentials based such kind of data (QM calculations) is quite efficient

and promising. Afterwards, it would be interesting to continue the description of the other interactions listed

in Figure 1.2.

At the short term, the next logical step is the derivation of parameters describing the interactions between

alkanes and water. Since FFs models for water and alkanes are now developed, electrostatic and polarization

parameters are already available and fixed (charges, atomic polarizabilities), the only parameters to be

adjusted are the Van der Waals ones (Buckingham parameters). The QM reference data (interaction energies)

needed for the parameterization are being obtained and the derivation of the Buckingham parameters is in

progress. The experimental data for the validation part are available, such as solvation free energies [179].

For monoamides with water, where partial charges and atomic polarizabilities are also fixed, the derivation

of the potential would be a bit strenuous compared to that of alkanes-water. This is essentially because of

the necessity of taking into account the hydrogen bond interactions that are highly important for describing

correctly the interactions between the two molecules. Accordingly, describing the interaction between alkanes,

monoamides and water will give us the possibility in modelling the extraction of water by monoamides

ligands. These studies will be worthwhile in obtaining insights about the molecular organization of such

phases, as well as illustrating the impact of structure and concentration of monoamides on the extraction.

The development of FFs to describe the interactions between the preceding molecules and nitric acid would be

the next step, these interactions, of course, will contain specific terms describing hydrogen bond interaction;
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which will make the parametrization of such interactions a bit tricky especially for water with nitric acid. The

difficulty is related to the quantization of each contribution, in particular attaining the right balance between

polarization, dispersion and hydrogen bond interactions. However, deriving these potentials to model the

extraction of water and nitric acid occurring in solvent extraction techniques will be based on the neglect of

the nitric acid protonation (deprotonation) that current models cannot take it into account.

The most arduous and expensive part will be is the development of force fields to describe the interactions

of Pu(IV) with the rest of the molecules. These potentials will take into account special terms, such as

charge transfer, hydrogen bonds, and polarization; and the parameterization of these terms is expensive and

strenuous, in particular the treatment of N-body effects, whether they are taken into account explicitly or

not. Most of these laboriousness problems come largely from the high charge of Pu(4+) which induces

polarization and charge transfer effects pushing our simple models to the limits of their relevance. All of the

above make the ultimate goal of this work a long-term one and a lot of development work remains to be done.

To overcome the difficult and long-term process of parameterizing the Pu(IV) - nitrates/monoamide interac-

tions. Meanwhile, it would be quite interesting to develop a FF models for Pu nitrate complexes (plutonium

hexanitrate Pu(NO3)6
2 – and plutonium tetranitrate Pu(NO3)4) interacting with other molecules. This may

be quite helpful in studying the molecular organization beyond the first coordination sphere and the study of

aggregation phenomena as well as third phase formation during the extraction of Pu(IV). For the outer-sphere

complex, we should take in consideration that monoamides interact with the plutonium hexanitrates via a

hydrogen bond, where the proton is located between the oxygen of the nitrates and the oxygen of the ligand

carbonyl function. From quantum chemistry calculations, we have shown that this proton tends to prefer

monoamides (see chapter 3), yet in liquid state this proton may be more flexible and swing between nitrates

and the ligand. Therefore, deriving a potential for the whole complex (hexanitrates + two protonated ligands

Pu(NO3)6(HL)2 with other molecules would be the best way to correctly model the outer-sphere complex,

giving the green light to study the physico-chemical properties of the phase.

Last, the FF parameters developed here may be used to study other aspects and other phenomena in

other fields. The FF models can be easily implemented in other MD simulations codes that supports the

Buckingham potential and the induced point dipoles model for treating the polarization, such as Tinker [180].
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Supporting Information

The Cartesian coordinates of all structures are available on the free platform Zenodo at the following link

with DOI 10.5281/zenodo.4068222

A.1. Intrinsic properties of the ligands

Intrinsic properties of the ligands, such as basicity and electronic properties are important parameters for

understanding their ability to bind a metal ion. We hereafter report atomic charges, molecular polarizabilities

and proton affinities of the ligands, computed as the enthalpy change associated with the following gas-phase

reaction:

LH+(gas) −−⇀↽−− L(gas) + H+(gas) (A.1)

The computed atomic charges and molecular polarizabilities for the different ligands are reported in Table

A.1. Atomic charges were determined from a Natural Population Analysis (NPA) [181]. The charges of the

https://doi.org/10.5281/zenodo.4068222
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complexing oxygen atom are slightly affected by the lengthening of the alkyl chains, they vary from -0.61

to -0.63 for monoamides and from -0.63 to -0.65 for carbamides. Carbon and nitrogen electronic charges

vary between monoamides and carbamides but do not vary significantly when changing the alkyl groups.

The molecular polarizability shows a notable increase, from 8.9 Å3 for MMM to 15.9 Å3 for PEE. This rise

was expected, since the increase in polarizability is equal to expected addition of polarizability for – CH2 –

groups ( ' 1.8 Å3 per group). As polarizability increases, the dispersion forces are expected to become

stronger.

TABLE A.1: Electronic atomic charges (NPA charges qO, qN and qC), molecular polarizabilities (α in Å3)
and proton affinity (PA) for the different amide ligands in kJ ·mol−1, relative to that of the MMM ligand.

Charges qO qN qC α PA

MMM −0.613 −0.409 0.653 8.9 0
MME −0.614 −0.410 0.658 10.6 8
EMM −0.617 −0.411 0.652 10.6 10
EEM −0.618 −0.413 0.657 12.3 16
MEE −0.621 −0.415 0.657 12.3 14
EEE −0.625 −0.414 0.659 14.1 22
PEE −0.623 −0.413 0.662 15.9 27
IEE −0.628 −0.415 0.665 15.8 28
C4M −0.631 −0.441 0.761 11.8 23
C4E −0.652 −0.445 0.778 18.9 40

The proton affinities (PA) of the ligands relative to that of the MMM ligand are reported in Table A.1. For

monoamides, the protonation energy increases when substituting a methyl by an ethyl group, by 10 kJ ·mol−1

in R1 position and by 8 kJ ·mol−1 in R2 or R3 positions. As expected, the proton affinities tend to increase

with the oxygen electronic charge and with the size of the alkyl chain. A similar observation can be made for

carbamides, the protonation affinity increased from 23 up to 40 kJ ·mol−1 by substituting methyl groups into

ethyl. As reported in literature, for organic molecules the proton affinities tend to increase with the size and

polarizability of the alkyl substituent [182].
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A.2. The structural parameters for geometry I

TABLE A.2: Selected interatomic distances (average values d in Å)a and hydrogen bond angle (αO−H−O)
in ° calculated in the [Pu(NO3)6](HL2) complex in geometry I optimized the gas phase. a Onit1 denotes
oxygen from nitrate ions which are not involved in hydrogen bonds. Onit denotes oxygen from nitrate ions

which are involved in hydrogen bonds.

Ligand dOnit−OL dPu−Onit1 dPu−Nnit2 dPu−NL dPu−CR1 αHOH

MMM 2.568 2.544 2.976 5.605 4.910 169.8
MME 2.598 2.541 2.972 5.536 4.905 169.4
EMM 2.603 2.526 2.992 5.411 5.176 165.3
EEM 2.595 2.514 2.959 5.386 5.129 163.0
MEE 2.566 2.544 2.978 5.720 4.897 170.1
EEE 2.589 2.537 2.968 5.703 5.167 163.4
PEE 2.594 2.537 2.974 5.839 5.122 163.4
IEE 2.551 2.537 2.969 5.682 5.996 158.4
C4M 2.592 2.529 2.957 5.427 5.793 171.8
C4E 2.573 2.540 2.972 5.584 5.947 168.2
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B.1. Bond and Angle parameters

Bond stretching:(Kb, r0)

For alkanes, we have two types of bonds, C-H and C-C. After performing the scans, and fitting the binding

energy analytic formula to the QM data using a python script, we obtain the values of the harmonic force

constants. The fittings of the C – C and C – H bond stretching illustrated in Figure B.1.
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FIGURE B.1: Potential energy curves for the C-C (a) and C-H (b) bond stretching. QM data are in red filled
circle and the MM fit in blue.
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It is too important to restrict the stretching scan in an interval close to the bond equilibrium value, within the

harmonic range, in order not to break the bond otherwise the fit will not be possible.

Angle bending:(ka, θ0)

In alkanes, we have three angles (C – C – C, C – C – H and H – C – H ). In order to calculate the bending

constants, i) scans over the angles were performed. ii) fitting the obtained QM data to the classical analytical

functions (harmonic potential 4.9), describing the contribution of angles. The fitting results are presented in

Figure B.2.
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FIGURE B.2: Potential energy curves for the C-C-H (a), H-C-H (b) bending angles. QM data are in red
filled circle and the MM fit in blue.

Synopsis

To sum up this section, our optimized FF parameters are given in Table B.1, facing that obtained from other

FFs, namely CHARMM and AMBER.

If we compare all the parameters of Table B.1, we can notice that there is a small difference between the

parameters of CHARMM and those of Amber, this is due to the fact that the ones in Amber are also derived

using QM methods unlike the CHARMM ones which are based on experimental data. However, the bond

and angle intramolecular parameters of amber or CHARMM FF can be used with no worries, the bond

and angles parameters are known to be less critical; since at room temperature, bond and angle vibrations

typically does not become high enough to have a qualitatively important influence on the dynamics and
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angle / Bond Source r0(Å) or φ0(°) k(cm−1)

C-C
CHARMM FF 1.530 222

This work 1.525 242
Amber FF 1.526 310

C-H
CHARM FF 1.09 322
Amber FF 1.09 340
This work 1.09 353

C-C-H
CHARM FF 110.1 37
Amber FF 109.5 50
This work 112.0 44

H-C-H
CHARM FF 108.4 35
Amber FF 109.5 35
This work 108.1 32

H-C-C-H
CHARMM FF n=3, Φ0 =0 0.25 (kcal ·mol−1)

Amber FF n=3, Φ0 =0 1.40 (kcal ·mol−1)
This work n=3, Φ0 =0 1.41 (kcal ·mol−1)

TABLE B.1: Intramolecular FF parameters for alkanes, taken from the CHARMM [183], Amber [155] FFs
and this work.

energetics. Meanwhile, they are critical when performing vibrational spectroscopy studies, for which the

intramolecular motions play a vital role.

However, for the dihedral torsion motions, we can clearly see marked differences between the Amber and

CHARMM FFs. This is due to the fact that dihedral torsion parameters are quite dependent of intermolecular

parameters (Van der Waals, electrostatic and 1-4 interactions). In CHARMM, identical Van der Waals

parameters are used for the three types of carbon atoms ( – CH3, – CH – or – CH2 – ). Hence, they have the

same parameters for the (CTx – CT2 – CT2 – CTx with x = 2, 3) torsions, while we have considered them to

be different for a better transferability of the parameters over the series of alkanes. We have thus adjusted all

the dihedral parameters for alkanes and amides. The final set of dihedral parameters used in this work is not

reported, there are a lot of parameters, but available on demand.
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B.2. Error estimations

The approach used to estimate the errors in this work is based entirely on the statistical nature of the results.

Assumimg that an MD simulation is performed for a total period of ttot (production time). We select the

last 20% of the production (noted tst, we can divide tst into N segments with the end point of each segment

being ti = i∆t (with i = 1, 2, . . . ,N) where ∆t = tst/N . Any time-averaged property can be calculated

for each of the time intervals ∆ti = ti − ti−1 = ∆t, and as a result, each MD simulation will produce N

values of the property P . If we denote each estimate of P to be Pi (with i = 1, 2, . . . ,N ), the best estimate

of the property can be calculated as

P =

∑N
i=1 Pi
N

. (B.1)

The uncertainty of the samples Pi can be quantified by the sample standard deviation defined as :

σ =

√∑N
i=1(P − Pi)2

N
. (B.2)

The best estimate P also associated with an uncertainty σ, this latter is reduced from σ through the well-known

relationship [184]:

σ =
σ√
N

. (B.3)

B.3. Dimer structures used to derive Buckingham parameters

Herein, we reported just some of the dimer structures with its’ corresponding interaction energy curves as a

function of distance between the two molecules. In total, we fitted over 40 other structures and overall the

MM energy curves fits well all the QM reference data.
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as a function of distance between the two molecules. MP2 values are in red and the fitted FF in blue.
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132 Chapter B: Supporting Information

i j Aij Bij damping Cij correc tor (1-4)

CT3 CT3 3.86 320643 0.3 1850 4.82 1000000
CT3 CT2 3.80 320000 0.3 1500 4.82 1000000
CT3 NCT3 4.45 320000 0.3 1500 5.30 1000000
CT3 C 3.33 71347 0.3 1550 4.70 1000000
CT3 O 4.25 300000 0.3 0 4.16 1000000
CT3 HA 3.84 5440 0.5 0 7.50 75000
CT3 N 4.65 600000 0.3 700 4.90 1000000
CT2 CT2 4.55 320000 0.3 1400 4.82 1000000
CT2 NCT3 4.50 1004868 0.3 500 4.82 1000000
CT2 C 3.65 72000 0.3 1500 4.82 1000000
CT2 O 4.40 1000000 0.3 500 4.16 1000000
CT2 HA 3.70 5700 0.5 0 7.50 75000
CT2 N 4.15 304000 0.3 700 4.82 1000000

NCT3 C 3.43 101347 0.3 700 4.82 1000000
NCT3 O 4.25 500000 0.3 700 4.16 1000000
NCT3 HA 3.23 1476 0.5 0 7.50 75000
NCT3 N 4.75 500000 0.3 700 5.30 1000000

C C 4.50 304000 0.3 500 4.82 1000000
C O 4.20 500000 0.4 1000 5.30 1000000
C HA 3.23 1476 0.5 0 7.50 75000
C N 4.30 1000000 0.3 700 5.30 800000
O O 5.10 900000 0.3 0 4.80 1000000
O HA 7.00 75000 0.5 0 8.00 50000
O N 5.20 500000 0.5 1200 5.10 1000000

HA HA 3.65 1000 0.5 0 8.00 50000
HA N 5.50 350000 0.5 0 8.00 50000
N N 4.70 9000000 0.3 700 5.60 500000

TABLE B.2: The Buckingham parameters derived and used in this work,
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FIGURE B.6: Radial distribution functions of oxygen, carbon and nitrogen atoms in DEHBA/dodecane and
DEHiBA/dodecane at 298 K and pure monoamides (DEHBA,DEHiBA)
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FIGURE B.7: Radial distribution functions of oxygen, carbon and nitrogen atoms in DEHiBA and DEHBA
at 298 K.



B.4 Radial distribution functions 135

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
 rNN(Å)

0

1

2

3

4

 g
N
N
(r)

10% DEHBA
26% DEHBA
62% DEHBA
100% DEHBA

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
 rNN(Å)

0

1

2

3

4

 g
N
N
(r)

10% DEHiBA
26% DEHiBA
62% DEHiBA
100% DEHiBA

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
 rOO(Å)

0

1

2

3

4

 g
O
O
(r)

10% DEHBA
26% DEHBA
62% DEHBA
100% DEHBA

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
 rOO(Å)

0

1

2

3

4

 g
O
O
(r)

10% DEHiBA
26% DEHiBA
62% DEHiBA
100% DEHiBA

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
 rON(Å)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

 g
O
N
(r)

10% DEHBA
26% DEHBA
62% DEHBA
100% DEHBA

DEHBA/dodecane

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
 rON(Å)

0

1

2

3

4

 g
O
N
(r)

10% DEHiBA
26% DEHiBA
62% DEHiBA
100% DEHiBA

DEHiBA/dodecane
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