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Racial discrimination pervades every aspect of a society in
which it is found. It is found above all in attitudes of both
races, but also in social relations, in intermarriage, in res-
idential location, and, frequently, in legal barriers. It is
also found in levels of economic accomplishment; that i,
income, wages, prices paid, and credit extended. This eco-
nomic dimension hardly appears in general treatments of
economics, outside of the specialized literature devoted to
it. Nevertheless, it is important not only in itself but as a

test of standard theories

Kenneth Arrow

Introduction

The quote above, from Arrow’s 1998 JEP article, highlights the relevance of discrimination to
economic analysis. Arrow pointed out that as overt discrimination has disappeared, ithas become
a bigger empirical challenge to identify whether certain groups were still facing discrimination. In
this dissertation I present three articles that provide new empirical evidence on discrimination and

I explain how economic analysis can help inform policy choices in the fight against discrimination.

Is



The first two chapters look at the effect of two different public policies on discrimination, and
the last chapter considers how racial wage gaps could be affected by a decrease in the strength of
own-group preferences.

Should economists give policy advice on discrimination? Economists have long advised gov-
ernments, especially in macroeconomics. Our influence is likely to wane in the future, however.
The Great Recession of 2009 was not only a disaster for the economy, it also started another
crisis for the economics profession as, rightly or wrongly, the entire discipline was chastised for
its failure to predict the recession. * It seems as though large swathes of voters have taken these
critiques on board, and may no longer trust our advice. For instance, in the run-up to the 2016
Brexit vote, the advice of economists was largely disregarded by voters, with the justice secretary
Michael Gove (in-?)famously stating that Britons “have had enough of experts”. 2

Not only is our macroeconomic advice ignored, but it also appears as though the issues that
matter for voters are shifting. Whereas voters’ judgment of how the economy was faring seemed
to govern the outcomes of previous elections (see for instance, the famous slogan for Clinton’s
2002 campaign, “it’s the economy, stupid”), during the 2016 election, not only was the consensus

of economists ignored’, but concerns about the economy did not seem to be the main driver of

'See Paul Krugman’s November 6th 2009 op-ed.

*Interview with Sky News, June 3rd 2016. For more substantial evidence, see Sapienza & Zingales (2013), sum-
marized in this article from the Economist, 12th Jan 2013. The US public is much more circumspect than economists
on the positive effect of stimulus for instance. Haldane & Turrell (2018) , accessible here show that almost no demo-
graphic group in the UK trusts economists, not even those that voted remain.

3For instance, the following petition of 794 economists against Trump went unheeded: Economists against

Trump.
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votes. Rather, identity, race, sexism and immigration seemed to play a large role in determining
voting behaviour. * It thus becomes crucial that economists are also able to give credible policy
advice on these subjects.

Fortunately, the discipline has already started to adjust, with an increasing reliance on empir-
ical work and a move away from purely theoretical models, though this trend predates the Great
Recession. This shift also has important consequences on the type of counsel and policy advice
economists can give, since macroeconomic models are typically fraught with identification prob-
lems. Reliance on empirics may thus change the type of advice that economists can give, away
from publically-discredited pronouncements on events that cannot be empirically evaluated, and
towards empirically-driven counsel based on narrower policy questions.

In all three chapters of this dissertation, I try to see whether discrimination and own-group
preferences exist, in different contexts, and what kind of public policies could mitigate or balance
the negative effect of these preferences. In my first chapter, I rely on a famous ruling that changed
the monopsony power of firms to see whether, as predicted by Becker, market failures have an
impact on wage discrimination. I find that as monopsony power decreases, firms are no longer
able to act on their prejudice, and wage discrimination disappears. This result shows that labour
market context is essential in evaluating public policies, and that prejudice need not necessarily
translate into wage discrimination.

In the second chapter, I analyse the effect of another public policy, a 2015 reform that imposed

"For instance, see Schaffner et al. (2018) or Becker et al. (2016).
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gender quotas in academic recruitment committees. The reasoning of the policymakers was that
increasing the share of women evaluators would improve the outcomes for women. I find the
opposite instead; women are ranked worse by hiring committees after the reform. However, this
result does not show that women discriminate against women. There is some evidence that this
result is caused by the reaction of male jurors to the reform, since the negative effect of the reform
is found only in committees that are helmed by male jury presidents. This chapter shows that it
is necessary to evaluate public policies, lest reforms that are well-meaning in intention turn out
to cause more harm than good.

In the third and final chapter, I show two stylised facts: When cities decline, they tend to be-
come more black, and black residents are disproportionately located in cities that pay low wages.
One explanation for this could be that living in cities with a larger share of black residents is a
positive amenity for black workers. I try to see whether workers have preferences for living in
cities that have a larger share of co-ethnic residents, when controlling for wages, rents, transfers
and network amenities. I find that these preferences are significant, and then try to see what share

of the wage gap these preferences, and the imperfect sorting they imply, could explain.

1.1 CHAPTERI: LABOUR MOBILITY AND RACIAL DISCRIMINATION

Most political solutions on cultural issues focus on changing preferences or attitudes. By con-

trast, in economics we mostly take preferences as given, as emphasised by Stigler and Becker in

18



“De gustibus non est disputandum”. Instead of hoping that individuals who discriminate will
change their ways, economists focus on how to minimise the effect of their behaviour. This idea
is epitomised by the founding text in the study of discrimination in economics, Becker (1957).
In a perfectly competitive economy, Becker argues, discrimination can not be an equilibrium
outcome. If some firm-owners refuse to hire employees of a particular group, then the equi-
librium wage for these employees will be lower than members of an equally productive, non-
discriminated group. The employers of these workers will make extra profits, and should drive
or buy out the less productive firms in the long run. In a competitive market, the no-arbitrage
condition should sound a death-knell for discriminators.

Empirical evidence, however, shows that discrimination is still present, a fact that escaped
neither Becker, nor Arrow (1972). The solution in reconciling empirics with theory is to move
away from perfect competition and consider market failures that can allow prejudiced employers
to survive. One strand of research has focused on information asymmetries, leading to what has
been named “statistical” discrimination in the literature. In this case, employees that have identi-
cal expected productivities, but larger uncertainty relative to other groups, are underpaid by their
risk-averse employers. This approach has challenged Becker’s, which considered employers who
had a psychological disutility or “taste” for discrimination, but whether one has superseded the

other in terms of empirical evidence is still up for debate’. The two market failures held respon-

'See Guryan & Charles (2013) for a review of the debate on which of the two explanations is the most likely
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sible for the presence of taste discrimination are monopsony' or monopoly power.

Empirically, there have been many studies that look at the effect of monopoly power on dis-
crimination (see e.g. Ashenfelter & Hannan, 1986), but few that try to gauge the effect of monop-
sony power. In my first chapter of this dissertation, written with José de Sousa, I contribute to this
literature by looking at how changes in the monopsony power of firms can affect wage discrim-
ination. Theoretically, search frictions have been considered as a source of monopsony power,
since different firm owners do not have to compete against each other in hiring. We look at the
effect of the Bosman Ruling in football, which limited the monopsony power of firms on wage
discrimination against black players in the English Premier League.

Before the Bosman Ruling, the European market for footballers was hindered by two differ-
ent rules: The first was a quota on foreign players per club, which limited intra-European mobil-
ity and thus the number of clubs that could potentially bid up a player’s wage; the second was a
transfer fee, similar to a non-compete clause, that had to be paid by clubs that wanted to hire a
player, even if the player’s contract had expired. Jean-Marc Bosman, after whom the Bosman rul-
ing is named, fell foul of this second rule, when his club, Liege, only offered 25% of his old wages
once his contract expired. Having found another club which could hire him for a higher wage,
Liege thwarted this transfer by setting a transfer fee that was too high for the other club to pay.

The Bosman ruling removed quotas for EU players, and players can now leave freely for another

“The term, coined by Joan Robinson, describes markets with only one buyer, such as a labour market with only
one hiring firm.
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club once their contracts have expired, ending what seemed to be a textbook case of monopsony
power.

We use this ruling change as a quasi-experimental shock to mobility constraints and monop-
sony power, and analyse the effect of the shock on wage discrimination. In order to measure
wage discrimination in football, we rely on the following idea: If every player’s productivity is
rewarded fairly, then the club’s wage bill should perfectly explain the team’s performance. In fact
a regression of average performance on average wage bill has an R? of 0.9. If we add another vari-
able in the regression, the share of black players that are hired by the club, this variable should be
insignificant. If it is not, it implies that for the same wage bill, a club can get a higher ranking by
hiring more black players, and hence that black players are not compensated at the same wage rate
as white players for their performance. This method has been called the market-test by Szymanski
(2000), and solves two important problems that we may have with Mincer-style wage regressions
at the individual level. The first is that there is no clear measure of individual productivity in a
team sport such as football, and the second is that there is likely to be omitted variable biases that
will be mitigated when doing the analysis at the team level.

In line with a search and matching model that we use to illustrate’s Becker’s ideas, we find
wage discrimination before the Bosman ruling, and none afterwards. This result holds over short
and long time-windows. Our results can be illustrated in the graph below, that plots the effect

of having more black footballers in a team, when controlling for the club’s wage bill,. We can see
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that having more black players increases the ranking before 1995, and has no effect after the ruling.

Figure 1.1: Added-variable plot
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We provide additional evidence that this decrease is due to the ruling by applying the market-

test to non-EU players in England and other countries, since these players still face restrictive work

permit rules, and accordingly we find evidence of wage discrimination against these players. We

try to rule out alternative explanations for our finding, such as the rise of corporate control. Teams

under corporate control are not more likely to hire black players before Bosman.

This chapter provides us with concrete guidance on how to reduce wage discrimination.

Though acting to reduce prejudice is also an essential policy goal, it is one where we have lit-

tle idea what works. If we cannot solve the root causes of prejudice however, we can mitigate its

effects by making labour markets more competitive.
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1.2 CHAPTER 2: GENDER DISCRIMINATION IN RECRUITMENT COMMITTEES

Assessing what works in reducing discrimination is important, since if we misidentify the true
causes of discrimination, policies that seek to redress imbalances may end up causing more harm
than good. Forinstance, one subject to which alot of ink has been devoted is the under-representation
of women in academia, especially in STEM. That women are under-represented in academia is
not in doubt: EU data shows that women make up only 21% of full professors, despite making
up between 40-60% of PHD students. *

One policy to redress this imbalance could be to increase female representation in academic
recruitment or promotion committees. Implicitly, this supposes that one reason for the lack of fe-
male professors is bias that male professors have in recruitment against female professors. Yet, this
is one out of many possible explanations for this structural imbalance. For instance, the unequal
sharing of home production, especially in time spent taking care of children, which diminishes
the time that women can work on their research. Another hypothesis is that women have differ-
ent attitudes to competition. Imposing gender quotas in recruitment committees may succeed
in fulfilling some alternative requirements, but will only improve the career prospects of women
if discrimination is the main cause of under-representation, and not any of the alternative hy-
potheses presented above. It may also increase the administrative workload of female professors

relative to their male colleagues.

"Data from the SHE figures
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In my second chapter, I try to see whether a French reform that imposed gender quotas in
recruitment committees had a positive effect on the outcomes of women. This quota fixed the
minimum gender representation of both genders at 40%. All fields were not equally affected by
the reform however, since fields with more male professors (like Political Science or Economics)
were more likely to be affected by the reform than fields with a more equal representation (such as
Biology or Languages). I analyse ranked data from academic recruitment committees in France,
combined with data on citations and publications, as well as data on the theses of candidates
scraped from the Internet, and try to estimate the effect of having more women in recruitment
committees on the rank of women by the committee, using the differential impact of the reform
by field as an exogenous source of variation. Ifind a verylarge, significant and negative effect of the
feminisation of committees on the rank of women, in accordance with another paper by Bagues
etal. (2017). My paper goes one step further by directly estimating the effect of a gender quota,
whereas their article identifies gender bias from random assignment of committee members to
candidates. I illustrate the results in Figure 1.2 below, which shows the effect of gender on rank
before and after the reform, within the treatmentand control group. Itis easily seen that the effect
of gender on rank worsens after the reform in the treatment group, but improves in the control
group.

According to the estimates, increasing the number of women by 10% leads to a decrease in

the probability that a woman is higher ranked akin to a 25 unit drop in h-index. The large size
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of these estimates imply that it might not be the case that men are more likely to rank women
higher, but that they may also react to the quotas by giving lower ranks to women candidates. I
investigate this concern by splitting the sample into committees with a male president and those
with a female president. Jury presidents are very powerful, since they have a deciding vote in
case of a tie, and also have a large role in choosing the other members of the committee. I find
a negative effect of the reform only for committees that have a male president, which could be
an indication that it is male jurors that react to the reform by downvoting women, rather than

women who have exophilic preferences.

Figure 1.2: Rank-ordered logit on gender of candidates by year
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Nevertheless, the result of this study indicates that imposing gender quotas in recruitment
committees may not be a good solution to solve the problem of female under-representation.
This chapter shows that evaluating public policies is paramount; many well-meaning policies

may end up harming the ones they are supposed to help.

1.3 CHAPTER 3: HOMOPHILY AND MIGRATION

Though the expert consensus stresses the positive economic effects of immigration,’ recent elec-
tion results and surveys suggest that a large share of voters are unconvinced by the evidence put
forward. In fact, there may be benefits and costs from immigration above and beyond wages, but
these costs are difficult to quantify, and thus to estimate. For instance, if preferences for co-ethnic
residents exist, then the costs of immigration for natives may be underestimated. Ignoring these
costs may lead us to underestimate the effect of immigration on natives, and thus the amount of
redistribution that could be necessary to compensate natives for their losses.

In my third chapter, I try to see whether preferences for co-ethnic residents have an effect on
segregation and location choices at the city level, while controlling for most other determinants
of city choice. I present two stylised facts that seem to support the hypothesis that own-group
preferences matter for location choice. In Figure 1.3, I plot the share of black workers in a city

against the residual wages paid to black workers. I find a negative relationship, implying that black

"For instance, this economists’ survey: http://www.igmchicago.org/surveys/low-skilled-immigrants. In the eco-
nomic literature there are contrasting results (see Peri et al. (2015) or Borjas & Monras, 2017), but a recent article by
Dustmann et al. (2016) shows that many of these disagreements can explained by a difference in the parameters being
estimated, between the negative relative effects of immigration and the positive total effects.
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workers are located in cities that pay them low wages. In Figure 1.5, I compare the decadal change
in the share of black workers with the decadal change in total population. Again the relationship
is negative; as cities decline, the share of black workers increases. In both cases, these relationships
hold for both low- and high-skilled workers. One answer to why black workers locate in declining
cities that pay them low wages could be that being in cities with large shares of black workers has
an amenity value for them, the size of which this paper tries to estimate.

Scatter plot of residual wages and the share of black residents Scatter plot of residual wages and the share of black residents
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Although there is a large literature on these preferences, both theoretical (Schelling, 1971) and
empirical (for instance Card et al., 2008), these articles focus on preferences at the neighbour-
hood level. Tlook at the effect of these preferences at the city level instead, where segregation is
also high and persistent. This approach is relevant since choices within-city could be constrained
by redlining, which would make an explanation of segregation based on preferences difficult to
support.

In practice, estimating own-group preferences is extremely complicated since shares of white
or black residents could be correlated with any number of other determinants of city choice, such
as wages or rents. I thus estimate an 11-equation spatial equilibrium model that takes into account
wages, education, rents, transfers, networks, amenities and own-group preferences. All equations
in the model are estimated simultaneously through GMM, using US census data from 1980 to
2000. A second problem is that most of the variables are simultaneously determined by supply
and demand. Lower rents may induce more workers to move to a city, but as these workers arrive
rents will increase. A regression of rents on housing demand may not be informative. To solve
this problem, all variables in the model are instrumented by Bartik shocks, interacted with hous-
ing supply parameters and hispanic and asian immigration. I find that preferences for living in
cities with a higher share of co-ethnic residents are significant, and comparable in magnitude to
preferences for real wages.

In the final part of the paper, I use simulations to test how own-group preferences amplify the
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effect of labour demand shocks on segregation. Using predicted variation in wages from Bartik
shocks, I find that white workers are more reactive to skill-neutral Bartik shocks. This initial
response is then significantly amplified by own-grou preferences, increasing segregation. In a
second simulation, I try to see what a world without own-group preferences would look like, and
in particular its effect on the racial wage gap. I find that reducing spatial misallocation decreases
the racial wage gap, especially once rents are taken into account, but this decrease is very small in
magnitude, since the within-city wage gap is bigger than the between-city one.

Despite the model’s complexity, there are still two important dimensions that need to be
taken into account to estimate these own-group preferences with greater accuracy. The first is
heterogeneity in taste, since it is likely that own-group preferences differ among individuals, and
this could have important consequences for aggregate sorting. In this chapter, there is only taste
heterogeneity by skill. The second is that the model only integrates between city choice and not
within city. A richer model could integrate both these dimensions, within a nested logit frame-

work for instance. I intend to pursue these leads in future work.
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Labor Mobility and Racial Discrimination

We examine the effect of labor mobility constraints on racial wage discrimination. In a compet-
itive market, taste-based discrimination cannot survive in equilibrium, since firms that discrimi-
nate make lower profits than those who do not, and are consequently driven out of the market
(Becker, 1957). Racial wage gaps are thus explained through some kind of market failure: im-

perfect information leading to statistical discrimination, or market power either on the product
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market or on the labor market. In this paper, we estimate the effect of a change in labor mobility
on wage discrimination in a monopsonistic labor market.

Our theory builds on search models with discrimination (Black, 1995, Bowlus & Eckstein,
2002). We show that wage gaps due to taste-based discrimination could persist in a monopson-
istic labor market. If job-to-job transition is constrained, and employers can set wages to some
degree, then employers exhibiting racial biases can persist. Indeed, because the distribution of
outside wages sets the outside wage of workers, the presence of taste-based discrimination in even
a few potential employers can generate lower wages for minorities at all firms. In contrast, when
constraints on job-to-job transition are low, we show that the monopsony power of prejudiced
firms is low and discrimination disappears.

Our contribution is to bring the above predictions to the data. We estimate the effect of labor
mobility constraints on racial wage discrimination using data on soccer players by ethnicity in the
English Premier League. This monopsonistic labor market offers various advantages detailed be-
low. In particular, we exploit an exogenous mobility shock: the Bosman ruling by the European
Court of Justice in 1995 lifted restrictions on player mobility in the European soccer labor mar-
ket. Using a simple market test for the presence of discrimination, we show that discrimination
existed before the Bosman ruling but disappeared afterwards, as theory would predict.

The soccer market offers three important advantages to study the link between discrimination

and labor mobility constraints. First, following the Bosman ruling, we observe large variation
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in labor mobility within the European Union (EU) soccer market. This variation is expected
because the pre-Bosman era had two important restrictions on job-to-job mobility: (1) transfer
fees needed to be paid for out-of-contract players' and (2) the number of foreigners per team
was restricted to 5 by a quota system. The ruling removed the quota barriers for EU nationals
and the obligation to pay a fee for out-of-contract players.> Figure 2.1 illustrates the intensified
mobility of the European soccer market in the wake of the Bosman ruling. After 1995, the ratio of
foreigners in squads skyrocketed. Players can now field offers from potentially any country in the
EU. This policy change creates a compelling quasi-experimental variation to identify a plausibly
causal effect of mobility constraints on racial discrimination.

Second, extensive data on the career paths of professional players can be gathered for most
countries over long time periods (Kleven et al., 2013). We match this individual data with in-
formation on the skin-color of players. Third, the soccer market offers a simple test for racial
discrimination in salary setting (Szymanski, 2000), which can be used to test the effect of our

mobility shock on discrimination. Soccer is considered an efficient market,’ where team success

“This restriction was similar to the ’reserve clause’, frequent in North American sports, that bound players to
the teams that held their contracts, irrespective of whether their contract had expired. This meant the player was not
free to enter into another contract with another team. The reserve clause was abolished in baseball in 1975. Cymrot
(1985) looks at different categories of players in baseball after the reserve clause, those who could become free agents,
and those who could not (because they had played professional baseball less than 6 years), a test similar to our test
on non-EU players. He finds no discrimination for players under free agency, and some evidence of discrimination
for those who were not yet eligible for free agency.

*Specifically, in June 1990, at the end of his contract, the Belgian player Jean-Marc Bosman refused Liege’s offer
of a contract extension at only 25% of his last wage, and accepted a contract from the French club Dunkirk instead.
Because Dunkirk refused to meet the transfer fee demand, Liege refused to let him go. Bosman decided to take his
case to the courts and won. As a result, the European Commission applied European law on worker mobility to the
soccer labor market.

3Unlike professional sport labor markets in the US, there are no collective bargaining agreements, salary caps, or
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depends on the wage bills of clubs that reward the players’ talent. Discrimination can then be said
to exist if, for a given wage bill, clubs fielding an above-average proportion of black players sys-
tematically outperform clubs with a below-average proportion of black players. This implies that
black players are being paid less than their talent would warrant. Szymanski finds evidence of dis-
crimination while performing his test on a panel dataset of professional English clubs before the
Bosman ruling between 1978 and 1993. Relative to this work, we exploit the Bosman ruling shock
and provide empirical evidence that discrimination disappears with low mobility constraints.
The evidence that wage discrimination disappeared in the post-Bosman period is robust to

the use of (1) various estimators (OLS, within, IV and GMM), (2) alternative dependent variables

draft picks to maintain a competitive balance between teams.
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(either league or match success), and (3) different groups of players according to their ethnicity
or citizenship. We show that the decrease in discrimination appears to be extremely fast: we find
evidence of wage discrimination against black English players in the 5 years before the ruling, but
not in the 5 years afterwards.

Our main result compares black to white English players and shows that wage discrimina-
tion against black English players disappeared after the Bosman ruling. However, if prejudiced
attitudes persist we should observe post-Bosman discrimination against Black players who do
not benefit from the Bosman ruling. In particular, non-EU players, participating in the Premier
League, still face high mobility constraints compared to EU players. Accordingly, we find ev-
idence that black non-EU players face some wage discrimination in the post-Bosman era. By
contrast no discrimination is found against white non-EU players.!

A natural concern when estimating the impact of a quasi-experimental design is the occur-
rence of events potentially contemporaneous to our shock, the Bosman ruling. First, Palacios-
Huerta (2014)’s intuition is that the emergence of a market for corporate control of English pro-
fessional clubs has increased the competitiveness of English soccer, which would have driven dis-
criminating firms out of the market. However, some issues regarding the impact of this insight-

ful hypothesis on discrimination in the Premier League could be raised. First, the emergence of

"There is also no evidence of post-Bosman discrimination against black and white EU players. Our comparison
mimics a difference in differences strategy by comparing black to white English players before and after the ruling to
non-EU players which still face high mobility constraints. However, a limitation is that there are few (black) non-EU
players in the Premier League before the Bosman ruling.
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a market for corporate control of English clubs started in the early 1980s, i.¢., ten to fifteen years
before the Bosman ruling. Then, a club experiencing very poor performance simply moves down
from one division to another and is not necessarily driven out of the market." Relegation can
lead to promotion the following season without disciplining the club’s discriminatory behavior.
Finally, there is no clear evidence that the market for corporate control has increased the com-
petitiveness of English soccer. Only a third of the Premier League clubs during the post-Bosman
period have been listed on the stock market, and few of the best ones. Despite these concerns, we
directly test for the corporate control effect and find no evidence that clubs on the stock market
discriminate less than privately owned-clubs. Clubs under corporate control did not hire more
black players. Our result is that the labor market became more competitive primarily because of
relaxed constraints on mobility following the Bosman ruling.

Second, what we are measuring may not truly be the effect of the Bosman ruling but instead
a general change in attitudes towards racism and racial discrimination. The data reject, however,
the idea of a general and dramatic reduction in prejudiced views since 1995. Sport is not immune
against racism, as shown by recent episodes of racial bias in basketball courts (Price & Wolfers,
2010), baseball (Parsons et al., 2011) and soccer fields. Racist incidents in soccer, whether from
fellow players, owners, managers or supporters continue to make the headlines of English news-

papers today.> These incidents suggest first that racist attitudes are still present at all levels of

"Note also that some firms may operate under a soft budget constraint (see Andreft, 2014) relaxing the impact of
a very poor performance.
*In an online appendix, we show strong evidence of racism in English soccer before and after the Bosman ruling.
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English soccer, and, second, that the decrease in discrimination is more likely to be caused by a
decrease in job-to-job mobility constraints, in the wake of the Bosman ruling, rather than a dra-
matic change in attitudes or prejudiced views in 1995. Moreover, the post-Bosman persistence
of wage discrimination against black non-EU players and the evidence that black players change
clubs relatively more often than white after Bosman suggest persistent problems of prejudice in
some clubs.

A different objection to our findings could be related to the potential mismeasurement of
wage bills. We identify discrimination through the simple idea that if black players’ talent is un-
derpaid, the overall talent of the team is not fully accounted for by the club’s wage bill and team
success is partly explained by the share of black players. One might be worried that the extent of
discrimination could potentially be biased in case of systematic mismeasurement of wage bills in
prejudiced clubs. Even if such a systematic pattern is unlikely, we use an instrumental variable
approach, which confirms that racial wage discrimination disappeared after the Bosman ruling.

Even though there is a large theoretical literature on how labor market frictions enable firms
to discriminate against their employees, there is little empirical work on this question.” Exceptions

are Biddle & Hamermesh (2013) and Baert ez 4l. (2014). They show that employers discriminate

Asarecentexample, in August2014, it came to light that the Cardiff City manager Malky Mackay shared racist e-mails
and texts with the director of soccer in charge of transfers, Jain Moody. The Daily Mail reports that on August 16,
2012, a list of players proposed by a French agent is forwarded, stating to Mackay that “he needs to rename his agency
the All Blacks.” A separate text in reference to a list of French players states that “Not many white faces amongst that
lot but worth considering.”

In contrast, there is some empirical evidence that intensified product market competition reduces race-based
differentials caused by prejudice, see e.g., Ashenfelter & Hannan (1986) or Levine ez al. (2008).
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less in labor markets with a small number of job seekers relative to vacancies.! With regards to
these articles, our mobility shock, by offering more job opportunities, can be interpreted as an
exogenous decrease in the ratio of employed job seekers to job offers. This situation discourages
employers from indulging in discriminatory tendencies.

This paper also contributes to the literature on the effects of labor mobility constraints on
wages. For instance, Naidu (2010) and Naidu ez 4/. (2016) document that wages rise when labor
mobility constraints decrease.” We show that decreasing these frictions also reduces racial wage
discrimination.

The results could be important for public policy. Itisindeed necessary to understand the root
causes of discrimination before we can craft policies to diminish it (List & Rasul, 2011). Removing
constraints on worker mobility, such as quotas, work permits, or restrictive contracting rules,’
may improve the capacity of workers to move from prejudiced to unprejudiced firms and reduce

discrimination. When job-to-job mobility is constrained, a firm is able to act on its prejudice

"Biddle & Hamermesh (2013) establish that gender discrimination is lower when the ratio of job seckers to va-
cancies decreases. The evidence for racial discrimination is less conclusive, however. Baert et 4l. (2014) sent resumes
to firms in industries with different labor market tightness. In sectors with few available workers and a large num-
ber of vacancies, the difference in call-back rates between resumes with Flemish-sounding names and those with
Turkish-sounding names was almost zero, whereas it was significantly lower in “loose” labor markets.

*Naidu (2010) and Naidu ez al. (2016) study the effect of lifting mobility constraints on the wages of black Amer-
icans in the post-Bellum south and migrant workers in the United Arab Emirates, respectively.

3Examples of restrictive contracting rules are the use of non-compete rules or tacit agreements between firms to
restrain labor competition. One recent example is the “Techtopus” case, where major Silicon Valley firms such as
Google, Apple or Intel stand accused of passing tacit agreements not to hire each other’s employees (see NY Times,
April 24th 2014). Another worrying development is the rise of non-compete clauses in all types of jobs, such as
summer camp counselors or hair stylists (see NY Times, June 8th 2014). Alan Krueger describes non-competes rules
as part of a ‘rigged’ labor market in which employers “undoubtedly restrict worker mobility”. According to Starr
etal. (2015) 18% of American workers are currently constrained by non-compete clauses, while nearly 40% have signed
non-compete agreements at some point in their careers.

38


http://www.nytimes.com/2014/04/25/technology/settlement-silicon-valley-antitrust-case.html?_r=0
http://www.nytimes.com/2014/04/25/technology/settlement-silicon-valley-antitrust-case.html?_r=0
http://www.nytimes.com/2014/06/09/business/noncompete-clauses-increasingly-pop-up-in-array-of-jobs.html
http://www.milkenreview.org/articles/the-rigged-labor-market

because of the low cost of doing so.

The paper is organized as follows. Section 2.1 describes the context of our analysis and the
competitive soccer market. Section 4.2 outlines what our search model with prejudice would
predict about the effects of labor mobility constraints on discrimination. Section 2.3 presents
our identification strategy and the specifications of the market test for discrimination. Our em-
pirical results on discrimination in the English soccer league are presented in section 2.4. The
most important result is that discrimination disappears when constraints on worker mobility are

lowered. Section 3.6 concludes.

2.1 THE SOCCER MARKET

We have already discussed the three important advantages offered by the soccer market to the
study of labor mobility and discrimination: (1) an exogenous change in mobility constraints fol-
lowing the Bosman ruling, (2) an extensive collection of individual data on the career paths of
professional soccer players,' that can be matched with skin-color information, and (3) a simple
test for racial discrimination in salary setting (Szymanski, 2000).

We document four facts about the soccer market that guide our empirical and theoretical
analysis.

Fact 1. League competition is hierarchical. Each year, approximately 20 teams participate in

the English first league. Competition is focused on league rankings without play-offs. Teams are

'See Appendix (A.1) for further information on variable definitions and data sources.
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ranked by total points, then goal difference, and then goals scored. At the end of each season the
worst-performing teams swap places with the highest-ranked teams in the second league. There
are no collective bargaining agreements, salary caps, or draft picks to maintain a competitive bal-
ance between teams.

Fact 2. Clubs are beterogeneous in wage bills. Figure 2.2 reports the log of the clubs’ wage
bills in the English first league from 1981 to 2008. Each year, we observe a dispersion of wage bills
supporting club heterogeneity. It is also worth mentioning that wage bills are linearly increasing
over the years for all clubs, without being affected by the Bosman ruling shock. A common ex-
planation for the increasing trend in wage bills is the increasing price of talent. Players earn wages

proportional to their talent and demand for talent is increasing, which raises its price.

Figure 2.2: Club's Wage Bills

English First League (1981-2008)
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Fact 3. Team success depends on sporting talent. A team’s sporting talent is highly correlated
with its success and performance. Thus, the higher the club’s sporting talent, the higher its wage
bill, and the higher its ranking. In Figure 2.3, we observe that wage expenditures and success are

heavily correlated in the English Premier League between 1981 and 2008.

Figure 2.3: Average Wage Bill and Team Success

English First League (1981-2008)
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relative to the annual average.

Fact 4. Soccer is not immune to prejudice. Racial wage gaps persist in many different occu-
pations, and evidence suggests that at least some of this is due to discrimination from prejudiced
firms.> English soccer is no exception. Racist incidents, such as the English national team captain

aiming a racial slur at another player, continue to occur with alarming regularity.?

In Appendix A.1.1, we construct a proxy for a team’s sporting talent, based on a crude measure of players’ quality.
Figure A.1 depicts a clear linear correlation between wage bill and team quality, with an r-squared of 0.81.

*See Lang & Lehmann (2012) or Charles & Guryan (2011) for recent literature reviews documenting the persis-
tence of racial wage gaps in the US.

3See our online appendix for a more detailed compendium.
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2.2 THEORETICAL PREDICTIONS FROM A SEARCH MODEL OF DISCRIMINATION

In Appendix A.2, we build a simple labor market search model in the style of Burdett & Mortensen
(1998) and Bowlus & Eckstein (2002). This model presents three features. First, it is specific
to the economics of soccer, relying on the four stylized facts that emerge from Section 2.1. Sec-
ond, it links race-based wage discrimination to job-to-job mobility constraints. Finally, it offers
a micro-foundation for our discrimination market test. Given that sporting success depends on

the quantity of sporting talent, the model generates the following predictions:*

* When job-to-job mobility is constrained,

— the team’s sporting talent depends on the club’s wage bill and its share of black play-

ers;

— disliked players change club less often than preferred ones;

* When job-to-job mobility is unconstrained,

— the team’s sporting talent depends on the club’s wage bill but not in its share of black
players;

— disliked players move more often than preferred ones.

The story behind the model is straightforward.? Clubs face a trade-off between offering in-

dividual wages that perfectly reward players’ talent, ensuring they do not search on the job, or

"These predictions correspond to Propositions A.2.2 and A.2.3 shown in the Appendix.

*Note that our model does not distinguish consumer from employer discrimination. However, previous re-
search shows that discrimination in soccer is unlikely to be consumer-driven. Preston & Szymanski (2000) find no
evidence that having more black players decreases attendance or club revenue, and no correlation between measures
of prejudice at the local level and the number of black players hired.
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alternatively offering lower wages, but facing costly turnovers if their players are poached by an-
other club. If job-to-job mobility is constrained, and clubs can set wages to some degree, then
clubs exhibiting racial biases can persist, since discriminated players find it hard to find new em-
ployers. By contrast, when constraints on job-to-job mobility are low, players can relocate or
credibly threaten to leave, which weakens the monopsony power of prejudiced firms. The team’s
sporting talent is then independent of the club’s share of black players. Appendix A.2 presents

the model and the propositions.

2.3 EMprIricAL DESIGN

In moving from theory to estimation we face one issue. The levels of mobility constraints in
the European soccer market are unfortunately not readily quantifiable. In lieu of quantifiable
measures, we use the Bosman ruling shock to infer information on the level of constraints. The
pre-Bosman period was characterized by high constraints on mobility, which have been removed
for EU players in the post-Bosman era. Recall that EU players may now receive job offers from
all the EU clubs without quota limitations and out-of-contract restrictions. We expect the post-

Bosman constraints to be sufficiently low to eliminate the pre-Bosman wage discrimination.

2.3.1 THE MARKET-BASED TEST FOR DISCRIMINATION

Our empirical analysis uses Szymanski’s market-based test. This test is a clever way out of the

omitted variable bias that plagued conventional approaches to testing for racial discrimination
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using earning functions (Palacios-Huerta, 2014). A conventional approach would be to run a
Mincerian individual wage equation, controlling for individual ability and adding a dummy for
the player’s skin color. However, controlling for individual ability/productivity has proven dif-
ficult since there is no clear way to measure individual ability/productivity in teamwork, such as
soccer. Moreover, individual wage data for soccer players are not publicly available for all players
on a large time-scale.

The intuition behind the market test is simple: if all individual talent is perfectly rewarded,
the team’s performance (a function of talent) should be perfectly explained by the team’s wage bill.
Crucially, this performance should be independent of the team’s racial composition. By contrast,
for a given wage bill, if teams fielding an above-average proportion of black players systemati-
cally outperform clubs with a below-average proportion of black players, then the labor market
may be unfair towards black players (i.e., their talent is not fully rewarded and they face wage
discrimination). This test is compatible with our theoretical framework (see subsection A.2.2).

The market test for discrimination requires information on the skin-color of players that we
can match with extensive individual data, as well as data on club characteristics (wage bill, team

performance). Appendix A.1 explains how we collect and code the data.

2.3.2 THE BosMAN SHOCK AS A SOURCE OF IDENTIFICATION

We apply the market test for discrimination to a panel of all English clubs in the first league from

1981 t0 2008, and we explore the Bosman ruling as an exogenous mobility shock to the European
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soccer labor market. The Bosman ruling was decided on December 15, 1995, by the European
Court of Justice. This important decision lifted restrictions on soccer player mobility based on
the European Community Treaty of the free movement of labor (article 39). This decision had a
profound effect on transfers in the European soccer market by banning restrictions on EU players
in the EU’s national leagues and by allowing players in the EU to move to another club at the end
of their contract without a transfer fee being paid.

Though this decision came into force in December 1995, it could have been anticipated. In-
deed, the Bosman case had been submitted to the Court two years before, on October 6, 1993.
Thus, in December 1993, the European Union of Football Associations amended the regulations
governing the Status and Transfer of Football Players. This amendment provided that a player
may enter into a contract with a new club when the contract between him and his club has ex-
pired, has been rescinded or will expire within six months. However, the two clubs were still
forced to agree on a transfer fee with the case going to a tribunal in case of disagreement. To pre-
vent any contamination of the results caused by a possible anticipation, we omit the 1994-1995
and 1995-1996 seasons. Then, to identify a plausibly causal effect of intensified mobility on racial
discrimination, we compare long and short time intervals before and after the Bosman ruling:
1981-1993 vs 19952008 in the longer case or 1989-1993 vs 1996-2001 in the shorter one. We look at
shorter time intervals to make sure that our results are not just explained by other factors leading

to different trends in discrimination.
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Exploiting the ruling and using our extensive player data, we construct informative descrip-
tive statistics (see Appendices A.1and A.1.1 for data details). We focus here on the longer pre- and
post-Bosman time intervals, 1981-1993 and 1996-2008. We have information on 3,788 first league
players of which 70% are English." The number of English players was higher before the Bosman
ruling (93.2%) than after it (52.6%). In total, 10.7% of players are English and black; this number is
fairly stable before (9.9%) and after (11.2%) Bosman. However, the number of black non-English
players has skyrocketed from 0.8% before the ruling to 15% after it. Overall the number of white
English players decreased from 83.3% before the ruling to 41.3% after the ruling.

To avoid comparing players with different nationalities, table 2.1 reports average individual
characteristics on English players only. We thus compare black to white English players. We ob-
serve in the pre-Bosman period that they played a fairly similar number of matches. However,
black players were slightly more qualified, one year younger and a bit more tenured. In the post-
Bosman era, we observe notable changes: the quality difference becomes statistically not signifi-
cant and black players are now /ess tenured than white players. Interestingly, all the differences in
differences are significant between the two periods (reported in the last column of Table 2.1). In
the post-Bosman era, players on average played less matches, are qualitatively better, more than
6 months older and more tenured.

The difference between the pre- and post-Bosman eras is also observed in Table 2.2 using c/ub

¥ We use the term English but a minority of those players are Irish, Scottish or Welsh. Considering these players as
English players makes sense in our context because they were not considered foreigners in the English soccer market
and thus were not subject to the foreign quotas.
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Table 2.1: Individual Differences in Means: Black vs White English Players

Pre-Bosman (1981-1993) | Post-Bosman (1996-2008) | Overall
Variable Black White  Diff. | Black White Diff. D.inD.
Player’s number of matches | 20.79  20.46 .33 18.29 17.70 .59¢ 2.68%

03] [o6] (:37) (83]  [8.6] (:30) (.18)
Player’s quality level 2.42 2.24 a8b 2.88 278 .10 -.54%

[1.9] [2.1] (:08) [19]  [1.9] (:07) (-04)
Age of players 23.79 24.87  -1.08% | 24.92 25.59 -0.67% -71¢

[4.0] [4.4] (.16) [47]  [5.] (17) (-09)
Tenure (in years) 2.50  2.38 12 2.4 2.72 -32% -25%

[12] [12] (-05) [11]  [1.8] (-07) (:03)
Observations 737 5152 980 3531

Notes: This table reports average characteristics for black and white English players in the first league. ‘Diff.” means
difference in means between blacks and whites; ‘D. in D.” means difference in difference between pre- and post-Bosman
period. Standard deviations are in brackets; standard errors are reported in parentheses, with ¢, ® and ¢ denoting signif-
icance at the 1%, 5% and 10% level, respectively.

statistics. All differences in terms of wage bill, transfer fee record and stadium attendance are
highly significant both economically and statistically. The only exception is the share of black
English players, which is constant in both eras. These club variables are used as control variables

or instruments and will be discussed later on.

Table 2.2: Club Differences in Means

Variable Pre-Bosman Post-Bosman  Differences
(1981-1993) (1996-2008)  in Difference
Wage bill (in millions of pounds) 2,9 35,5 32,6%
(2,4] [25,5] (1,5)
Transfer fee record (in millions) 1,31 8,96 7,65¢
[1,3] [6,5] (0,38)
Stadium attendance (in thousands) 21,5 33,2 11,7%
[8,9] [12,0] (0,9)
Share of black English players 0.13 0.14 0.01
[.1] [.1] (o.01)
Observations 304 258

Notes: This table reports average characteristics for English first league clubs. ‘Difference’ means dif-
ference in means between pre- and post-Bosman period. Standard deviations are in brackets; standard
errors are reported in parentheses, with ® denoting significance at the 1% level. Wage bills and transfer
fee records are in nominal values.
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2.3.3 ESTIMATED EQUATIONS

To apply the market test, relating a club’s success to its wage bill and its share of black English play-
ers, we use two different measures of team success. The first one is based on league rankings. This
measure allows us first to replicate Szymanski’s discrimination result in the pre-Bosman period
and then to show post-Bosman that discrimination disappears. The second measure is based on
match results and offers us a larger number of observations to run the market test on two shorter
time periods, § years before and s years after the Bosman ruling. Using shorter periods makes sure
that the earlier results are not just explained by other factors leading to different “pre” and “post”
trends in discrimination. Estimations on match results corroborate the finding of apparent wage
discrimination in the pre-Bosman era, which disappears post-Bosman. The two measures of the
team’s success determine two different specifications.

The league success specification is as follows

League Success,, = o; + (3 (WageBill,, — WageBill,)
+ B2(PlayersNb,, — PlayersNb,)

+ P3(Shareblack;; — Shareblack;) + €, (2.1)

. . . Ranking;;—mi . .
where League success;;, is computed in relative terms as <w) . Ranking;, is the fi-
mars—ming

nal ranking of team ¢ at the end of season ¢; and min and max are the lowest and highest possible
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rankings each season. This relative success accounts for a different number of teams in the first
league across years. «; is a club 7 fixed effect, capturing permanent team-specific characteristics
affecting success, such as a location effect,’ and €;; is the usual error term. The team’s wage bill
(WageBill,, — Wt) is measured as the log difference of the club wage bill relative to the
annual average. The relative number of players (PlayerNb,, — PlayerNb, ) is computed as the
difference between the number of players used in club ¢ in season ¢ relative to the annual average.
When controlling for club fixed effects and wage bills, the relative number of players captures
“bad luck,” as high turnover typically reflects a high level of injuries sustained. Finally, the rela-
tive share of black players (Shareblack;; — mt) is measured as the share of black players’
appearances for a team i in a given season ¢ relative to the annual average. For now, we compute
this variable based only on the share of matches played by Black English players, > since foreign
players are differently impacted by the Bosman Ruling. We later discuss results comparing En-
glish and non-English players.

The coefficient of interest to us is 33, the effect of the share of black English players on success.

In case of race-based wage discrimination, we expect 33 to be positive.

Some players could prefer to live in London rather than Liverpool for instance, which would allow London-
based clubs to have better performances for lower wage bills.
*English players include Irish, Scottish and Welsh players - see footnote 1.
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The match success specification is as follows

Match Success;jz = & + 1 Iog(WageBillit / WageBillj t)
+ Ba(PlayersNb;, — PlayersNb )

+ (B3(Shareblack;, — Shareblack;;) + e;j, (2.2)

where Match Success; ;; is the goal difference between the home team ¢ and the away team j in year
t. We expect that the larger the log difference in wage bills, log (WageBilli . / WageBillj t) , the larger
the difference in success (i.e., in goals scored). This specification also allows us to run the market-
based test by including the difference in relative share of matches played by black English players.
We also add asa control the difference in the number of players used (PlayersNb,, — PlayersNb ),

a match fixed effect (&;;), and the error term (e;;).

2.4 EMPIRICAL RESULTS

2.4.1 DISCRIMINATION MARKET TEST ON LEAGUE SUCCESS AND LoNG TIME PERIODS

Table 2.3 shows the discrimination market test on league success (equation 2.1) before (col. 1 & 2)
and after (col. 3 & 4) the Bosman ruling. We use relatively long time intervals here before turning
to shorter ones in the next section. An alternative way to test for the presence of a structural

break would be to interact the share of black players with a dummy variable for the post-Bosman
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period, a procedure similar to a Chow-test. Results using this methodology are qualitatively and
quantitatively similar, and are presented in Appendix A.4.

In Table 2.3, we use two different estimators, the ordinary least squares (OLS) in columns 1
and 3, and the fixed-effects “within” estimator in columns 2 and 4 to eliminate the individual effect
(o). Standard errors are robust to club clustering to allow for a correlation of the error within
clubs across years. In all columns, the relative wage bill variable has an expected positive effect
on team success, which is economically and statistically significant. This effect is unsurprisingly
larger if we do not control for club fixed effects. The relative number of players used in a season
exhibits a negative effect in line with a “bad luck” interpretation, because high turnover typically
reflects a high level of injuries sustained.

In the pre-Bosman era (columns 1 and 2), we find that success depends significantly on the
team’s racial composition. Teams fielding an above-average proportion of black players outper-
form clubs with a below-average proportion of black players. This suggests race-based wage dis-
crimination: because the talent of black English players is underpaid, the club’s wage bill does
not fully explain team success. In other words, the club’s wage bill does not fully account for
the team’s talent. In contrast, after Bosman (columns 3 and 4), the apparent wage discrimination
disappears. Success is now independent of the team’s racial composition. This result is consistent
with our theoretical predictions on the effect of relaxed mobility constraints on wage discrimina-

tion. The decrease in frictions associated with the ruling allows players to escape discrimination
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by relocating or threatening to leave.!

Table 2.3: Discrimination Market-test: League Success and Long Span

Dependent Variable: League Success
Sample: Pre-Bosman (1981-1993) | Post-Bosman (1996-2008)
Estimator: OLS Within OLS Within
(1) (2) (3) (4)
Relative log wage bill 0.509% 0.396% 0.474" 0.157"
(0.05) (0.12) (0.04) (0.08)
Relative number of players used | -0.025¢ -0.031% -0.026° -0.027%
(0.01) (0.01) (o.01) (0.01)
Relative share of black English 0.577% 0.491° -0.130 -0.000
players employed (0.18) (0.25) (o.15) (0.20)
Observations 262 259 258 251
R? 0.438 0.606
Club fixed effect No Yes No Yes

Ranking;s —ming
maxy—ming

final ranking of team ¢ at the end of season ¢; and min and max are the lowest and highest possible rankings each
season. Robust standard errors are in parentheses, clustered by club, with ¢, b denoting significance at the 1%
and 5% level respectively.

Notes: the dependent variable is computed in relative terms as ), where Ranking;; is the

How economically meaningful is the estimate of discrimination in the pre-Bosman period?
Let us compare the 1993 situation of two clubs that are identical except in their share of black
English players: (1) a club that does not employ black players, and (2) a club that employs 3.7
black players (the 1993 average number). Based on our estimates, we find that the club that does
not employ black players should pay about 930,000 pounds more than the other club to employ

equally talented white players and to obtain the same success. This overpayment amounts to

'One potential issue is that black and white players play in somewhat different positions. Black players are less
likely to be goalkeepers and more likely to be forwards. We could thus be picking up unconditional differences
in wages between different positions. We run the same test as in equation 2.2 using the share of matches played
by black goalkeepers, defenders, midfielders or forwards. We find similar results. Having more black players as
defenders, midfielders or forwards increases team’s performance before Bosman. However, after Bosman, there is no
effect of having more black players in any position. Hence our results do not seem to be caused by relative positional
differences between black and white players. These tests are available upon request.
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18.5% of the average wage bill in 1993."

2.4.2  DISCRIMINATION MARKET-TEST ON MATCH SUCCESS AND SHORT TIME PERIODS

The match success measure enables us to run the market test (equation 2.2) on s-year time periods
before and after the Bosman ruling. Using shorter periods makes sure that the earlier results are
notjust explained by other factors leading to different “pre” and “post” trends in discrimination.
We measure the effect of a difference in racial composition on the success of two teams competing
against each other, conditioning on a match fixed effect. Standard errors are two-way clustered
at the match and the receiving club level to allow for a correlation of the error within receiving
clubs across years (e.g., any specific trend at home), and within matches across years. We consider
that the match;; between team ¢ and team j is in the same cluster as j¢ because a common trend
may influence the score of some club pairings independently of which club is receiving or visiting.
Note, however, that the results hold for different ways of clustering the standard errors.

We check the extent of discrimination on two scenarios and s-year time windows to stress
how dramatic and quick the change is following the Bosman ruling: (1) 1989-1993 vs. 1996-2000

and (2) 1990-1994 vs. 1995-1999.> The results are reported in Table 2.4 using the within estimator.

"Using the notation of Equation (2.1), the change in performance from having an average share of black players
to a zero share is the change (A) in the relative share of black English players times 83. This change has to be com-
pensated by a wage bill variation of 31 times the change in the relative log wage bill to get an equivalent performance
and hire equally-talented white players. Using the OLS estimates of Table 2.3 (col. 1), the average wage bill in 1993 in
our data (i.e., around s million pounds), and the average share of black English players (i.e., about 15%), the 930,000
pounds are computed as exp[(Ashareblack * B3/B1) + In (mean wage bill)] — (mean wage bill).

*The results using the match success specification on the longer pre-Bosman (1981-1993) and post-Bosman (1996-
2008) periods are reported in Table A.2 in Appendix A.3.3. The structural break results on match success are pre-
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In the first scenario (col. 1and 2), we drop the years 1994 and 1995 to avoid any anticipation effect

(see section 2.3.2), compared to the second scenario (col. 3 and 4).

Table 2.4: Discrimination Market-test: Match Success and Short Span

Dependent Variable: Match Success
Sample: Pre-Bosman  Post-Bosman | Pre-Bosman  Post-Bosman
(1989-1993) (1995-1999) | (1990-1994) (1996-2000)
(1) () (2) (4)
Difference in log wage bill 0.517° 0.434° 0.717" 0.390"
(029) (026) (033) (0.13)
Difference in number of players used -0.035% -0.039% -0.035% -0.024"
(o.01) (o.01) (o.01) (o.01)
Difference in black English 1.409% -0.819 1.203° -0.588
players employed (0.45) (0.58) (o.55) (0.70)
Observations 1898 1558 1726 1571
Club-pair fixed effect Yes Yes Yes Yes

Notes: the Match Success dependent variable is the goal difference in the match. Robust standard errors in parentheses
with?,? and ¢ denoting significance at the 1%, §%, and 10% percent level, respectively. Standard errors are two-way clustered
at the match and the receiving club level (see text for details).

In the pre-Bosman period (col. 1and 3), the estimates of the share of black English players
are positive and significant. Then, as expected, in the 5 years following the Bosman ruling the
estimates become statistically insignificant (col. 2 and 4). This sharp difference before and after
the ruling supports the idea that only a profound change in labor market conditions could have
brought down discrimination this quickly.

The change in discrimination is remarkable when we consider that contracts for soccer players
last on average around 3 to 4 years. Some players were thus not able to leave immediately after the

Bosman ruling." However, an alternative to changing club is to renegotiate the contract, to avoid

sented in Appendix A.4.
"We may therefore expect the discrimination coefficient to decrease gradually. We tested for this possibility by
interacting the share of black English players with a year trend in our Post-Bosman regression, and found a negative
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the player being poached by other clubs. This renegotiation is quite frequent post-Bosman and

typically leads to wage increases that may have favored discriminated players.

2.4.3 ARE NON-EU BrLack PLAYERS DISCRIMINATED POST-BOSMAN?

Although the ruling lifted constraints on EU players, non-EU players in the English Premier
League are still subject to restrictive contracting conditions. For instance, to obtain a UK work
permit, non-EU players must fulfill a set of stringent conditions." As a consequence, despite a
general decrease in frictions, mobility is relatively more constrained for non-EU players, even af-
ter the Bosman ruling. If prejudiced attitudes persist over time, black non-EU players could thus
face wage discrimination. Some firms may take advantage of the mobility constraints to exert
their monopsony power and act on their prejudice. This test relies on the heterogeneous impact
of the Bosman ruling on different groups of players.*

We find evidence of wage discrimination against black non-EU players by performing the
market test after Bosman. Results are reported in Table 2.5, where we decompose different shares

of players: black English, black EU, black non-EU, and white non-EU.> We find that the estimates

trend that was only significant at the 10% level (results are available upon request).

“The conditions are such that a non-EU player must have played at least 75% of his national team’s competitive
matches over the last two years and his national team must be in the top 70 countries in the world. The appeals
process allows for some flexibility in the rules, but the non-EU nationals playing in the Premier League are still
expected to be of high quality.

*Unfortunately, this test cannot rely on temporal variation to create a difference in differences strategy because
there are almost no black EU or non-EU players in the Premier League before 1995.

*Non-EU players are non-member players of the common market or the European free trade association zone.
We do not report results for the pre-Bosman period, as there were only few non-English black players playing in
England (see section 2.3.2).
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of the share of non-EU black players are significant and positive after Bosman, even if statistical
significance is lower when club fixed effects are introduced (col. 3 and 4). Those estimates suggest
that wage discrimination could still be present in the English Premier League post-Bosman, but
only for players who could face both prejudiced owners and mobility constraints, i.e., for black

non-EU players.

Table 2.5: Post-Bosman: Are non-EU Black Players Discriminated? (1996-2008)

Dependent Variable: League Success
Estimator: OLS v Within = Within-IV
(1) (2) (3) (4)
Relative wage bill 0.461%°  0.475%  o0.144" 0.111
(0.03) (0.03) (0.07) (0.13)
Relative number of players used -0.026% -0.025% -0.026"  -0.026"
(0.01) (o.01) (o.01) (o.01)
Relative share of black English players employed | -0.060 -0.051  0.095 0.096
(0.13) (0.13) (0.20) (0.20)
Relative share of black EU players employed 0.056  0.029  0.125 0.174
(0.20) (0.20) (0.31) (0.32)
Relative share of white non-EU players employed | 0.082  0.073  0.256 0.267
(0.17) (0.17) (0.17) (0.16)
Relative share of black non-EU players employed | 0.566* 0.580" 0.587° 0.613°
(0:20) (0-20) (034) (0-34)
Observations 258 257 251 249
Club fixed effect No No Yes Yes

Ranking;; —ming

ey ), where Ranking;; is the final

Notes: the dependent variable is computed in relative terms as (

ranking of team 7 at the end of season ¢; and min and max are the lowest and highest possible rankings each season.
Robust standard errors in parentheses, with ¢, b and ¢ denoting significance at the 1%, 5%, and 10% percent level,
respectively. Standard errors are clustered by club. We instrument the relative wage bill in columns 2 and 4 with
the same instruments as in Table 2.6. The first-stages for the Within-IV (col. 4) is quite comparable with the one
reported in Table (A.3) of Appendix (A.3.4) and available upon request with the corresponding usual statistics.

We present some additional results of the same market test in other EU countries (France and
Belgium) in the post-Bosman period (see Table A.1 in the appendix). The results are in line with

those found in the English Premier League post-Bosman: no evidence of discrimination against

56



black EU players, and some evidence of discrimination against black non-EU players, who still

face some labor mobility constraints in France and Belgium.

2.4.4 ARE BrACK ENGLISH PLAYERS MORE MOBILE POST-BOSMAN?

As emphasized in our theory (see Proposition A.2.2 in the Appendix), we should expect a racially
differentiated change in job turnover to accompany a change in job-to-job mobility. In our em-
pirical context, we define job turnover as club transfers, i.e., moving from one club to another
during a given season. Figure 2.4 contrasts the turnover of black (B) and white (A) English play-
ers by comparing their share in the total number of transfers per year with respect to their share

in the total population. The variable analyzed is the following:

Share in transfersg Share in transfers 4

Turnover = - - — - - :
Share in population B Share in population A

This variable is positive if black players change clubs more often in a given year than their
white colleagues and negative if they do not change more often.

As shown in Figure 2.4, before the Bosman ruling, white players tended to change clubs more
often than black players, but this tendency was somewhat reversed after Bosman." This reversed

trend suggests that black players “voted with their feet” when mobility constraints were removed.

Tt is unclear, however, when precisely this trend reversed. This may be because we imperfectly observe club
transfers. We have data on the first division only, so what we are measuring are transfers within the first division.
This may explain our outlying data point for the season 19911992, a season where four clubs were promoted and
whose transfers were not perfectly captured.
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Figure 2.4: Relative Turnover of Black English Players

Turnover of black w.r.t. white players

1980 1985 1990 1995 2000 2005 2010
Year

This is in line with the reduction in job tenure observed for black players in Table (2.2) after
the ruling. We also find evidence, presented in Appendix (A.3.1), that young black players took

advantage of the new ruling to change clubs when they could have been discriminated against.

2.4.5 ARE OUR RESULTS PLAGUED BY WAGE BiLL ENDOGENEITY?

We identify discrimination through the simple idea that if black players’ talent is underpaid, the
club’s wage bill does not fully explain team success. However, two possible issues are worth men-
tioning: (1) the potential mismeasurement of the wage bills, and (2) the fact that bonuses result
in reverse causation since a higher performance may induce higher bonuses and thus a higher
wage bill (if salary is incentive based). As a result one might be worried that the extent of dis-
crimination could be potentially biased in case of a systematic mismeasurement of wage bills in

prejudiced clubs. Even if such a systematic pattern is unlikely, we address this concern first with
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an instrumental variable (IV)) estimator and then with a generalized method of moments (GMM)
estimator.

Regarding the IV approach, we instrument the wage bill with the lagged performance in cups,
lagged stadium attendance, and relative record transfer fees. The key identifying assumption is
that these variables do not affect team success in the league, except through their effect on the
club’s wage bill.

We briefly discuss the relevance of our three excluded instruments before presenting the way
they are constructed and then discussing the results. Regarding our first two instruments (perfor-
mance in cups, and stadium attendance), we know that wages are set by clubs before the season
starts. Higher attendances and better performance in cups in the previous season generate higher
revenues, which allow clubs to recruit better players in the following season, and increases the
wage bill. A detailed breakdown of club revenues is not usually available in the audited accounts
from which we build our dataset. One exception is the analysis of data from the 1981/82 season, in
which we find that match revenues coming from attendance made up 62% of total revenues. Not-
tingham Forest’s accounts in that season provides a more precise picture. Reaching the quarter
finals of the League Cup increased their turnover by about 10% compared to an early elimina-
tion. In 1982, most of the clubs’ revenue came from stadium attendance, and performances in
cups. This has changed in the intervening years, as the revenue generated by broadcasting and

merchandising has increased. However, match revenues still accounted for 37% of total revenues
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in the season 2006/07 (a more recent season where we also observe a partial breakdown of club
revenues)." Regarding the third instrument, we use record transfer fees to capture potential buy-
outs by rich owners. When buying out a club, new owners often break the club’s transfer fee
record, which increases the team’s wage bill because of a positive correlation between transfer fees
and wages. However, many record purchases prove to be poor value for money with on average
very little effect on the final team performance.?

The instruments are constructed for each season as follows.> Relative lagged stadium atten-
dance in thousands of people is measured as the one-year lag of a club’ log deviation from the
lagged annual average. Performance in cups is measured as the one-year lag club performance in
the Football Association Challenge Cup and the League Cup, using a linear performance index
for each additional round reached. The relative transfer fee record variable is measured as the
difference in a club’s transfer fee record in a given season relative to the annual average.

The first-stage results of the IV are reported in Table A.3 (see Appendix A.3.4). The instru-
ments have a significant effect on the relative log wage bill, except for the lagged cup performance
in the post-Bosman era. The second-stage results of the within-IV approach are presented in
columns 1 and 2 of Table 2.6. They confirm the Bosman ruling effect on wage discrimination.

Whereas the coefficient for the share of black players employed is positive and significant before

"Note that a good performance in cups also boosts merchandising and broadcasting revenues.

*It is worth noting that conditional on club fixed effects and wage bills, record transfer fees are not related to
performance in the Premier League. A reason could be that most of the club’s owners in the English Premier League
are rich billionaires.

3See Appendix (A.1) for data sources.
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the Bosman ruling (col. 1), it is insignificant post-Bosman (col. 2).

Table 2.6: Discrimination Market-test: League Success and Long Span - IV and GMM

Dependent Variable: League Success
Sample: Pre-Bosman  Post-Bosman | Pre-Bosman  Post-Bosman
Estimator: Within-IV Arellano-Bond
(1) (2) () (4)
Relative log wage bill 0.335 0.200° 0.576% 0.472%
(0.25) (0.12) (0.10) (0.04)
Relative number of players used -0.030% -0.027% -0.036° -0.010
(0.01) (0.01) (0.02) (0.01)
Relative share of black English o.so1’ -0.I11 1.364° -0.116
players employed (0.25) (0.18) (0.54) (0.48)
Observations 259 247 262 257
Number of clubs 38 31 41 39
Number of instruments 3 3 28 30
AR p-value o o
AR p-value 0.70 0.37
Hansen p-value 0.72 0.15 0.47 0.48

Ranking;; —ming

Notes: the dependent variable is computed in relative terms as ( e

), where Ranking;; is the final

ranking of team ¢ at the end of season ¢; and min and max are the lowest and highest possible rankings each season.
Robust standard errors are in parentheses, clustered by club, with ¢, b and © denoting significance at the 1%, 5%, and
10% percent level, respectively.

The IV results could be affected by a weak instrument problem. If the instruments corre-
late only weakly with the wage bill, then statements of statistical significance may be misleading.
However, the first stage F-statistics on the excluded instruments are above the recommended
threshold of 10 (see Table A.3 in appendix A.3.4). It is also reassuring that the standard errors on
the second-stage estimates are not much larger than those in the within model of Table 2.3. More-
over, the instruments pass standard validity assessments. The F-test of joint significance of the
excluded exogenous variables is rejected at the 1% level. The test of overidentifying restrictions for

the excluded instruments is also passed and the Angrist-Pischke first-stage chi-squared statistics
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reject the null of underidentification (Angrist & Pischke, 2009).!

In columns 3 and 4 of Table 2.6, we use the two-step GMM approach of Arellano & Bond
(1991). This estimator differences away time-invariant club specific effects. It relies on the dynamic
structure of the model for identification by using lagged levels of the independent variables as
instruments for current differences. A problem with GMM estimators is that their validity is
subject to the use of a relatively small or large number of instruments. A large number generates
implausibly low values of Hansen tests of instruments exogeneity (Roodman, 2009), while using
too few instruments is likely to generate a weak instruments problem and to deliver inaccurate
estimates. Following Roodman’s (2009) rule of thumb, we use a number of instruments that is
strictly lower than the number of clubs (groups) in the sample. This strikes a balance between
estimate consistency and test validity. The diagnostic tests (Hansen and first and second order
autocorrelation) presented at the bottom of the table reveal no evidence against the validity of
the instruments used by the GMM estimator.

The GMM estimates of the share of black English players employed confirm our main results:
wage discrimination appears to be significant before the ruling (col. 3) but not afterwards (col.
4). Again, these findings are consistent with our theoretical predictions on the effect of relaxed

mobility constraints on racial wage discrimination.

Results using the within-IV approach on the match specification are qualitatively similar and available upon
request.
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2.4.6 DOES CORPORATE CONTROL DECREASE DISCRIMINATION?

The rise of a market for corporate control of English professional clubs could potentially af-
fect clubs’ discriminatory behavior by increasing the competitiveness of English soccer (Palacios-
Huerta, 2014). In a competitive market, discrimination would be competed away since nondis-
criminatory clubs would employ more black players, given their lower cost at any given level of
talent. We would then expect Arrow (1973)’s predictions to be realized. Black players” wages
would increase until they became independent of race and discriminating clubs would be driven
out of the market since they make lower profits than nondiscriminating clubs.

Some issues regarding the impact of this insightful hypothesis on discrimination in the Pre-
mier League could be raised, however. First, the emergence of a market for corporate control of
English clubs started in the early 1980s, i.c., ten to fifteen years before the Bosman ruling.

The second concern is that a club experiencing very poor performance simply moves down
from one division to another and is not necessarily driven out of the market. Relegation can lead
to promotion the following season. So, competition per se may not discipline discriminatory
behavior in our context.

The third concern is that there is no clear evidence that the market for corporate control has
increased the competitiveness of English soccer. Only a third of the Premier League clubs during

the post-Bosman period have been listed on the stock market." Among the “Big Four”, singled

'See Andreff (2015) for the detailed list of English clubs that have been floated on the stock market, as well as their
initial public offering and delisting date. Furthermore, Andreff states that governance changes very lictle with stock
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out in the upper right corner of Figure A.1, only Chelsea' and Manchester United have been listed
but not Arsenal and Liverpool. Interestingly enough, most clubs floated on the English stock
exchange were unprofitable and all were eventually delisted, which would lead to an increase in
discrimination today if corporate control is the causal mechanism driving the decrease in racial
discrimination.

Despite these concerns, we directly test for the corporate control effect on discrimination. We
benefit from the early listings on the stock market to test the impact of corporate control on the
share of black players employed, as well as on club’s performance and racial discrimination. To
begin with we start with the assumption that the market for corporate control may lead to more
black players being employed. We test this crucial hypothesis in Table 2.7. We regress the relative
share of black players employed on a corporate control dummy, which is equal to one if the club is
listed on the stock market. We firmly reject the hypothesis that clubs under corporate control hire
more black players. Before the Bosman ruling, they hire less black players, while after Bosman,
there is no significant difference in hiring between clubs under corporate control and those that
are not.

In Table 2.8, we present a test for the effect of corporate control on club’s performance and

wage discrimination. We use specification 2.1 and introduce the corporate control dummy as an

market control, emphasizing that there is “no way to consider public trade of shares as a tool for improving listed
clubs’ governance and profitability.”
"Note that Chelsea’s ascension to the “Big Four” followed its removal from the stock market, after its shares were

bought by a billionaire.
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Table 2.7: Share of Black Players and Corporate Control

Dependent Variable: Relative share of black players employed
Sample: Pre-Bosman (1981-1994)  Post-Bosman (1995-2008)
(1) (2)

Corporate control dummy -0.061% 0.003

(.03) (0.02)
Relative wage bill 0.032 0.000

(-03) (0.03)
Observations 299 270
Club-fixed effect Yes Yes

Notes: the dependent variable is relative share of black players employed. Robust standard errors are in
parentheses, clustered by club, with ¢, b and € denoting significance at the 1%, 5%, and 10% percent level,
respectively.

additional regressor. In columns 1and 3, we find no effect of being a club floated on the stock ex-
change on club’s performance, before or after Bosman. Finally, we present a direct test of whether
the rise of corporate control had an effect on wage discrimination. In columns 2 and 4 of Table
2.8, we run the market test discrimination specification 2.1, with the addition of the corporate con-
trol dummy, and an interaction term between this dummy and the relative share of black players.
We expect a negative estimate of the interaction term whether corporate control reduces the gap
between white and black player wages. We find by contrast that the coefficient for the interaction
term is positive and significant before Bosman, and positive and insignificant afterwards. The
non negative estimate does not come as a surprise given that Arrow (1973)’s prediction relies on
an increase in the demand for Black players, which is not what we find (see Table 2.7).

A cautious interpretation of these results is that corporate control of soccer clubs does not
reduce discrimination, or at least not enough to be detected by differences between clubs on the

stock market and under private ownership. Hence we believe that the mechanism causing the
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Table 2.8: Discrimination Market-test: Effect of Corporate Control

Dependent Variable: League performance
Sample: Pre-Bosman (1981-1993) ‘ Post-Bosman (1996-2008)
(1) (2) () (4)
Relative wage bill 0.399" 0.412% 0.167° 0.167°
(o.12) (0.12) (0.08) (0.08)
Relative number of players used -0.030" -0.031% -0.027% -0.027%
(0.01) (o.01) (0.00) (0.00)
Relative share of English black players employed 0.497" 0.438¢ 0.018 -0.005
(0.25) (0.26) (0.20) (0.20)
Corporate control dummy 0.036 0.053 0.003 0.003
(o.11) (o.11) (0.04) (0.04)
Corporate control * Relative share of English 0.988 0.062.
black players employed (0.40) (0.27)
Observations 259 259 251 251
Club fixed effect Yes Yes Yes Yes

Ranking;s —min;
maxy—ming

Notes: the dependent variable is computed in relative terms as ) , where Ranking; is the final ranking of team

1 at the end of season t; and min and max are the lowest and highest possible rankings each season. Robust standard errors are in
parentheses, clustered by club, with ¢, b and © denoting significance at the 1%, 5%, and 10% percent level, respectively.

decrease in wage discrimination that we observe is the Bosman ruling, and not the rise of corporate

control of soccer clubs.”

2.4.7 HETEROGENEITY IN DISCRIMINATION

The results above show that discrimination decreases following the Bosman Ruling. We argue
that clubs took advantage of the institutional constraints on player mobility to discriminate against
their black English players. Four other tests could make us more confident that our story is cor-
rect:

* Clubs that are fighting for relegation or for the championship title need to be competitive,

and so should be more likely to hire black players before Bosman.

"Note that the corporate control hypothesis would not explain the differential rates in mobility, nor the wage
penalty still faced by black non-EU players. Moreover, recall that black non-EU players still face discrimination
in other European leagues (see Table A.1 in the appendix), where clubs were less likely to be floated on the stock
exchange.
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* Clubs that have a large share of black players should see a decrease in league performance

after Bosman

* Clubs that have a large share of black players should see an increase in their relative wage

bills after Bosman.

* Clubs that have a large share of black players should see some black players leave after

Bosman

We define clubs that are fighting for relegation or the championship based on their relative
wage bills. Clubs with an absolute value of their relative wage bill higher than .35 in a given season
(around a quarter of clubs) are defined as "competitive”. We also look at a subsample of clubs who
seem to base their strategy on recruiting black players before the Bosman Ruling. These clubs are
in the top 20% of clubs in terms of hiring black English players in any given year in the 5 years
before the Bosman Ruling. We test these ideas in Table 2.9 below. Our power to estimate these
effects is very low, especially since we are looking at narrow time-windows. Therefore, we only test
for these effects in OLS. However, the point estimates all seem to concord with the hypotheses
above.

Looking at column 1, competitive clubs hire more black players before Bosman and less after-
wards though our results are insignificant. In column 2, 3 and 4, we can see how clubs that hire
many black players behave before and after Bosman. As shown in the main tables of the article,
they do better than other clubs before Bosman, but that advantage disappears after the Ruling
is passed. They decrease their share of black players significantly post Bosman, and their relative
wage bill is lower before Bosman but increases slightly after Bosman. Although we cannot be
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conclusive since only our estimates on the change in the share of black English players are signif-
icant, it seems that both adjustments mechanism to the Ruling are at work: clubs adjust to the

Ruling both by renegotiating wages and by letting their black players go to other clubs.

Table 2.9: Discrimination Market-test: Heterogeneity of clubs

Dependent Variable: Share of black League Share of black  Relative
English players performance English Players Wage bill
Sample: Pre and Post-Bosman
Estimator: OLS OLS OLS OLS
(1) (2) () (4)
Relative wage bill -0.032 0.506*** 0.031
(0.03) (0.07) (0.03)
Competitive clubs 0.021
(0.04)
Competitive clubs*Bosman Ruling -0.052
(0.04)
Bosman ruling 0.021 0.044 0.026 -0.045
(0.03) (0.04) (0.02) (0.06)
Relative wage bill*Bosman ruling -0.009 -0.052
(0.09) (0.04)
Clubs with High share of o.115* 0.174*** -0.167
black players pre-Bosman (0.06) (0.03) (o.10)
Clubs with High share of -0.138 -0.084** 0.067
black players*Bosman Ruling (0.09) (0.04) (0.14)
Number of players used -0.02.8*** -0.004* -0.016*
black players *Bosman Ruling (0.01) (0.00) (0.01)
Observations 225 225 225 225
Club fixed effect Yes Yes Yes Yes

Rankingis—min,

Notes: the dependent variable is computed in relative terms as ( : L
maxs—ming

> , where Ranking; is the final ranking

of team 7 at the end of season ¢; and min and max are the lowest and highest possible rankings each season. Robust
standard errors are in parentheses, clustered by club, with ¢, b and ¢ denoting significance at the 1%, 5%, and 10% percent
level, respectively. Clubs with an absolute value of their relative wage bill higher than o.35 in a given season are defined
as “competitive”. Clubs with a high share of black players pre-Bosman are Aston Villa, Sheffield Wednesday, Chelsea,
Coventry, QPR, Wimbledon and Crystal Palace. Seasons 1994-1995 and 1995-1996 are dropped in all estimations.
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2.5 CONCLUSION

In this paper, we find evidence that wage discrimination has been eliminated following a decrease
in labor market frictions. As shown in our model, an increase in job-to-job mobility can erode the
monopsony power of firms, leading to an eradication of the racial wage gap. Our model appears
to fit the empirical facts quite well.

A heartening interpretation of our results is that creating the right labor market conditions
can cause wage differentials between white and black employees to disappear even if racist atti-
tudes remain. Otherwise, firms can act on their prejudice, as seems to be the case for black non-EU

players.
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Labor Mobility and Racial Discrimination

A1 DATA APPENDIX

Our dataset contains all professional soccer players, regardless of nationality, from the first English
league from 1981 to 2008 and comes from Kleven ez 4l. (2013). Our dataset is similar to Szymanski
(2000) but differs in scope and time. Szymanski uses a panel of 39 clubs from four divisions in
the English soccer league over the 1978-1993 period, i.e., pre-Bosman. In terms of scope, we have
information on all players from the first division in England. Despite our focus on elite players,
our number of clubs in the pre-Bosman period is fairly similar to Szymanski: 41 teams from 1981
to 1993 against 39. In terms of time, we cover the pre- and post-Bosman eras, from 1981 to 2008.

To this dataset we add the following variables.
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WaGEBILLS. We use wage bills from the Companies House website, a British governmentagency
that collects annual reports from registered companies. Wage data are provided for almost all the
English clubs in our sample. We are missing some data from clubs who went bankrupt during the
season, such as Crystal Palace in 1998 or Leicester City in 2001, and some data from a few clubs
that did not report wage bills in their financial accounts.

These wage data are considered as reliable because they are obtained from audited annual
accounts. There are some issues however. First, the reports are not homogeneous over the 30-
year period. Some clubs changed the ending date on their company accounts and reported annual
results over thirteen months or more, in which case the data were adjusted on a pro rata annual
basis. Then, we do not know what proportion of the pay is incentive related (e.g., bonuses for
performing well in a cup competition) and what proportion is fixed. Finally, the wage bill is given
for all staft, including salaries for scouts, statisticians, physiotherapists, and coaches. However,
there are two reasons why it is unlikely to be a significant problem for our analysis. One is that
the pay for most of the non-player employees is relatively small compared with the total wages of
players; and the other reason is that the share of the pay for non-player employees likely accounts

for a similar share of the wage bills in all clubs.

RACIAL INFORMATION. The race information was coded from an examination of players’ pho-
tographs into categories of either black or not black (which we refer to as white)." This method
might sound arbitrary because we code players as “black” if they appear to be “black”. However,
this method is actually a good way to model the potential for discrimination because discrimina-

tors prejudge an individual based on appearances (Palacios-Huerta, 2014).> These pictures were

*Our full coding protocol is available upon request.
*For an explanation of why this appearance-based method is appropriate, Palacios-Huerta (2014) considers the
case of the legendary Manchester United player Ryan Giggs. He appears to be Caucasian, and it was unlikely that he
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obtained primarily from the reputable website www.transfermarket.de, and when pictures from
that site were not available, we conducted Internet searches. We obtained pictures for nearly all
the players in our sample. The players whose photos were missing were primarily youth team

players who had had little game time and could thus be discarded from our analysis.

CONTROL VARIABLES. In addition to information on race and wage bill, we have precise data
on nationality, age, the number of matches played, the number of goals scored, national team
selections (and their level - youth, A, ...), and whether a player participated in the World Cup. We
use part of this information to create an objective, albeit imperfect, measure of player’s sporting
quality (see Appendix A.1.1). Moreover, we added information on team’s ranking and attendance

from the European soccer statistics website.

A1 SPORTING TALENT AND WAGE Birr

In order to check whether sporting talent is well approximated by wage bills, we created a team
specific talent index that sums the talent of each team’s players. This index is computed for each
club based on the experience of their players (i.e., their total number of matches played in the
Premier League), the age of their players, and whether they are selected by their national team,
and at what level (youth team, B team, A team). This variable is a crude measure for the team’s
sporting talent, but gives a rather sensible proxy for the quality of the team. As an example, the
best performers, identified in Figure 2.3, which are Arsenal, Chelsea, Liverpool and Manchester
United, are also the best teams in terms of quality with the highest wage bills. A regression of

the average team’s quality on average wage bill gives a R-squared of 0.81. The wage bill does

faced discrimination as a professional player during his career because discriminators prejudge an individual based
on appearance. However, after he became famous, he publicly revealed that he had been victim of racism as a child
because of his father’s skin color. This revelation came as a surprise to his fans.
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) ) . s .
approximate quite precisely for the team’s sporting talent.

Figure A.1: Average Wage Bill and Team's Quality

English First League (1981-2008)
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A2 A SeEarRcH MODEL OF DISCRIMINATION IN SOCCER

This simple model presents three features. First, it is specific to the economics of soccer, relying
on the four stylized facts that emerge from Section 2.1. Second, it links race-based wage discrim-
ination to job-to-job mobility constraints. Finally, it offers a micro-foundation for our discrimi-
nation market-based test.

We first present player and club behavior, as well as the individual wage setting (A.2.1) before

introducing the role of taste discrimination (A.2.2).
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A2 CLUBS, PLAYERS AND INDIVIDUAL WAGE SETTING

Cruss. Clubs are heterogeneous in their wage bill (fact #2 presented in Section 2.r) but homo-
geneous in size because the number of players per team is fairly rigid. Team success is measured by
league position (fact #1) and depends on the quantity of sporting talent (fact #3). Clubs maximize
team success simply by minimizing the total cost of talent given total resources." We assume, for
simplicity, that total resources, I?, are exogenously given when the hiring decisions are made. We
consider the production function to be linear in talent, so we abstract from analyzing diversity,
talent distribution across players and spillover effects within clubs to focus on the role of preju-
dice. Following our fact #4, we assume that some clubs hold a ‘taste’ for racial discrimination.”
For the sake of simplicity we are agnostic in the model about whether the club’s prejudice comes
from fellow players, owners, managers or supporters. However, in our context, it seems more

likely that discrimination is driven by employers rather than by consumers.?

PLayers. The mass L of players is divided into two types according to their appearance, A and
B. Type B could be discriminated against by clubs. All players are heterogeneous in talent in-
dependent of their type, and each type has the same distribution of talent. Talent is thus not

differentiated by race or color. The decision problem faced by a player is the following. He max-

'Clubs may also care about profits and not only about success. Considering that teams are profit maximizers is
“an assumption with which sports economists have been quite comfortable in the United States, but which often
seems less appropriate in the case of European soccer” (Szymanski, 2003: 1170). Garcia-del-Barrio & Szymanski
(2009) confirm empirically that soccer club choices in England and Spain “are more closely approximated by win
maximization than by profit maximization in both the short term and the long term”.

*Altonji & Blank (1999) reviews the pioneering works introducing search into taste-based theories of discrimina-
tion. Note that statistical discrimination, based on stereotypes and made possible by imperfect information, is less
of an issue in our setting since clubs easily observe the performance of soccer players.

3Previous research shows that discrimination in soccer is unlikely to be consumer-driven. Preston & Szymanski
(2000) find no evidence that having more black players decreases attendance or club revenue, and no correlation
between measures of prejudice at the local level and the number of black players hired.
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imizes utility over an infinite horizon in continuous time. He receives, at random time intervals,
information about new or alternative jobs. This information is encapsulated in the parameter
of the Poisson arrival process, A, which denotes the arrival rate of job offers. This parameter re-
flects the general state of the labor market, including contracting rules, institutional constraints
and barriers to mobility. Job-player matches are destroyed at an exogenous positive rate, d, when
players retire. Players are assumed to be risk neutral, with discount rate 7, and must respond to

offers as soon as they arrive.

INDIVIDUAL WAGE SETTING. In general there will be many causes explaining individual wage
setting, such as the role of appearance that will be considered below. We abstract from this com-
plexity and assume that a club offers to a player two types of contracts: perfect and imperfect. In
both cases, the wage (w) players receive is function of their talent, ¢. The contract is considered
to be “perfect” when the player receives a wage that perfectly rewards his talent (w = t), and
“imperfect” when the player earns only a fraction of what his talent is worth (w = kt, where
0 < k < 1). In any case, the player accepts the job offer if it pays a higher wage while employed
or if the instantaneous utility of being unemployed is lower than that of being employed. Al-
though this is obviously a simplified wage setting, we view it as a useful benchmark that leads to
a simple job offer trade-off and will help us to shed some light on the role of prejudice.

The club faces a trade-off when offering an imperfect contract. It divertsa share (1—k)t of the
player’s talent but takes the risk of seeing the player poached by a rival since the player continues to
search on the job. A player is poached with probability Ay, where 7y is the probability of receiving
aperfect contract. Once the player is poached, the club incurs a turnover cost ¢(t), which accounts
for the leaving, replacement and transitions costs, such as the administrative costs involved with

processing a separation, any payroll costs relating to filling the vacant position or time taken to
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select and recruit a replacement, among others. We assume turnover costs to be club specific,
since clubs may differ in their capacity to recruit new players. For instance, London-based teams
may find it easier to attract new players.

The club’s value of offering an imperfect contract (J7) is based on the trade-off between the

gain from diverting part of the talent (1 — k)¢ and the loss that occurs when the player retires ()

or is poached (\):
rdr = (L=k)t—0J; — My(Jr +c(t)),
(1 — k)t — Aye(t)
= ) A.
& r+0+ My (A1)

The club’s wage setting for a talent £ depends on the comparison of J; versus Jp, the club’s value

of the perfect job ofter, which is null because w = t:
TJp:t—w—5<Jp)<:>Jp:0. (AZ)

The club ofters a perfect contract if:

(1= Bt = Mye(t))
404+ Ay
(1—Fk)t
Ay

Jp>J; & 0>

Y

& ct) >

(A3)

Equation (A.3) states that the club offers a perfect contract to the player if the turnover cost is
higher than the rent extracted from the player weighted by the probability of being poached by
a rival. To get a simple closed-form solution for the probability 7y of offering a perfect contract,

we assume that ¢ follows a Pareto distribution with a lower turnover cost bound ¢ and shape

77



parameter o > 0. This assumption implies a distribution of turnover cost draws given by

where the shape parameter «vindexes the dispersion of turnover cost draws. The Pareto parametriza-
tion of ¢ is intuitive because most turnover costs are low, but as v decreases, the relative number
of high turnover costs increases, and the cost distribution becomes more concentrated at these
higher cost levels. Since teams with low turnover costs have their players poached more often,
they will offer most of the jobs. Based on the inequality (A.3) and assuming that c is distributed

Pareto and linear in talent, such that ¢(t) = ct, yields a closed-form solution for :

v =(20) = (25) (A)

The probability of offering a perfect contract () depends primarily on two important variables, A

and £ (see Eq. A.4). First, everything else being equal, the arrival rate of job offers, A, determines
the strength of the club’s monopsony power. The lower the value of A, the lower the job-to-
job transition, and thus the higher the club probability of offering an imperfect contract to their
employees. Second, as k decreases, clubs divert a larger share of the monetary value of a player’s

talent; therefore offering an imperfect contract to a player is more attractive.

A.22 CLUB’S PREJUDICE AND MONOPSONY

Now that we have worked out the endogenous probability of a player receiving a “perfect” job
offer, we introduce discrimination into our model. Similarly to most search models with discrim-

ination, such as Bowlus & Eckstein (2002), Bowlus e 4l. (2001) and Black (1995), we introduce
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discrimination by supposing that there is hiring discrimination. We are agnostic about whether
discrimination comes from all or a subset of clubs, who would be less willing to hire a B-type
player. This discrimination is represented in our model by a lower arrival rate of job offers for
B-type players, A0, with 0 < & < 1. This implies that they are less likely to find a club that wants
to offer them a perfect contract. Clubs know that B-types are less likely to be poached, and en-
dogenously offer them lower wages. 6 < 1 leads to differences in +, the probability of receiving
a perfect contract. Note that for a given 0, from the Bosman ruling and the associated increase in
A, we expect more B-type players to be poached, and discrimination to decrease.

The intuitive reason is that monopsony power is reduced when job-to-job transition is less
constrained, i.e., when the value of job offer arrivals (A) is high. Clubs should thus offer perfect
contracts to retain their players and avoid costly turnovers. As a consequence, for sufficiently
high A, preferred and disliked players receive the same talent-adjusted wage. The next proposition

sums up our discussion:

Proposition A.a.1 The higher the rate of job offer arrivals (\), the higher the probability of obtain-
ing a perfect contract (7y). Thus, for a sufficiently high X\, race-based wage differentials disappear
despite club prejudice.

If we interpret labor mobility in our model as the transition from imperfect to perfect con-

tracts, then we can also derive a second testable proposition:

Proposition A.2.2. A decrease in job-to-job mobility constraints causes a racially differentiated

change in _job turnover.
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A.2.3 WAGE DISCRIMINATION MARKET TEST

From the assumption on clubs’ prejudice and the probability of obtaining a perfect contract y
(Eq. A.4), we can ground Szymanski’s discrimination market-based test. The test is simple: dis-
crimination can be said to exist if, for a given wage bill, clubs fielding an above-average proportion
of B players systematically outperform clubs with a below-average proportion of B players. This
test requires specifying the share of B players in a club, which we derive below based on a very
stylized recruitment process.

This stylized hiring process is subject to a zero profit condition such that the club’s resources
(R) are equal to the club’s wage bill (£2) plus the sum of realized turnover costs (C'). We assume
each club knows its individual turnover costs ¢, and fields a fixed number of players, n. Sporting

success depends on the quantity of sporting talent, 7', hired by the club:

T=(n—-1t+t.

Clubs thus hire n — 1 players with the same individual talent ¢, and one marginal player with
a potentially different talent t. The share ¢ of imperfect contracts offered to the n — 1 players
depends on labor market conditions (), player type (A or BB), and the associated turnover costs.
It appears readily that the higher the share of imperfect contracts offered to the n — 1 players,
the higher the rents extracted from these players, the more talented the marginal player, and the

higher the team’s sporting talent, 7". We assume for simplification that the marginal player cannot
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be underpaid and his talent t is such that the zero profit condition holds:

R=02+C = (n—1[pkt+ (1 —)t] +t+ (n— 1)pMOuyp + (1 — p)ya)et

= (n—Dt[p(k + cAOpyp + (1 — p)ya)) + 1 — 9] + 1, (Ass)

where ¢ is the share of players that are not paid their marginal product (w < t) and 1 the share
of B-type players in the team.

Armed with this framework, we illustrate how the share ¢ depends on the value of turnover
costs ¢ by focusing on two interesting cases. We view them as useful benchmarks that can shed
light on the role of labor mobility on wage discrimination.'

Case 1 If turnover costs are high, such that ¢ > ()\19_—’“), all players are paid the monetary value of
B
their talent ¢ to avoid being poached, so that ¢ = 0. No player is underpaid and clubs do

not earn any rent.

Case 2 If turnover costs are such that % <c< %, clubs underpay all B-type players, while

paying each A-type player its marginal product. Thus, the share of imperfect contracts ¢

is equal to p. The talent of the marginal player is now

t=R—putx (n—1)(k+ Mypgep) — (1 —u)t x (n—1). (A.6)

These two cases depend crucially on labor market conditions, which affect the turnover costs.
Our perspective is that the Bosman ruling modifies the general state of the labor market. Itlowers

the constraints on labor mobility and thus increases the arrival rate of job offers, A\.* Indeed, the

"Note that a third case is such thatif ¢ < % all players are underpaid so that ¢ = 1, and clubs get rents from

all players. The marginal player’s talentist = R — (n — 1)t[k — 1+ Ac(0uvyp + (1 — pu)va)l.

*We are not the first to consider that changes in A may reflect changes in the state of the labor market. As stated
in Manning (2003) “in the model of Burdett & Mortensen (1998), the extent of club market power is determined by
the rate at which job opportunities arrive relative to the job destruction rate: the lower the arrival rate of job offers,
the more market power clubs will have.”
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end of transfer fees for out-of-contract players and of quotas within the EU dramatically reduced
mobility constraints. EU players, independent of their race, now receive a higher number of
job offers, from a larger number of firms, compared to the pre-Bosman ruling period. It is thus
reasonable to assume that ) is higher after the ruling than before.

In Case 1, differences in sporting talent 7" across clubs only depend on differences in wage bills
and not on the share of black players. This case corresponds to a post-Bosman ruling type situa-
tion with high turnover costs due to high As. This situation discourages clubs from indulging in
discriminatory tendencies and team success does not depend on i, the club’s share of black play-
ers. Case 2 can be interpreted as the pre-Bosman ruling situation with different types of contracts
due to a taste for discrimination. We view the Bosman Ruling as a move from case 2 to case 1.
By combining Egs. (A.6), (A.s), and R = 2 + (n — 1)tuA@ypc, we get an interesting testable
proposition:

T =1 Case1
T=024+put(N—-1)%(1—k) Case2

If follows that

Proposition A.2.3 When X is high (case 1), the team’s sporting talent and success only depend on

the club’s wage bill Q). When X is low (case 2), the team’s sporting talent and success depends on

both the club’s wage bill Q) and the share of B-type players yu.

In Case 2, the reason why the share of black players matters is that by diverting part of the wage
devoted to B-type players the club earns some rents that are used to increase its overall talent 7.

This is the essence of the discrimination market test.
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A3 FURTHER EVIDENCE OF DISCRIMINATION

A3.1 EVIDENCE ON AGE PROFILES OF PLAYERS

The age profile of black players before and after the Bosman ruling also presents some evidence of
discrimination. Figures (A.2) and (A.3) depict the age density of black players in “discriminating”
and “non-discriminating” teams before and after the Bosman ruling, respectively. We define, al-
though imperfectly, “discriminating” teams as the ones whose proportions of black players in the
squad is lower than 25% of the other squads, and “non-discriminating” teams as those where the
proportions of black players is higher than 75% of the other squads. Of course, this way of select-
ing discriminating and non-discriminating teams is far from perfect, but it is consistent with our
empirical strategy and model. In the model, firms that discriminate are more likely to have their
black players poached by rival firms. We should therefore expect these firms to have less older

black players.
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In Figure A.2, we observe that the age densities of black players in pre-Bosman are quite simi-

lar in discriminating and non-discriminating clubs, but there is a huge change post-Bosman (Fig-
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ure A.3): the age density of black players is more right-skewed in discriminating clubs. These
differences could be explained by job-to-job mobility constraints. When players are young, they
tend to play for their local clubs or for any club that wants them, whether these discriminate
or not. Then, when labor mobility is low, as is the case pre-Bosman, black players employed in
discriminating clubs can not move. This explains the similar age profiles depicted in Figure A.2
between discriminating and non-discriminating clubs. By contrast, when job-to-job mobility is
high, as was the case post-Bosman, black players in discriminating clubs are mostly youngsters
since older players leave as soon as they can. This explains why the age density of black players is

more right-skewed in discriminating clubs in the post-Bosman era (Figure A.3).

A.3.2 EVIDENCE ON OTHER EUROPEAN COUNTRIES

Club wage bill data outside of England is much harder to find. Although we have access to data
for Belgium and France, in none of these cases can we go back beyond 2000, much less 1995. Ta-
ble A.1 reports results using the market test for discrimination in France (2002-2009) and Belgium
(2005-2008)." We exploit here an interesting feature of the data, which is the distinction between
two types of non-EU citizens: Players from countries who have signed the Cotonou agreement,
mostly from Africa, the Caribbeans and Oceania, and those who have not signed the agreement,
essentially from South Americans countries. Players from “Cotonou countries” can play freely
in France and Belgium since 2003, whereas the others are still subject to quotas. We use the same
market test as the one described in section 2.4.3. We find some evidence that black players from
non-Cotonou (and non-EU) countries face wage discrimination in Belgium and France. These

players do not benefit from the Bosman ruling and free mobility of labor.

"Wage bill data are missing for small Belgian clubs.
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Table A.1: Discrimination Market-test: Club's League Success in France and Belgium

Dependent Variable: Club’s League Success
Country: France Belgium
Time Period: 2002-09 2005-08
Estimator: OLS | Within | OLS | Within
(1) (2) (3) (4)
Relative wage bill 0.371% | 0.369% | 0.295% | 0.335%

(004) | (004) | (007) | (005)

Relative number of players used -0.029% | -0.031% | -0.001 | -0.002

(0.01) (o.01) (o.01) (o.01)

Relative share of Native black players employed -0.101 | -0.087 | -0.538 | -0.634°

(021) (020) | (035) | (035)
Relative share of EU black players employed -0.741 | -0.377 | 0.84 0.227

(1.12) (r.11) (0.19) (0.18)
Relative share of non-EU white players employed | -0.451 | -0.335 | 0.146 | 0.283

(0.35) (030) | (030) | (0:32)
Relative share of black non-EU players employed,

of which:
Cotonou players 0.195 0.229 | -0.280 | -0.099
(024) (0:25) (024) (031)
non-Cotonou players 0.691° | 0.750° | 2.074% | 2.207%
(033) (0.40) | (0.42) | (o.51)
Observations 137 137 51 51

Notes: the dependent variable is the goal difference in the match. Robust standard errors in parentheses with
a b and € denoting significance at the 1%, 5%, and 10% percent level, respectively. Standard errors are clustered

at the club level (see text for details). Among black non-EU players only non-Cotonou ones are constrained
post-2003.

A.3.3 ApprtioNaL REsuLts oN LoNG-TIME WINDOWS

We present additional results using long-time windows with match-level data and the IV strategy.
Our results can be interpreted as follows. Before Bosman (columns 1 and 2)), a team that switched
allits players for black players could expect to win the match by one goal. In other words, because
of wage discrimination, the club with only black players can hire more talented players. A similar
effect could be achieved by doubling the wage budget. By contrast, the non-significant estimates
on the share of black players, reported in columns 3 and 4, suggest that wage discrimination has

disappeared post-Bosman.

In columns 2 and 4, we use an instrumental variable approach to account for possible mea-
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Table A.2: Discrimination Market-test: Match Success and Long Span - Within and Within-1V

Dependent Variable: Match Success
Sample: Pre-Bosman (1981-1993) | Post-Bosman (1996-2008)
Estimator: Within Within-IV Within Within-IV
(1) () €) (4)
Difference in log wage bill 0.698" 1.597% 0.503% 0.343
(0.18) (0.43) (0.12) (0.27)
Difference in number of players used -0.047% -0.053% -0.029¢ -0.030%
(o0.01) (o.01) (o.01) (0.01)
Difference in share of black players employed | 0.855¢ 1.162° -0.117 0.065
(0:33) (0.43) (0.31) (0.40)
Observations 4494 3073 4402 3264
Hansen p-value 0.79 0.20
Club-pair fixed effect Yes Yes Yes Yes

Notes: the dependent variable is the goal difference in the match. Robust standard errors in parentheses with ¢ denoting

significance at the 1% percent level. Standard errors are two-way clustered at the visiting and receiving club level (see text for
details).

surement errors and reverse causality. The difference in wage bills is instrumented with the cor-
responding difference in the instrument variables used in subsection (2.4.1). The result of the
first-stage estimates are reported in Table (A.4) in Appendix A.3.4. The instruments pass the
standard validity assessments (see the bottom of Table A.4). The F-test of joint significance of
the excluded exogenous variables is rejected at the 1% level and is above the recommended thresh-
old of 10. The test of overidentifying restrictions for the excluded instruments is also passed and
the Angrist-Pischke first-stage chi-squared statistics reject the null of underidentification (Angrist
& Pischke, 2009). Moreover, it is again reassuring that the standard errors on the second-stage
estimates (col. 2 and 4) are not much larger than those in the within model (col. 1 and 3, respec-

tively)
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Table A.3: First Stages: League Success and Long Span

Dependent Variable: Relative Log Wage Bill
Sample: Pre-Bosman (1981-1993) | Post-Bosman (1996-2008)
Relative share of black English players 0.009 -0.003
(0.140) (0.140)
Relative number of players used 0.007¢ -0.002
(0.004) (0.003)
Lagged relative log attendances 0.248¢ 0.522°
(0.008) (0.098)
Lagged relative cup performance o.o11’ 0.004
(0.005) (0.004)
Relative record transfer fee 0.125% 0.023°
(0.036) (0.004)
Observations 259 268
Club fixed effects Yes Yes
F test of excluded instruments 14.83% 28.69%
Angrist-Pischke underidentification x*(3) 46.41° 83.99°
Test of overidentifying restrictions 6.50 3.85
x2(2) p-value 0.72 0.15

Notes: robust standard errors in parentheses, clustered at the club level, with ¢, band© denoting significance at the 1%, 5%
and 10% level respectively.

A.3.4 FIrsT STAGE RESuULTs

A.4 TESTING FOR STRUCTURAL BREAKS

In the main body of the article, we use a split sample approach to investigate the effect of the
Bosman ruling. Another approach is to test for a structural break in 1995, by using an interaction
term between the Bosman ruling and the share of black English players. We complement this ap-
proach by interacting the wage bill and the Bosman ruling, in order to test for structural breaks
in the relationship between performance and wages. The advantage of the structural break ap-
proach is to test directly for the difference between the two periods, and to keep the coefficients
for the non-interacted variables (the fixed effects and the variable for total players used) constant
throughout the entire period. Moreover, the testable predictions for the model imply a decrease
in discrimination following liberalization, not necessarily its disappearance.

The results depicted in Tables A.s and A.6, and are unsurprisingly similar to what was pre-
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Table A.4: First-Stages: Match Success and Long span

Dependent Variable: Difference in Log Wage Bill
Sample: Pre-Bosman (1981-1993) | Post-Bosman (1996-2008)
Difference in share of black English players 0.035 0.116
(0.081) (0.123)
Difference in number of players used 0.009” -0.001
(0.002) (0.002)
Difference in lagged stadium attendance o.011% 0.009”
(0.003) (0.003)
Difference in lagged cup performance 0.009% 0.004"
(0.003) (0.002)
Relative record transfer fee 0.088 0.271%
(0.032) (0.044)
Observations 3129 3264
Pair of clubs fixed effects Yes Yes
F test of excluded instruments 11.74% 17.09%
Angrist-Pischke underidentification x*(3) 36.49% 53.46%
Test of overidentifying restrictions 0.461 3.034
x?(2) p-value 0.79 0.22

Notes: robust standard errors in parentheses are two-way clustered at the visiting and the receiving club level, with ¢ and b
denoting significance at the 1% and 5% level respectively.

sented in the main body of the text. Reassuringly, there is no differential effect of wages after
Bosman Table A.s. Indeed, the share of black English players has a positive and significant effect
on team performance before Bosman, while the post-Bosman interaction term with the share of
English black players is negative and significant. The results are similar for the short time span
reported in Table A.6. The coefficient for the share of black players is positive and significant
before Bosman, though the post-Bosman interaction term in this case is only significant at the

10% level.
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Table A.5: Structural Break: Long Span

Dependent Variable: League Success
Sample: Pre and Post-Bosman (1981-2008)
Estimator: OLS  Within Within- IV ~ AB
(1) () €) (4)
Relative wage bill 0.509"  0.363 0.409" 0.621%
(0.05)  (0.09) (0.20) (o.11)
Relative wage bill*Bosman ruling -0.034  0.009 -0.019 -0.170
(0.07)  (0.08) (0.13) (0.13)
Relative share of English black players employed 0.575%  0.460" 0.465" 1.301°
(0.18)  (0.19) (0.19) (0.56)
Share of English black players employed*Bosman ruling | -0.722% -0.584° -0.605"  -1.379"
(0.25)  (0.28) (0.28) (0.62)
Number of players used -0.026%  -0.026" -0.026% -0.022°¢
(0.00)  (0.00) (0.00) (o.01)
Bosman ruling -0.008  -0.015 -0.013 -0.020
(0.02)  (0.03) (0.03) (0.08)
Observations 520 517 515 519
Club fixed effect Yes Yes Yes Yes

Notes: the dependent variable is computed in relative terms as (

Rankingit—ming
mazrs—ming

), where Ranking;; is the final ranking

of team 7 at the end of season ¢; and min and max are the lowest and highest possible rankings each season. Robust standard
errors are in parentheses, clustered by club, with ¢, b denoting significance at the 1% and 5% level respectively. Seasons

1994/1995 and 1995/1996 are dropped as in the main body of the text.

Table A.6: Structural Break: Short Span

Dependent Variable: Match Success
Sample: Pre and Post-Bosman | Pre and Post-Bosman
(1989-2000) (1990-1999)
Estimator: Within Within
(1) (2)
Relative wage bill 0.415° 0.528%
(0.17) (0.19)
Relative wage bill*Bosman ruling 0.216° 0.129
(o0.12) (o.14)
Share of English black players employed*Bosman ruling -0.904° -1.049¢
(o.51) (0.57)
Share of black players employed 0.745" 0.919%
(0.31) (0.32)
Number of players used -0.046" -0.034°
(o.01) (o.01)
Bosman 0.038 -0.019
(0.07) (o.10)
Observations 3624 3497
Club-pair fixed effect Yes Yes

Notes: the Match Success dependent variable is the goal difference in the match. Robust standard errors in parentheses with ¢, b,

and © denoting significance at the 1%, 5%, and 10% percent level, respectively. Standard errors are two-way clustered at the match
and the receiving club level (see text for details). Seasons 1994/1995 and 1995/1996 are dropped in the first column only.
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Gender Discrimination in Recruitment

Committees

Even though women make up the majority of Ph.D candidates in many academic disciplines in
Europe, they are underrepresented in faculty positions and the gender gap increases as the air gets
more rarefied. In the European Union, women made up between 40-60% of PhD graduates,

40% of APs, and only 21% of full professors, according to the European Commission’s 2015 SHE

91



figures.” ?

Many different explanations for vertical segregation in academia have been put forward: for
instance, less investment in human capital, perhaps due to the unequal distribution of house-
hold labour, psychological differences, such as attitudes towards risk and competition,’ and also
discrimination. Teasing out which of these potential causes is the most salient is important since
misidentifying the true causes of gender disparities can lead to detrimental policies that may ac-
tually worsen gender gaps.*

If we believe that discrimination is holding back the careers of women, and that discrimi-
nation is caused by men with own-gender preferences, then one way to improve the prospects
of women could be to increase the number of women among the academics making hiring and
promotion decisions. A new reform by the French government took this line of reasoning and
imposed gender quotas in academic recruitment committees.” The aim of this article is to directly
test the effect of the reform and iz fine whether own-gender preferences exist.

In what follows, I use administrative data provided by French universities to investigate whether
having more female members in academic recruitment committees leads to better outcomes for
women candidates. Surprisingly, the raw correlations directly contradict the presence of own-

gender preferences: the higher the share of women evaluators in a committee, the lower women

*Chenu & Martin (2016) study the career trajectories of sociology professors in France, our country of interest,
and show that only 11% of freshly-minted women sociology assistant professors from 1996-1999 had become full
professors by 2012, compared to 35% of men. In 2011, women made up 50% of sociology assistant professors, but
only 27% of full professors.

*Geuna & Shibayama (2015) show that women are more likely to leave academia at all stages in their career than
men. However most positions in French academia are not tenure-track. Researchers can stay at the assistant professor
level without fear of losing their position.

3See Bertrand (2011) for a survey on the effect of psychological differences on labour market outcomes.

*For instance, Antecol et al. (2016), show that a well-meaning policy aimed at inciting women to take up parental
leave, a gender-neutral tenure clock stop, reduced the rate of women receiving tenure by 22% and increased the rate
for men by 19%.

SThe committee must be made up of at least 40% of each gender. (Link to the decree).
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are ranked, even when controlling for publications and academic connections.

I then directly evaluate the impact of the reform, by exploiting the fact that disciplines are
differentially affected by the quota; the quota is more likely to bind in fields where the share of
women jurors was lower than 40% before the reform. I compare the ranks of women before and
after the reform, using the disciplines that were already respecting the quota as a control group.
Women receive worse ranks after the reform, and the effect is significant and very large. How-
ever, since we do not observe the votes of individual jury members, we do not know whether it is
women who have opposite-gender preferences, or men who decide to vote against women when-
ever more women are their co-jurors, and we have to be cautious in interpreting these results. In
fact, one element leans towards this second interpretation: the negative effect of the reform in
disciplines where women are underrepresented is driven entirely by committees helmed by men.

These results cast doubt on whether gender quotas in recruiting are effective in solving vertical
segregation. Though this reform improves the representativity of women,' the relatively small
number of women eligible to participate in committees will mean that the administrative work of
each will substantially increase, potentially harming their ability to publish. As argued by Vernos
(2013), when discussing gender quotas in ERC evaluation panels, "quotas might make matters
worse by overworking already-stretched female scientists”. If gender quotas are not efficient in
countering own-gender preferences, then the 2015 reform may end up doing more than good.

Although the struggles of women in academia and the barriers they face at many stages of their
career are well documented, there have been few studies looking at the effect of the feminisation
of evaluators on the prospects of women. Some articles try to study this effect indirectly. For

instance, a recent study in France by Breda & Hillion (2016) showed that women were favoured

'See Azmat (2014) for positive and negative aspects of increasing gender representativity in decision-making
teams.
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in oral exams for posts as secondary-school teachers in disciplines that had few women instruc-
tors. The articles that have tried to study a direct effect have found conflicting results. Some find
that having women evaluators has a positive effect on the outcomes for women, on field data
(Lincoln et al. (2012), Boring (2017), Zeltzer, 2015)" or audit studies (Edo et al., 2015)*. A few find
no effect (Abrevaya & Hamermesh (2012), Feld et al. (2016), Williams & Ceci, 2015).> Ellemers
et al. (2004), and Broder (1993), find opposite-gender preferences, in evaluation of doctoral stu-
dents’ work ethics and grant applications (using evaluations from men and women on the same
paper) respectively. Whether own- or opposite-gender preferences exist in practice remains an
open question.

Similarly, studies evaluating the effect of the gender of candidates and recruiters on the rank-
ing of applicants find contradicting results. For instance Bagues & Esteve-Volart (2010), using
data from law recruitments in Spain, find that having more women in committees does not in-
crease the probability of women being hired, whereas Paola & Scoppa (2015), looking at recruit-
ments of Economics and Biology professors, find that having atleast one woman in the committee
increases the probability of women being promoted. Bagues et al. (2017) use data on 100 ooo ap-
plications to the post of professor in Italy and Spain. They find that having more women in the

recruiting committee harms the chances of women being promoted, except for full professorships

“The first article finds that having a male committee chair for research prizes raises the probability of men of
receiving a prize. Boring (2017) shows that male students give higher evaluation grades to their male professors.
Zeltzer finds that male generalists refer patients to male specialists relatively more often than do female doctors.

*They find that women recruiters are more likely to call back women.

3Abrevaya & Hamermesh (2012) look at whether female referees accept papers written by women more often,
using article and reviewer fixed effects, and find no effect. Feld et al. (2016) compare students that are graded anony-
mously with students that are not, which enables them to distinguish between endophily and exophobia. They find
evidence of endophily if instructors and students have the same nationality, but no effect for gender. Williams &
Ceci (2015) run lab experiments, and find that women and men in biology, engineering and psychology (not in eco-
nomics however) prefer to hire women over men with identical profiles. These preferences do not change depending
on whether the evaluator is male or female.
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in Spain.

My work builds on Bagues ez al (2017) in several ways. In their data, candidates do not know
their jurors, and are unlikely to work with them after the committee has convened. In the com-
mittees I study, half of the jurors are professors in the university and will have the highest-ranked
candidate as a colleague, which could raise the stakes of hiring, when compared to the decision of
promoting an assistant professor to full professor in another university. Moreover, I use ranked
data instead of data on promotion decisions, which allows for identification of effects over the
whole range of candidates, instead of the marginal candidates who are the only ones harmed by
discrimination in the context of promotions. A candidate who is always promoted or always
rejected can also be affected by discrimination, but this effect would not be identified in promo-
tion decisions, and relying on estimates from these studies could lead us to underestimate the size
of gender preferences. Studying ranks on the other hand, allows us to estimate discrimination
parameters no matter the ability or likelihood of being hired of the candidate.

One problem in identifying preferences is possible endogenity in the assignment of candi-
dates to jury, such as candidates not applying depending on the gender composition of the com-
mittee. Bagues er al (2017), Bagues & Esteve-Volart (2010), and Paola & Scoppa (2015) all use
random assignment of candidates to committees to take care of this concern. I rely instead on
variation across time and fields from a policy reform. The difference between the two approaches
is relevant if we believe that random assignment in itself may increase or decrease the probability
of observing biases," especially since in most labour market contexts, evaluations do not rely on
random assignments of jurors to candidates.

More generally, this article also contributes to the literature that considers the effect of gender

'See Li (2017), for evidence of a bias/efficiency tradeoff when considering assignment of candidates to jurors in
scientific funding.
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quotas on women. Economists have mostly focused on analysing the effect of quotas in board-
rooms or in the political arena. For instance, Ahern & Dittmar (2012) find that the 2003 reform
in Norway, which imposed gender quotas in the boardroom of companies, had a negative impact
on firm value. Bertrand et al. (2014) analyse the effect of the same reform on the labour market
outcomes of women. They find that the reform has a positive effect on the wages of women in
the boardroom, and that these women are more qualified than before, but that these gains do not
trickle-down the wage ladder.! My article shows that quotas in academic hiring committees do
not have a positive effect on the hiring of women, similar to the results of Bertrand ez 4l (2014) in
another labour market context.

In section 3.1, I discuss how own- or opposite-gender preferences could intervene in the rank-
ing of committees, and how we can estimate them. In section 3.2, I explain how I construct the
data set, and present some descriptive statistics. In section 3.3, I present results on the hiring and
ranks of candidates. In section 3.4, I look at how the quota affected hiring, and discuss these

results in section 3.5. I conclude in section 3.6.

3.1 MODEL

In the administrative data used in the paper, I observe a single ranking from each committee over
all candidates. I consider that jury j has a latent utility function U;; when hiring candidate ¢

which is defined as follows:

"From articles that look at quotas in politics, Casas-Arce & Saiz (2015) find that following a reform that imposed
quotas on electoral lists in Spain, parties that previously had few amount of women candidates had a very large (6
percentage points) increase in vote shares. Beaman ez 4/ (2009) and (2012) show that in villages which had been
randomly selected to have mandatory leadership positions for women in village councils, women were more likely
to win local elections in the years that followed, and that voter attitudes towards women in leadership positions
improved, as well as the aspirations and educational achievements of women in these villages.
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Uij = qij + 19ig;

where ¢;; is how qualified the candidate is for a particular post, as evaluated by the committee
j»and juis a parameter that evaluates how committees rank different genders, when g; is the gender
of the candidate, and g, the gender composition of the committee.” In this article I consider two
different methods to recover the parameter of interest, £, a random utility model and a rank-
ordered logit. Although the rank-ordered logit directly takes ranks into account, there is no clear

method for performing IV, which is why both methods are considered in this article.

3..1 RANK-ORDERED LOGIT

One way to estimate this model could be to regress the rank of the candidate using OLS on the
independent variables. However, ranking is simply a preference ordering, and the distance be-

27 rank might not be the same as between 274 3nd 3", The standard method

tween the 1t and
to recover parameters from ranking data in economics is the rank-ordered logit, which doesn’t
rely on the distance between ranks.

This method can be viewed as a multiplicative form of the traditional multinomial logit, and
was proposed by Beggs et al. (1981), later refined in Hausman & Ruud (1987). The intuition is
that respondents rank items based on repeated multinomial logit decisions, first choosing item ¢
from M choices, then item ' from M — 1 choices and so forth, with the choice set decreasing
in size until only one alternative is left. Combes et al. (2008), use this method to analyse whether

connections matter for academic promotions, using ranking data from the French agrégation in

economics, a context very similar to ours.

'Since we have ranking data, I do not consider intransitive preferences, and do not study hetereogeneity of util-
ities among committee members.
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Going back to our proposition for the form of U;;, consider the case where g;; has the fol-

lowing form:

Gij = xij B+ n; + €

where x;; is a vector with the characteristics of the candidates, 7); is a jury fixed effect and ¢;; is an
error term. Consider two variables, T which is equal to the rank k given by jury j to alternative
i, and 75, which is equal to the alternative ¢ given the rank k by jury j. If €;; is distributed Type

—e

1 extreme value, so that Pr(e;; < u) = e " then the likelihood of observing a particular

ranking in the 5" concours is:

Pr(qmjj > Qryjj > > qerj)

M—-1

L(B) = [[ g 2Pl * 10:9;)
J - M
iqf; =1 D itz €XP (@B + i g;)

Notice here that the jury fixed effects, 1); cannot be recovered, since they do not enter the
likelihood function. We can only recover parameters that vary for candidates within jury. The

log-likelihood function of ] independent committees is then:

J M-1 J M-1 M
Z Z Tii B+ 1g9ig; — Z Z (log Z exp (i + 1gi 95))
=1 ixg},=1 =1 ixgf,=1 it §>1ig

The model can be estimated through maximum likelihood. Since the loglikelihood is globally
concave, /3 and p will be the unique maximisers. We can recover the parameters y by considering
(for instance) the effect on the rank of women (relative to men) of having a female president (or a

committee made up of many female members) or the effect for both genders of having a president
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of the same gender.

3.1.2 RANDOM UTILITY MODEL

The first models using a latent utility framework date back to Thurstone (1927). In those early
models, ranked data was analysed by pairwise difference. A part of the estimation will be devoted
to this approach, since it allows for a more flexible approach to instrumental variable regressions.

We have a latent utility function where the candidate 7 has a better ranking than candidate ¢’
if

Uij = Uy,
This implies
¢ = Qi — 19ig; + HGi

Assume that g;, the candidate’s intrisic quality as evaluated by jury members depends on two
factors: an observed term, x;, and an unobserved term, €;; ~ N (0, o) which represents other

variables that the jury may take into account. If we represent the probability of candidate 7 re-

ceiving a better ranking than candidate ¢’ by a binary variable Y, then:

Pr(Y = 1)z) = Pr(U(i) > U(#))

Pr(z;8 + ngig; + €i; > xS + pngirg; + €ij)
Pr(B(zi — xy) + plg: — 9v)9; 2 €vj — €ij)
— ®(XB + uGyy)
where X = ; — 2y and G = g; — gir. We can then use a probit regression to recover the
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parameters. Of course, when g; = gy, G = 0, so we can only estimate ¢ on pairs of candidates
of different gender. Only dyads with candidates of different gender can give us information on

own-gender preferences.’

3.2 Data

3.2.1 FRENCH HIRING COMMITTEES

French academic hiring committes are created ad hoc for each position that has to be filled. These
comittees have a jury president, who has broad powers over the nomination of committee mem-
bers. The president also has a deciding vote in case of a tie between candidates. Once a committee
has been created, candidates can apply viz a web platform called GALAXIE,* and post their CVs.
In some cases (but not all), they are aware of the jury composition at the time of their application.?

The committee then decides which candidates can be auditioned. Once these candidates are
auditioned, the committee then makes a decision and ranks the candidates it deems worthy (if
any) of being hired by the committee. If the first-ranked candidate refuses an offer, the position is
then offered to the second-ranked candidate, then to the third-ranked candidate if the second also
refuses, and so forth. All ranked candidates can potentially receive an offer from the university, if
the candidates ranked above them refuse the offer. Therefore, if the committee decides that these
candidates do not meet the requirements needed to work at the university some of the auditioned

candidates are not ranked. The candidates are aware of the ranks that they receive, which helps

'Simulations, presented in Section B.2 show that these estimates are unbiased for the data generating process pre-
sented above, and that the standard errors from OLS (if the parameter values are not too large) or probit regressions
have the right power once we cluster at the committee level, to take correlation of errors (since we may use the same
individual from the same committee multiple times in our sample) into account.

*Link to GALAXIE and available positions.

*We could be worried by auto-censure mechanisms, although if these mechanisms exist, they would reinforce
our results. Paola & Scoppa (2015) find that women tend to drop out when applying for positions more often than
men, but this effect is independent of the composition of the committee.
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them to inform their decision on which offers they should accept or reject. These ranks may also
give a signal to candidates on whether itis relevant to pursue an academic career. Thisisimportant
in our context since we know that women are more likely to drop out of academia than men.
During the analysis, the ranking variable includes the K-ranked candidates, and the candidates
that audition but are not ranked, who are all given the rank K+1. Since I only use order and not
distance in my regressions, this normalisation is harmless. Candidates that are not auditioned
are discarded for the regression analysis, but are included when computing the gender ratio of

applicants.

3.2.2 DESCRIPTIVE STATISTICS

The dataset was compiled using administrative data on 196 hiring committees from 2 different
French universities." For each committee, I have access to the names and ages of the jurors and
the names and ranks of the candidates. I do not know the behaviour of individual jury members,
so I can only infer the behaviour of women in committees from two variables: the gender of the
jury president, and the percentage of women in the hiring committee.

I present some statistics on these variables in Table 3.1. As we can see, the number of women
presidents and the share of women in committees varies strongly between fields. In some fields,
women presidents are few and far between: Only 1 out of 22 recruitments in Physics for instance,
or o in economics. These are also fields where few women apply for jobs, which means that it
could be difhicult to properly estimate the impact of this variable. For instance, if we look at Ta-
ble 3.2, we can see that male presidents hire women 34% of the time, compared to 38% of the time
for female presidents, although Pearson’s x? test rejects that the groups are different. However,

these raw figures do not take into account field fixed effects.

'T have data from 2013 to 2016 for one university, and 2010 to 2017 for the other.
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Table 3.1: Some descriptive statistics

# recruitments # of women  #Women % of women in

recruitments  presidents  the committee
Biology 38 20 16 49
Economics 11 2 o 36
History IS 5 7 39
Languages 32 14 15 52
Law 12 4 I 38
Maths 29 6 4 35
Physics 22 6 I 41
Political Science 16 5 4.5 33
Sociology 19 8 4 34
Total ‘ 196 70 52.5 41

Table 3.2: Recruitments and gender

President’s gender: | Man recruited Woman recruited | Total
Man 94 49.5 143.5
Woman 32 20.5 52.5
Total ‘ 126 70 ‘ 196

Results include one co-presidency with two presidents of each gender. Pearson’s chi-squared statistic is 0.294, with
p-value=0.588.
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Table 3.3: Descriptive statistics on hires and applicants

% of women % of women
applicants recruited
Biology 52 53
Economics 21 15
History 34 33
Languages 54 44
Law 38 34
Maths 20 21
Physics 27 27
Political Science 30 31
Sociology 43 42
Total ‘ 38 36

Table 3.3 presents the percentage of women who apply for a position, by field. This variable
is important, since the (average) percentage of women hired tracks the (average) percentage of
women who apply. Since women are more likely to be presidents in fields (Biology and Lan-
guages) where women are more likely to apply, the raw correlation may not be informative. The
percentage of women who apply to a contest is controlled for in the estimations.

As described in section 3.1, we will use data on pairs of female-male candidates to estimate
a random-utility model. Since this data relies both on ranking, the gender composition of each
contest and the number of contests, the composition in fields changes slightly compared to the
data presented in Table 3.1." To look at dyads makes sense, since we cannot know if there is a bias
towards women in ranking if no women apply. Nearly half of the dyads come from Biology and

Maths.

"For instance, there are more dyads in sociology than physics (58 to 45) but less contests (19 to 22).
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Table 3.4: Descriptive statistics on dyads

#dyads Dyads ”won”
FM by women

Law 4 I

Economics 27 9

History 41 16
Languages 110 39
Maths 114 53
Physics 45 27
Biology 100 42
Political Science 18 8

Sociology 58 21
Total ‘ 517 216

Dyads represent pairs of female-male candidates ranked by the same jury. The second column shows in how many
dyads the woman received a better rank, by discipline.

ADDITIONAL DIMENSIONS

In the model, juries rely on the observed quality of the candidate x; to make their decisions. Al-
though I do not observe the CVs of candidates, I can control for two of the most important
components of candidate quality, publications and connections. To control for publications, I
collect the h-index and citations of candidates using the Scholar H-index calculator (2010), which
creates h-indices and citation counts from Google Scholar. These variables will be used as mea-
sures, albeit imperfect,’ of candidate quality.

Academic connections are another important potential confounder (see Combes et al. (2008)).
In order to get more information on potential connections between jurors and candidates, I
scraped the French website, theses.fr, which gathers information on which institution French

doctors received their PhD from, as well as the name of their PhD supervisor. The data is harder

*As pointed out by Bagues & Zinovyeva (2015), uninformed jurors are likely to only consider citation or h-index
measures of candidates to determine whether the candidates are qualified or not, whereas more informed jurors will
rely on information that can not be observed.
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Table 3.5: Descriptive statistics on academic connections

# Total Candidatesw/  Candidates w/ PhD  Candidates
Candidates  supervisor injury from the institution  from Paris
Law 21 o o 3
Economics 33 1 I 13
History 60 I I1 33
Languages 120 13 21 89
Maths 147 2 8 50
Physics 77 5 17 37
Biology 129 14 35 87
Political Science 41 2 7 18
Sociology 79 4 12 31
Total ‘ 707 42 112 351

Data on candidates’ PhDs is scraped from online sources.

to collect for foreign PhD students, but I gathered information from other online sources on
where they received their PhD.!

The probability of having one’s PhD supervisor in the committee is small (6%) but not neg-
ligible, rising to almost 1% in Biology. We can also look at endogamy, how often candidates with
aPhD from the same institute apply for a position there. Once again, this is highly dependent on
fields, with candidates in Biology (around 27%) very likely to have received a PhD from the same
institution where they are applying for a position. We can also note that almost half of candidates

received their PhD in Paris.

THE REFORM

In what follows, I first present results that look at the correlation between having more female
evaluators and the rank of female candidates. Although one may be worried about endogeneity of
assignment to evaluators, for instance if women specifically choose to apply only if there are many

women in the committee, I control for the share of women applicants, which should eliminate

"Most juries are made up almost exclusively of French professors, so the probability of students who have received
a PhD abroad of being in a committee with their PhD supervisor is very small.
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Table 3.6: Effect of the reform on the mean share of women jurors and number of female presidents

Mean share of women jurors | Share of female presidents
Discipline Pre-reform | Post-reform | Pre-reform | Post-reform
Law 0.36 0.43 0.13 o
Economics 0.26 0.48 o o}
History 0.37 0.47 0.42 0.66
Languages 0.54 0.49 0.60 0.35
Maths 0.31 0.37 0.18 0.11
Physics 0.32 0.48 o 0.08
Biology 0.49 0.48 0.35 0.5
Political Science 0.25 0.5 0.27 0.2
Sociology 0.3 0.50 0.27 o

this concern. Nevertheless, I use the 2015 reform as an instrument, which should take care of
other endogeneity concerns.

Since the 1st January 2015, each committee must be made up of at least 40%" of each gen-
der. This reform affected fields in different ways. I present the average female/male juror ratio
in Table 3.6 for each discipline before and after the reform. We can see a clear increase in the pro-
portion of women sitting on committees due to the reform, except for the disciplines where the
quotas were already respected, Biology and Languages. I use fields where the average proportion
of women in committees pre-reform was less than 0.35 as an instrument for the increase in the
feminisation of committees.”> There does not seem to be a systematic effect on the gender of the

jury president however.

"For maths, this ratio was dropped exceptionally to 14% and to 33% for Political Science until 2016 (Link to the
decree). In other fields, this ratio is binding but once the committee has been approved, if a committee member
drops out, the replacements do not need to respect the gender quota. The data includes the final composition of the
committee.

*The results are robust to using other cutoffs.
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Table 3.7: Effect of the reform on the mean h-index of jurors

Mean h-index of jurors

Discipline Pre-reform | Post-reform
Economics 15.06 10.96
History 8.86 8.33
Languages 4.03 4.67
Law 8.39 8.21
Maths 10.27 11.60
Physics 13.50 11.44
Biology 12.49 10.64
Political Science 18.36 12.51
Sociology 14.14 13.09

COMMITTEE MEMBERS

The reform also affects jury composition in other dimensions. For instance, due to the additional
constraints necessary to fill the quota, the quality of evaluators may decrease, which may in turn
positively or negatively affect the likelihood that a woman is highly ranked. In order to test this

effect, I collected data on the h-index of jury members, and present in Table 3.7 how the reform

affected the mean h-index of jurors.

3.3 ESTIMATION

I estimate the two models from section 3.1 on my dataset. Ilook at results without taking into

account possible endogeneity of assignment of candidates to committees, then present results

using the reform.
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3.3.1 RESULTS ON THE FIRST-RANKED CANDIDATE

First I ook at the effect of two gender variables, the gender of the committee president and the
proportion of females in the committee on the probability that the first-ranked candidate is a
woman, using a probit regression. Since in our dataset, most candidates who are ranked first ac-
cept the offer, this tests directly for whether more women are hired when there are more women
in the committee. The results are in Table 3.8. The first column has no controls, and there is a sig-
nificant, positive effect of having more women in the committee in this case. However, once we
control for the percentage of women candidates, this effect vanishes, and the coefficient becomes
negative and insignificant. I add further controls for the mean age of committee members, disci-
pline fixed effects and a dummy for whether the post is for an assistant or associate professorship.'
None of these further controls are statistically significant.

Although we can likely rule out a significant positive effect of the feminisation of committees
on the probability of women being hired, this doesn’t preclude finding an effect on the ranking of
women. Indeed, even if gender had no effect on the committee’s decision, we could still find nega-
tive effects if better male candidates apply to committees which are mostly composed of women.
In the next section we look directly at the rankings of candidates, which enables us to control

more directly for the suitability of each applicant for the post.
3.3.2 RESULTS ON RANKS

RANK-ORDERED LoOGIT

In this section I analyze ranks using the rank-ordered logit. With this method I can only control

for variables that affect ranking within committees. For all non-individual variables, I consider

"Maitre de Conférences or Professeur des Universités in French.
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Table 3.8: Correlation of the gender of jurors on the probability of women being first-ranked

Dependent variable: Gender(W) of the first ranked candidate
Estimator: Probit  Probit  Probit  Probit
Marginal effects (1) (2) (3) (4)
Gender (W) of president 0.006  -0.036 -0.038 -0.037
(0.08)  (0.07) (0.08) (0.08)
% of women in the committee 0.607**  -0.042 0.001 0.056
(026)  (o25)  (035)  (035)
% of women candidates 0.878"*  0.768™* 0.787***
(o.10) (0.26) (0.26)
Mean age of the committee members 0.015§
(o.01)
Professorship -0.003
(0.10)
Discipline fixed effects No No Yes Yes
University FE No No Yes Yes
# observations 196 196 162 162

*p < 0.10, % * p < 0.05, * * *p < 0.01. The gender variable is coded as 1 for a woman and o for a man. Contests
with only members of a specific gender are dropped in columns three and four.

their effect on the rank of women relative to men. Similar to the results above, we cannot estimate

these parameters when only men or only women applied. Therefore, we have less observations

than in the descriptive statistics presented in section 3.2.

A firstinteresting result is to look at the effect of being a woman on the rank given by the com-
mittee. This effect is negative, though insignificant once we control for the h-index of candidates.
Next, consider the interaction between how women are ranked, and the gender composition of
the committee. There is a significant and large negative effect of the share of women in the com-
mittees on the ranking of women in columns 2 and 3, where the only control is the h-index of
candidates. However, once more control variables are added, this effect becomes insignificant,
although the point estimate remains high. One way to interpret the estimate is to compare it to

the coeflicient that controls for publications one row below. The effect of having a jury made
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Table 3.9: Correlation of the gender of jurors and the rank of candidates

Dependent variable: Rank
Estimator: Logit Logit Logit Logit
(1) (2) (3) (4)
Woman in a jury with a female president 0.131 0.162 0.203
(025)  (025)  (0:25)
More women in a jury for women -0.592**  -0.491*%  -0.834
(027)  (027)  (0.95)
H-index of the candidate 0.04*** 0.042™**  0.043***
(o.01) (o.01) (o.01)
Candidate is a woman -0.15 0.439
(o.10) (0.62)
Effect of having more women candidates -0.519
(0.68)
PhD supervisor in the committee 0.150
(0.21)
PhD from a Parisian university -0.100
(0.14)
PhD from the same institute 0.208
(0.17)
PhD from a foreign university -0.031
(0.18)
Fixed Effects No No No No
# observations 648 648 648 648

*p < 0.10, % x p < 0.05, * * *p < 0.01. The gender variable is coded as 1 for a woman and o for a man. The
h-index variable can be interpreted as the effect of increasing the h-index for all candidates. Other variables must be
interpreted as the differential effect of the variable for women with respect to men.
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up of 10% more women in this case is comparable to having a h-index that is one point lower
for women. The control variables are mostly insignificant (bar the h-index), but they have the
expected sign: for instance, having a supervisor in the committee, or having a PhD from the in-

stitute where you are applying increases your ranking by the committee.

RANDOM UTILITY MODEL

Next I use the method with dyads to estimate whether own-gender preferences exist. I use a
probit regression, and cluster at the jury level to take correlation between errors for dyads from
the same jury into account. In the first column I only consider the two possible gendered vari-
ables that could affect the probability that a woman is ranked higher than a man: the number
of women in the committee, and the gender of the president. I add discipline fixed effects in the
second column. The percentage of women is significant and negative, though only at the ten per-
cent level in the second column. I add more control variables in the next two columns, like the
h-index difference, data on where the candidate received his thesis, and the mean-age of the com-
mittee members. Older committee members seem to favour women, and candidates with more
publications are more likely to have a better rank, but the other variables are not significant. The
point estimates indicate the percentage of women in the committee still has a negative effect, but
is non-statistically significant once we add all the controls.

In Table 3.11, the sample is split into two different categories: STEM (Biology, Physics and
Maths) and non-STEM, since a lot of the debate around the under-representation of women is
about STEM fields (e.g. Nimmesgern, 2016). Buser et al. (2014) find that men are more likely
to major in STEM fields than women with equivalent grades. There is also some evidence that

women in France receive better evaluations in fields where they are under-represented.” I find that

‘e.g.Breda & Ly (2015) and Breda & Hillion (2016).
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Table 3.10: Correlation of the gender of jurors and the probability that a woman is better ranked within a dyad

Dependent variable: Probability that W is more highly ranked
Marginal effects (1) (2) (3) (4)
Gender (W) of president 0.021 0.035 0.016 0.036
(007)  (007) (007)  (0.07)
% of women in the committee -0.539™  -0.486* -0.477* -0.375
(027)  (029) (027)  (027)
% of women candidates -0.204 -0.256
(024)  (0.23)
H-index difference 0.017**  o0.018"*
(0.00) (0.00)
Professorship 0.100 -0.059
(0.06) (0.08)
Candidate (W) has a Phd from the same institute 0.014
(0.05)
Candidate (W) has a Phd from Paris -0.033
(0.05)
Candidate (W) has a foreign PhD -0.037
(0.07)
Candidate(W)’s PhD advisor is in the committee 0.034
(0.08)
Mean age of the committee members 0.027***
(0.01)
Discipline fixed effects No Yes Yes Yes
Establishment fixed effects No No Yes Yes
# observations 517 517 517 517

*¥p < 0.10, % * p < 0.05, % * *p < 0.01. Dyads represent pairs of female-male candidates ranked by the same jury.
The gender variable is coded as 1 for a woman and o for a man. Standard errors are clustered at the jury level

the point estimate of having more women in the jury is negative in both STEM and non-STEM,

but is stronger in STEM fields and insignificant once we control for discipline fixed effects.

3.3.3 INVESTIGATING ENDOGENEITY CONCERNS

One important issue is that the selection of candidates both into the candidate and the audition
pool is possibly endogenous. For instance, candidates may put less effort in their application de-
pending on the composition of the jury, or even decide not to apply at all. Tadress this concern by

considering whether the composition of the jury affects variables other than the ranking within
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Table 3.11: Correlation of the gender of jurors and the probability that a woman is better ranked within a dyad. Split by sub-

ject
Dependent variable: Probability that W is more highly ranked
Marginal effects (1) (2) (3) (4)
Gender (W) of president 0.050 -0.001 0.094 -0.026
(o.11) (0.09) (0.09) (0.09)
% of women in the committee -0.951** -0.083 -0.615 -0.170
(0.47) (0.30) (0.45) (0.31)
% of women candidates 0.098 -0.317 0.315 -0.355
(0.29) (0.22) (0.50) (0.25)
H-index difference 0.023*** o.013**
(o.01) (o.01)
Candidate (W) has a Phd from the same institute 0.051 -0.014
(0.07) (0.07)
Candidate (W) has a Phd from Paris -0.057 0.003
(0.06) (0.06)
Mean age of the committee members 0.020"* 0.022**
(o.01) (o.01)
Discipline STEM  Social Science STEM  Social Science
Discipline fixed effects No No Yes Yes
Establishment fixed effects No No Yes Yes
# observations 259 258 259 258

*¥p < 0.10, % xp < 0.05, * * xp < 0.01. Dyads represent pairs of female-male candidates ranked by the same jury.
The gender variable is coded as 1 for a woman and o for a man. Standard errors are clustered at the jury level
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Table 3.12: Regression of the gender composition of applicant pools on the gender composition of the recruitment committee

Dependent variable: Gender composition of candidates

Marginal effects (1) (2) (3) (4)

% of women in the committee | 0.922*** 0.715*** | 0.730"* 0.468**
(0.16) (0.17) (0.18)  (0.18)

Gender (W) of president 0.108"  0.119" | 0.048 0.045
(0.05)  (005) | (0.05)  (0.05)

Discipline fixed effects No No Yes Yes

# observations 196 162 196 162

*p < 0.10, % * p < 0.05, * * *p < 0.01. The gender variable is coded as 1 for a woman and o for a man. Standard
errors are clustered at the jury level. Columns 2 and 4 drop contests with only male or female applicants.

field. In the following tables, I present results both with contested and uncontested (only candi-
dates of a single gender applied) committees. In Table 3.12, I regress the gender ratio of candidates
on the gender ratio of jury members, while controlling for discipline fixed-effects.

The applicant pool depends significantly on the gender composition of the committee, either
through sub-discipline effects (i.e. sub-disciplines within each field have different gender compo-
sitions) or through endogenous selection of candidates (candidates observe the gender compo-
sition of the committee and then decide whether to apply or not). This implies that the results
above could be endogenous, since candidate pools may have selection bias on unobservable can-
didate quality. In the following section, I try to solve this endogeneity concern by using variation

from a policy reform.

3.4 EFFECT OF THE QUOTA

In this section, I look at the effect of the gender quota reform of 2015, which is used as an ex-
ogenous shock to analyze the effect of the share of women in the committee on the ranking of

women.! I use a diff-in-diff, and an instrumental variable regression using a linear probability

"Results on the hiring of women, i.e. on the first ranked candidates, are not significant, and using a Wald test, I
cannot reject the null hypothesis of no endogeneity. Results are presented in Appendix B.3.
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Table 3.13: Effect of the reform on the candidate pool

Dependent variable: | Gender composition of candidates
Marginal effects (1) (2)
Post-Reform 0.07 -0.00

(0.06) (0.07)
Group Treatment Group Control Group
# observations 99 97

*¥p < 0.10, % * p < 0.05, * * *p < 0.01. The gender variable is coded as 1 for a woman and o for a man.

model’ for the random utility model.

I use the reform to construct a control and a treatment group: the group variable is the set
of disciplines with a ratio of women in the jury below 35% before the reform in 2015.> To check
whether this approach is valid, I test whether the gender composition of the applicants changes
significantly before and after the reform in both groups. As can be seen below in Table 3.13, there
are no significant differences in the gender composition of applicants after the reform in both the
control and treatment groups.

The results using the rank-ordered logit are presented in Table 3.14. As we can see, there is
a strong negative effect on the rank of women of being in a field that had a strong increase in
the number of women jurors due to the reform. This effect is robust to the inclusion of other
covariates, such as the h-index of candidates or the effect of having a PhD from the same institute.
Table B.11 in the Appendix includes even more covariates and interaction terms, and the results
there are also significant. The mean h-index of jurors does not seem to have any sizeable effect on
the ranks of women.

The method of dyads allows us to estimate the model through IV, instrumenting for the po-

tentially endogenous variable with the effect of being in our group post reform. The first-stage

“The coefficients from probit regressions are biased whenever the errors are heteroscedastic, which could be the
case here since the instrument is binary. I present results using probit regressions in Appendix B.7.
*Economics, Maths, Political Science, Physics, Sociology

15



Table 3.14: Effect of the quota on the rank of female candidates

Dependent variable: Rank
Estimator: Logit Logit Logit
(1) (2) (3)
Post Reform*Group S1.173" 1,358 -1.326™
(0.44)  (047)  (048)
Woman in a jury with a female president | 0.006 0.071 0.103
(0.25) (0.25) (0.26)
Post-reform 0.615™  0.697**  0.677™
(031)  (031)  (033)
Group 0.565** 0.297 0.265
(0.26) (0.26) (0.28)
Candidate is a woman -0.482"**  0.353 0.302
(0.17)  (044)  (049)
H-index of the candidate 0.041™*  0.042***
(o.01) (0.01)
Effect of having more women candidates -1.559%  -1.584"
on women’s rank (0.83) (0.84)
PhD supervisor in the committee 0.099
(0.22)
PhD from the same institute 0.197
(0.16)
PhD from a Parisian university -0.095
(o.12)
# observations 648 648 648

*p < 0.10, % x p < 0.05, % * xp < 0.01. The gender variable is coded as 1 for a woman and o for a man. The
h-index variable can be interpreted as the effect of increasing the h-index for all candidates. Other variables must be
interpreted as the differential effect of the variable for women with respect to men.
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Table 3.15: 1V estimate of the effect of the increase in women jurors on the probability that a woman is better ranked within a
dyad

Dependent variable: Rank
Estimator: v v v
Marginal Effects (1) (2) (3)
% of women in the committee -2.496"  -2.207"  -2.422™*
(0.99)  (0.99)  (0.91)
Gender (W) of president 0.059 0.062 0.065
(0.08) (0.08) (0.08)
Group -0.158  -0.123 -0.200*
(o.11) (o.11) (0.10)
Reform o0.143*  o.131* o.140*
(0.08) (0.08) (0.08)
H-index difference 0.009*  0.010"*
(0.00) (0.00)
Candidate (W) has a Phd from the same institute 0.023 0.034
(0.05)  (0.05)
Candidate(W)’s PhD advisor is in the committee -0.006 0.001
(0.09)  (0.09)
Mean age of the committee members 0.007 0.008
(o.01) (0.01)
% of women candidates -0.264
(025)
# observations 517 517 517

*p < 0.10, % xp < 0.05, * * xp < 0.01. Dyads represent pairs of female-male candidates ranked by the same jury.
The gender variable is coded as 1 for a woman and o for a man. Errors are clustered at the contest level.
estimates are presented in the appendix." Being in the group affected by the reform has a highly
significant and positive effect on the share of women in committees, as expected. The instrumen-
tal variable results are presented in Table 3.15.> Once again, the share of women in the committee

has a significant negative effect.
The results can be considered as a Local Average Treatment Effect (LATE) i.e. the effect of
increasing the share of women jurors in disciplines that have few women. These effects may be

stronger or weaker than the ones we would find when analysing all fields. However, the measure

“The F-test statistic for the first-stage is above 10 in all three cases, as advised by Staiger & Stock (1997), and the
instrument is significantly correlated with the endogenous variable.

*Of course, one could simply look at the probability of a woman being better ranked than a man after the reform
in the disciplines affected, using a difference-in-difference approach rather than instrumental variables. Table B.s in
the Appendix provides results using this methodology.
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that we are considering is the relevant one, since the policy proposals that are usually debated aim
at increasing the proportion of women evaluators in fields where they are not represented, not in
fields where parity is already achieved. Whether increasing the proportion of women evaluators
also increases the rank of women in fields where parity is already respected is a moot point. In

fact, the global effect of the reform, presented in Appendix B.6, is close to o.

3.4.1 TOP RANKS ONLY

One concern in the approach above is that some committees may not care about how they rank
lower quality candidates, since they are very unlikely to be hired. To investigate this concern, I
present results in Table 3.16 using the same methodology as that used for Table, but dropping
all ranks below 3. In this specification, the reform still has a significant effect once the h-index
of candidates is controlled for. In this specification, the gender of the jury president now has a

negative effect on the ranking of women.

3.5 DiscussioN

I provide a graphical interpretation of the results with the instrument in Figure 3.1. In this Figure,
I plot the coefficients from a rank-ordered logit of being a woman, in the two years before and
after the reform. The treatment group consists of recruitments in disciplines that are affected by
the reform, while the control group is made up of disciplines that were already respecting gender
parity in committees, and should therefore not be affected by the reform, as explained above.
In disciplines affected by the reform, the rank of women decreases, whereas women are ranked
slightly higher in the control group. This does not seem to be driven by outliers. In Figure 3.2,

I look at the effect of the reform on the ranks of women by discipline, with disciplines sorted
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Table 3.16: Rank-Ordered Logit using the quota: top 3 ranks only

Dependent variable: Rank
Estimator: Logit Logit Logit
(1) (2) ()
Post-Reform*Group -0.870  -1.044" -1.144*
(0.58)  (0.56)  (0.56)
Woman in a jury with a female president | -0.683™ -0.670** -0.670™*
(031)  (0.30)  (031)
Group -0.075 0.005 0.058
(0.44)  (042)  (043)
Reform 0.506" 0.280 0.209
(0.28) (0.31) (0.32)
Candidate is a woman -0.135 0.546 0.459
(0.21) (0.52) (0.56)
H-index of the candidate 0.025*  o.025*
(o.01) (o.01)
Effect of having more women candidates -1.279  -1.398
(0.94)  (0.95)
PhD supervisor in the committee 0.546*
(0.28)
PhD from the same institute -0.046
(0.20)
PhD from a Parisian university -0.036
(o.15)
Mean H-index of jurors 0.015
(0.03)
Discipline fixed effects No No No
# observations 470 470 470

*p < 0.10, % * p < 0.05, % * xp < 0.01. Only the first three ranked candidates are included
The gender variable is coded as 1 for a woman and o for a man. The h-index variable can be
interpreted as the effect of increasing the h-index for all candidates. Other variables must be

interpreted as the differential effect of the variable for women with respect to men.
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Figure 3.1: Rank-ordered logit on gender of candidates by year
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from left to right according to their pre-reform average share of female jurors. The figure bears
out what we see in the regression: disciplines that had few women jurors, and thus were more
affected by the quota seem to be less favourable to women after the reform, while disciplines that
were already respecting the quota (Biology and Languages), seem to have been positively affected
by the reform.

One issue in interpreting these results is that we cannot identify what is driving this effect.
One possibility is that women in positions of authority have opposite-gender preferences, a phe-

nomenon that has already been analysed in the sociology litterature under the expression "Queen

120



Figure 3.2: Effect of the reform on the ranks of women by discipline. Disciplines most affected by the reform are ordered

from left to right.

Difference in the effect of gender after the reform

Effect of reform
-2 -1 0
I 1 |

Bee” syndrome." An alternative to the Queen Bee syndrome is that women are penalised when
they decide to promote women, as discussed in Johnson & David (2016). The effect that we see
is then due to women internalising the retribution they could face from male colleagues if they
promote women, rather than opposite-gender preferences. Akerlof & Kranton (2000) postulate
instead that men discriminate against women when their identities are threatened. It is possible
that this is the case in our setting, since having more women in what were traditionally masculine
settings could be seen as a threat to the masculinity of the jurors. The interpretation of our effects

in this case would not be of opposite-gender bias in recruiting, but of own-gender bias from men

'see e.g Staines et al. (1974).
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Table 3.17: Effect of the reform by gender of the jury president

Dependent variable: Rank
Estimator: Logit Logit
(1) (2)
Post Reform*Group -1.886™* | 0.987
(0.51) | (0.77)
Post-reform 0.867** | 0.552
(034) | (0:59)
Group 0.280 0.402
(0.30) | (o:57)
Candidate is a woman 0.861% | -1.733
(0.50) | (1.13)
H-index of the candidate 0.051*** | 0.018
(0.01) | (0.02)
Effect of having more women candidates | -2.641™* | 2.477
(0.92) | (1.93)
# observations 476 169

*p < 0.10, % xp < 0.05, % * ¥p < 0.01. The gender variable is coded as 1 for a woman and o for a man. Column 1
is for committees with a male president, and column 2 for committees with a female president. The h-index
variable can be interpreted as the effect of increasing the h-index for all candidates. Other variables must be

interpreted as the differential effect of the variable for women with respect to men.

that appears only when the gender identities of jurors are threatened. Our results are consistent

with all three hypotheses.

However, an element thatleans towards the third hypothesis is presented in Table 3.17. In this
Table, I split the sample into two groups: those that have a female or a male president, and look
at the impact of the reform across these two groups. The negative effect of the reform is driven
entirely by committees that are helmed by men. This is consistent with the idea that men retaliate
against women following the reform. Irrespective of the channel that causes this effect, the results
from the above section strongly suggests that gender quotas and other coercitive measures may

have unintended effects. In this specific case, increasing the proportion of female jurors has led

to a negative effect on the ranking of women by committees.
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3.6 CONCLUSION

In this article, I have showed that imposing gender quotas in recruitment committees does not
help the recruitment of women, and may actually harm their careers. It is unclear whether this
effect is driven by women being less likely to favour women in hiring, or through men voting
against women as a reaction to the quota, though there is some evidence in favour of the second
channel. The results do not preclude there being discrimination against women in hiring,’ but
they do suggest that there may not be an easy solution to the problem of under-representation of

women in academia.

"However, the coefficient for the ranking of women in Table 3.9 with the most controls (column (4)) is positive
and insignificant.
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Gender discrimination in recruitment

committees

B.1 SEMIPARAMETRIC ESTIMATION

One hypothesis from Paola & Scoppa (2015) was that the effect of the feminisation of committees
on the likelihood of being promoted was non-linear. In their paper, they found that there was
a positive effect on the probability of a woman being promoted when committes moved from
having no women to having 1 woman, and no further effect thereafter. Although we do not
observe committees with no women in our dataset, we can check whether assuming a linear effect

of feminisation of the committee is correct.
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Consider the following partially linear model,

Wi = XB+m(Gy;) + €5

where W, is a binary variable, equal to 1 if a women is better ranked than a man for a specific
dyad, X, 3 and G are defined in section 3.1 and m is a function that we wish to estimate. Using
Robinson (1988)’s double residual estimator, we can first estimate 3 consistently, then recover
m(Gg;) non-parametrically. As can be seen below, from a semi-parametric regression that con-
trols for the h-index of candidates, the effect of the feminisation of committees on the ranking of

women does not seem to be non-linear.

Figure B.1: Semi-parametric estimation of the relationship of interest
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Using Hardle & Mammen (1993)’s test, that relies on square differences between a linear esti-
mator and the estimated non-parametric function, we cannot reject the null hypothesis that the

linear form and the non-parametric estimates are not different.
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B.2 DIFFERENCES BETWEEN THE RANDOM UTILITY MODEL AND THE RANK-ORDERED

LoaiT

Are the two methods presented in the article equivalent? Consider the following data generating

process. I generate a jury utility variable U;; such that:

Uij = Bqij + 1g:9; + €ij

where g; and g; are binomial variables, ¢;; is normally distributed with mean 5 and standard
deviation of 1. Using the values from the article, I use 0.0s for 3 and -0.6 for f.

From this utility variable I then simulate artificial committees in the following way: from a
1000 observations of U;; I create 100 committees with 1o candidates in each committee. 60 com-
mittees have a female jury president. Each committee then creates a ranking 7;; of each candidate
based on the value of U;;.

This simulation allows me to answer two different questions: do both methods have the right
power, and can both methods accurately recover the 41/ ratio?

Let us consider the first question. The right standard errors would give us a s% probability of
having a t-statistic above the absolute value of 1.96, if the true effect was in fact o. I simulate the
DGP described above soo times, with a true effect of gender bias, 12 = to o. I present results both
with ¢;; either normally distributed or type I extreme value in Table B.1. In all cases, errors are
clustered at the contest level, since candidates evaluated by the same jury are compared multiple
times, generating correlation between errors.

The methods that use the random utility approach are very similar in terms of power and

estimates. They seem to over-reject when errors are distributed Extreme Value, and under-reject
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Table B.1: Power of estimation methods

Estimator RO Logit OLS Probit Logit
Normal errors

Mean -0.03 -0.00 -0.00 0.00
SD o.11 0.04 0.04 0.04

# of t-statistics <[1.96 (%) | 947 (95%) 941(94%) 941(94%) 941(94%)
Type I Extreme Value
Mean 0.00 0.00 0.00 0.00
SD o.11 0.04 0.04 0.04
# of t-statistics >|1.96| (%) | 943 (94%) 960(96%) 960(96%) 959(96%)

Results from 1000 simulations. True effect is 0. For the right amount of power, tests should reject the null

hypothesis only 5% of the time. Results from the probit and logit estimations are marginal effects.

when errors are distributed normally. However, the power estimates are within 1% of the valid
rejection rates. The rank-ordered logit has a wider standard deviation of estimates, but is closer
to the valid rejection rates.

In Table B.2, we can see the mean values of the estimators for the parameters presented above.
I present the median value for the 11/ 3 ratio, since the mean is affected by outliers, i.e. when [ is
estimated to be very close to o. The mean point estimates are similar for the rank-ordered logit,
probit and OLS. The results are similar no matter the method considered.

This is the case when the values of the parameters are small. However, with larger values of
B and i, the LPM suffers from bias, as can be seen in Table B.3. This well known result stems
from the predicted values of Y, X 8 + 1, being outside the range of possible values that can

be taken on by a binary variable, i.e. o-1.

B.3 PROBIT AND HETEROSCEDASTICITY

In this section I present results using an instrument variable probit. Although the endogenous

variable, the share of women in the jury, is continuous, the instrument considered is binary which
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Table B.2: Estimates from simulations

Estimator RO Logit OLS Probit Logit
Gender bias

Mean -0.61 -0.1§  -0.38  -0.60
SD o.11 0.04 0.10 0.17
Effect of quality

Mean 0.05 0.01 0.03 0.05
SD 0.04 0.01 0.03 0.04
Ratio

Median -0.086  -0.086 -0.85 -0.085
SD 0.07 0.10 0.10 0.10

Means and standard deviation of estimators of 1 and 3 from 1000 simulations.Error term is distributed type I EV.
Results are similar with normally distributed errors. Results from the probit and logit estimations are full effects
and not marginal. The marginal effects are similar in size to the OLS results.

Table B.3: Estimates from simulations: large parameters

Estimator RO Logit OLS Probit Logit
Gender bias

Mean -6.01 -0.40 -3.33 -6.04
SD 0.30 0.02 0.0 0.36

Effect of quality

Mean 3.00 0.22  1.66 3.01

SD 0.13 0.01 0.08 o0.14
Ratio

Median -0.50 -0.§5 -0.50 -0.50
SD 0.02 0.02  0.02 0.02

Means and standard deviation of estimators of 1t and 3 from 1000 simulations. Error term is distributed type I EV.
Results are similar with normally distributed errors. Results from the probit and logit estimations are full effects
and not marginal. The marginal effects are similar in size to the OLS results.
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may introduce heteroscedasticity. Under heteroscedasticity, the results from probit regressions
are biased, which is why a LPM is used in the main text. The marginal effects are significant, but

slightly smaller in magnitude compared to those in the main text.

Table B.4: Probability that W is more highly ranked

Dependent variable: Rank
Estimator: Probit Probit Probit
Marginal Effects (1) (2) (3)
% of women in the committee -1.948™*  -1.939"* -1.892***
(0.44) (0.44) (0.43)
Gender (W) of president 0.048 0.050 0.050
(0.06) (0.06) (0.06)
Reform o.114™  o.ax1s™  oarrr™
(0.06) (0.06) (0.06)
Group o.120" o.r1s* 0.164**
(007)  (007)  (007)
Candidate (W) has a Phd from the same institute 0.028 0.026
(0.04)  (0.04)
Candidate(W)’s PhD advisor is in the committee -0.014 -0.004
(007)  (0.07)
H-index difference 0.009*
(0.00)
% of women candidates -0.182
(0.20)
# observations 517 517 517

*¥p < 0.10, % * p < 0.05, % * *p < 0.01. Dyads represent pairs of female-male candidates ranked by the same jury.
The gender variable is coded as 1 for a woman and o for a man. Errors are clustered at the contest level.

B.4 DIFFERENCE IN DIFFERENCE

I present results in Tables B.s and B.6 that are similar to the graphical interpretation in the text.
Instead of instrumenting the share of women in the jury, I rely on a difference in difference anal-
ysis, comparing variation in the probability of women being hired before and after the reform
in treatment and control group. Being in the treatment group after the reform significantly de-
creases the probability of a woman being hired, even when controlling for H-index differences

and connections. The point estimates found using probit and OLS are extremely similar.
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Table B.5: Probit results, Difference-in-Difference

Dependent variable: Rank
Estimator: Probit Probit Probit
Marginal effects (1) (2) (3)
Post Reform*Group -0.352"**  -0.312™*  -0.374™*
(o.11) (0.12) (o.11)
Gender (W) of president 0.008 0.009 0.005
(0.08) (0.08) (0.08)
Reform 0212 o0.191™  0.220"*
(0.08) (c.08) (0.07)
Group 0.247"*  0.208** 0.116
(0.09)  (0.09)  (0.09)
H-index difference o.012®  o.013™*
(0.00) (0.00)
Candidate (W) has a Phd from the same institute -0.016 0.001
(0.05)  (005)
Candidate(W)’s PhD advisor is in the committee -0.008 0.003
(0.08) (0.08)
% of women candidates -0.535™*
(0.19)
# observations 517 517 517

*p < 0.10, % xp < 0.05, * * xp < 0.01. Dyads represent pairs of female-male candidates ranked by the same jury.
The gender variable is coded as 1 for a woman and o for a man. Errors are clustered at the contest level.

B.s FIRST STAGE RESULTS
B.6 FULL EFFECT OF THE REFORM

In this section Ilook at the direct effect of the reform without considering heterogeneity in treat-
ment effects across disciplines, using only a dummy variable for the effect of the reform. With

this methodology, the net effect of the reform seems to be close to o.

B.7 ADDITIONAL TABLES

In Table B.9, I present results with additional variables, such as the effect of the mean age and
mean h-index of the jurors. I also add interaction terms between these variables and the reform

as well as discipline fixed effects. The age of the jurors has a significant effect: older juries seem to
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Table B.6: OLS results, Difference-in-Difference

Dependent variable: Rank
Estimator: OLS OLS OLS
(1) (2) (3)
Post Reform*Group -0.356™*  -0.320™ -0.382***
(0.12) (0.12) (0.12)
Reform 0211™*  0.190™  0.219"*
(0.08) (0.08) (0.07)
Group 0.245™*  0.208** o.117
(0.09)  (0.09)  (0.09)
H-index difference 0.010"  o.orr*™*
(0.00) (0.00)
Candidate (W) has a Phd from the same institute -0.018 -0.003
(0.05)  (0.05)
Candidate(W)’s PhD advisor is in the committee -0.009 0.004
(c.08) (0.08)
% of women candidates -0.529™*
(0.19)
# observations 517 517 517

*p < 0.10, % * p < 0.05, % * *p < 0.01. Dyads represent pairs of female-male candidates ranked by the same jury.
The gender variable is coded as 1 for a woman and o for a man. Errors are clustered at the contest level.

prefer female candidates, however the other variables do not have a significant effect. The effect
of gender is negative, but this seems to be driven by the interaction with the effect of the age of
jurors.

In Table B.10, I use the reform to directly estimate the effect of the reform on hiring, using
the same approach as in the main part of the text, but on the gender of first-ranked candidates
rather than on dyads. However, in this specification, I do not control for the connections or the
h-index of candidates. The effect on hiring is positive but insignificant. The test statistics that
look at the correlation between the residuals in the IV probit and the reduced equation for the
endogenous variable are insignificant, indicating that endogeneity may not be a problem in our
case.

In Table B.11, I use the same specification as in Table 3.14, but include other measures of pub-

lications that could be more relevant than the h-index. I include variables with age- and author-
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Table B.7: First stage: IV

Dependent variable: Rank
Estimator: v v v
(1) (2) ()
Post Reform*Group 0.141™*  o.141™*  o0.160™*
(c.04)  (o04)  (o04)
Gender (W) of president 0.022 0.023 0.025
(0.02) (0.02) (0.02)
Post-Reform -0.02.8 -0.027 -0.035
(0.02) (0.02) (0.02)
Pre-reform*Group -0.162* 0,158  -0.135"*
(0.03)  (0.03)
H-index difference -0.001 -0.001
(0.00) (0.00)
Candidate (W) has a Phd from the same institute 0.016 0.013
(o.01) (o.01)
Candidate(W)’s PhD advisor is in the committee -0.002, -0.005
(0.02) (0.02)
% of women candidates 0.133™
(0.06)
F-Statistic 15.40 15.21 19.47
# observations 517 517 517

*p < 0.10, % xp < 0.05, * * xp < 0.01. Dyads represent pairs of female-male candidates ranked by the same jury.
The gender variable is coded as 1 for a woman and o for a man.

discounted h-indices and citations. The variable that seems most significant in this case the age-
discoounted h-index. Including these other citation measures makes no difference to the effect

of the reform.
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Table B.8: Rank-Ordered Logit using the quota

Dependent variable: Rank
Estimator: Logit Logit Logit
(1) (2) (3)
Post-reform 0.016 0.001 -0.014
(0.22)  (0.22) (0.22)
Candidate is a woman -0.203  0.076 0.140
(0.13)  (033)  (047)
H-index of the candidate 0.042™**  0.043™*
(o.01) (o.01)
Effect of having more women candidates -0.529 -0.588
(0.67)  (0.69)
PhD supervisor in the committee 0.142
(0.21)
PhD from the same institute 0.202
(0.16)
PhD from a Parisian university -0.095
(0.02)
# observations 648 648 648

*p < 0.10, % x p < 0.05, * * *p < 0.01. The gender variable is coded as 1 for a woman and o for a man. The
h-index variable can be interpreted as the effect of increasing the h-index for all candidates. Other variables must be
interpreted as the differential effect of the variable for women with respect to men.
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Table B.9: Rank-Ordered Logit using the quota

Dependent variable: Rank
Estimator: Logit Logit Logit
(1) (2) (3)
Post-Reform*Group -1.126™ -1.393™ -1.662***
(0.44)  (0.47) (o.51)
Woman in a jury with a female president | o.012 0.084 0.198
(0.24) (0.25) (0.26)
Reform 0.600"* 0766  0.728**
(031)  (030)  (0:33)
Group 0.599™ 0.316 0.109
(0.26) (0.26) (0.36)
Candidate is a woman 2242 -1.819%  -4.131%%
(0.98)  (0.99)  (1.28)
Mean age of jurors 0.035%  0.047™  0.087**
(0.02) (0.02) (0.03)
H-index of the candidate 0.032** 0.128
(0.01) (o.11)
Effect of having more women candidates -1.977"* 0799
(0.86) (1.02)
Reform*H-index 0.042 0.041
(0.03)  (0.03)
PhD supervisor in the committee 0.112
(0.23)
PhD from the same institute 0.172
(0.16)
PhD from a Parisian university -0.061
(0.13)
Mean h-index of jurors -0.014
(0.04)
Age*H-index -0.002
(0.00)
Discipline fixed effects No No Yes
# observations 648 648 648

*p < 0.10, % x p < 0.05, % * xp < 0.01. The gender variable is coded as 1 for a woman and o for a man. The
h-index variable can be interpreted as the effect of increasing the h-index for all candidates. Other variables must be
interpreted as the differential effect of the variable for women with respect to men.
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Table B.10: 1V Probit on gender of first-ranked candidate

Dependent variable: Gender of first-ranked candidate
Estimator: Logit Logit Logit
(1) (2) ()
Gender of winner
% of women in the committee 0.984 1.361 1.162
(287)  (297)  (325)
Group -0.357 0.220 0.377
(036)  (033)  (033)
Reform 0.022 -0.063 -0.087
(030)  (o031)  (031)
Gender (W) of president -0.135 -0.155
(024)  (024)
% of women candidates 2.848™*  2.960™*
(0.75) (0.76)
Mean age of the committee members 0.042"
(0.02)
Establishment fixed effects 0.350
(0.35)
tan(p) 0.020 -0.171 -0.153
(0-32) (0.33) (0.34)
In(o) 2215 -2.266™  -2.303™*
(0.06) (0.06) (0.06)
# observations 196 196 196

*¥p < 0.10, % * p < 0.05, * * *p < 0.01. The gender variable is coded as 1 for a woman and o for a man. This
regression considers first-ranked candidates only.



Table B.11: Rank-Ordered Logit using the quota: Other publication measures

Dependent variable: Rank
Estimator: Logit Logit Logit
(1) (2) (3)
Post-Reform*Group -1.097™*  -1.403™*  -1.355"*
(0.45)  (048)  (049)
Woman in a jury with a female president | -o.or11 0.010 0.051
(0.26) (0.25) (0.26)
Group 0.508* 0.292 0.215
(0.26) (0.26) (0.28)
Reform 0.586* 0732 o0.724™
(031)  (031)  (032)
H-index of the candidate 0.004 0.009 0.012
(003)  (0.04)  (0.04)
Age-discounted H-index 0.138"*  0.138"  o.132**
(0.06) (0.06) (0.06)
Coauthor-discounted H-index 0.023 0.022 0.022
(0.05)  (0.05)  (0.05)
Citations 0.000 0.000 0.000
(0.00) (0.00) (0.00)
Age-discounted Citations -0.001* -0.001*  -0.002**
(0.00) (0.00) (0.00)
Coauthor-discounted Citations -0.000 -0.000 -0.000
(0.00) (0.00) (0.00)
Candidate is a woman -0.398™  0.448 0.314
(017)  (046)  (o52)
Effect of having more women candidates -1.718% -1y
(0.87) (0.87)
PhD supervisor in the committee 0.085
(0:23)
PhD from the same institute 0.232
(0.17)
PhD from a Parisian university -0.099
(0.13)
Mean h-index of jurors 0.016
(0.02)
# observations 644 644 644

*p < 0.10, % x p < 0.05, % * xp < 0.01. The gender variable is coded as 1 for a woman and o for a man. The
h-index variable and other citation measures can be interpreted as the effect of increasing the h-index for all
candidates. Other variables must be interpreted as the differential effect of the variable for women with respect to
men.
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Homophily and Migration

4.1 INTRODUCTION

Even though workers are mobile, economic outcomes differ wildly between locations in the US.!
One reason for this may be differences in the ability of workers to exploit spatial arbitrage oppor-
tunities, possibly due to high mobility costs. Differentials in mobility costs have often been used
to explain the differences in mobility between high and low-skilled workers (see e.g. Topel, 1986
or Bound & Holzer, 2000) or between black and white workers, as in Raphael and Riker (1999).

An alternative explanation?® is that individuals do not only value economic outcomes when con-

'See, for instance, Lkhagvasuren (2012) 3% of US workers move across states each year.
*According to Raphael and Riker, black workers are 7% less likely to move following a shock.
3See e.g. Notowidigdo (2011) for further evidence that mobility costs may not be very high.
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sidering which city they want to live in, but other factors which may be difficult to quantify, and
could be race-specific, such as amenities.

In this article, I consider whether inter-city migration, following labor market shocks, is af-
fected by own-race preferences. This is a complicated question to answer since location choice is
itself determined by other factors (wages, rents) that are endogenous, since they are determined
jointly by supply and demand. In other words, lower rents attract more workers, but more hous-
ing demand increases rents. To solve this problem, I rely on a spatial general equilibrium model
with 11 equations, that includes a labor demand and labor supply curve, equilibrium on the hous-
ing market and transfers. Individuals are heterogenous in race (black and white) and skill (split
by education level). In the location choice equation, individuals choose where to live depend-
ing on local wages, rents, amenities, and the local share of co-ethnic residents. The equations are
then instrumented by Bartik shocks, including interactions with lagged shares of hispanic and
asian residents, to instrument for all the endogenous variables in the model. This allows me to
recover my parameters of interest such as the elasticity of substitution between black and white
workers, or the inverse elasticity of housing demand. I then simulate labour market shocks to see
how own-group preferences affect the location choices of workers, and how this affects the racial
wage gap.

I find strong effects of racial preferences on mobility for low-skilled and high-skilled workers:
for given wages and housing costs, workers prefer to live in cities that have a higher share of own-
group residents, even when taking network externalities into account." These preferences are
stronger for low-skilled workers. I do not consider the channels through which these own-group

preferences operate. The results that I find could also be consistent with race-specific amenities

"Network amenities are captured through birth-state effects.
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that are not captured by the amenity index, race-specific human capital or networks that are not
capture by the state of birth effects.

The effects that I find are important since black workers are disproportionately located in
MSAs that have low wages, whatever their skill level, as can be seen in Figure C.1. This figure
plots the residual wages of black workers' in a given city against the share of black workers in the
city. There is a negative and significant correlation between these two variables, for both high- and
low-skilled workers, indicating that black workers are not sorting into the cities that are offering

them the best wages. >

Scatter plot of residual wages and the share of black residents Scatter plot of residual wages and the share of black residents
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Figure 4.1: Low-skilled workers Figure 4.2: High-skilled workers

Past articles have often considered whether location choices are affected by discrimination
and own-group preferences, but usually within city. Theoretically, theliterature starts with Schelling
(1969) and (1971), who shows that even small preferences for living with people of one’s own group
can lead to total segregation in equilibrium. Empirically, Cutler ez 4/ (1999) examine the rise and

fall of ghettos in the US, and try to disentangle the root causes of within-city segregation. They

"Residual wages in this case are the city fixed effects from a Mincerian wage regression that includes education,
gender, age, age squared, occupation, industry and marital status dummies, on individuals of a given self-reported
racial status.

*Similar graphs for white workers are included in the Appendix, but they do not show the same patterns
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make a distinction between 3 different hypotheses: the “port of entry” hypothesis, where blacks
prefer to live together, especially if they have just moved to a new location; collective action racism,
where whites actively segregate through redlining and violence; and decentralised racism, where
whites are able to self-segregate by paying a premia on the neighbourhoods where they choose
to live. They find that segregation rose in the US until the 1970s, principally caused by collective
action racism, before declining thereafter, with the remaining segregation caused by decentralised
racism i.e. whites have higher willingnesses to pay for living in neighbourhoods with a majority
of their own ethnicity. Card et al. (2008) consider whether within-city location choices of whites
exhibit tipping points depending on the population share of minorities in that neighbourhood.
Using census-tract level data, they find that whenever blacks make up a significant share of census
tract population (depending on the city, between 5 and 10%), a large share of the white popula-
tion decides to leave. Rathelot & Safi (2014) find that minorities in France have lower mobility
rates if they live in neighbourhoods with high minority residency. Bayer et al. (2004) also look
at how own-group preferences can shape neighborhood formation, using a multinomial logit
model similar to the one proposed in this article. They find evidence of sorting across neighbour-
hoods, and high marginal willingnesses to pay for areas composed with a high percentage of one’s
own ethnicity.

Very little work has been done, however, on segregation at the city / Metropolitan Statistical
Area (henceforth MSA) level, despite the high level of variation in black and white shares of pop-
ulation across MSAs (e.g. New Orleans and Mempbhis vs. Portland and Albuquerque). Since the
choice of residence within MSAs can be highly constrained, through redlining and other more
subtle forms of discrimination, explaining residential choice at the neighbourhood-level through

preferences can be challenging. In contrast, we can expect redlining to be less of an issue when
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considering moving to another city, since individuals can move to any MSA they wish, even if

they are not able to move to a specific neighbourhood.

Share of black workers per MSA, 1980
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Figure 4.3: Black workers/Total population per MSA in 1980

Even though segregation at the neighbourhood level is higher,' segregation across cities is large
and persistent. As shown in Tables C.1 and C.2, the percentage of black residents in MSAs varies
in the sample between 40 and 1%. There seems to be a persistence in this ordering, since 9 out of
the 10 cities with the largest share of black residents in 1980 can also be found in the same top 10
ranking in 2000. I represent this graphically in Figures 4.3 and 4.4, which show the share of black
residents for the MSAs in my sample. Itis easily seen graphically that the relative order of the share

of black residents in cities is extremely stable. Of course, if there are homophilic preferences, then

According to Bayer et al. (2004), the average black resident in Detroit lived in a neighbourhood that was 80%
black, but the average white resident in a neighbourhood that was 90% white.
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Share of black workers per MSA, 2000
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Figure 4.4: Black workers/Total population per MSA in 2000

this could be an equilibrium outcome, and the stability of this ranking is not surprising.

Why do some MSAs remain segregated, or accrue a larger than expected share of black res-
idents? An explanation can be seen on Figures C.3 and C.4 below, where I plot the average
change in population of an MSA against the change in the share of black residents in the same
MSA. These two variables are negatively correlated, which can be explained by own-group pref-
erences. If homophily is important, then instead of leaving when their MSA is hit by negative
shocks, some workers prefer to stay because the share of their group within the MSA increases,
which mitigates the negative shock to wages. This relationship holds for both high-skilled and
low-skilled workers, which makes it unlikely that this is entirely driven by housing or credit con-

straints. The aim of this article will be to see whether these effects exist and if so to try and quantify
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them in a general equilibrium model.

Do black workers stay in declining cities? Do black workers stay in declining cities?
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Figure 4.5: Low-skilled workers Figure 4.6: High-skilled workers

I first present the general equilibrium model in section 4.2. I then explain the data in sec-

tion 4.3, before showing the results in section 4.5

4.2 MoDEL

I present a spatial general equilibrium model 4 /z Rosen (1974)-Roback (1982) with homophily,
based on previous work by Notowidigdo (2011) and Diamond (2013).

I consider 4 different groups (high and low-skilled, white and black) which interact in dif-
ferent ways depending on which market we are considering. For instance, some workers of dif-
ferent types may be complements in production, but compete for the same houses. The overall
architecture of the model is based on a labour supply and demand curve, endogenous transfer
and amenity provision, and housing prices determined by equilibrium on the housing market.
When considering an individual’s labour supply decision, I allow workers to have homophilic
preferences depending on their group and skill type, which will affect where workers of different
groups decide to locate.

The model will then be estimated through simultaneous equations GMM in section 4.5.
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4.21 LABOUR DEMAND

Assume a large number of cities 7, which produce a homogenous tradable good using two in-
puts, high-skill labour H;; and low-skill labour L;;* with a CES production function, as in No-
towidigdo (2011). Estimation of the elasticities from nested CES functions can be challenging.
Card & Lemieux (2001) estimate a similar model with skill and age cohorts by using a two-step
procedure, while Notowidigdo (2011) reduces the number of parameters to estimate by calibrat-
ing the skill-group elasticities. I assume perfect substitution between black and white workers

within skill level, an assumption which holds in the data. ?

Yie = (05 H}j + 03 L5 (4.1

1

where p is equal to 1 — p—

with o, the elasticity of substitution between different skills,
and the 0s are city-level technological efficiency parameters. Since blacks and whites are perfect
substitutes, we can rewrite H;; and Ly as: Hy = (. H}Y + HP)and Ly = (6L} + LE),
where ¢, and 7, reflect productivity differences.?

Wages are set on the demand curve and so are equal to marginal product. Let F; be equal
to the price of the tradable good. This gives us four different equations for the different groups.
To prevent the exposition of the model from being too cumbersome, I only present the results

for one group, since the wages for the other groups can be derived analogously. We can write the

"For simplicity, there is no capital in the model. The empirical section uses decadal changes, and since capital is
more elastic than labour, it is likely that most of the incidence from negative supply shocks falls on workers.

*Boustan (2009) estimates the elasticity of substitution between black Southern migrants and Northern whites,
and finds an extremely high elasticity of substitution of 23.8, in the period from 1940 to 1970. I try to estimate a similar
elasticity of substitution for our time period in section C.3 of the appendix, and cannot reject the null hypothesis that
blacks and whites are perfect substitutes in production within skill-categories.

*These differentials may not reflect actual productivity differences, and could be caused by discrimination.
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wages of a specific group (here high-skilled whites) as:

0PY; a1
i = gy, »
it

We can then rewrite the log labour demand curves as:

Wiy P, )= l”(gg) + (p — Din(Hy) + (1 — p)In(Yi) + In(n;) (4.3)

One potential problem in estimation is that the city-level productivity parameters are likely to
be correlated with the labor supply parameters, because of spillovers. One way to improve preci-
sion is to take first-differences to get rid of time-invariant productivity differences, but the time-
varying components could depend on both the high and low-skilled employment ratios, and on
the number of workers in the city, i.e. 0;; = F'(H;;, L;;). In some of the specifications, I follow
Diamond (2013) and approximate the labour demand curves above with a first-difference, log-
linear aggregate labor demand, which has the advantage of both taking spillovers into account

and of being more flexible:

Awgw = yunwAln(Hy) + ’YHLWAln(Lit) + Aln(m) + Ae?tHW (4.4)

AwﬁB = ’}/HHBAZTL(H”) =+ ’}/HLBAZTL(LZt) + AEZHB
AwEY = yppw Aln(Hy) + ypowAln(Ly) + Aln(¢y) + AedFV
A’LU,L»II;B = ’YLHBAln(Hzt) + 'YLLBAln(Lit) —|— AEZLB

where A€?, represent changes in technology that are not captured by changes in population.
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4.2.2 TRANSFER PAYMENTS

An important factor which can explain differences in mobility between skill-groups are transfer
payments, which can help equalise situations across different cities, and are principally paid out
to low-skilled workers.

However, the provision of benefits may also depend on the race of the potential recipients.
The opinion of Americans on welfare and crime spending depends heavily on their attitudes to-
wards race.’ I allow the welfare spending in cities to also depend on the cities’ racial composition,
to test this hypothesis. The elasticity of welfare payments to economic downturns is allowed to
vary depending on which group the incidence of the shock falls. The transfers to unskilled indi-

viduals are assumed to have a constant elasticity with respect to changes in their wage. Hence:

W LYW 11, BLyB T
Tit:vvit v VVit v exp(eit)

Taking log differences, we get the following equation:
Aln(Ty) = "V Awly + P Awly + Ael; (4.5)

Transfer payments are countercyclical, in order to mitigate the effect of economic downturns.
We should therefore expect transfer payments to negatively covary with changes in wages of low-

skilled workers, i.e. ¥ < 0.

*Alesina et al. (1999) show that public good provision depends on a city’s ethnic fractionalisation. See also Gilens
(1996) or Wilson & Nielsen (2011).



4.2.3 Housing SurrLy

Next I consider the housing market. Following Davis & Heathcote (2007) and Davis & Palumbo
(2008), I consider the main inputs of housing production to be construction materials and land.
As in Saiz (2010), land developers are price takers, and housing demand H D is a function of

population so that:

PZ}Z = f(COm PL(HD))

where Pfg is the price of housing, fis an unknown function, C'Cj; are construction costs, and
Py, is the price of land. Land is assumed to be fixed, so that as population increases, there is less
land available for development, and land prices increase. There is no uncertainty, so that prices
are simply the discounted values of rents: Plj = £, where i is the interest rate.

The elasticity of land prices (and in turn house prices) to changes in housing demand is not
homogenous across cities, and depends on the land available for development, and regulations. I
allow for heterogeneity across cities in housing demand elasticities by using the land availability
index from Saiz (2010), and the Wharton regulation index from Gyourko et al. (2008). Both of
these indices try to capture how elastic land prices are to changes in demand. The land availabil-
ity index tries to capture how geographical constraints affect the land available for development.
The WRI does the same but for regulation and planning constraints. We can approximate the
unknown function f() with a log-linear housing supply. Taking log-differences, we can rewrite

the equilibrium on the housing market as:

Aln(Ry) = ;i Aln(HDy) + A€ (4.6)

Where 11, as in Saiz, is pg + p*" 4zl + 17927, to take into account heterogeneity in the elas-
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ticity of housing supply, and H D is housing demand, which is the sum of housing expenditure

by each group: HD = ) (*Z; W/, where Z;; is the number of individuals of type z and (*
the share on income spent on housing by each group. The error term, € represents changes in

unobserved construction costs. To identify 11, we need to find variation that is independent from

changes in construction costs, so housing demand will have to be instrumented.

4.2.4 LABOUR SUPPLY

One potential problem is that the price of housing could be correlated with unobserved changes
in the error terms. For instance rents could be higher because of changes in amenities, which
biases our estimates. For this reason, I adopt a version of the BLP (Berry et al., 1995) framework
that accounts for correlation between amenities and house prices. This approach was first used
for neighbourhood choice in Bayer et al. (2004) and Bayer et al. (2007), and then to location
choice between MSAs in Diamond (2013) and Piyapromdee (2014).

Individual workers j maximise the following Cobb-Douglas utility function:

Uz — zn(G;;CZ) + zn(Q§§> + u; (D)

ijt
subject to Gy * Py + Qi * Ry < Wi

Individuals spend a fixed share ¢ of income W on the housing good ()¢, and their remaining
income on a nationally traded good G'j; with price P;. Only variables that are city-specific matter
for city choice, so the wage, rents, and the variable D, which consists of mobility costs, amenities
and potentially homophilic preferences.

Estimates by Davis & Ortalo-Magne (2011) show that housing seems to be a normal good with
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an elasticity close to 1, and so a Cobb-Douglas utility function fits the data along a large number
of dimensions. I nevertheless allow the share ( to vary across skill-groups *.

The indirect utility that a worker j gains from living in a city 1, vj4, is:

Vi = wi — 1 + u; (D)

where w7, = In(W//P;) and r;; = In(R;/P,). For low-skilled workers, W73 = sy W7 +
st Tit, where sy is the share of income from wages, and s, is the share of income from transfers,

assumed to be o for high-skilled workers. I now define u;(D;;) as follows:

- z,a z,8t z st z,div z dw z 'Lz;f + Lzzt z Czty
uj(Dy) = a7 + By + 8 T tw (m) +e + e

I consider that individuals gain utility from living in the same state (3%*z*") or division (3%Vz%")
that they were born in, from the city’s amenities (a;:0;), and from a homophily parameter that

Mot ). Using birth states and divisions is a

depends on the racial composition of the city (w? (I{tT

useful way to integrate mobility costs into our framework: the more attractive cities will be those
that attract the most workers born in other states and census divisions. Notice that some of these
parameters are common for all workers of type z living in a particular city ¢. We can combine

those parameters into a single parameter ¢ as follows:

Hz Lz
it + zt) /Bz ,a Qi + EZ ,Clity (47)

2= N(wj, — %) + wz(Hit L.

'see e.g. Guerrieri et al. (2013) and Michaels et al. (2012)
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We can then rewrite the indirect utility function as simply*

z st z st z,div z dw
Vi = 0 + B + B + Ewt

What is the probability that an individual chooses city i? We need to find the probability that
Vjir > Ve V. If the ef}t are distributed type 1 extreme value, then we get the familiar form below

for this probability (McFadden (1973)).

GCL’p( +Bz ,st zst ﬁzdw ;dzv)
1_|_En 16:Up(5;+628t zst+Bzdzv zdw)

Pr(vju > v Vk) = (4.8)

In the first step of the estimation, I treat the 0%s as parameters to estimate, along with the other
P P g
parameters, through maximum likelihood. I then take first differences to get rid of fixed effects

in amenity provision, and estimate the equation below, using d* as a dependent variable.

H + L; o
it zt) ﬁzaAazt—"Ae ,Clity <49)

A = X (A — G Arg) +w A

Here, our main parameter of interest is w,* which tells us how mean utility changes in response
to changes in the composition of one’s own group in the population.
4.2.5 ENDOGENOUS AMENITY SUPPLY

Diamond shows that amenities react endogenously to changes in the skill ratio of the city, which

could be a problem when estimating the labour supply equations. Another problem, specific to

"For identification of the parameters, I normalise the equation above by dividing by Uj, the parameter that
overns how much dispersion there is in taste for cities, hence the appearance of A\* in the equation.
g p PP q
*There is no heterogeneity in tastes above and beyond the idiosyncratic error term, for ease of computation.
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our set-up, is that the changes in amenities may be correlated with changes in ethnic composition.”
I therefore add endogenous amenity supply to the model as follows, which will allow us to check

whether amenities vary at the MSA level with the racial composition of the cities.?

Hj
Ly + Hy

Bi

Aait = ,BHLAZTL( m

) + B5W Aln( ) + AekA (4.10)

where By = HF + L5 and Wy, = H}Y + L)}

4.2.6  EQUILIBRIUM
The equilibrium on this market following an exogenous shock to local labour demand is as fol-
lows:3

1. Labour supply is equal to labour demand for all four groups.
Aw}, = yawzAInHy + yarzAlnLy + An; + Ae?

exp(5§+ﬁzst zst+ﬁzdzv z‘*dzv)

Zit =
1+2n lemp((sft_i_ﬂzst ZSt‘i‘BZdw zdw)

2. Amenity demand is equal to endogenous amenity supply

HZ + 7
it + zt) + 61& aAazt + AEZ ,City

A(Slzt = )\'izt(SwAwZ-Zt + ST % Atzt — ngTit) + MZA(m

"Bayer et al. (2004) use boundary changes as an instrument when estimating a similar equation at the neighbour-
hood level.

*A stronger, alternative assumption, would be to check whether ethnic diversity affects amenity provision at this
level. There is a large literature on the negative relationship between ethnic diversity and public good provision, (see
e.g. Habyarimana et al. (2007) or Algan et al. (2016) for examples). However testing this hypothesis would require
a fractionalisation index with many different groups - something that is beyond the scope of this paper for now

3See Bayer & Timmins (2005) for proof of uniqueness in this class of models. The potential problem comes
from the spillover effects, that can cause multiple equilibria. As an example, two cities with identical characteristics
can self-sort into all-black or all-white cities depending on how agents coordinate. Uniqueness relies on preferences
for self-segregation being weak enough relative to preferences for characteristics of the city.
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H; B;
Aay = BHLAln(L—Zt) + BBWAln(WZt) + AelA

it it
3. Housing prices adjust to changes in population, so that the change in housing supply is

equal to changes in housing demand:

Aln(Ry) = peAln(H Dy) + AeGC

4. Transfers respond to shocks on low-skill wages:

Aln(Ty) = wWAwév + wBAwé + Aez;

This gives us 11 equations to estimate. I present both reduced form evidence, and structural

estimates, using data from the US census.

4.3 DATa

For all the aggregate-level variables I use data from the 5% sample of the 1980, 1990 and 2000
individual-level American census (IPUMS)." All differences in the paper are decadal changes. My
main sample used to compute wages, population and rents, includes all native-born households
between the ages of 25 and ss, currently not in group quarters, working at least 35 hours a week
and 48 weeks a year and living in a metropolitan area. I use the sample weights to obtain the
appropriate aggregate variables. I also exclude workers outside of the labour force, and those
earning business or farm income. Wages are computed as the log of yearly wage income divided by
weeks worked. Tuse data on monthly gross rents from the census to compute the housing costs of
renters, and I use the discount rate from Peiser and Smith (1985) to impute rents to home-owners.

Wages, transfer and rents are all deflated using the CPI-U.

'See Flood et al. (2015).
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The skill groups are composed of high-skill workers, who have some amount of college edu-
cation, and low-skill workers who have a high-school degree or less.

In computing the shares of each racial group, I use the self-reported racial groups in the sam-
ple. These shares are over the population of working class adults (immigrants and natives) in the
city, so that the shares of whites and blacks do not add up to one. For ease of computation, T use a
smaller sample when estimating the conditional logit consisting only of household heads. Other
members of the household are assumed to move with the household head. Individuals living in
MSAs that are not constantly identified as such in 1980, 1990 and 2000, or individuals that do
not live inside a MSA, are considered as living in a state-specific “rural” area for the purposes of

the conditional logit estimation.

4.3.1  AMENITIES

The changes in amenities are calculated by changes in the amenities used in Diamond (2013),
which encompasses data on school quality, crime, environment, transport and retail amenities.
These data are amalgamated into a single index using principal component analysis. The only
difference between this index and the one in Diamond is that the periods considered are 1980-
1990 and 1990-2000 rather than 1980-1990 and 1980-2000. However, PCA does not seem to work
as well when using decadal changes. The factor loadings for the transportation and retail index
are not the same as in Diamond. Having more movie theaters for instance has a negative factor
loading in the retail index. More worryingly, the factor loadings for the single amenity index are
not consistent. Retail and environment, for instance, have a negative factor loading, along with
crime. This might explain some of the strange results we get in the full regression, where amenities

do not seem to have any effect on city choice.
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Table 4.1: Amenity index

Variable ‘ Factor Loading  Unexplained variance
School index

Government K-12 spending per student 0.7071 0.4459
Student-teacher ratio -0.7071 0.4459
Retail

Apparel stores per 1,000 residents 0.6891 0.1702
Eating and drinking places per 1,000 residents 0.6722 0.2104
Movie theaters per 1,000 residents -0.2707 0.8719
Transportation

Public buses per capita 0.6487 0.2402
Public transit index 0.6109 0.326
Average daily traffic—interstates -0.3276 0.8062
Average daily traffic—major roads -0.3141 0.8218
Crime

Property crimes per 1,000 residents 0.7071 0.482
Violent crimes per 1,000 residents 0.7071 0.482
Environment index

Government spending on parks per capita 0.7071 0.4851
EPA air quality index -0.7071 0.4851
Jobs

Patents per capita 0.7071 0.4769
Employment rate 0.7071 0.4769
Overall amenity index

Retail index -0.6242 0.3907
Transportation index 0.6109 0.4164
Crime index -0.1029 0.9835
Environment index -0.0496 0.9962
School index 0.1618 0.959
Job index 0.4449 0.6905

*p < 0.10, % % p < 0.05, * * *p < 0.01. Standard errors are clustered at the MSA level. Dependent variables are
percentage changes.



4.4 IDENTIFICATION

In order to identify the parameters in the model, I use an instrument « la Bartik (1991), which has
been used extensively in the literature. Bartik’s shift-share instrument interacts local employment
shares with employment shocks at the national level, which should be exogenous to local employ-
ment conditions. These instruments can be considered as proxies for technological shocks. For
instance, Blanchard & Katz (1992) use this instrument to estimate the response of migration to
local labour demand shocks, Piyapromdee (2014) to estimate the impact of immigrants on local
wages and rents, Diamond (2013) to find the impact of college workers on changes in amenities
and Serrato & Wingender (2011) to estimate the impact of local government spending. Similar
to Diamond’s approach, I use a Bartik shock to wages in order to instrument all the endogenous
variables in the model. The Bartik shock at the level of the local labor market can be computed

as follows:
N
Zirt—l

B = Z (wry — wry_y) 7o _1
it

r=0

The growth in log wage at the industry level for workers of group z, excluding city 4, is inter-
acted with the 10 year lagged share of workers working in the industry at the city level, and then
summed over all industries. I will use Bartik shocks to instrument wages, population and house
prices. I also follow Diamond (2013) in using the interaction between the Bartik shocks and the
variables that determine the elasticity of land to population. When estimating the labour demand
equations, for example, if housing supply is particularly inelastic then the influx of population

responding to a technological change will be small since rents will rise disproportionately.

"In the literature on Bartik instruments, a reference base line e.g. 1980 is sometimes used instead of simple differ-
ences, in order to account for serial correlation of shocks. This is the case in Diamond (2013) for instance. However,
this approach then conflates short-term and long-term elasticities, which is why I prefer to eschew this approach and
use decadal differences instead.
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I only consider Bartik instruments at the skill level, and do not use Bartik instruments at the
skill-race level. However, I do use an additional instrument to take care of the endogeneity of
the share of one’s own group in the city, even though through differences in skill composition
and propensity to migrate, Bartik shocks turn out to be good instruments for the share of black
or white workers in a city. I interact the 10 year lag share of residents who are Asian or Hispanic
immigrants with the two Bartik shocks. This instrument makes sense since we know that immi-
grants are likely to live in enclaves (Card, 2009), that they are more responsive to labour shocks
(Cadena & Kovak, 2016), and that Asian and Hispanics immigrants were the fastest growing im-
migrant group over the considered time period.

Each equation from the model above is estimated with 8 instruments based on Bartik-shift

shares, and interactions with housing supply parameters.’

4.5 ESTIMATION

4.51 REDUCED ForM

First I investigate whether the instrument that uses the ro-year lagged share of immigrants is a
good instrument for the change in the share of one’s group. I regress the current share of white
and black residents on the Bartik shocks for high-skilled and low-skilled workers, as well as the
Bartik-migrant shock, in Table 4.2. The share of white and black residents is impacted negatively
and significantly by these instruments, as expected, though the R? for changes in the share of
black workers is low. In Appendix C.4, I present at the reduced form effect of the instruments on

the other variables used in the estimation.

'T use Bartik instruments for low-skilled and high-skilled workers, interacted with the regulation and land-use
indices, and the additional instrument for the shares of black and white workers.



Table 4.2: Are the Bartik shocks good instruments?

Dependent variable: A Share of black workers | A Share of white workers
Estimator OLS OLS
Bartik shock for HS workers x -0.318*** -0.491"**
I10. share of immigrants (0.12) (0.06)
Bartik shock for LS workers x 0.068 0.425™"**
l10. share of immigrants (o.14) (0.07)
Bartik shock for HS workers -3.757"* -5.189 ***
(1.89) (0.71)
Bartik shock for LS workers 0.512 4665
(234) (0.99)
Year fixed effect Yes Yes
Observations 280 280
R? 0.03 0.39

*p < 0.10, % % p < 0.05, % * xp < 0.01. Standard errors are clustered at the MSA level. Dependent variables are
percentage changes.

4.5.2 GMM

The full model is evaluated through simultaneous equation GMM. Since the model is overi-
dentified (there are more moments than there are parameters), simultaneous equation GMM
is more efhicient than equation-by-equation GMM. I take 7 and ¢, the wage premia for whites
in a given skill category, from the data. In some estimations, I also calibrate ¢, the share of in-
come spent on housing by each group, by finding the average amount of income spent by house-
holds on housing (including imputed rents for homeowners) in the census data. I find that
CHW = 0.37,¢FW = 0.40, ¢HB = 0.35, (LB = 0.45.

All the parameters from the model are estimated jointly in a two-step GMM, with standard
erorrs clusters at the MSA level. In all the following tables, column 1 presents the model where ¢
is estimated and I do not control for changes in amenities or homophilic preferences, column 2
adds the effect of changes in one’s own group. In both these columns labour demand is estimated

using the specification with the CES production function. I use the calibrated (s specified above
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in column 3 and in column 4 the (s are calibrated and I control for changes in amenities. In these
last two columns, I use the log-linear labour demand curve. Column 4 is added for the sake of
comparison with Diamond, but in this estimation the amenity index has a significant negative
impact on the desirability of cities. I consider model 3 the main specification.

Letus firstlook at the labour demand parameters, presented in Table 4.3. For this table, we are
interested in the effect of labour supply shocks on wages. In the first two columns, I estimate p,
where the elasticity of substitution between low and high-skilled workers is 1%/). My estimates for
the elasticity are high when compared to those of previous articles which estimate the elasticity at
the national level. For instance, Katz & Murphy (1992) find an elasticity of 1.4. However, when
estimated using variation at the local level, elasticities of substitution tend to be higher. Card
(2009), finds values that range between 1.5 and 2.5, which is close to my estimates. The elasticity
estimated in column 2 for instance is of 1.81.

In the last two columns, we must be aware that there are two effects at play. Changes in the
supplies of high-skilled and low-skilled workers affect wages because they can be more or less easily
substituted, but they also affect the overall productivity of the city through spillovers as the city
gets larger or through changes in the high-skilled/low-skilled ratio. Hence, it is not obvious 4
priori which signs these parameters should have.

None of the parameters are statistically significant in my estimation. Looking at the point es-
timates, the spillover effect seems to dominate the substitution effect, at least for white workers.
Having more high skilled workers raises the wages of both high-skilled and low-skilled work-
ers, while having more low-skilled workers decreases them. This is consistent with the skill-

composition of the city having an effect on the production technology at the city level, as in some

of the immigration literature. For instance, Peri et al. (2015) find negative wage and employment
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Table 4.3: Labour demand parameters

Model 6 (2) €) (4)
p 0.601"**  0.449™*
(0.08) (0.05)

Change in supply of HS 0.550 ©0.370
on HS black wages (0.37) (0.27)
Change in supply of LS -0.478 -0.224
on HS black wages (0.49) (0.38)
Change in supply of HS 0.492  0.424
on LS black wages (0.42) (0.42)
Change in supply of LS -0.792 -0.715
on LS black wages (0.69) (0.69)
Change in supply of HS 0.304 0.088
on HS white wages (0.19) (0.26)
Change in supply of LS 0.053  0.429
on HS white wages (0.31) (0.44)
Change in supply of HS 1.300  1.260
on LS white wages (0.81) (0.85)
Change in supply of LS -1.760 -1.704
on LS white wages (1.22) (1.25)
Observations 280 280 280 276

xp < 0.10, % * p < 0.05, % % xp < 0.01. Standard errors are clustered at the MSA level. All estimates are from
decadal changes on the logged variables. Each equation includes a technology (Bartik) shock, a time fixed effect, and
a wage premia depending on the group. Instruments include Bartik shocks for high and low-skilled workers, and
the interaction of these shocks with housing elasticity parameters. The last column is missing four observation
because of missing data for amenities.
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Table 4.4: Transfers and Housing Supply

Model ‘ (1) (2) (3) (4)

Elasticity of transfersto | -0.771 -0.503 -1.247 -0.880
low-skilled white wages | (1.33) (1.21) (1.40) (1.68)
Elasticity of transfersto | -0.081 0.906 1.145 1.094
low-skilled black wages (1.34) (1.25) (1.62) (1.38)
o 2278 0.285™*  0.287 0.250**

(0:37) (o.10) (0.20) (0.12)
0.458™  1.199™*  1.226™* 1112

(0.21) (0.23) (0.26) (0.20)
-0.060"**  -0.017** -0.012 -0.013**

(0.01) (o.01) (o.01) (0.01)

Observations 280 280 280 276
*p < 0.10, % * p < 0.05, * * *p < 0.01. Standard errors are clustered at the MSA level. pig gives the base

elasticity of housing prices with respect to housing supply. Each equation includes a time fixed effect. Instruments
include Bartik shocks for high and low-skilled workers, and the interaction of these shocks with housing elasticity
parameters.

landavailability
N y

regulation
12

effects on high-skilled natives from random unexpected refusals in HiB work permits.

Table 4.4 presents the model parameters pertaining to transfers and housing supply. The
transfer payment elasticity for low-skilled white workers that I find is much lower in magnitude
to Notowidigdo (2011). The transfer elasticity with respect to black wages is positive though in-
significant, indicating that black workers receive lower transfers than whites in response to shocks,
which is a finding similar to Alesina et al. (1999)’s.

Saiz (2010) estimates a very similar equation to the one whose results are presented in Ta-
ble 4.4. In order to get the full inverse housing supply elasticities, the estimated s have to be
multiplied with the land availability and regulation indices. Doing so leads us to find an average
inverse elasticity of 0.ss when using the estimates from model 3, smaller than Saiz’s elasticity of
0.6. Finding a lower elasticity makes sense since Saiz looks at changes over 30 years, while this
estimation only considers 10 year changes.

Table 4.5 presents the elasticities of labour supply to wages and rents in columns 1 and 2,

and estimated disposable income in columns 3 and 4, with ¢ calibrated. Columns 2, 3 and 4
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Table 4.5: Sensitivity to wages and rents

Model O (2) () (4)
Sensitivity of high-skilled | -1.419™*  2.603*** 2.756"*  1.649*
blacks to wage changes (0.43) (0.62) (1.32) (0.87)
Sensitivity of high-skilled | 0.736"*  -0.165

blacks to rent changes (0.34) (0.36)

Sensitivity of low-skilled | -2.742™*  3.218%*  2.243"  3.448"
blacks to wage changes (0.87) (o.51) (0.94) (0.70)
Sensitivity of low-skilled -0.524  -0.763*

blacks to rent changes (0.64) (0.42)

Sensitivity of high-skilled | -0.278  2.887"** 2.759"* 3.316"*
whites to wage changes (0.21) (0.25) (0.46) (0.75)
Sensitivity of high-skilled | 0.786*** -0.258"*

whites to rent changes (0.24) (o.11)

Sensitivity of low-skilled | -1.542™** 5.327**  3.960™* 5.453™*
whites to wage change (0.49) (0.75) (r.51) (0.90)
Sensitivity of low-skilled | 0.736**  -0.165

whites to rent changes (0.34) (0.36)

Observations 280 280 280 276

*p < 0.10, % * p < 0.05, % * xp < 0.01. Standard errors are clustered at the MSA level. Estimates are demand
elasticities with respect to the city characteristic considered, for a small city. Each equation includes a time fixed
effect. Instruments include Bartik shocks for high and low-skilled workers, and the interaction of these shocks with
housing elasticity parameters.
include the effect of own-race preferences. Column 4 includes the amenity index. Without using
own-race preferences, the model gives negative estimates for higher wages, and positive estimates
for rents. This implies that given the location choices of workers, the only way of rationalising
them is to suppose that workers prefer higher rents and lower wages. Hence, without own-race
preferences, the model is mis-specified. Adding own-race preferences and calibrating ¢ gives us
positive estimates for having higher real income. The elasticity to wages depends on race, with
black workers more responsive than their white counterparts. We can also notice that low-skilled
workers are more sensitive to wages in this estimation, which is different from what is commonly
assumed in the literature, although bear in mind that preferences for living in one’s own birth

state have been controlled for.

Finally, the parameters of interest w, are presented in Table 4.6. These parameters are sta-

tistically significant and positive for black and white workers across all estimations. These pref-
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Table 4.6: Homophily and amenities

Model | (1) (2) (3) (4)
MLL] 3736 4534  2.620™
(070)  (115)  (0.94)
CULB 4.5 16*** 4.788*** 3.465***
(0.75)  (0.95)  (1.04)
wiW 2.815™ 2,537 2.609™**
(029)  (034)  (075)
AL 5.525™ 4261 5.203™
(0.65)  (0.92)  (0.87)
Change in amenity index for -0.132
HS blacks (0.17)
Change in amenity index for -0.12.4
LS blacks (0.29)
Change in amenity index for -0.403 **
HS whites (0.17)
Change in amenity index for 0.337*
LS whites (0.20)
Change in college ratio 5.822*
on amenity index (3.26)
Change in black/white -3.589
ratio on amenity index (1.34)
w included No Yes Yes Yes
Calibrated housing share No No Yes Yes
CES labour demand Yes Yes No No
Amenity index included No No No Yes
Hansen’s J: p-value 0.00 0.03 0.05 0.07
Observations 280 280 280 276

*p < 0.10, % * p < 0.05, % * *p < 0.01. Standard errors are clustered at the MSA level. Each equation includes a
time fixed effect.

Table 4.7: Network amenities

Year

1980 1990 2000

Whites Blacks Whites Blacks Whites Blacks
Birth state
LS workers 3.519  3.313  3.589 3.630  3.540 3.69
HS workers 2768  2.902  2.864 3.109 2.884 3.117
Birth division
LS workers 1.225  1.041  1.305 0.921 1.268 0.825
HS workers 1.187 o0.776 1.216 0.730 1.162 0.778

Parameters estimated through maximum likelihood from a conditional logit model of MSA choice.

164



erences are sizeable, and comparable in magnitude to those of higher real wages. The effect of
higher amenities however is only positive for low-skilled white workers. One surprising result is
that these preference are significant and negative for high-skilled white workers, who are typically
thought to have the highest preferences for amenities.

The network amenities, preferences for living in your state of birth or Census division of
birth, are presented in Table 4.7. From these results, it seems that black workers are slightly more
attached to their state of birth than white workers, but slightly less to their region of birth. Coun-
terfactual simulations will help us understand how these parameters contribute to explaining the
differences between blacks and whites in reaction to negative shocks, as we saw in Figures C.3

and C.4.

4.5.3 DiscussioN

As seen above, the coefficient on homophily is positive and significant for low-skilled workers.
The racial composition of the city seems to matter more for low-skilled than high-skilled workers,
at least for white workers. There are two potential explanations: One is that this reflects differ-
ences in preferences between low-skilled and high-skilled workers. Although possible, this seems
at odd with some of the literature. For instance, Bayer et al. (2014) find that rising education stan-
dards for black males can increase segregation within a city.! The other is that I only consider city
choice in this article, whereas in reality, individuals choose both a city and a neighbourhood to
live in. It’s possible that high-skilled (and richer) workers of both groups can choose neighbour-

hoods that conform to the sociodemographic characteristics that they want, unlike low-skilled

"Bayer et al. (2014) find that as racial inequality narrows, segregation can increase. When there is a critical mass
of highly-educated black workers in the population, new neighbourhoods are created than can leave them with the
choice of living in middle-class black or white neighbourhoods, whereas they may previously only have had a choice
between middle-class white and lower-class black neighbourhoods.
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workers, and that this explains the results we find.

4.6 WHAT IS THE EFFECT OF HOMOPHILY?

We can use the results from the section above to gauge what a world without homophily would
look like, and in particular what the effects would be on inequality. Using the results from the
model, I can generate counterfactual cities, and see for instance what the effect on the wage gap
would be if individuals sorted into cities only because of real wages and idiosyncratic preferences

for cities.

4.6.1 RACIAL WAGE GAP

In my first counterfactual, I try to predict which cities individuals would live in if there were no
homophily. I then see what part of the regional wage gap, the part of the wage gap that is due to
individuals sorting into cities for reasons other than wages, can be explained by homophily. I do
not expect this gap to completely disappear, since network amenities will ensure some persistence
of the current sorting patterns. Given the patterns that we saw in Figure C.1, which showed that
black workers were disproportionately located in cities with low wages, we should expect better
sorting to reduce the racial wage gap.

To estimate the effect of these counterfactual cities, I create a new ¢ for each group, using

equation 4.11 and the parameter values from the third column, and set w? to o:
Cz _ \=z z 2.2 ~
it = N (wiy = i) + € (4.11)

where €;; are the residuals from the same equation including the homophily parameter, and
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are intended to capture city fixed effects. I then compute the probability of individuals in my
sample choosing each city using the new ¢, by using the conditional logit set out in equation 4.8.
Within each skill-race group, the only additional heterogeneity comes from the birth state of
individuals. Creating the counterfactual cities entails finding the probability of living in a given
MSA for natives of one of the s1 states or federal districts, and multiplying these probabilities by
the number of people in our sample born in these states, for each race-skill group. In Figure 4.7,
I plot the difference in population in the conterfactual cities versus the actual cities against the
share of black and white workers in these cities. Consistent with the evidence from Figure C.1,
we can see that there is resorting for both groups of workers, though the R? is much higher for
black workers.?

From these figures, I can estimate the wage gap due only to location choices by multiplying
the average weekly log wage of workers in each city for each group by the proportion of workers.
I consider both nominal wages and real wages net of housing costs, and present the results in Ta-
bles 4.8 and 4.9. Allowing for better sorting does not necessarily improve outcomes in Table 4.8,
but this issue is resolved once we take rents into account in Table 4.9. We can see that better sort-
ing across space would reduce the wage gap for most years (for instance by 0.08 log points in 1980
for low-skilled workers), but that a large share of the wage gap, whether real or nominal remains
unexplained. This is because there is more inequality between white and black workers within

city, than there are between workers of the same group across space.

“This is an upper bound on how much homophily matters since I ignore the further effects on wages and rents
of the reallocation of workers across cities.
20.97 for black workers and 0.67 for white workers.



Table 4.8: Racial wage gap

Year 1980 1990 2000

HS LS HS LS HS LS
Real log wage
White workers 6.678 6.450 6.669 6.367 6.754 6.375
Black workers 6.381 6.164 6.402 6.164 6.473 6.174
Wage gap 0.297 0.286 0.267 0.203 0.281 0.201I
Counterfactual log wage
White workers 6.691 6.396 6.701 6.325 6.796 6.377
Black workers 6.447 6.276 6.442 6.010 6.444 6.133

Counterfactual wage gap | 0.243 0.120 0.259 0.3I5 0.352 0.245

Table 4.9: Racial real wage gap

Year 1980 1990 2000

HS LS HS LS HS LS
Real log wage
White workers 4.096 3.665 4.106 3.626 4.192 3.636
Black workers 3.942 3.031 3.968 3.054 4.044 3.071
Wage gap 0.154 0.633 0.139 0.572 0.148 0.565
Counterfactual log wage
White workers 4.109 3.688 4.124 3.630 4.220 3.645
Black workers 4.015 3.275 4.077 3.071 4.087 3.173
Counterfactual wage gap | 0.084 0.412 0.047 0.559 0.133 0.472
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Counterfactual-No homophily for LS blacks Counterfactual-No homophily for HS blacks
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Figure 4.7: Difference between the true and counterfactual populations with no homophily, as a function of the initial shares
of black and white workers.

4.6.2  REACTION TO SHOCKS

In Figures C.3 and C.4, we saw that cities tended to have a larger share of black residents as they
declined in population. In this section I investigate whether my model can replicate this fact, and
how much homophily and other factors contribute to this phenomenon. My simulation is in

three steps, as follows:



WAGES ONLY

First I use the Bartik shocks as an exogenous shock on high and low skilled wages and on trans-
fers, use the parameter values from model three to predict new values for d;.41, and see the new
locations that workers choose as a response to the Bartik shock. Formally, these new ds can be
written as shown in Equation 4.12.

z z
it—1 + Lit—l

+ €;4— .
Popir1 ) €it—1 (412)

Aizt = Ni(sw x (wj_y + Bjj) + s X fit — (Frig—1) + w*(

where €;;_1 is computed as in section 6.1, and ti = ti_1 + (YW + ¢P)BE. These new
estimated 0s are then plugged into the conditional logit model to predict how workers from each
group will be reallocated across cities as a function of the shock on wages and transfers only, as
in section 6.1. I then multiply the probabilities of living in a particular MSA for each given race-

skill-birth state group by the number of workers corresponding to this group at period t.

WAGES AND RENTS

Following the shock to wages, workers reallocate across space to take into account the change in
wages due to the Bartik shocks. However, as they change cities, they have an effect on wages and
rents. I ignore the effect on wages in this simulation since none of the parameters in the third
column of my estimation are significant. I model the effect on rents in a similar way to that of
wages. First, I recover a city fixed effect égc from the following equation, using the values of 1

from column 3.

rie = i X In(HDy) + Eictc (4.13)
Then, I predict how rents will change following the bartik shock on wages by finding the

170



new housing demand, and using the equation below to predict rents 7;; from the new housing

demand:
Hbit = Z CZZit(wft—1 + Bj) (4.14)
Fip = g1 x In(HDy) + 5 (4.15)

where Zj; is the predicted population in cities following the Bartik shock to wages. I then
generate new s using Equation 4.18 :

Hi oy + L

Szzt = )\ft(SW X (wft_l -+ BZ) + st X fz't — szzt) + wzln( Pop
it—1

)+ €1 (4.16)

WAGES, RENTS AND OWN-RACE PREFERENCES

Finally, I use the reaction in wages and rents to the bartik shocks to predict the change in the share
of black and white workers living in a particular city. I take the Zit predicted with the ds from the
previous section, and use them to predict the share of each group living within a given city. I take

immigration in period t as given. The log shares are computed as follows:

H:+ L,
immit + ZZZA”

(4.17)

and I re-estimate a final set of ds using the following formula:

H:+ L7 )
i L)+ éi1 (418)

55:)\5 Sw X U}fi —FBZZ —|—8T><I?i —CZ'FZ' 4+ w?ln
= Nilow X (i B o b ) T
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Table 4.10: Response to shocks of the share of white workers in a city.

Model Wages only Wages and rents Wages, rents and preferences
Dependent var. | A share of white workers A share of white workers A share of white workers
Skill-neutral 1.005* 0.862* 5.274™F

bartik shock (0.54) (0.47) (2.35)

Year FE Yes Yes Yes
Observations 280 280 280

*¥p < 0.10, % * p < 0.05, % * *p < 0.01. Standard errors are clustered at the MSA level. The change in log share is
computed as the difference between the estimated log share, and the 10 year lagged real share of white workers in
the city.

IMPACT ON SHARE OF BLACK AND WHITE WORKERS IN MSAs

The goal of this exercise is to see how the share of black and white workers in a city respond to
shocks. I present regressions of the model-generated change in shares of black and white workers
on a skill-neutral bartik shock in Tables 4.10. and 4.11." The simulations are consistent with
what we see in Figures C.3 and C.4. If we look at the reaction of workers to shocks on wages
alone, then cities sort racially based on whether the city is hit by a positive or a negative wage
shock. This can be due to a combination of factors: preferences for wages are higher for low-
skilled white workers than for black workers, which will influence sorting following the initial
shock. The location of shocks and the distribution of birth-states across groups can also have an
influence. The results show that if cities are hit by a negative shock, they tend to become more
black. Incorporating the effect on rents has a mitigating influence, since lower rents compensate
for the lower wages following a negative Bartik shock, and might induce some wavering workers
into staying. However, once the effect on the change in the share of white or black workers is

added, then the effect becomes much stronger.

“To be more precise, the bartik shock is computed using all workers and not low-skill or high-skill workers only.
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Table 4.11: Response to shocks of the share of black workers in a city.

Model Wages only Wages and rents Wages, rents and preferences
Dependent var. | A share of black workers A share of black workers A share of black workers
Skill-neutral -6.578%* -6.042*** -27.121%*

bartik shock (2.41) (2.32) (10.53)

Year FE Yes Yes Yes
Observations 280 280 280

*¥p < 0.10, % * p < 0.05, % * *p < 0.01. Standard errors are clustered at the MSA level. The change in log share is
computed as the difference between the estimated log share, and the 10 year lagged real share of black workers in the

Clty.
4.7 CONCLUSION

In this article, I combined a spatial general equilibrium problem with preferences for living in
MSA’s with a large share of one’s racial group. Despite large differences in the proportion of
different racial groups living across MSAs, little work has been done on this subject. I find that
these preferences matter for both racial groups studied, no matter the skill level of workers. Using
simulations, I show that reducing these preferences could help to reduce the racial wage gap. One
way to pursue these ideas further would be to integrate both neighbourhood and MSA choices

into a single model.
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Homophily and Migration

Ca1 FIGURES

Here are some additional figures that may be of interest to the reader. The first are maps that
show the share of high-skilled workers in a given MSA.

The second are figures that reproduce the graphs given in the main part of the article, but for
white workers only. We can see that there is no significant trend for white workers, although for
high-skilled workers the relationship is downward sloping.

We can also see that both high-skilled and low-skilled white workers are less likely to stay in

declining cities, although this relationship is significant only for high-skilled workers.
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Share of high-skilled workers per MSA, 1980

Share of HS workers
® o:

® o4

® os

C.2 TABLES
C.3 PERFECT SUBSTITUTION BETWEEN WHITE AND BLACK WORKERS

Consider a more complicated version of the labour demand presented in the main body of the ar-
ticle. In this case, we have a two-factor CES nests 2-level, 2 factor nested CES production function,
as in Ottaviano & Peri (2012) and more recently Piyapromdee(2014). Estimation of the elastici-
ties from the CES functions can be challenging, since we cannot estimate the CES aggregates until
we know all the elasticities. Card & Lemieux (2001) estimate a similar model with skill and age
cohorts by using a two-step procedure.

I follow Card and Lemieux’s formulation of the CES elasticities, though I allow blacks and

whites to have different elasticities of substitution within skill group, so that:
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Do white workers stay in declining cities?

Change of white share in low-skilled workers

0 5
Change in total MSA population
coef =.01336348, se = .00910307, t = 1.47

Figure C.3: Low-skilled workers

Do white workers stay in declining cities?
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T
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coef =.01419504, se = .0058599, t = 2.42

Figure C.4: High-skilled workers

1 1
H = (O Hig® + Onat Hiy )6, L = (O Liy® + Oru Ly ©)

H and L are CES aggregates of different group types, B and W, of high- and low-skilled work-

ers respectively, the ¢ s are technological efficiency parameters, and p, £ and ¢ are functions (e.g.

p =1—1/opy) of the elasticities of substitution between factors. Wages are equal to marginal

product, so that:

Y
0H,
OH,
OHY

w HW _ aY;t 8Hit
* OH; OH)Y

_ p—1y 1-p
_thHit Yt

We—1 pyl—
= Onhwt ¢ H; ¢

— 1— We—-1
= 0 HY Y P00 H) ¢

Here we are interested in identifying &. I adopt a similar approach to Card (2009), and es-

timate the effect of relative supply on relative wage gaps at the “city” (MSA here) level. These

estimates could be biased if high wage gaps attract more high-skilled workers. Card’s article solves
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Table C.1: % of residents who are black in 1980

Metropolitan Area % of residents who are black
Jackson 40.1
Memphis 36.8
Macon-Warner Robins 35.0
Augusta-Aiken 30.8
Savannah 31.8
New Orleans 30.3
Shreveport 29.7
Danville 29.7
Montgomery 29.5
Mobile 27.6
Providence-Fall Rive-Pawtucket 2.7
Tucson 2.6
Portland 2.3
York 2.2
Ventura-Oxnard-Simi Valley 2.2
Albuquerque 2.1
Minneapolis-St. Paul 1.9
Honolulu 1.8
Spokane 1.4
Allentown-Bethlehem-Easton 1.4

this concern by instrumenting the relative supply of skilled workers with a shift-share instrument
based on the skill composition of immigrants by nationality and immigrant enclaves by city. In
a similar spirit I instrument for the relative share of black and white workers by skill by using the

Bartik instruments presented in the main body of the article. Consider the log wage ratio between

high-skilled black and white workers:

wi!® Onbt HE
() = In(5™) 4 (€ = 1)in( 5t
() = () + (¢~ Dinl 5
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Table C.2: % of residents who are black in 2000

Metropolitan Area % of residents who are black
Jackson 42.4
Memphis 40.0
Savannah 36.3
New Orleans 35.2
Montgomery 34.6
Shreveport 34.4
Macon-Warner Robins 34.1
Fayetteville 33.5
Danville 32.1
Augusta-Aiken 31.6
El Paso 3.1
Corpus Christi 3
San Jose 2.9
Tucson 2.8
Albuquerque 2.5
Portland 2.5
Honolulu 2.4
Allentown-Bethlehem-Easton 2.2
Ventura-Oxnard-Simi Valley 2.1
Spokane 1.2

Regressing the log mean wage' ratio of high-skilled blacks and whites on the log supply of
high-skilled black workers over high-skilled white workers (and analogously for low-skilled work-
ers), allow us to estimate § and ¢. The ratio of productivities can be captured with time fixed
effects. Following Card, I do not allow for city-fixed effects, but instead control for the city size
and the college ratio for all specifications. I give estimates of { and ¢ in Table C.3, instrument-
ing the log supply with Bartik instruments in columns 2 and 4. Remember that these estimates

so that estimates close to o

give us the negative inverse of the elasticity, since { — 1 = —
OHW B

"Here wages are “residual wages”: the city-level residuals from a regression of wages on education, occupation,
age and marital status.
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Table C.3: Estimation of elasticities of substitution

Dependent variable: | In(w?” /w!) for high-skilled workers | in(w? /w™) for low-skilled workers
Estimator OLS | v OLS | v
In(B /W) supply 0.002 0.002 0.002 -0.005

(0.00) (0.00) (0.00) (0.00)
Time fixed effects Yes Yes Yes Yes
MSA controls Yes Yes Yes Yes
Observations 432 432 276 276

*¥p < 0.10, * * p < 0.05, * * xp < 0.01. Standard errors are clustered at the MSA level. Dependent variable is the
log mean wage ratio between blacks and whites in each skill group, where wages are the city-level residuals from a
regression of wages on education, occupation, age and marital status. Change in relative black-white supply,
measured as the log difference in employed workers of each group, is instrumented by the difference between the
Bartik shock at the relevant skill-level. All specifications control for the college employment ratio and the city size.
are consistent with perfect substitution. The point estimates give us an elasticity of substitution
close to 500 for both skill levels. The estimates are similar whether we consider the OLS or the
IV specifications. The t statistic for the Bartik instruments in the first stage is over 35 for both

regressions.
The estimated elasticity is extremely high: for similar point estimates, Card concludes that the
elasticity of substitution between high-school dropouts and high-school graduates is essentially

infinite. I therefore assume perfect substitution between black and white workers in the section

above.

C.4 REDUCED FORM EFFECT OF THE INSTRUMENTS ON THE DEPENDENT VARIABLE
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Table C.4: Are the Bartik shocks good instruments?

Dependent variable: AwfW A AwfB AwtB Ary

Estimator OLS OLS OLS OLS OLS

Bartik shock for HS workers 3.42.8"F 1.023 3.330""  1.589 2.153
(0.67) (0.68) (r.22)  (1.35) (1.64)

Bartik shock for LS workers X | -2.144™ 0.262 -0.654 2,471  -7.594"F
(0.86) (0.95)  (146)  (1.90)  (2.15)
Bartik shock for HS workers X | -0.059 -0.178 -0.313 -0.333 -0.316
Land unavailability index (0.33) (0.33) (0.67) (0.75) (0.76)
Bartik shock for HS workers x 0.049 0.043 0.096™  -0.009 -0.016
Wharton index (0.03) (0.04) (c.04) (0.04) (0.06)
Bartik shock for LS workers x -0.167 -0.190 -0.424  -0.789 0.510
Land unavailability index (0.43) (0.52) (0.83)  (1.02) (1.10)
Bartik shock for LS workers X | -0.124™  -o.117*  -0.134* -0.018 -0.171
Wharton index (0.05) (0.07) (0.07)  (0.07) (0.17)
Bartik shock for LS workers X | -0.311™*  -0.263"* -0.205™ -0.152 -0.839™**
l1o. share of immigrants (c.05) (0.06) (o.10) (o.12) (o.15)
Bartik shock for LS workers X | 0.236"*  o.170™*  o.145"  o0.173%  0.253™
Iro. share of immigrants (0.04) (0.04) (0.07)  (0.08) (0.10)
Observations 280 280 280 280 280
R? 0.64 0.64 0.18 o.I5 0.38
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