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Abstract

Time-periodic systems are an important niche in dynamical systems, analysing these sys-
tems profoundly opens up new possibilities for engineering. The goal of this thesis is
to provide a comprehensive guide on computing Floquet forms and application of modal
analysis of structures in time-periodic elastic state. The method is illustrated by funda-
mental examples.

Modal analysis consists of computing the mode shape and the natural frequency of
the equations of motion, this method is limited to linear time-invariant structures. Linear
time-periodic systems have attracted attention over the past decades. Floquet theory has
been applied to analyse stability. Using the same theory it is possible to compute periodic
eigenvectors, known as Floquet forms, which are time-periodically equivalent to modes.
Thus allowing the generalisation of modal analysis to linear time-periodic structures.

Floquet forms are computed as eigensolutions of Hill’s matrix. The eigenspectrum
requires treatment to find linearly independent Floquet forms. By using the archetypical
case of a Ziegler column eigenvector sorting is shown to be the most efficient method to
sort out Floquet forms.

Projecting the physical equations of motion on Floquet forms results in a system
of uncoupled equations with time independent coefficients. Truncating the number of
Floquet forms results in a reduced order model. Computing Floquet forms is simplified
by first projecting the equations of motion on classic modes. A finite element model of a
periodically prestressed beam shows convergence of the solution with increasing number
of Floquet forms. Thus proving the concept of time-periodic modal analysis.
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Chapter 1

Introduction

This work is meant as a comprehensive guide for modal analysis of structures in time-
periodic elastic states. The computation and application of time-periodic modes, known
as Floquet forms, is analyzed in detail. This gives insight into the efficient computation
of Floquet forms. Applying these leads to modal analysis of time-periodic systems, which
simplifies calculations and gives deeper insight in dynamic problems.

1.1 Research Field

Modal analysis is a key concept in the study of mechanical vibrations that is today
commonly used by scientists and engineers in various fields. From molecular chemistry
[1], rotating machinery [2] to aerospace industries [3]. It is a spectral numerical method
consisting of decomposing the first order perturbation around an equilibrium state of a dy-
namical system to a linear superposition of harmonic eigenmodes [4]. Those modes allow
to reveal intrinsic vibrational properties [5] or the local stability behavior of structures in
equilibria [6, 7]. However this is limited to linear time independent (LTI) systems. Modes
can also be used as a projection basis to reduce the dimensionality of linear or nonlinear
vibrational structural models [8, 9].

When the hypothesis of linear systems is no longer valid, one enters the domain of
nonlinear dynamics [10, 11]. Modal analysis for the nonlinear domain has been developed
[12, 13]. These nonlinear normal modes are based on the fact that there exist series
of periodic solutions that form an invariant manifold for nonlinear dynamical systems
around equilibria [14]. The conditions for their existance are no internal resonances and
a conservative system [15]. The periodic solutions are of interest to understand stability
and gain physical insight in the vibratory response of the system.

There exists an intermediate class of problems between LTI systems and nonlinear
ones linear time-periodic problems. In structural dynamics, time-periodic systems in-
clude rotating machineries with imperfections [16, 17], examples of this are damaged or
geometrically imperfect rotors [18, 19]. Another example of time-periodic problems struc-
tures submitted to periodic tensile or compressive axial loading such as slender beams or
plates undergoing large vibrations [11].

There are two main kinds of physical problems whose modeling leads to linear time-
periodic systems. In the first case, time-periodic systems are periodic solutions of nonlin-
ear problems. By linearizing these solutions, linear time-periodic systems are obtained.
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These have been used for numerical continuation of periodic solutions [20, 21, 22] and has
been applied in rotor/stator contact problems [23]. In the second case, an otherwise linear
problem sees one of its geometric or mechanical properties periodically modulated. For
example, a linear pendulum suspended on a high-frequency vibrating base, which makes
the pendulum feel its effective gravity modulated. Counter-intuitively, the periodicity
can cause the pendulum to stabilize in the upside down position [24, 25, 26]. Whether
it is linear or nonlinear, time-periodic systems can be seen as being excitated by a sys-
tem parameter, which is also known as parametric excitation. An example of this is a
periodic compression load that is taken into account as a stiffness variation. Parametric
excitation leads to the concept of dynamic stability [24, 11, 27], parametric resonance and
anti-resonances [28, 29]. These can be used to dampen response [30, 31] or to increase
response [32, 33].

Thanks to Floquet theory [34, 35], it should be possible to generalize the linear modal
approach to dynamical systems in periodic stationary states, i.e. states whose properties
vary periodically with time [24]. Mathematically, a perturbation around a periodic state
can be decomposed in a linear surperposition of almost periodic eigenfunctions, called
Floquet forms (FFs). Like vibrational modes for an equilibrium, Floquet Forms could
reveal the intrinsic vibrational properties of a structure in periodic state and determine
its local stability. Floquet theory is numerically applied in periodically time-varying linear
systems [24] or nonlinear dynamical systems [36, 11] but the spectral computation and
physical meaning of Floquet Forms have often been overlooked.

There are two main approaches to Floquet theory: either in time or frequency domain.
The first consists of computing the state-transition matrix (STM) to analyze the change
of state. This analysis is done by either integrating the system over time and computing
Floquet multipliers [37, 38]. It is also possible, once the Floquet multipliers are known, to
apply a second time-integration and compute time-periodic eigenvectors [39]. A second
technique consists in using the Lyapunov-Floquet transformation to recast a linear time-
periodic system in a time-invariant one [40, 41]. This transformation has mostly been
used as a step, which coupled with center manifold reduction techniques and normal form
theories, enables the study of nonlinear time-periodic systems undergoing bifurcations
[42, 43, 44]. Alternatively to Floquet theory, there are perturbative methods to solve
periodic problems such as averaging [45, 46], method of multiple scales [47, 48] and normal
form theory [15].

Using Floquet theory in the frequency domain is based on computing Hill’s matrix
[49] and analyzing its spectrum. This should theoretically give direct access to Floquet
Forms, but the computational reality is quite different. As upon numerical truncation, the
convergence of Hill’s matrix is subjected to controversy [50, 51, 52]. In the eigenspectrum
are only a few linearly independent eigensolutions which form the basis of Floquet Forms,
the spectrum is polluted with many spurious Floquet Forms.

As a consequence, two main approaches have been developed to apply Floquet theory
in the frequency domain. The first approach consists in imposing particular fundamental
frequencies of Floquet Forms, which are known as Floquet exponents, to maintain self-
adjointness of the Hill problem and discard any spurious spectrum. In other words, this
method computes parameters of the periodic state associated with a given Floquet mode.
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[53, 54, 55]

The second method is modal analysis that seeks Floquet Forms associated with a given
state. This could be done by directly computing the truncated spectrum of Hill’s matrix
for a given periodic state. However the truncated Hill spectrum needs treatment. Which
procedure to sort the Floquet Forms has not yet been settled. The two main contenders
are sorting methods based on the Hill eigenvalues [56, 57, 58] or eigenvectors [59, 60, 61].

1.2 Research goals

The first goal of this thesis is to be a comprehensive guide to computing Floquet forms in
the frequency domain, which are used as time-periodic modes. A comparison of time and
frequency domain methods are given and advantages and limitations of these methods
are shown. By improving the understanding of Floquet Forms and how to compute them,
their full potential can be unlocked. So that besides stability analysis, which is well-
established, modal analysis of time-periodic systems becomes more accessible.

The second goal of this thesis is to investigate what procedure computes FF efficiently
and robustly. For this purpose the sorting of Hill’s spectrum is analyzed in depth. Stability
analysis of linear time-periodic systems is investigated by comparing several frequency
domain methods. The convergence of these methods shows what method is most efficient.
Furthermore this closes the debate that the Hill matrix spectrum requires treatment.

The final goal of this thesis is how to use Floquet Forms as periodic modes and what it
means to generalize modal analysis from structures in equilibrium to structures in periodic
state. Floquet forms are a truly orthogonal basis in time and space for LTP systems. By
projecting the equations of motion on these periodic modes, a system of uncoupled LTI
equations is obtained. Understanding the derivations and implication of this shows the
reader that modal analysis of structures in periodic elastic state is possible and what the
challenges are.

1.3 Reading guide

The content of this thesis is divided in three chapters which deal with the context, com-
putation and application of time-periodic modes.

Chapter 2 covers the state of the art of structures in periodic elastic state and modal
analysis. This chapter starts by introducing the context with respect to nonlinear dynam-
ics. Systems investigated throughout the thesis are introduced. Subsequently, Floquet
theory is introduced by analysing stability of time-periodic systems in both the time and
frequency domain. Modal analysis of linear time invariant systems is treated as a basis
to understand time-periodic modal analysis.
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Chapter 3 shows how to compute Floquet forms. This chapter relies on work recently
published [59, 62]. Computation of Floquet Forms in the time domain is described. A
2 degree of freedom Ziegler column under periodic compression is used as a benchmark.
Floquet form stability in the frequency domain is compared for eigenvalue and eigenvector
sorting. The behaviour of Floquet Forms is analyzed for different cases: conservative and
non-conservative loads and asymptotic cases. Finally the case of a fundamentally unstable
Ziegler column demonstrates the robustness of eigenvector sorting.

In chapter 4 Floquet Forms are applied as an orthogonal basis for the transverse vi-
brations of a cantilever beam discretized with the finite element method. This beam’s
stiffness is modulated by a periodic prestress. Classic modes are applied to reduce the
finite element problem and keep the Hill matrix handleable. Floquet Forms are substi-
tuted in free vibrating equations of motion, which reduces it to a system of uncoupled,
time-invariant equations. By applying Floquet Forms in forced equations of motion, the
excitation is projected on a Floquet form basis. Both cases are tested for convergence and
computation speed.
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Chapter 2

State of the art

Modal and stability analysis is a well-established tool in structural engineering. It is a
method to reveal intricate vibrations in structural dynamics. Modes give vibrational and
stability information on the oscillatory patterns of a structure in equilibrium. Further-
more, modal frequencies show when to expect resonance. This in turn can be utilized for
assessment or optimization of structures.

An overview of stability analysis of time-periodic systems and classic modal analysis
are treated in this chapter. These key concepts are meant as background for readers that
are not specialized in time-periodic dynamics. What is introduced are relations between
periodic and constant systems, modal and stability analysis.

There have been several methods developed to analyze time-periodic systems for sta-
bility. Floquet theory shows these systems have linearly independent almost-periodic
solutions, equivalent to modes, called Floquet forms (FFs). However we believe there
is a current gap in literature, which consists mostly in a comprehensive guide for com-
puting and using these almost-periodic modes for engineering, namely for helping in the
understanding of the oscillations of structures in periodic elastic states.

Starting by specifying the place of time-periodic systems within nonlinear dynam-
ics, classic linear time-invariant system are introduced as a special case of time-periodic
systems. Stability of time-periodic systems and Floquet theory is then introduced and
Floquet theory is split into time and frequency domain approaches.

2.1 Time-periodic systems

In structural dynamics time-periodicity arises from certain processes directly. Rotating
machinery with imbalances such as damaged helicopter wings [17] or windturbines with
varying atmospheric conditions [63], are a principal domain as a source of interest for
time-periodic problems. In maritime engineering, parametric roll is considered as a time-
periodic stability problem [64]. Another application is to enhance damping by periodically
varying a parameter [30]. Classic textbooks on this subject have been written by Nayfeh
[11] and Bolotin [24]. More recently, books have been written by Fidlin [48] and Thomsen
[46] on the subject.



8 2 – State of the art

2.1.1 Relation between nonlinear and time periodic systems

The link between nonlinear, periodic and linear systems is described in this section.

The nonlinear dynamic of structures can usually be described in the N -dimensional
discrete formalism

ẏ(t) = f(t,y(t)), y(t) ∈ <N (2.1)

where the state of the system is described by the N -dimensional vector y(t). The state
velocity ẏ(t) = dy(t)/dt is a function of time t and the state of the system itself through
the evolution function f . By looking at stationary solutions of dynamical systems as
in (2.1), predictions can be made about their long-term behaviour. Possible stationary
solutions to nonlinear systems include fixed points, limit cycles, limit tori and strange
attractors [10]. The current discussion is limited to fixed points and limit cycles. These
are referred to as constant and periodic stationary states respectively.

If the solution is a fixed point of a dynamical system, the structure described by
this solution is often said to be in a constant equilibrium state. In structural dynamics,
linearizing around an equilibrium state leads to the canonical linear equation of motion
with mass, damping and stiffness matrices. Mathematically speaking, this linear system
is described by linear ordinary differential equations with constant coefficients.

In case of a limit cycle, the structure is said to be in periodic state. Linearizing the
system around the limit cycle leads to a time-periodic linear system. The equation of
motion now has one or more time-periodic coefficients. These systems are sometimes re-
ferred to as parametric systems since the parameter variation can be seen as an excitation
of the system [11]. Computing stability and the characteristic response of these systems
is a non-trivial task.

Other solutions such as tori and strange attractors, which lead to chaotic behavior
[10], are beyond the scope of this work. Limit tori lead to almost-periodic systems, these
can be approximated as periodic systems [65] to compute stability.

Almost-periodic functions [66] do not have a closed limit cycle, which would be the
case for periodic functions. However the system almost repeats itself within an arbitrarily
close distance ε given sufficient time τ0. So that if we take a continuous function g(t), the
system almost repeats itself: |g(t) − g(t + τ0)| < ε. In the work of Strogatz [10] this is
referred to as a quasi-periodic function.

The state of a system y(t) is what determines the change in state ẏ(t). If the system
is at a fixed point y0(t) = y0, then it will stay in that state so that: f(t,y(t)) = 0. For
periodic stationary state, the state is periodically repeating. When the limit cycle has a
period T , the periodic equilibrium state and its derivative are periodic: y0(t) = y0(t+T ),
ẏ0(t) = ẏ0(t+ T ). In state space this results in a closed trajectory [67].

By looking at linearized systems around stationary states, properties of the stationary
state such as stability and oscillatory modes can be analyzed. Liinearizing a dynamical
system around a stationary solution consists in writing out a first order approximation of
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the nonlinear system at this stationary state. This reveals the properties of the latter such
as stability and the linear vibratory response. Mathematically, this linearization process
consists in a first order perturbation of the stationary solution

y(t) = y0(t) + εy1(t) +H.O.T. (2.2)
y(t) ≈ y0(t) + εy1(t).

by expanding the response into a power series with a sufficiently small parameter ε. Since
the parameter ε is small, the higher order terms (H.O.T.) ε2, ε3, . . . , εn can be neglected.
Since we are linearizing at a limit cycle, the zeroth order response y0(t) is the limit cycle
itself and is supposed to be known.

Analyzing first order response y1(t) determines stability and shows the vibratory
modes around the stationary state. By expanding the nonlinear function (2.1) into a
Taylor serie, one obtains

ẏ0(t) + εẏ1(t) = f(t,y0(t)) + ε
∂f

∂y
(t,y0(t))y1(t). (2.3)

Separating the variables with and without ε gives: ẏ0(t) = f(t,y0(t)) and εẏ1(t) =
ε∂f
∂y

(t,y0(t))y1(t).

The first order derivative with respect to vector y0(t) is also referred to as the Jacobian
matrix:

J(t) = J(t,y0(t)) = ∂f

∂y
(t,y0(t)). (2.4)

By isolating the equation in ε, we get the first order dynamical equation around the
studied stationary state

ẏ1(t) = J(t)y1(t). (2.5)

It is from this linear equation that the linear vibratory response around a stationary state,
y0(t), is determined. Equation (2.5) is the linear ordinary differential equation that will
be studied throughout the report. The difference compared to (2.4) is that in the rest of
this work, the stationary state will be trivial and will not need to be computed in order
to only focus on linear systems. A final note on notation, the first order response y1(t) is
simplified to y(t) throughout this thesis.

2.1.2 Time-periodicity in Ordinary Differential Equations

Linear time invariant (LTI) systems can be seen as a special case of linear time periodic
(LTP) systems. The difference between LTP and LTI systems is that they have time-
periodic and time-invariant coefficients, respectively. They are governed by a set of linear
ordinary differential equations (ODEs) that for second order systems are in the form:

a0(t)x(t) + a1(t)ẋ(t) + a2(t)ẍ(t) = F (t). (2.6)
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Note that the dot notation is used for derivatives with respect to t so that the derivative
dx(t)/dt is noted as ẋ. The second derivative d2x(t)/dt2 is represented by double dots
ẍ(t). The coefficients ai(t), i = 0, 1, 2 depend periodically on time. Periodic coefficients
repeat themselves after a certain period by definition. If the period is noted as T , the
periodic coefficient ai(t) verifies ai(t) = ai(t+T ), where T is the period. The link between
time periodic and invariant systems is that as the period approaches zero, the coefficients
become constant. In other words, if a coefficient is constant, it could be considered as a
special class of periodicity with T = 0.

2.1.3 Time-periodic vibrations in engineering

In this section, equations of motion of LTP systems are given in the context of time-
periodic vibrations in engineering. The link between physical and state space equations is
explained. When analyzing LTP systems based on Floquet theory, state space equations
will be used which follows the notation from [21, 37, 39, 62].

When studying the vibrations around a structure in equilibrium state, the governing
equations of LTI systems have the canonical form:

Mẍ(t) +Cẋ(t) +Kx(t) = F (t). (2.7)

In the classic set of linear discrete N -dimensional equation (2.7), the stiffnessK, damping
C and mass M matrices are constant over time. This case corresponds to equations of
motion with constant coefficients. In the following, we will consider no damping in our
system so that C = 0.

If one wants to study the oscillations around a structure in periodic stationary state,
the coefficients of the ODEs (2.7) can vary periodically. Any system parameter, such
as mass, damping or stiffness, can be a source of periodicity. In the current work only
elasticity is assumed to be periodic, which is the most usual case in engineering.

In structural vibrations, periodic elasticity translates as a periodic stiffness matrix:

Mẍ(t) +K(t)x(t) = F (t). (2.8)

Equation (2.8) can be the result of nonlinear processes or because of an imperfection
in rotating machinery for example [59]. Note that limiting our framework to periodic
stiffness terms does not mean other sources of periodicities can not be analyzed. Eventual
periodicities in damping or mass can always be rewritten in the form of constant mass
with periodic stiffness (as in equation (2.8)) by a change of coordinates [11].

In this work, the periodic stiffness matrix consists of a constant partK0 and a periodic
part Kσ(t) with period T :

K(t) = K0 +Kσ(t), Kσ(t) = Kσ(t+ T ). (2.9)

Not only this is often the case in of practical problems (any slender structure under
periodic compressive or tensile prestress for example) but it can be useful to separate the
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constant and periodic terms. This allows to compare the classic response of the system
without periodicity to the system including periodicity. One can define the periodicity
using the period T or the frequency β = 2π/T .

In structural vibration, it is computationally useful to rewrite equations of motion
(2.7) in state space where they become first order differential equations. The state space
formalism is adopted for time-periodic systems (2.8), leading to:[

0 I
M 0

](
ż(t)
ẋ(t)

)
=
[
I 0
0 −Kσ(t) −K0

](
z(t)
x(t)

)
+
(

0
F (t)

)
. (2.10)

In equation (2.10), the state variable z is introduced that reads z(t) = ẋ(t).

The state matrices A(t) and B of sizes 2N × 2N are introduced along with state
vector y(t) of size 2N × 1 to simplify the notation

A(t) =
[
I 0
0 −Kσ(t) −K0

]
, B =

[
0 I
M 0

]
, y(t) =

(
z(t)
x(t)

)
. (2.11)

Furthermore the Jacobian matrix of the system is written as J(t) = B−1A(t) so that the
canonical form of time-periodic dynamical systems can be obtain

ẏ = J(t)y, J(t) = J(t+ T ). (2.12)

This state space formulation with periodic Jacobian of size 2N × 2N will be used exten-
sively in Floquet theory. It is interesting to note that equation (2.12) is identical to (2.5),
but the difference is that the expression of the periodic Jacobian matrix here is trivial,
when in (2.5), J(t) was depending on the nonlinear stationary state we had to compute.

2.2 Examples: vibrations of beams in periodic elastic
states

In figure 2.1 the cases analyzed throughout this work is shown. The first system is a finite
element model of the linear transverse vibrations of a cantilever beam under periodic
prestress (Fig.2.1(a,b)). The second case concerns the oscillatory motion of a straight
double pendulum under periodic compression load (Fig.2.1(c)).

The 2-DoF beam is an archetypical example of a time-periodic system. It is modeled
as a lumped mass and stiffness system with a periodic compressive load. This load can
be either constant in direction throughout deformation (η = 0), leading to a conservative
system. Or in case of η = 1 the load follows the direction of the beam θ2(t), which makes
the system nonconservative. This is a fundamental case which serves as a benchmark to
present time-periodic analysis techniques, notably in the frequency domain.

For the N degrees of freedom (DoF) beam the finite element formalism is used. The
finite element method (FEM) is a well-established numerical technique used in structural
engineering. Its equations of motion are derived from virtual work principles and solved
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numerically. This example is used to generalize analysis techniques of time-periodic sys-
tems to many DoFs, making them applicable in practical cases. Only the conservative
case of a discretized beam is considered.

2.2.1 Ziegler column

To illustrate the concept of time-periodic modal analysis, we consider the archetypal
example of the planar bi-articulated bar illustrated in Fig. 2.1(c), also known as the
Ziegler column. This case is a smaller and therefore computationally simpler case than
the N -DoF problem. However this case still shows a very rich picture of instabilities. It
is a simple system yet containing both conservative and non-conservative cases. It is well
known in literature and therefore it would be possible to compare our approach to other
methods [43, 68, 69]. Another advantage of this system is that it is possible to switch
between a conservative and non-conservative problem by simply changing the parameter
η from 0 to 1 in Fig. 2.1(c).

The rigid and inextensible bars of length 2l have a mass m. The two bars are allowed
to rotate at points O and B thanks to elastic hinges characterized by a rotational stiffness
k. At rest, the bi-articulated structure is lying in the horizontal direction (O, x). The
structure is moving in the plane (O, x, y) under the action of a constant end compressive
force. This force is either conservative (η = 0, i.e. horizontal force) or non-conservative
(η = 1, i.e. following force). The motion of this structure is completely parameterized
by the two angles θ1(t) and θ2(t) between the horizontal axis (O, x) and the first and
second bar, respectively. In this work, we are interested in the linear vibrations of this
two degrees-of-freedom structure about the trivial straight state θ1(t) = θ2(t) = 0. Such a
model is qualitatively representative of a tremendous amount of applications in structural

a)

b)

c)

Figure 2.1: Cases investigated are beam-models in periodic elastic states. a) A finite element
model of a beam under periodic prestress. Periodically varying stiffness is taken into account as
a geometric stress tensor. The geometric stress is directed along the beam’s axis and is constant
in space so that the geometric stress is: σg = σg,xx(t) = σg,xx(t+T ). An external load is applied
on the beam f(t). b) The actual configuration of the beam at time instant t. c) A two degrees of
freedom Ziegler column with a periodically varying axial compression loadA cos(Ωt). The beam
is parametrized by the angles θ1,2 and has stiffness k, mass m and length 2l.
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mechanics as it exhibits most of the classic bifurcations of dynamical systems, although
the perturbed stationary state is spatially trivial.

Balancing the quantity of acceleration of each bar of the bi-articulated elastic system
with the applied external moments (the expression of those quantities are given in Ap-
pendix A), the nonlinear equation of motion of the Ziegler column, reads, in the physical
space (θ1(t), θ2(t))

0 = 16
3 ml

2θ̈1 + 2ml2θ̈2 cos (θ1 − θ2) + 12ml2θ̇2 sin (θ1 − θ2) + 2kθ1 − 2kθ2+

2lA cos (Ωt) [cos θ1 sin ηθ2 − sin θ1 cos ηθ2] ,

0 = 4
3ml

2θ̈2 + 2ml2θ̈1 cos (θ1 − θ2)− 2ml2θ̇1 sin (θ1 − θ2) + kθ1 − kθ2+

2Al cos (Ωt) [sin θ1 cos ηθ2 − cos θ1 sin ηθ2] . (2.13)

By introducing the dimensionless time variable τ = ωnt with a reference natural fre-
quency ωn =

√
k/(ml2) and multiplying the equations Eq.(2.13) by 3/(16k) and 3/(4k),

Figure 2.2: Nonlinear dynamical response for various loading parameters and initial conditions
θ1(0) = θ2(0) = −1◦ and θ̇1(0) = θ̇2(0) = 0. A little amount of viscous damping has been
introduced to help the simulations. (a) Bifurcation to an equilibrium state for η = 0, β = 0 and
λ = 0.072. (b) Flip bifurcation to a dynamic state with a 2T -period for η = 0, β = 0.584 and
λ = 0.036. (c) Hopf bifurcation to a periodic stationary state for η = 1, β = 0 and λ = 0.4. (d)
Secondary Hopf or Neimark-Sacker bifurcation on a quasi-periodic state for η = 1, β = 0.1 and
λ = 0.6. Insets show the bifurcated stationary states in the state space

(
θ(τ), θ̇(τ)

)
.
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respectively, one can rewrite Eq.(2.13) in the dimensionless form

0 = θ̈1 + 3
8 θ̈2 cos(θ1 − θ2) + 3

8 θ̇
2
2 sin(θ1 − θ2) + 3

8θ1 −
3
16θ2

+λ cos(βτ) [cos(θ1) sin(ηθ2)− sin(θ1) cos(ηθ2)] ,

0 = θ̈2 + 3
2 θ̈1 cos(θ1 − θ2)− 3

2 θ̇
2
1 sin(θ1 − θ2) + 3

4θ2 −
3
4θ1

+4λ cos(βτ) [cos(θ2) sin(ηθ2)− sin(θ2) cos(ηθ2)] . (2.14)

where ˙( ) denotes differentiation with respect to τ , β = Ω/ωn is the ratio between the
excitation and the reference natural frequency and λ = A/(8k/3L) represents the dimen-
sionless amplitude of the harmonic compressive load. The dimensionless period of the
applied compressive force now reads T̄ = 2π/β.

Eq.(2.14) is an implicit nonlinear system of Ordinary Differential Equations (ODEs)
with periodic coefficients in the form f

(
x(t), ẋ(t), t,

)
= 0, where the 4-dimensional state

vector reads x(t) = {θ1, θ2, θ̇1, θ̇2}T . By changing the dimensionless loading parameters λ
and β in the conservative case η = 0 or non-conservative one η = 1 and for a given set
of initial conditions x(0), this simple system exhibits most of the qualitative vibrational
behavior of stationary states of nonlinear dynamical systems as shown in Fig. 2.2.

The non-linear response of the 2-dof beam in fig.2.2 shows what happens when non-
linearity effects take effect, after loss of local stability. The stationary response leaves
the equilibrium state {θ0

1, θ
0
2} = 0 since it is locally unstable. This is due to magnitude

and frequency of the force applied. In the conservative case (η = 0) with constant load
buckling occurs, see fig.2.2(a). The system starts at the unstable point θ(0) = 0, the
response diverges until it stabilizes at a new equilibrium. Therefore in state space the
stationary response is described by points.

In case of fig.2.2(b) compression in the beam is periodic (β 6= 0), and a bifurcation
occurs. The stationary response is not constant, but periodic. The period of the response
depends on what type of bifurcation has occured. In this case there is a flip bifurcation.
A flip bifurcation is sometimes referred to as a period doubling bifurcation [10]. The
response period of the new periodic equilibrium state doubles so that it becomes 2T .

In the case of nonconservative compression (η = 1), other types of bifurcation occur.
With a constant compressive load, the system undergoes a Hopf bifurcation. This results
in flutter instability. Response grows while oscillating until it reaches a new dynamic
equilibrium, see fig.2.2(c). The response in figures 2.2(b) and 2.2(c) is in both cases
periodic. Both have periodic stationary states, although at different frequencies and
amplitudes. In state space the steady state for cases (b) and (c) are described by limit
cycles.

Including periodicity in the nonconservative case (β 6= 0, η = 1), leads to a stationary
response which is not periodic but quasi-periodic. The corresponding bifurcation is of the
Neimark-Sacker type [10, 70]. In state space, there is some order to the response but it is
neither a point nor a limit cycle as we have seen before.

The nonlinear response, also known as the post-critical behaviour, shows what happens
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when the beam is unstable. The type of bifurcation tells what stationary state to expect
qualitatively. Linear models, that are studied in this report, can show what type of
bifurcation occurs when varying parameters. But those models do not describe nonlinear
response quantitatively, the post-critical qualitative behavior is deduced from bifurcations.

Linearization of Ziegler column

By introducing methods to analyze the stability of time-periodic systems, post-critical
behavior can be analyzed qualitatively without the need for nonlinear analysis. For this
purpose, the Ziegler column is linearized by taking the nonlinear equations of motion
(2.14) and linearizing the response with respect to ε after setting θ1,2(τ) = θ0(τ)+ εθ∗(τ).
An equilibrium is found that corresponds to the trivial state θ0(τ) = 0. The linear
response around the trivial state leads to canonical undamped equations of motion:

Mẍ(τ) +K(τ)x(τ) = 0, (2.15)

where the displacement x(τ) = {θ∗1(τ), θ∗2(τ)}T and the values for mass M and stiffness
K matrices read:

M =
[
1 3

8
3
2 1

]
, K(τ) =

[
3
8

3
16

−3
4

3
4

]
+ λ cos (βτ)

[
−1 η
0 4η − 4

]
. (2.16)

where the dimensionless frequency β and load λ come from (2.14). The stability and
response of the Ziegler column depend on the modulation parameters β and λ.

An LTP system has been derived from the linearization around the trivial straight
state of Ziegler column in periodic compression and traction. This system provides a
benchmark to test time-periodic analysis methods.

2.2.2 Finite element discretization of the cantilever beam with
periodic prestress

The periodically prestressed beam of Fig.2.1(a,b) is modeled using finite elements. FEM is
a general method to solve differential equations and is used to model problems from struc-
tural and fluid mechanics, heat transfer, and electromagnetism, among others. Applying
the analysis of time-periodic structures in the framework of FEM allows its application
in many fields. The goal of this section is to show, while using FEM, how to arrive at the
canonical equation Mẍ(t) +K(t)x(t) = F (t). Only the case of a conservative system is
considered.

The beam considered is modeled in 2D as a cantilever beam under periodic prestress.
The periodic prestress is directed along the axial direction and is of magnitude σ0(t). We
will show that the periodic axial prestress induces a periodic geometric stiffness matrix:
Kg(t) = Kg cos βt = λKc cos βt where the parameters λ and β are the amplitude and
frequency modulation, respectively and whereKc is the critical compressive stress matrix
that induced the first buckling mode of the cantilever beam.
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The investigated beam is modeled as a steel beam occupying in its reference config-
uration the domain Ω of length 1 m and heigth 0.1 m. We set the mass density 7800
kg/m3, the Young’s modulus E = 2.1 GPa, and the Poisson’s ratio ν = 0.3. The beam
is clamped on the left hand side and is prestressed axially with a value σ0(t) = Px(t)/S,
where S is the cross-sectional area and Px(t) is an end axial periodic load. The current
configuration of the beam at time t is described by the field u(t) : x ∈ Ω→ u(t)(x) ∈ R3.
The linearized deformation ε(u) and stress σ(u) tensors are

ε(u) = 1
2
(
∇u+∇Tu

)
, σ(u) = λ̄tr(ε(u)) I + 2µ̄ ε(u), (2.17)

where λ̄ and µ̄ are the Lamé constants that in plane strain read as λ̄ = Eν
(1+ν)(1−2ν) and

µ̄ = E
2(1+ν) , and I is the identity tensor.

The finite element method is based on the weak formulation of the equations of motion
of the system. After discretizing the domain Ω in a set of elements, the field u(t) is
approximated as a linear combination of n basis functions having a compact support on a
patch of element. The coefficients of this linear combinations becomes the news unknowns
of the discretized problem. It can be shown that the weak formulation of the linearized
equation of motion around the straight prestressed configuration for our prestressed beam
is as follows: Find at smooth function u(t) respecting the kinematic boundary conditions
such that

am(ü(t), v) + ak(u(t), v) + ag(u(t), v) = 0, (2.18)
for each admissible test function v and each time t, where

am(u, v) =
∫

Ω
ρ u · vdx0,

ak(u, v) =
∫

Ω
σ(u) · ε(v)dx0,

ag(u, v) = σ0(t)
∫

Ω

∂u

∂x

∂v

∂x
dx0. (2.19)

are bilinear forms associated to the mass, the material stiffness, and the geometric stiffness,
respectively.

Substituting into (2.19) the discrete finite element approximation of the solution in
the form

u(t)(x) =
N∑
j=1

Uj(t)φj(x), (2.20)

where φj(x) are the finite element basis function, one gets the discretized system

Mü(t) + (K0 +Kg(t))u(t) = 0, (2.21)

where

M ij = am(φi, φj), Kij
0 = ak(φi, φj), Kij

g = ag(φi, φj), (2.22)

are the mass matrix, the material stiffness matrix, and the geometric stiffness matrix,
respectively.
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Introducing the parameter λ as a fraction of the critical compressive load and the
frequency β as the system frequency, this leads to: σ0(t) = λσc cos βt where σc is the
critical buckling stress in the beam. The geometric stiffness matrix can then be reformu-
lated as: Kg(t) = λKc cos βt. The advantage of this formulation is that the modulation
parameters becomes explicit in the expression of the geometric stiffness matrix.

In this work use is made of the FEM-software FEniCS [71]. This is an open-source
software having a python interface that allows for an easy and efficient implementation of
the finite element method, including the assembling of the finite element matrix defined
above.

2.3 Stability of time-periodic systems

To illustrate stability analysis, the case of a 2-DoF pendulum 2.2.1 is analyzed. Both the
periodic and constant compressive prestress cases are investigated. These cases show the
difference between time-periodic stability and what happens when the coefficients become
constant. One difference between linear ODEs with periodic and constant coefficient is
the types of instabilities that can occur [10].

2.3.1 Floquet theory

The goal of this section is to explain what Floquet solutions are and how we can analyze
the stability of time-periodic systems. Floquet theory is based on work by its name-giver,
Gaston Floquet, on differential equations [34]. In this work he has proven that the solu-
tions of differential equations with periodically varying coefficients can be decomposed in
almost-periodic solutions. To compute these solutions, we can distinguish two approaches
in Floquet theory.

The first approach is made in the time domain method. It computes the periodic
solutions by integrating the equations of motion over time. The modulation parameters
are taken into account by direct time integration. The second approach transforms coeffi-
cients and almost-periodic solutions into the frequency domain. In the frequency domain
the so-called Hill matrix is constructed. From the eigenspectrum of the Hill matrix the pe-
riodic almost-periodic solutions are computed, as will be shown in more detail in chapter
3.

Floquet has shown that time-periodic differential equations in the form ẏ(t) = J(t)y(t)
where J(t) is T -periodic have solutions in the form:

y(t) =
N∑
n=1
pn(t)esnt, pn(t) = pn(t+ T ), (2.23)

where the component of the solution pn(t) is a time-periodic vector function in state
space. The state vector y(t) is of size N so that y(t) ∈ RN . The time-periodic vector is
of the same size so that p(t) ∈ RN .
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Equation (2.23) is very similar to a classic decomposition on classic harmonic eigen-
modes when considering ODEs with constant coefficients where the pn(t) would then be
constant in time.

An even more general formulation of eqn.(2.23), is to use the more general Floquet
amplitude qn(t). This results in a Floquet transform y(t) = ∑N

n=1 pn(t)qn(t). The am-
plitudes qn(t) are used in chapter 4 when the system undergoes forcing so that ẏ(t) =
J(t)y(t) + F (t).

This section focuses on computing Floquet exponents sn and multipliers ρn = esnT

that are used for stability analysis. Computation of functions pn(t) will be discussed in
detail in chapter 3. Applying these functions for modal analysis is explained in chapter
4.

2.3.2 Time domain

The time domain approach to time-periodic ODEs consists in integrating the system over
a period. Computing Floquet solutions in the time-domain has been well established for
stability analysis and requires a non-trivial time-integration [37, 39].

State Transition Matrix

An important concept for Floquet theory in the time domain is the State Transition
Matrix (STM), Φ(t, t0), which is defined as the change of state over time:

y(t) = Φ(t, t0)y(t0). (2.24)

The STM itself is defined as a matrix from a specific initial time t0 to time t where one
can set the initial time to zero, t0 = 0.

The derivative of the STM,

Φ̇(t, 0) = J(t)Φ(t, 0), (2.25)

is found by substituting (2.24) into the time-periodic linear equation of motion (2.12),
ẏ(τ) = J(τ)y(τ). The STM derivative is important in order to integrate the STM over
time.

It is easy to see that the initial value of the STM is the unit matrix

Φ(0, 0) = I, (2.26)

since when considering the STM of (2.24) at time t = t0, the STM has to map the initial
condition y(0) to itself.

It is important to note that the STM itself is not periodic but there are periodic
properties that can be extracted from the STM. One of this property is to look at the
STM after one period T and analyze the so-called Monodromy matrix.
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Monodromy matrix

The STM over one period is known as the monodromy matrix

Φ(T, 0) = M. (2.27)

From this matrix, the stability of a time-periodic system can be computed.

Since the monodromy matrix is defined as the STM over one period, the STM after
more than one period can be defined as

Φ(t+ T, 0) = MΦ(t, 0). (2.28)

The relation between the STM and monodromy matrix over multiple periods is defined
by

Φ(t+ nT, 0) = MnΦ(t, 0). (2.29)

This relation shows that computing the monodromy matrix gives insight into the long-
term behavior of the system. To get more insights in the properties on the long term, it
is possible to decompose the matrix Mn in the form

Mn = Q−1BnQ. (2.30)

where Q is the matrix that gathers the eigenvectors of Mn and Bn is a diagonal matrix
whose entries are ρni where ρi, the eigenvalues of the monodromy matrix M, are called
the Floquet multipliers.

2.3.3 Frequency domain

Stability of linear time-periodic systems can also be computed in the frequency domain.
An advantage of the frequency domain is that no time integration is needed. However, as
we will see later, there will be a larger eigenproblem to be solved. Another advantage of
the frequency domain method is that spectral informations or the frequency content of the
vibratory response y(T ) is directly obtained. The method itself is based on transforming
the periodic equations of motion into the frequency domain, i.e. by expanding periodic
functions in Fourier series and applying the harmonic balance method. This eliminates
the time dependencies of coefficients in the equation.

Floquet-Fourier-Hill transform

According to Floquet theory expressed in equation (2.23), the oscillatory motion y(t) can
be decomposed in the sum of N independent fundamental solutions yn(t)

y(t) =
N∑
n=1

cnyn(t), (2.31)
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where cn are constant coefficients and the particular form yn(t) = pn(t)esnt is known
as a Floquet form (FF). The subscript n denotes the nth FF. We recall the Jacobian
matrix J(t) of the N -DoF system under study ẏ(t) = J(t)y(t) is periodic with period
T or fundamental frequency β = 2π/T . Therefore each fundamental solution yn(t) has
a T -periodic vector function pn(t) with size N : pn(t) = pn(t + T ) and an amplitude
qn(t) = esnt.

Using m FFs, the total response of the system can be written in matrix form y(t) =
p(t)q(t) where p(t) = {p1(t), . . . ,pm(t)} is an N ×m-matrix with periodically repeating
eigenfunctions in columns and the amplitudes are gathered as an m × 1 vector q(t) =
{q1(t), . . . , qm(t)}T .

Only one FF is considered for deriving the following Floquet-Fourier-Hill transfor-
mation. The basic idea is to expand the periodic vector function pn(t) in the Fourier
series

pn(t) =
∞∑

h=−∞
phne

ihβt. (2.32)

Since the amplitude qn(t) is an exponential function esnt, the total response for one FF is
written as

yn(t) =
∞∑

h=−∞
phne

(sn+ihβ)t. (2.33)

The periodic Jacobian is also transformed into the frequency domain

J(t) =
∞∑

j=−∞
J jeijβt. (2.34)

Note that none of the coefficients J j, or phn are time dependent. Now that we have all
the periodic quantities in the frequency domain, the decomposed equation of motion can
be written. By replacing equations (2.32), (2.33) and (2.34) in the equation of motion
ẏ(t) = J(t)y(t), one obtains

∞∑
h=−∞

(sn + ihβ)phne(sn+ihβ)t =
∞∑

h=−∞

∞∑
j=−∞

J jphne
(sn+i(h+j)β)t. (2.35)

The problem with (2.35) is that the exponentials on the left and right hand side have
different power values. This is due to the variable j, which can be eliminated by using a
frequency shift of h→ h− j. This means that all values of h are shifted to the new value
h− j.

∞∑
h=−∞

(sn + ihβ)phne(sn+ihβ)t =
∞∑

h=−∞

∞∑
j=−∞

J jph−jn e(sn+ihβ)t (2.36)

Now that the power of the exponentials are equal on the left and right hand side, the
equation can be rewritten

∞∑
h=−∞

∞∑
j=−∞

[
J jph−jn − (sn + ihβ)phn

]
e(sn+ihβ)t = 0. (2.37)
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In this equation, the vectors phn and matrix-vector products J jph−jn are grouped per
harmonic (sn + ihβ). The relation with the original time-periodic equation J(t)y(t) −
ẏ(t) = 0 is that now equation (2.37) can be easily recast in a time-independent system
of algebraic equations. Indeed, in order for equation (2.37) to be true for each time t,
it needs to be true for each harmonic (sn + ihβ). This is called the harmonic balance
method which consists in equating each harmonic of (2.37) to zero:

harmonic number exponential balance equation

h = −2 e(sn−2iβ)t
∞∑

j=−∞

[
J jp−2−j

n

]
− (sn − 2iβ)p−2

n = 0,

h = −1 e(sn−iβ)t
∞∑

j=−∞

[
J jp−1−j

n

]
− (sn − iβ)p−1

n = 0,

h = 0 esnt
∞∑

j=−∞

[
J jp−jn

]
− snp0

n = 0,

h = 1 e(sn+iβ)t
∞∑

j=−∞

[
J jp1−j

n

]
− (sn + iβ)p1

n = 0,

h = 2 e(sn+2iβ)t
∞∑

j=−∞

[
J jp2−j

n

]
− (sn + 2iβ)p2

n = 0. (2.38)

The next step consists in reformulate the algebraic equations (2.38) into matrix form in
order to compute the Floquet exponents sn to determine the stability of time-periodic
system.

Infinite Hill matrix

The harmonically balanced equations 2.37 can be rewritten in matrix form, which leads
to an eigenproblem

(H− snI)φn = 0. (2.39)

This new formulation contains three important components: the so called Hill matrix
H, the Floquet exponents sn and their corresponding eigenvector φn. The obtained Hill
matrix is an infinite dimensional Toeplitz matrix [72] in the form

H =



. . . ... ... ... ...
· · · J0 + iβI J−1 J−2 · · ·
· · · J1 J0 J−1 · · ·
· · · J2 J1 J0 − iβI · · ·

... ... ... ... . . .

 , (2.40)

where each block row in the Hill matrix represents a harmonic h. In equation (2.39), the
eigenvector of Hill’s matrix φn is defined by

φjn =
[
p−∞−jn , . . . ,p−1−j

n ,p0−j
n ,p−1−j

n . . . ,p∞−jn

]T
. (2.41)
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This is a block vector that consists of Floquet eigenfunction components ph−jn . The
corresponding eigenvalues sjn are defined by

sjn = sn + ijβ. (2.42)

Note that both the eigenvector and eigenvalue depend on harmonic j that reads j =
−∞, . . . ,∞.

Finite Hill spectrum

Up until now the Hill matrix was infinite, however for evident numerical reasons we need
to truncate the matrix. This means that the number of harmonics taken into account is
limited for practical purposes. The harmonics are truncated so that j, h = −H, . . . , H.
This truncation raises a new question: whether the eigenvalues of the truncated Hill
matrix converge to the same values as the original infinite matrix? The answer to this has
been studied in literature [50, 73]. Although the eigenvalues converge, there will always
remain an error near the edges of the eigenspectrum. In other words the largest truncation
error is when when the harmonic j approaches truncation H.

One effective method that has been used in literature is the sorting of Floquet expo-
nents based on their imaginary values. For the converged part of the Hill spectrum, we
can express the Floquet exponents as skn = sn + ikβ for n = 1 . . . N and −H ≤ k ≤ +H.
Since we want to obtain only N lineary independent Floquet exponents to assess linear
stability of the studied periodic stationary state, this method only takes into account the
N eigenvalues that are in a certain domain: −β/2 < =(sn) ≤ β/2 [58]. This domain is
referred to as the spectral primitive cell (this name is derived from the primitive cell of
spatially periodic structures [74]). By taking the N eigenvalues whose imaginary parts
are contained in the spectral primitive cell −β/2 ≤ =(sl) < β/2, the latter will even-
tually converge to Floquet exponents as H is increased. The convergence of the sorted
eigenvalues has been rigorously proved [57, 58].

In chapter 3, we will show in detail that one has to be very careful when sorting the
spectrum of the finite Hill matrix and notably that sorting strategies to clean up this
spectrum are needed.

2.3.4 Stability types

There are two ways to look at stability of a periodic system: Floquet exponents or mul-
tipliers. Both methods are based on Floquet theory, but are computed using time and
frequency-domain methods respectively. The growth rate shows whether the system is
stable or not. In case of an instability, Floquet multipliers or exponents can tell what
type of local bifurcation takes place. Since we are studying linear stability concepts, the
perturbation will grow exponentially until infinity but in reality, nonlinearities take effect
that would limit the response.
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The reader should pay attention to the fact that the stability computations are done
in state space. This means that the number of eigensolutions is double that of the number
of physical modes. This means also that each Floquet exponent has a complex conjugate.

Floquet multipliers

As shown in section 2.3.2, Floquet multipliers are the eigenvalues of the monodromy
matrix M and are the amplification factor of the time-periodic system’s fundamental
modes between each period. The limit after an infinite number of periods is expressed
using the ith complex Floquet multiplier ρi and monodromy eigenvector Qi:

lim
n→∞

y(nT )i = lim
n→∞

Q−1
i ρniQi. (2.43)

From this equation conclusions can be drawn about the stability based on the magnitude
of the Floquet multiplier ρi. This is useful if one wants to know how the system’s response
will qualitatively behave over the long term. There are three cases possible when looking
at Floquet multipliers of periodic systems:

• |ρi| > 1: The system is unstable in case the norm of a Floquet multiplier ρn is
bigger than unity. This corresponds to an unstable periodic stationary state y0(t),
whereby the solution grows exponentially.

• |ρi| = 1: A Floquet multiplier of one implies an undamped, neutrally stable station-
ary solution. This neutral periodic state means the perturbation y(t) neither grows
nor diminishes over time.

• |ρi| < 1: The stationary state y0(t) is stable and the perturbation y(t) diminishes
over time.

Moreover, the qualitative behavior in case of instability can be determined by the complex
value of the Floquet multipliers.

In figure 2.3, four different cases are identified when the Floquet multiplier norm is
superior or equal to one (|ρi| ≥ 1). Depending on the phase or how the Floquet multipliers
cross the unit circle, different types of instabilities can occur. In fig.2.3(a) the neutrally
stable case is presented with |ρ| = 1 . A Floquet multiplier ρ and its complex conjugate
ρ̄ are shown. This complex conjugate is due to the state space definition of the governing
equations.

Figure 2.3(b) shows a steady state bifurcation at ρ = ρ̄ = 1. This type of bifurcation
leads to an exponential growth of the perturbed response with period T . The state of the
ith Floquet form is given as yi(t+ T ) = |ρi|yi(t). This is referred to as a T -instability. In
nonlinear analysis a new stationary state with a period T would be found.

Figure 2.3(c) shows a flip bifurcation at ρ = ρ̄ = −1. Similar to the nonlinear response
as illustrated in Fig.2.2(b). This type of bifurcation leads to an exponential growth
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(a) (b)

(c) (d)

Figure 2.3: Stability analysis using Floquet multipliers with the unit circle in yellow. (a) Neutral
stability at |ρ| = 1. (b) Steady bifurcation leading to a new dynamic stability with response
period T at ρ = 1. (c) Flip or period doubling bifurcation leading to a new dynamic stability
with response period 2T at ρ = −1. (d) Secondary Hopf or Neimark-Sacker bifurcation leading
to a almost-periodic instability.
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of the linear response with period 2T . The state of the ith Floquet form is given as
yi(t+ 2T ) = 2|ρi|yi(t). This is referred to as a 2T -instability. In nonlinear analysis a new
stationary state with a period 2T would be found.

Figure 2.3(d) shows a Neimark-Sacker bifurcation leading to a new almost-periodic
stationary state. The motion of the corresponding emerging nonlinear solution would be
almost-periodic. Similar to the nonlinear response as illustrated in fig.2.2(d). This type
of bifurcation occurs when two FFs with multipliers ρ1 = ρ2 are coupled in a value that
us not ±1. This is similar to coupled-mode flutter which is caused by frequency lock-in
in as illustrated in fig.2.2(c)[75].

Floquet exponents

The relation between Floquet multipliers and exponents of equation (2.23) is

ρn ⇐⇒ esnT . (2.44)

Both describe how a particular fundamental state is multiplied after one period so that
yn(T ) = ρnyn(0) = y(0)esnT .

From the frequency approach shown in section 2.3.3, Floquet exponents sn can be
directly computed. These exponents determine the frequency and stability of the response
y(t) = ∑N

n=1 cnyn(t) with yn(t) = pn(t)esnt. The link between constant and time-periodic
systems is that the well known Lyapunov exponent is a particular case of Floquet exponent
when dealing with the perturbation of equilibrium states. By looking at the long term
behavior of the exponential term esnt, the stability of the system is determined by the
limit limt→∞ e

snt. If we write the complex Floquet exponent in the form sn = a + ib,
the computed real part, also known as the growth rate, is the one that determines linear
stability of a periodic stationary state:

a < 0, damped, stable
a = 0, undamped, neutrally stable
a > 0, unstable

lim
t→∞

e(a+ib)t = 0,
lim
t→∞

e(a+ib)t 6= 0,
lim
t→∞

e(a+ib)t =∞.
(2.45)

We will come back in more details on the computation and determination of the linear
stability of time-periodic systems through Floquet exponents and Floquet forms in chapter
3.

2.3.5 Stability analysis of the 2-DoF Ziegler column

A stability analysis is shown on the simple example of the two degrees of freedom Ziegler
column with an axial harmonically varying load from section 2.2.1 illustrated in Fig.2.2(c).
As already seen, this example has a rich stability behavior, since steady-state, flip and
Neimark-Sacker bifurcations are found by changing the modulation parameters of the
periodic axial load.
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As previously stated, the stability of this time-periodic system can be solved in the time
domain by studying the Floquet multipliers of its monodromy matrix or by sorting the
spectrum of its finite Hill matrix in the frequency domain. The latter will be explained in
more detail in chapter 3 and we will focus on the more classic technique of the monodromy
matrix. Varying the fundamental frequency β and amplitude λ of the axial periodic load,
different stability types due to different bifurcation types are observed. The difference
between the non-conservative η = 1 (a following axial load throughout deformation)
and conservative case η = 0 (a horizontal axial load throughout deformation) results in
different types of instabilities.
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Figure 2.4: Stability chart of the conservative case η = 0. In red the T-instability is shown.
Orange shows the 2T-instability region. The white area is where the straight Ziegler column is
stable. The stability is computed on a 500× 500 grid in the (β, λ) modulation parameter space
and colors are plotted according to the closest data point.

In Fig.2.4 a stability diagram of the undamped straight Ziegler beam under conser-
vative, harmonically varying axial load is shown. The amplitude of the harmonic load λ
varies between 0 and 1.0, where 1.0 is the critical static buckling load of the compressed
2-DoF Ziegler column. The frequencies β are normalized with the first natural frequency
ω1 of the unloaded system. On a 500 by 500 grid in the (β, λ) modulation space, the mon-
odromy matrix is computed as well as its Floquet multipliers. The stability is determined
by observing the compex Floquet multipliers in the unit circle as shown in the previous
section. We see that stability regions and T and 2T -instabilities regions alternate under
axial loads with various excitation frequency β and amplitude λ.

From literature [11] it is known that time-periodic systems can destabilize at low
modulation amplitudes compared to static instabilities. In case of a static compressive
load, the beam destabilizes at buckling load λ = λb and no earlier. While the time-periodic
system dynamically destabilizes for example at λ > 0 and β = 2ω1. This is known as the
principal parametric instability region [11].
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Figure 2.5: Stability chart of the nonconservative case (η = 1). In green the instability regions
where Neimark-Sacker bifurcations take place is shown. Orange shows the 2T-instability regions.
The white area is where the system is stable. On the vertical axis is the load λ relative to the
classic flutter critical load, λf . On the horizontal axis the frequency normalized with the first
natural frequencyn β/ω1 is shown. The stability is computed on a 500 × 500 grid in the (β, λ)
modulation parameter space and colors are plotted according to the closest data point.

In Fig.2.5 the stability diagram of the nonconservative case η = 1 is shown. This time,
the load parameter λ is normalized to the flutter load λf . In the modulation parameter
space (β, λ), we observe an alternance between stable zones, almost-periodic and 2T -
instabilities regions. In the nonconservative case, instabilities are qualitatively different
as compared to the conservative case. There are Neimark-Sacker bifurcations leading to
almost-periodic instabilities and there are no T -instabilities observed. The distribution of
instability zones itself is different as well. The only similar zone is at β = 2ω1 leading to
the only 2T -instability, although with increasing load the 2T -zone develops very different
than its conservative counterpart shown in Fig.2.4.

In chapter 3, we will come back on the numerical determination of the linear stability
of the Ziegler column in periodic elastic state, but this time, by looking in detail how
to correctly reproduce the stability charts of Figs.2.4 and 2.5 in the frequency domain
through Floquet exponents.

2.4 Classic Modal Analysis

Modal analysis is a well established tool used in structural engineering. It consists of
using modes to compute and gain physical insights in the physical vibratory response
of a structure in equilibrium state. A classic normal mode, or harmonic eigenmode, is
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composed of a natural frequency and a mode shape. Decomposing a vibratory response
into modes relies on the expansion theorem, which states that any vector of size N can be
represented by the sum of N orthogonal vectors. If this theorem is applied to the vector
of degrees of freedom of the discretized cantilever beam of Fig.2.2(a), decomposing the
physical vibratory response x(t) into N free vibrating modes reads

x(t) =
N∑
n=1
Xne

ωnt. (2.46)

Here, the natural frequencies ωn show at which operating conditions resonance can be
expected. The mode shapes Xn reveal how loading or constraining a structure changes
the vibratory response. For dynamic analysis, modal projection is an important tool for
model reduction. Indeed, the number of degrees of freedom in a system can often be
projected to a selected number of modes. This allows for much shorter computation time.
Also, classic normal modes themselves can be analyzed to decide how to change stiffness
and mass properties of a structure.

Computation of the classic modal basis

Consider the classic linear discrete equations of motion where the stiffness and mass
matrices are constant, like it would be the case after applying the finite element method
on the cantilever beam of Fig.2.2(a) without periodic prestress and without external load:

Mẍ(t) +K0x(t) = 0. (2.47)

Classic modal analysis consists in rewriting the vibratory response x(t) as a linear
combination of harmonic eigenmodes. This makes use of the expansion theorem that
states a vector can be decomposed into a series of orthogonal vectors. We can then write

x(t) =
∑
n

XnTn(t) = XT (t). (2.48)

For each mode, the time and space variables are separated into two distinct quantities:
the space dependent matrix of mode shape X and the vector of time dependent modal
amplitude T (t).

The equations of motion are transformed to modal coordinates by replacing x(t) by
its expression (2.48) in (2.47)

MXT̈ (t) +KXT (t) = 0. (2.49)

Modal coordinates refers to the fact that the physical coordinates of the system x(t) are
now written as a superposition of modesXT (t). Modal amplitudes are free variables and
can be considered coordinates in this equation.

By imposing the solution Tn(t) = eiωnt its second derivative is T̈n(t) = −ω2
ne
iωnt =

−ω2
nTn(t). Substituting this in the homogeneous equation of motion (2.49) results in the

generalized eigenproblem (
K − ω2

nM
)
Xne

iωnt = 0. (2.50)
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where the eiωnt can be discarded. The mode shapes and frequencies are simply found by
solving the eigenvectors and eigenvalues, respectively. Solving this eigenproblem can be
done by one of many eigensolver algorithms available [76, 77].

Mode shapes visualization

Here, we compute the mode shapes of the cantilever beam from section 2.2.2 illustrated in
Fig.2.2(a) but with no periodic prestress thanks to the FEM-software FEniCS [71]. The
finite element model for this case has N = 108 degrees of freedom.
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Figure 2.6: First bending mode shape of the discretized cantilever beam which has a natural
frequency ω1 = 21.433 rad/s.
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Figure 2.7: Second bending mode shape of the discretized cantilever beam which has a natural
frequency ω2 = 127.015 rad/s.

0.0056585

0.011317

0.016976

0.000e+00

2.263e-02

eigenmode Magnitude

Figure 2.8: Third mode shape of the discretized cantilever beam which has a natural frequency
ω3 = 271.587 rad/s. This is a compression mode, the original shape is shown with black lines.

In Fig.2.6 the first bending mode is shown. The color indicates displacement magni-
tude. In Fig.2.7 the second bending mode is shown when Fig.2.8 shows a compression
mode (to show this clearly the reference configuration of the beam is shown in black).
These mode shapes are representations of the vector Xn with n = 1, 2, 3. These principal
or natural vibrational motions capture important information when projecting on them.
Usually only a few modes are necessary to get an accurate representation of the system
vibratory response [78].
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2.4.1 Modal projection of the cantilever beam with periodic pre-
stress

Once modes are computed, these are often used to project linear discrete equations of
motion. Projection has the advantage that the equations can then be reduced because a
small basis of modes is often sufficient to capture the physics underlying the vibration.
Furthermore algebraic solutions could be found for certain types of excitation, avoiding
time-integration of dynamic problems, especially when dealing with classic systems in the
form (2.47).

Here, taking the equations of motion (2.21) of the beam in periodic elastic states and
projecting them on n classic eigenmodes x(t) = XT (t), where the modes are computed
using the constant mass M and material stiffness K0 matrices (as shown before) results
in

T̈ (t) +
(
ω2
n + λK̂c cos(βt)

)
T (t) = XTF (t). (2.51)

The modal projected matrices K̂c, ω2
n and M are of size n × n and modal amplitude

T (t) and modal excitation XTF (t) are of size n × 1. The modal projected mass matrix
is unity XTMX = 1 and the material stiffness results in a diagonal matrix with modal
frequencies squared XTK0X = ω2

n. The geometric stiffness, expressed as λK̂c cos βt =
λXTKcX cos βt, is the projected periodic geometric stiffness matrix. Note that the
geometric stiffness is defined by its fundamental frequency β and amplitude scaling λ
where λ = 1 corresponds to the compressive buckling matrix Kg = Kc.

In the projected equations (2.51), λK̂c cos(βt) is a time dependent full matrix. This
is because classic modal analysis is defined on ODEs with constant coefficients and does
not decouple periodic problems because it is not a full orthonormal basis for the whole
period.

Classic case with no prestress (λ = 0)

When applying modal analysis on a linear time independent system which is the case of
equation (2.51) with λ = 0, the equations of motion in the modal basis are fully decou-
pled. The equations can be truncated up to a small number of modes that significantly
contribute to the vibratory response x(t). Furthermore this has the advantage that for
certain cases, an analytical solution can be found for the modal amplitude response.

The equation of motion is homogeneous when there is no excitation. For modes this
leads to n simple undamped harmonic motions: T̈n(t)+ω2

nTn(t) = 0. The solution to these
equations can be formulated as Tn(t) = Cne

iωnt where Cn = Tn(0). From a structural
engineering point of view these solutions are transient vibrations that in practice dampen
out over time.

The particular solution represents the steady state of a system undergoing excitation.
The steady state itself is computed using modal projection of the force XTF (t). In case
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of a harmonic excitation this results in

T̈ (t) + ω2
nT (t) = XTF 0 cos(Ωt), (2.52)

where F 0 is the excitation amplitude and Ω is the excitation frequency. The corresponding
particular solution to this undamped problem is in the form T (t) = T 0 cos(Ωt) where the
amplitude for each mode i is given by Ti0 = XT

i F 0
ω2

i−Ω2 . Note that when the excitation
frequency Ω approaches the modal frequency ωi the denominator goes to zero, meaning
the amplitude goes to infinity (2.53):

lim
Ω→ωi

XT
i F 0

ω2
i − Ω2 →∞. (2.53)

This is the resonance phenomenon. In practice there will be damping or nonlinearities
limiting the linear vibratory response. However when analyzing a linear undamped case,
the resonance response diverges to infinity.

Figure 2.9: Particular solution of a cantilever beam with no prestress under harmonic excitation.
The modal solution qp(t) is compared to direct time integration. Envelopes are computed from
|q0|. The line force applied on top of the beam is 500 Nm−1 with a fundamental frequency of
2.9ω1. The number of modes used in the modal basis is n = 10.

The steady state solution of the cantilever beam with no prestress under a harmonic
excitation is shown in figure 2.9. The finite element model for this case has N = 108
degrees of freedom and is projected on n = 10 modes. The system’s initial condition is
chosen such that x(0) = ∑N

n=1XnTn(0). The modal response (red), T p(t) = T 0 cos(Ωt),
has been validated with a direct numerical time integration scheme (blue). The response
envelope is found from ±|T 0| which determines the system’s maximum response.

The frequency spectrum of the response is shown in fig.2.10. This frequency has been
computed by taking a response signal at a specific degree of freedom over 150 periods.
From this the Fourier spectrum is computed numerically. This spectrum shows a peak
at the excitation frequency since the response is expressed by T p(t) = T 0 cos(Ωt). This
verifies that the only frequency of importance in steady state response is the excitation
frequency in the case of the transverse forced vibration of a structure in equilibrium state.
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Figure 2.10: Frequency response spectrum of the cantilever beam with no prestress undergo-
ing harmonic excitation. The peak at frequency Ω = 2.9ω1 corresponds with the excitation
frequency.

The case of periodic prestress (β 6= 0 and λ 6= 0)

For the periodic case the modal solutions cannot be used the same way as in the time
invariant case. The difference is that the left hand side of the equations are now periodic.
The equations are coupled through the periodic stiffness matrix λK̂c cos βt. Therefore
exact solutions cannot be found, however it is possible to integrate solutions over time
using an ODE solver.

To analyze the system, the time-periodic equations of motion reduced in a classic
modal basis (2.51) are integrated over time. Like in the previous part, we analyze the sta-
tionary transverse vibratory response of the cantilever beam under an external harmonic
force that reads F (t) = F 0 cos Ωt. But this time, the beam is in periodic elastic state.

Figure 2.11: Modal time integration for a periodically prestressed beam undergoing an external
harmonic load. The prestress has a fundamental frequency β = 1.5ω1 and a modulation ampli-
tude λ = 0.5. The line force applied on top of the beam is 500 Nm−1 with a frequency of 2.9ω1.
The number of modes used in the modal basis is n = 10.

In fig.2.11 the forced vibratory response over time is plotted. The time integration
in the classic reduced modal basis is compared to direct time integration of the original
equations of motion for validation. The response of modal and direct time-integration
are in good agreement for n = 10. Therefore the reduced modal equations can be used
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to compute the response of the system. This has the advantage that response can be
computed in a much smaller set of equations, thereby increasing calculation speed.

Comparing the constant and time-periodic forced vibratory response from figures 2.9
and 2.11, respectively, we see that the main difference is the multi-harmonic response in
the case where the beam is in periodic elastic state. Instead of a single harmonic for the
constant case. To get a better understanding of what frequencies are in the response we
need to look at the frequency response spectrum.

Figure 2.12: Frequency response for a periodically prestressed beam under a harmonic load.
With prestress frequency β = 1.5ω1 and excitation frequency Ω = 2.9ω1. The number of DoFs is
108 and the line force applied is 500 Nm−1.The Fourier transform of the response of 75 prestress
periods computed using n = 10 modes is shown. The natural frequencies are noted ωi, with
i = 1, 2, 3. The first subharmonics are shifted with β from natural and excitation frequencies
and illustrated by dotted lines.

In fig.2.12 the frequency response of the transverse vibrations of the periodically pre-
stressed beam under harmonic load is shown. Since we look at the undamped general
response both the natural as well as the excitation frequencies are found. The subhar-
monic frequencies Ω ± β are a fundamental difference with the frequency response of
time-invariant systems shown in Fig.2.10.

Figure 2.13: Frequency response for a periodically prestressed beam under a harmonic load per
mode. The first mode (blue) and second mode (green) are shown. For comparison the frequency
response spectrum of the total response is shown in dotted black lines.
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In fig.2.13 the frequency response spectrum per mode is analyzed. The modal response
is slightly coupled because of the full periodic geometric stiffness matrix K̂. This can be
seen by the peaks in mode 2 around the first natural frequency and the subharmonics of
the first natural frequency.

Using classic modal analysis we have now reached the limit of what we can analyze
about time-periodic systems. The response can be computed on a reduced basis. This
increases the speed of dynamic analyses or can be used to compute the frequency response
function of a time-periodic system. But one of the main advantage of classic modal
analysis, namely decoupling the equations of motion, is no longer valid for time-periodic
systems. We will see in chapter 4 that this decoupling will be affective in a basis of
Floquet forms.

2.5 Conclusions

We have introduced in this chapter linear time-periodic (LTP) systems whose govern-
ing equations are characterized by ODEs with periodically repeating coefficients. Those
systems notably model structures in periodic elastic states that are ubiquitous in struc-
tural vibration. Linear time-invariant (LTI) systems govern the transverse vibration of
structures in equilibrium states and they can be seen as particular cases of LTP systems.

Modal analysis is a well established method to compute and gain physical isights
in the solutions of LTI systems. Classic harmonic eigenmodes are used effectively for
modal reduction and stability analysis of systems in equilibrium states. The limits of
their applications are linear time invariant systems since classic modes are not a full
orthonormal basis for time-periodic systems. Floquet forms (FFs), introduced in Floquet
theory, would be good candidates for generalization of modal analysis to time-periodic
systems but the FF periodic eigenvectors are almost never used in literature.

Instead, Floquet theory is almost uniquely applied for stability analysis of time-
periodic systems. By using time domain methods and integrating the equations over
time the Monodromy matrix can be computed. By solving its eigenvalues, the Floquet
multipliers are obtained which give stability of the solutions of LTP systems. Another
method to analyse stability is through the frequency domain, by computing the eigen-
values, or Floquet exponents, of Hill’s matrix. These are related to Floquet multipliers
and determine stability as well. Both these stability analysis methods make use of some
Floquet forms information but the FF periodic eigenvectors, or modal shapes, that could
allow for a proper generalization of modal analysis of structures in periodic states, are
often neglected, even though they are usually available from the eigenvalue computation.

To properly generalize modal and stability analysis to time-periodic systems, Floquet
forms need to be computed efficiently and robustly, especially in the frequency domain
where classic eigenmodes are usually computed and where current methods based on Hill
matrix are questionable due to truncation errors. Thus, computing FFs in the frequency
domain is treated in chapter 3. Applying FFs to project the equations of motion of
the transverse vibration of a beam in periodic elastic state in order to generalize modal
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analysis to LTP systems is treated in chapter 4.
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Chapter 3

Frequency domain analysis of
Floquet forms

3.1 Introduction

In this chapter the computation of Floquet forms (FFs) is discussed. FFs are the time-
periodic generalization of classic modes for linear time-invariant (LTI) systems. That is
to say, FFs allows to orthogonally decomposed solutions of linear time-periodic (LTP)
equations of motion and one could project LTP systems on its basis of FFs to obtain a
reduced, uncoupled LTI system. This mathematically means we can linearly decompose
the state vector y(t) into a finite number of Floquet forms

y(t) =
m∑
i=1

cmpi(t)esit. (3.1)

In eqn.(3.1), m FFs pi(t)esit are used in the FFs basis. This orthogonality property is
important because this allows us to gain physical insights in the structural vibratory
response by analyzing individual FFs. An individual FF consists of a Floquet amplitude
qm(t) = cme

smt and a periodic eigenvector pm(t). In case of a autonomous time-periodic
problem (free vibrations), ẏ(t) = J(t)y(t), the Floquet amplitude is expressed as qi(t) =
qi(0)esit where qi(0) is the initial condition projected on the ith FF modes and si is the
ith Floquet exponent. Alike for classic modes, si is a complex number which determines
stability and the natural fundamental frequency of the free vibration of a structure in
periodic elastic state. The fundamental frequencies are important to determine where
resonances occur and can tell a designer which critical frequencies to avoid in structural
engineering. However, resonances are more complicated for LTP systems than LTI systems
because internal resonances can occur.

Besides stability and critical frequencies, FFs describe structural displacement pat-
terns. The FF eigenfunction pi(t) is what describes the shape of the intrinsic vibratory
response. Alike constant modal shapes of LTI system, pi(t) is an eigenfunction of the
LTP system but it is time-dependent and periodic. Those eigenfunctions can be useful
for dynamic analysis, as it reveals the principal vibratory motions of the system. Further-
more the periodic response envelope of the almost-periodic oscillations is determined by
the eigenfunction as well. These properties allow an analyst to assess whether a periodic
system is within its operational envelope.

The main difficulty is in computing and applying Floquet forms. There are two meth-
ods available: integrating STM vectors in the time domain that is classic or computing
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Figure 3.1: The 2D structure under study is a bi-articulated bar submitted to a compressive
periodic load at its end either conservative (η = 0, i.e. horizontal force) or non conservative (η
= 1, i.e. following force).

Hill matrix eigensolutions in the frequency domain that is more questioned in the liter-
ature. Both methods start from Floquet theory by transforming the response into FFs
thanks to (3.1).

The results in this chapter give physical insights on the natural relation between classic
harmonic modes of vibrations and Floquet modes for structures that are in periodic elastic
states. This chapter also clarifies the debate about the Floquet-Hill frequency method
to assess the stability of periodic states by clearly showing the necessity of sorting the
spectral outcomes of the Hill matrix in the frequency domain. Those results pave the way
for a modal analysis of structures in periodic states that will be developed in chapter 4
and the use of Floquet forms for stability analysis, structural design, or as candidates for
modal reduction techniques.

To illustrate the method the case of the modulated Ziegler column is analyzed. This
case was introduced in section 2.2.1 and is illustrated again in Fig.3.1. This case is a
simple yet fundamental benchmark. Either a conservative horizontal or a nonconservative
following axial periodic load is applied to the Ziegler column. The linear equations of
motion have been derived in chapter 2 and resulted in periodically time varying linear
ordinary differential equations describing the transverse linear oscillations about the trivial
state. This case is used to show FFs could be used as time periodic generalizations of
modes. By investigating stability and FF properties the similarities and differences of
FFs to classic modes are analyzed. As a reminder, the time periodic linear equations of
motion in the physical domain of our Ziegler column are recall

Mẍ(τ) +K(τ)x(τ) = 0. (3.2)

where

x(τ) =
{
θ1(τ)
θ2(τ)

}
, M =

[
1 3

8
3
2 1

]
, K(τ) =

[
3
8

3
16

−3
4

3
4

]
+ λ cos (βτ)

[
−1 η
0 4η − 4

]
.

The angular displacements are formulated into the vector x(τ). The dimensionless time
variable τ = ωnt was used to simplify the equation. The harmonically varying stiffness
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matrix has the dimensionless load parameter λ and frequency β. The parameter η de-
termines whether the load follows angle θ2 resulting in either conservative (η = 0) or
nonconservative (η = 1) problems.

Since all our computations will be performed in the state space, we transform the
equation (3.2) in the form

ẏ(τ) = J(τ)y(τ). (3.3)

where the state vector ẏ(τ) and T -periodic Jacobian were derived in section 2.1.3 and
read

y(τ) =
(
ẋ(τ)
x(τ)

)
, J(τ) =

[
I 0
0 −M−1K(τ)

]
, J(τ) = J(τ + T ). (3.4)

3.2 Time-domain method

Computing the Floquet forms (FFs) of LTP systems is important in understanding trends
and patterns of the system’s vibratory response. In order to do so, the goal is to find
the Floquet exponents and periodic eigenvectors. Floquet exponents can be obtained
through Floquet multipliers as described in section 2.3.2. In this section, we explain
how to obtain the periodic eigenvectors in the time domain through the State Transition
Matrix (STM) and monodromy matrix that have already been introduced for computing
the linear stability of solutions of LTP systems.

Computing Floquet forms in the time domain is a classic method to analyze time-
periodic systems. This approach has been described in the literature [79]. It has been used
to implement modal control [39]. An efficient computation method is by using a shooting
method to compute the monodromy matrix [37] or by using Chebyshev polynomials [40].
An overview of different methods to compute the monodromy matrix is given in [51].

3.2.1 STM eigenvectors

The starting point to compute the time-periodic eigenfunctions pi(t) of the Floquet de-
composition given in equation (3.1) is the linear time periodic problem in state space
ẏ(τ) = J(τ)y(τ). First, the STM matrix, already described in section 2.3.2, is intro-
duced in the equations of motion:

y(τ) = Φ(τ, τ0)y(τ0). (3.5)

It is independent of initial conditions and the STM itself is time dependent but not
periodic. To simplify equations the initial time is set to zero τ0 = 0. Inserting equation
(3.5) in the state space equation (3.3) gives the STM derivative

Φ̇(τ, τ0) = J(τ)Φ(τ, τ0). (3.6)
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By rewriting the STM as Φ(τ, 0) = y(τ)y−1(0) and applying a Floquet transform
on the vector of state variables y(τ) = p(τ)esτ where p(t) = {p1(t), . . . ,pm(t)}] is an
N ×m-matrix with periodically repeating eigenfunctions in columns and s is a diagonal
matrix whose entries are Floquet exponents si for i = 1, . . . ,m, the STM can then be
decomposed in its Floquet forms

Φ(τ, 0) = p(τ)esτp−1(0). (3.7)

Plugging the decomposed STM formulation (3.7) and its derivative,
Φ̇(τ, 0) = (ṗ(τ) + sp(τ)) estp−1(0) (3.8)

into equation (3.6), leads to an expression for the FFs over time
ṗ(τ) = J(τ)p(τ)− p(τ)s. (3.9)

For an individual Floquet form this expression becomes
ṗn(τ) = (J(τ)− snI)pn(τ). (3.10)

Integrating the Floquet eigenfunction over time is possible, although there are two prob-
lems. The Floquet exponent sn is not known and there is no starting point for the periodic
eigenvector pn(τ). These issues are resolved by considering the monodromy matrix.

The matrix of periodic eigenvectors p(τ) is found with the help of the monodromy
matrix eigenproblem. Since the monodromy matrix is defined as the STM at the fun-
damental period, its expression is quite similar to (3.7), although the time is set to one
period τ = T :

M = p(T )esTp−1(0) = p(0)Bp−1(0). (3.11)
Thus, computing the spectrum of the monodromy matrix M, Floquet eigenvectors p(τ)
are found at initial time τ = 0 (in equation (3.11), we have used the periodicity of
the eigenvectors p(T ) = p(0)). Note that the Floquet exponent is not found directly.
Instead, the Floquet multipliers ρ are found when solving the monodromy eigenproblem.
We recall that the relation between the diagonal matrix of Floquet multipliers ρ and the
one of Floquet exponent s reads

ρ = esT ⇐⇒ 1
T

logρ = s. (3.12)

Now that the Floquet exponent and initial vector are known, the periodic eigenfunction
p(τ) can be integrated over time trough equation (3.10). All components of the Floquet
forms are known when the spectrum of the monodromy matrix is computed and the time
integration of equation (3.10) is done. Note that we from equation (3.11) that the Floquet
exponents found are not unique, since the equation e(s+ikβ)T = B holds for any integer
k. However, the computed exponent with the presented time method always has an
imaginary value that falls in the region −iβ/2 ≤ =(sn) < iβ/2 (denoted as the primitive
cell in the frequency domain) because the Floquet exponent is obtained from the Floquet
multiplier defined in the relation (3.12).

Here, the periodic eigenfunctions p(τ) are integrated directly over time. A disadvan-
tage is that this leaves out frequency information, which would have been directly known
if a spectral approach has been used.
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3.3 Hill Matrix

Computing Floquet forms in the frequency domain requires careful treatment of Hill’s
spectrum to find converged Floquet forms. In section 2.3.3 the frequency domain approach
for Floquet theory has been introduced. This approach is also known as Hill’s method
[50] or Floquet-Fourier-Hill transform [80]. The Hill matrix can be derived in either the
complex (section 3.3.1) or the real frequency domain (section 3.3.2).

A crucial point we have already expressed is that the spectrum of Hill’s matrix with
a finite dimension is spurious and is therefore not to be used directly, without sorting it.
For this purpose, strategies have been developed to sort FFs out of the Hill spectrum.
These strategies are based on sorting the eigenvector or eigenvalues of the spectrum [62].
In the following, we will study and challenge those sorting methods on the canonical case
of the Ziegler column in periodic elastic state.

3.3.1 Complex Hill Matrix Derivation

The first step to establish the Hill matrix in the complex domain is to transform the vector
of state variables y(τ) of the considered LTP system, ẏ(τ) = J(τ)y(τ), in its Floquet
form in order to be able to expand the periodic eigenfunction pn(τ) in a complex Fourier
series

yn(τ) = pn(τ)esnτ =
∞∑

h=−∞
phne

(sn+ihβ)τ (3.13)

where β is the fundamental frequency of the T -periodically time-varying Jacobian matrix
J(τ). A second step is to expand J(τ) in the complex Fourier series

J(τ) =
+∞∑

k=−∞
Jkeikβτ (3.14)

Note that in this work, we would like to compute the FFs and stability of the Ziegler
column under a harmonically varying axial load. In this case, the Fourier series from
equation (3.14) is simplified in a closed analytical form as the contributions of J(τ) of
equation (3.3) is limited to the fundamental and first harmonic only, i.e. Jk = 0N
for |k| > 1. This results in a constant and cosine part: J(τ) = J0 + J1

c cos βτ =
J−1e−iβτ + J0 + J1eiβτ .

The Floquet-Fourier transformed state vector of equation (3.13) and the Fourier trans-
formed Jacobian matrix of equation (3.14) are substituted into the state space equation
(3.3). This results in a harmonic balance formulation:

∞∑
h=−∞

∞∑
k=−∞

[
Jkph−kn − (sn + ihβ)phn

]
e(sn+ihβ)t = 0. (3.15)

This harmonic balance is rewritten into matrix form, resulting in an eigenvalue problem:(
HH − s1

)
qH = 0 (3.16)
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where the Hill matrixHH takes H harmonics into account. Each block row in this matrix
stands for a different harmonic. For example, when looking at H2:

H2 =


J0+ i2β14 J−1 J−2 J−3 J−4

J1 J0+ iβ14 J−1 J−2 J−3

J2 J1 J0 J−1 J−2

J3 J2 J1 J0− iβ14 J−1

J4 J3 J2 J1 J0− i2β14

 . (3.17)

H2 of equation (3.17) is the complex Hill matrix truncated to the order H = 2, 1N is the
identity matrix of size N (N = 4 in the state space of the Ziegler column under study), 1
is the identity matrix of size N(2H + 1)×N(2H + 1) and 0 is a null matrix of dimension
N(2H + 1)×N .

Computing the spectrum of the square Hill matrixHH with size N(2H+1)×N(2H+
1), we get N(2H + 1) eigenvalues sl and complex eigenvectors qHl of size N(2H + 1)× 1.
For H = 2, qH=2

l is in the form qH=2
l =

{
p−2
l p−1

l p0
l p

1
l p

2
l

}T
where phl is the harmonic

contribution of the lth Floquet form yl(τ) given in Eq.(3.13). Replacing the computed
eigenvalues sl and eigenvectors qHl in the expression Eq.(3.13), we get N(2H + 1) nu-
merically approximated Floquet forms yl(τ). Since we were theoretically expecting N
Floquet forms in the state space, some information is redundant and some interpretation
is needed.

When the number of harmonic goes to infinity H → ∞, the computed eigenvalues
and eigenvectors are not all independent. Actually, there are N independent families
of solutions that verify the relations sn+k = sn + ikβ and ph+k

n+k = phn for n = 1 . . . N ,
−∞ < k < +∞ and −∞ < h < +∞. By replacing the N families of infinite eigenvalues
and eigenvectors in Eq.(3.13), only N Floquet forms yn(τ) are obtained, the rest of the
information being redundant. In practice, when truncating H to a finite value, only some
of the N(2H + 1) computed eigenvalues sl and eigenvectors qHl eventually converge, as H
is increased, to the aforementioned relations; some of the spectrum is spurious, whatever
the chosen truncation order. The presence of this spurious spectrum lies in the fact that
the infinite Hill operator H∞ is self-adjoint when the truncated one HH is not. As a
consequence, there is a necessity to sort the computed spectrum to obtain the N converged
Floquet forms. Based on the particular relations between eigenvalues or eigenvectors that
exist for H →∞, two different sorting strategies can be used:

1. Eigenvalue sorting: For the converged part of the computed spectrum, we have the
particular relations sn+k = sn + ikβ for n = 1 . . . N and −H ≤ k ≤ +H. By taking
the N eigenvalues whose imaginary parts are contained in the spectral primitive cell
−β/2 ≤ =(sl) < β/2, the latter will eventually converge to Floquet exponents as
H is increased. Replacing those N converged eigenvalues sl with their associated
eigenvectors qHl in Eq.(3.13), we can reconstruct the N Floquet forms yn(τ). The
convergence of the sorted eigenvalues has been rigorously proved [57, 58].

2. Eigenvector sorting: Since the converged eigenvectors verify ph+k
n+k = phn for −H ≤

k ≤ +H and −H ≤ h ≤ +H, the N fundamental eigenvectors qHn associated with
the fundamental Floquet exponents sn+k = sn + ikβ for k = 0, are the most sym-
metric ones as compared to p0

n [20]. To compute those N fundamental eigenvectors
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in practice, we compute the N × (2H + 1) weighted means wl = ∑
h h|phl |/

∑
h |phl |.

In this dual space, the converged spectrum verifies wn+k = wn+k. The N eigenvec-
tors and associated eigenvalues that lead to the N fundamental Floquet forms yn(τ)
through Eq.(3.13), are the ones inside the primitive cell −1/2 ≤ wl < 1/2. Cur-
rently, there is no mathematical proof on the convergence of this sorting method but
we will show that computing the N fundamental FFs associated with k = 0 is often
more efficient than the eigenvalue sorting method, especially for small fundamental
frequency of the periodic state β [62].

Like a vibrational mode for a perturbed equilibrium, the N computed FFs yn(τ), with
complex spectrum ∑

h(sn + ihβ), allow to determine the local stability of a perturbed
periodic stationary state. Notably, if it exists a subscript g for which <(sg) > 0, the
perturbed stationary state increases exponentially in the direction of the gth mode yg(τ)
and the stationary state is said to be locally unstable.

Figure 3.2: Bifurcation and local stability analysis of a periodic stationary state by studying the
spectrum of the destabilizing Floquet form in the Argand plane. (a) Static instability leading to
a steady-state bifurcation. (b) Dynamical instability responsible for the Hopf bifurcation. (c)
Steady bifurcation of a T -periodic state. (d) Flip or period doubling bifurcation of a periodic
state. (e) Secondary Hopf or Neimark-Sacker bifurcation of a periodic state.

By analyzing how the spectrum ∑
h(sg + ihβ) and its complex conjugate in the state

space ∑h(s̄g + ihβ) cross the imaginary axis in the Argand plane, as shown in Fig. 3.2,
it is possible to characterize the bifurcation that will undergo the perturbed stationary
state. Note that for both algorithms, it is important to exclude one of the limit of the
ranges −β/2 ≤ =(sl) < β/2 or −1/2 ≤ wl < 1/2 in order to keep N eigenvalues or
eigenvectors even if the conjugate spectra lock in i(β/2±mβ) as shown in Fig. 3.2(d).
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3.3.2 Real Hill Matrix Derivation

There exist some situations where the presence of the pure imaginary number i =
√
−1 in

the complex Hill matrix is a problem. An alternative is to deal with a real Hill matrix. The
difference with section 3.3.1 is to expand the time-periodic equation of motion Eq.(3.3),
ẏ(τ) = J(τ)y(τ), in real Fourier series. More details on the derivation of the real Hill
matrix and its numerical implementation are found in appendix B.

In the particular case of the Ziegler column with a harmonically modulated elasticity,
the T -periodic Jacobian reads:

J(τ) = 1
2J

0
c + J1

c cos(βτ) (3.18)

where the expressions of J0
c and J1

c are given by

J0
c = 2


0 0 1 0
0 0 0 1
−3

2
15
14 0 0

3 −33
14 0 0

 and J1
c = 2λ


0 0 0 0
0 0 0 0
8
7 (4

7η −
12
7 ) 0 0

−12
7 (−20

7 η + 32
7 ) 0 0

 . (3.19)

The N = 4 Floquet forms y(τ) given in the complex domain in Eq.(3.13) can be expressed
by the real expansion:

y(τ) =
(

1
2a

0 +
∞∑
h=1

[
ah cos(hβτ) + bh sin(hβτ)

] )
esτ , (3.20)

and the associated time derivative reads:

ẏ(τ) =
(

1
2a

0s+
∞∑
h=1

[(
sah + hβbh

)
cos(hβτ)

+
(
sbh − hβah

)
sin(hβτ)

] )
esτ . (3.21)

Replacing the expanded expressions of y(τ), ẏ(τ) and J(τ) of Eq.(3.18)-(3.21) in Eq.(3.3),
we can recast the time-periodic coefficients to the spectral domain:

0 = J(τ)y(τ)− ẏ(τ),

0 =
∞∑
h=1

[(1
2J

0
ca

h − sah − hβbh
)

cos(hβτ)
]

+
∞∑
h=1

[(1
2J

0
cb
h − sbh + hβah

)
sin(hβτ)

]
(1

2J
0
c − s

)a0

2 + J1
c

a0

2 cos(βτ)

+
∞∑
h=1

[ah
2
(
cos

(
(1 + h)βτ

)
+ cos

(
(1− h)βτ

))

+ bh

2
(
sin

(
(1 + h)βτ

)
− sin

(
(1− h)βτ

)) ]. (3.22)
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Like for Eq.(2.38) and (3.15), the harmonic balance method allows us to recast the
problem in 2H + 1 algebraic equations of dimension N by independently equating to
zero all the constant terms in cos(0βτ), the first harmonics cos(βτ) and sin(βτ), the
second harmonics cos(2βτ) and sin(2βτ) and so on. By putting those equations in a
matrix form, we obtain an eigenvalue problem

(
HH − s1

)
qH = 0 where HH is the

N(2H + 1)×N(2H + 1)-dimensional square real Hill matrix truncated at order H, s and
qH are the N(2H + 1) complex eigenvalues and eigenvectors of HH , respectively. If we
order the eigenvector in the form qH =

{
1
2a

0 a1 . . . aH b1 . . . bH
}T

, the real Hill matrix

reads, e.g. for H3 and q3 =
{

1
2a

0 a1 a2 a3 b1 b2 b3
}T

:

H3 =



1
2J

0
c

1
2J

1
c 04 04 04 04 04

J1
c

1
2J

0
c

1
2J

1
c 04 −β14 04 04

04
1
2J

1
c

1
2J

0
c

1
2J

1
c 04 −2β14 04

04 04
1
2J

1
c

1
2J

0
c 04 04 −3β14

04 β14 04 04
1
2J

0
c

1
2J

1
c 04

04 04 2β14 04
1
2J

1
c

1
2J

0
c

1
2J

1
c

04 04 04 3β14 04
1
2J

1
c

1
2J

0
c


. (3.23)

When replacing the eigenvalues s and associated eigenvectors q of the real Hill matrix
in the real Fourier expansion of the fundamental solutions given in Eq.(3.20), one gets
a numerical approximation of the FFs of the systems. But like in the complex domain,
because of truncation errors, the N = 4 families of (2H + 1) computed solutions yn(τ) do
not all converge to the FFs and a sorting algorithm is needed. The computed eigenvalues
are the same whether it comes from the real or complex Hill matrix. Consequently, the
eigenvalue algorithm still holds with the real Hill matrix: by keeping the N eigenvalues
inside the spectral primitive cell −β/2 ≤ =(sl) < β/2, this sill (with their associated
eigenvectors) eventually lead to N converged FFs as H is increased.

The eigenvector sorting algorithm that allows to compute the N fundamental FFs
also holds with the real Hill matrix. It still consists in computing the weighted means
wl = ∑

h |phl |/
∑
h |phl | for −H ≤ h ≤ H and keeping the spectrum associated with the

N weighted means that belong to the primitive cell −1/2 ≤ wl < 1/2. The only supple-
mentary step to compute wl with the real Hill matrix is that we need the complex/real
transformation formulas p0 = a0/2 for h = 0 and p−h = (ah+ ibh)/2 or ph = (ah− ibh)/2
for h > 0.

If instead of a harmonic modulation as in equation (3.18), we consider a general
periodic modulation, the T -periodic Jacobian would read

J(τ) = 1
2J

0
c +

∞∑
h=1

[
Jhc cos(hβτ) + Jhs sin(hβτ)

]
. (3.24)

In this situation, the linear equation of motion ẏ(τ) − J(τ)y(τ) = 0, expanded in the
real spectral domain, becomes much more complicated. However, the harmonic balance
method can still be applied, leading to an eigenvalue problem

(
HH − s1

)
qH = 0. The

expression of the real Hill matrixHH is yet more complicated than the one of Eq.(3.23) in
the harmonic modulation case. If decomposed in a sum of block matrices and by ordering
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the eigenvector in the form qH =
{

1
2a

0 a1 . . . aH b1 . . . bH
}T

, HH reads:

HH =


1
2J

0
c

1
2J c

1
2J s

JTc
[
Kc + T c

] [
Ks − T s

]
JTs

[
Ks + T s

] [
T c −Kc

]
 , (3.25)

where
J c =

{
J1
c J

2
c . . . J

H
c

}
and J s =

{
J1
s J

2
s . . . J

H
s

}
are (N × HN)-dimensional block vectors (JTc and JTs are the transpose of the above
block vectors, not of the full matrices J c and J s meaning one has to be careful to not
transpose the matrices Jhc and Jhs in the process but simply ordering them in a column
block vector),

Kc,s = 1
2



J2
c,s J3

c,s J4
c,s . . . JH+1

c,s

J3
c,s J4

c,s J5
c,s . . . JH+2

c,s

J4
c,s J5

c,s J6
c,s . . . JH+3

c,s
... ... ... . . . ...

JH+1
c,s JH+2

c,s JH+3
c,s . . . J2H

c,s


are (NH×NH)-dimensional block matrices with harmonic contributions of the Jacobian
either on cosine or sine, and where

T c = 1
2



J0
c J1

c J2
c . . . JH−1

c

J1
c J0

c J1
c . . . JH−2

c

J2
c J1

c J0
c . . . JH−3

c
... ... ... . . . ...

JH−1
c JH−2

c JH−3
c . . . J0

c


and

T s = 1
2



2β14 −J1
s −J2

s . . . −JH−1
s

J1
s 4β14 −J1

s . . . −JH−2
s

J2
s J1

s 6β14 . . . −JH−3
s

... ... ... . . . ...
JH−1
s JH−2

s JH−3
s . . . 2Hβ14


are (NH×NH)-dimensional block matrices. Although seemingly complicated if compared
to the general complex Hill matrix given in Eq.(3.16) that is the sum of a complex block
diagonal matrix and a real Toeplitz block matrix, the general real Hill matrix is relatively
easy to numerically implement. Indeed, it is composed of Kc and Ks which are Hankel
block matrices, T c that is a Toeplitz matrix and T s that is the sum of a real block diagonal
matrix and a Toeplitz matrix. Applying the eigenvector sorting algorithm on the real Hill
matrix HH of Eq.(3.17) allows to compute the N fundamental FFs of a system in a
general periodic state.

3.4 Periodically conservative case (η = 0)

In this section, we analyze the influence of the modulation loading parameters β and λ on
the transverse vibrational modes and stability of the Ziegler column under an end com-
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pressive horizontal load (η = 0). We start with the classic case of a constant compressive
force, i.e. for β = 0 and study the influence of periodicity when β 6= 0 on the harmonic
modes and stability. We finish with some remarks on the particular limit β → 0.

3.4.1 Constant elastic state (β = 0)

When β = 0, the applied compressive dimensionless load P (τ) = λ cos(βτ) is constant in
time and the Hill matrix of Eq.(3.17) truncated to the order H = 2 becomes

H2 =


J0 04 04 04 04
04 J0 04 04 04
04 04 J0 04 04
04 04 04 J0 04
04 04 04 04 J0

 , (3.26)

with

J0 =


0 0 1 0
0 0 0 1
−3

2
15
14 0 0

3 −33
14 0 0

+ λ


0 0 0 0
0 0 0 0
8
7 −12

7 0 0
−12

7
32
7 0 0

 .
From Eq.(3.26) we see that the lines and rows of the truncated Hill matrix of Eq.(3.16)
are independent, whatever the truncation order H. If H = 0, no spectral sorting is needed
as the Hill matrix reduces to its central block J0 whose spectrum gives N = 4 eigenvalues
and eigenvectors that correspond to the N classic harmonic modes yn(τ) = p0

ne
snτ when

replaced in Eq.(3.13). If H > 0, the Hill matrix leads to (2H + 1) identical families of N
independent eigenvalues and eigenvectors of J0. Applying the eigenvector sorting method
would give the N correct harmonic modes but the eigenvalue sorting algorithm will return
an empty spectrum as the computed eigenvalues will never be in the spectral primitive cell
−β/2 ≤ =(sl) < β/2 since β = 0. Thus, only the eigenvector sorting algorithm convey
the notion that classic normal modes are particular cases of fundamental FFs.

Fig. 3.3 is the classical dynamical vision of buckling. It shows the evolution of the
computed spectrum of the N = 4 harmonic FFs as a function of dimensionless compressive
load λ/λb where λb is the already mentioned buckling load. At λ = 0, the bi-articulated
beam has two classic harmonic vibrational modes in the physical space: one with natural
frequency ω1 where the linearized angles θ1(τ) and θ2(τ) vibrates in phase; one with
natural frequency ω2 where θ1(τ) and θ2(τ) are out-of-phase. The time evolutions of the
linearized angles θ1(τ) and θ2(τ) of those two modes are shown in the insets of Fig. 3.3(b).
The dash-dotted lines represent the constant amplitude of the eigenfunction modulus
|p0
n| whose value is undefined, unless normalized. The free vibratory response of the bi-

articulated beam, solution of Eq.(3.3) with the Jacobian J(τ) given in Eq.(3.26), can be
written as a linear superposition of these two normal modes. As the compressive load
λ is increased, the frequencies of the two fundamental FFs decrease until the smallest
one eventually goes to zero at λ = λb. The lock-in of the conjugate spectrum s1 and
s̄1 on the real axis induces a positive growth rate <(s1) > 0 and therefore a bifurcation
of the trivial spatial straight state of the Ziegler column along the in-phase static mode.
This local instability is the one shown in Fig. 3.2(a) and is responsible for the nonlinear
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Figure 3.3: Evolution of the spectrum of the two Floquet forms (or classic harmonic modes) as a
function of loading parameter λ for η = 0 and β = 0. (a) Evolution of the natural frequencies of
the bi-articulated bar in compression. (b) Evolution of the growth rate of the two modes. The
grey regions in (a) and (b) indicate that the trivial state θ0

1(τ) = θ0
2(τ) = 0 is locally unstable.

Insets: Top and bottom respectively show, for λ = 0, the angles θ1(τ) and θ2(τ) of the in-phase
and out-of-phase classic modes with natural frequency ω1 and ω2, respectively. The dashed-
dotted lines represent the moduli of the complex eigenfunctions |p0

n| and −|p0
n| that envelope

the motion.

response shown in Fig. 2.2(a). Note that in this case, the two FFs are uncoupled in
the physical space as highlighted in Fig. 3.3 by the fact that the two color lines never
combine.

3.4.2 Periodic elastic state (β 6= 0)

When β 6= 0, the straight bi-articulated bar is in a periodic elastic state as the Jacobian
J(τ) of Eq.(3.3) is T -periodic with T = 2π/β. In the particular conservative case where
η = 0, the Hill matrix of Eq.(3.17), truncated to the order H = 2, becomes

H2 =


J0+ i2β14 J1 04 04 04

J1 J0+ iβ14 J1 04 04
04 J1 J0 J1 04
04 04 J1 J0− iβ14 J1

04 04 04 J1 J0− i2β14

 , (3.27)

with

J0 =


0 0 1 0
0 0 0 1
−3

2
15
14 0 0

3 −33
14 0 0

 and J1 = λ


0 0 0 0
0 0 0 0
8
7 −12

7 0 0
−12

7
32
7 0 0

 .
Unlike in Eq.(3.26), the lines and rows of the truncated HH of Eq.(3.27) are now fully
coupled via the harmonic contribution of the Jacobian J1 and the sorting of the spectrum
of Hill’s matrix given in Eq.(3.27) is a necessity to compute the N = 4 FFs in the state
space.
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(c)

(a)

(b)

θ1(τ)
θ (τ)2

θ1(τ)
θ (τ)2

θ1(τ)
θ (τ)2

Figure 3.4: Vibratory response for η = 0, β = 1.55ω1, λ = 0.75λb and H = 3. (a) Time evolution
of the angles θ1(τ) and θ2(τ) of the first fundamental Floquet form y1(τ) = p1(τ)es1τ over the
first two periods 2T where T = 2π/β. The dash-dotted lines show the moduli of the periodic
eigenfunctions |pn(τ)| and −|pn(τ)| that envelope the almost periodic motions. (b) Same as
(a) but for the second fundamental Floquet form. (c) Time evolution of the angles θ1(τ) and
θ2(τ) of the free vibratory response y(τ) of Eq.(3.3) for the initial conditions θ1(0) = 1 and
θ2(0) = θ̇1(0) = θ̇2(0) = 0. The response has been computed either with a classic direct iterative
ODE solver (dashed line) or by recombining the FFs (full line).

Figs. 3.4(a),(b) show the two fundamental FFs, yn(τ) = pn(τ)esnτ , computed with
the eigenvector sorting algorithm, about the trivial spatial state θ0

1(τ) = θ0
2(τ) = 0 for

η = 0, β = 1.55ω1, λ = 0.75λb and H = 3. Those two typical physical FFs are the
periodically modulated generalization of the classic harmonic modes shown in the insets
of Fig. 3.5(b). Notably, the first FF of Fig. 3.4(a) almost-periodically vibrates with a
θ1(τ) and θ2(τ) in phase and a fundamental frequency close to ω1 when the second FF
in Fig. 3.4(b) vibrates out-of-phase with a fundamental frequency close to ω2. Unlike
classic harmonic modes, the modulus of the eigenfunction p(τ), whose value is undefined
unless normalized, is not constant but T -periodic as illustrated by the dashed-dotted lines
in Figs. 3.4(a),(b). Like for β = 0, the moduli |p(τ)| and −|p(τ)| envelope the almost-
periodic motion. The superposition property of FFs given in Eq.(3.1) is highlighted in
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(a)

(b)

Figure 3.5: Evolution of the spectrum of the N = 4 fundamental FFs as a function of β/ω1 for
η = 0, λ = 0.75λb and H = 25. (a) Evolution of the frequency spectrum location of the FFs,
=(sn) +

∑
h ihβ. (b) Evolution of the growth rate of the FFs, <(sn). The grey regions in (a)

and (b) indicate that the straight bi-articulated bar is unstable.

Fig. 3.4(c) where we show the free vibratory response of the straight bi-articulated bar
computed either through FFs or classic ODE time integrator. The perturbation y(τ),
solution of Eq.(3.3), can be decomposed in the normal basis of its FFs which notably
means it would have been possible to find a set of initial conditions for which only one
FF contributes to the solution y(τ) (e.g. in Fig. 3.4 for θ1(0) = 0.646, θ2(0) = 1 and
θ̇1(0) = θ̇2(0) = 0, only the first FF would contribute to the linear response and Fig.
3.4(c) would have been identical to Fig. 3.4(a)).

Fig. 3.5 shows the evolution of the N = 4 spectra sn + ∑
h ihβ of the computed

fundamental FFs as a function of β/ω1 for λ = 0.75λb andH = 25 (to ensure convergence).
The fundamental frequencies =(sn), and moreover the frequency spectra =(sn) +∑

h ihβ,
vary with the modulation parameters of the elastic state λ and β. Also, since the system
is conservative, the two FFs are uncoupled in the physical space as highlighted in Fig.
3.5 by the independence between the red and blue modal colors. Furthermore, like the
classic harmonic modes of Fig. 3.5, there exists some modulation parameters for which
the straight bi-articulated bar becomes unstable, i.e. the spectrum of the in-phase FF
=(sn) +∑

h ihβ lock in the state space with its conjugate leading to a positive associated
growth rate <(sn) (we do not see here the lock-in of the out-of-phase FF in Fig. 3.5
because the latter happens at higher modulation frequency than the displayed one). As
illustrated in Figs. 3.2(c),(d) and displayed in Fig. 3.5(a), FFs have a poly-harmonic
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spectrum =(sn) +∑
h ihβ and can lock either in i(β ±mβ) or in i(β/2±mβ). These two

phenomena respectively correspond to a T and 2T -periodic FF that diverges exponentially
and is responsible for the steady and flip bifurcation shown for example in Fig. 2.2(b).
The principal region of instability, i.e. the one with the largest β range, corresponds to
a lock-in of the fundamental frequency of a FF when secondary regions are related to
lock-in of subharmonics.

Fig. 3.6(a) displays the stability chart of the straight bi-articulated bar with an
end compressive horizontal force in the modulation parameters space (λ, β). For each
parameters, we chose a truncation order H so that the maximum difference δ between
the N = 4 Floquet multipliers computed with the eigenvector sorting method and the
ones obtained from a converged monodromy matrix algorithm [11] is δ = 1 × 10−6. The
resulting minimal truncation order map, H, as a function of (λ, β) to ensure convergence
is displayed in Fig. 3.13(a). Colored regions, or Mathieu tongues, that theoretically

(a)

(b)

Figure 3.6: Stability chart of the conservative system in the (λ, β) space for η = 0, β 6= 0 and
a variable converged truncation order H given in Fig. 3.13(a). (a) T (red) and 2T -instability
(orange) regions computed through the eigenvector or eigenvalue sorting algorithms. (b) Same
stability chart but by analyzing all the spectrum of the Hill matrix, i.e. with no sorting of the
eigenvectors or eigenvalues. The black color show supplementary instability regions which are
spurious numerical results due to the truncation of the Hill matrix that would happen whatever
H. The stability is computed on a 500× 500 grid in the (β, λ) modulation parameter space and
colors are plotted according to the closest data point.
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originate at 2β/mω1 for λ → 0 with m a positive integer, correspond to parameters for
which at least one of the growth rate <(sn) of the 4 FFs is positive. Red regions are
T -instability domains associated with lock of the frequency spectrum of the in-phase FF
in β ±mβ when orange regions show 2T -instability zones related to a β/2±mβ lock-in
of the in-phase FF as shown in Fig. 3.5. In the particular conservative case η = 0 and
for the same truncation order map of H given in Fig. 3.13(a), the use of the eigenvalue
sorting algorithm lead to the exact same stability chart displayed in Fig. 3.6(a). Indeed,
we observe the eigenvector sorting method gives the N = 4 Floquet exponents sn that
are in the primitive spectral cell −β/2 ≤ sn < β/2 when in T or 2T -periodic instability
regions. Fig. 3.6(b) shows the stability chart but by using no sorting algorithms, i.e. by
analyzing all the eigenvalues sl of the Hill matrix to see whether <(sl) > 0. The differences
between both stability charts are highlighted in black. Whatever the truncation order H,

(c)

(a)

(b)

θ1(τ)
θ (τ)2

θ1(τ)
θ (τ)2

Figure 3.7: Fundamental FFs for η = 0, β = 100ω1, λ = 0.75λb and H = 1. (a) Time evolution
of the angles θ1(τ) and θ2(τ) of FF1 over the first two natural periods 2T̄0 where T̄0 = 2π/ω1.
The dash-dotted lines show the moduli of the periodic eigenfunctions |pn(τ)| and −|pn(τ)| that
envelope the almost periodic motion. (b) Same as (a) but for FF2. (c) (left) Raw spectrum of
the truncated Hill matrix. The N = 4 fundamental Floquet exponents computed by eigenvector
sorting are shown with red circles. The region −β/2 ≤ =(sl) < β/2 for eigenvalue sorting is
shown in grey. (right) FFT of the two quasi-harmonic FFs.
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(a)

(b)

(c)

Figure 3.8: Fundamental FFs for η = 0, β = 0.05ω1, λ = 0.75λb and H = 15. (a) Time evolution
of the angle θ1(τ) of FF1 over the first two periods 2T where T = 2π/β with their envelopes
|pn(τ)| and −|pn(τ)|. (b) Same as (a) but for FF2. (c) (left) Raw spectrum of the truncated
Hill matrix. The N = 4 fundamental Floquet exponents computed by eigenvector sorting are
shown with red circles. The region −β/2 ≤ =(sl) < β/2 for eigenvalue sorting is shown in grey.
(right) FFT of the two FFs.

the truncated Hill matrix will always give some spurious eigenvalues that are inherent to
the harmonic balance method. Those spurious eigenvalues are more visible for high λ and
close to the instability regions.

3.4.3 Asymptotic cases (β → +∞) and (β → 0)

In the asymptotic cases where β → +∞ or β → 0, i.e. in the situations where the
modulation time scale is far from the natural time scale of the system given here by ω1
and ω2, several qualitative and quantitative comments can be made about the FFs.

Fig. 3.7 illustrates the β → +∞ scenario by showing the two fundamental FFs of
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the straight bi-articulated bar in periodic elastic state for η = 0, λ = 0.75λb and β =
100ω1. The time evolution of the two angles θ1(τ) and θ2(τ) of the two FFs are shown
in Figs. 3.7(a) and (b). For high modulation frequencies, the harmonic contribution of
the compressive force is averaged out and the bi-articulated elastic bar behaves like a
classic effective oscillator. The two FFs asymptotically tend to the two classic in-phase
and out-of-phase modes of the system with natural frequencies ω1 and ω2.Notably, the
T -periodic envelopes of the almost-periodic FFs, |p(τ)| and −|p(τ)|, appear constant
over the natural period T0 since the small oscillations over T are negligible. Fig. 3.7(c)
displays the raw spectrum of the Hill matrix (left) as well as the reconstructed spectrum
of the FFs (right). In the β → +∞ case, the FFs tend to classic harmonic modes with
a spectrum composed of a single oscillation frequency. This spectrum is easily recovered
with both eigenvector and eigenvalue sorting algorithms. Actually, both methods lead to
the same eigenvalue output as the N = 4 fundamental Floquet exponents obtained with
the eigenvector sorting algorithm and represented by red circle in Fig. 3.7(c), are the one
inside the −β/2 ≤ =(sl) < β/2.

Fig. 3.8 illustrates the β → 0 situation by showing the two in-phase and out-of-phase
FFs of Fig. 3.7, but for a very small modulation frequency β = 0.05ω1. The time evolution
of the angle θ1(τ) of the two FFs are shown in Figs. 3.8(a) and (b) (θ2(τ) is not displayed
for a sake of clarity). For slow modulation frequency, the end compressive load quasi-
statically takes all the amplitudes between the minimum λ = −0.75λb and maximum
+0.75λb. As a consequence, the elasticity of our system is quasi-statically modulated
and the transverse natural frequencies of the straight bi-articulated bar appear to almost
continuously vary (with a small step β) around ω1 and ω2. We can see on Figs. 3.8(a)
and (b) that the motion is modulated in frequency and amplitude. The FFTs of the two
FFs are displayed on the right side of Fig. 3.8(c) and show two broad spectrum in the
vicinity of ω1 and ω2 whose almost continuous width depend on the modulation amplitude
λ. For small β, many frequencies are contained in the FFs and a high truncation order H
is needed for the spectrum of Hill’s matrix to converge. The raw spectrum of Hill matrix
is shown on the left of Fig. 3.8(c) for H = 15. It is separated in four distinct packets,
centered around ω1, ω2, −ω1 and −ω2, that correspond to N = 4 families of eigenvalues
sn+k = sn + ikβ where −H ≤ k ≤ +H (apart from the edges of the packets where the
computed eigenvalues are spurious due to truncation errors). The eigenvector sorting
algorithm finds the N = 4 fundamental Floquet exponents, highlighted by red circles,
that correspond to the most converged eigenvalues (center of the packets). Because of
the small modulation frequency β, the eigenvalue sorting algorithm is far from being
converged for H = 15 as only two, yet not converged, eigenvalues relative to the first FFs
are located in the −β/2 ≤ =(sl) < β/2 region. For the two eigenvalues associated with
the spectrum packet around ω2 and −ω2 to enter that region, more than H = 100 would
be needed. In the limit situation β → 0, the eigenvalue sorting algorithm is not adapted
to efficiently compute the FFs and their spectrum, on the contrary to the eigenvector
sorting method that computes the most converged fundamental Floquet exponents and
FFs whatever β. In the non-conservative case studied in next section, the same kind of
convergence issue will happen in the determination of instability regions associated with
Neimark-Sacker bifurcation when using the eigenvalue sorting algorithm.

Note that Fig. 3.8 illustrates a theoretical and physical paradox that the case β → 0
diverges from β = 0: the undamped vibrational mode of a quasi-statically varying elastic
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state is completely different from the mode of vibration of a static elastic state.

3.5 Non-Conservative case (η = 1)

In this section, we analyze the influence of the modulation loading parameters β and λ
on the transverse vibrational modes of the Ziegler column under a non-conservative end
positional loading (η = 1). We start with the classic case of a constant compressive force,
i.e. for β = 0, and study the influence of periodicity when β 6= 0 on the modes and
stability.

3.5.1 Constant elastic state (β = 0)

In the particular case β = 0, the applied compressive dimensionless load P (τ) = λ cos(βτ)
and therefore the periodically time-varying Jacobian J(τ) of Eq.(3.3) are independent of
time. The Hill matrix of Eq.(3.17) truncated to the order H reduces to a block diagonal

(a)

(b)

Figure 3.9: Evolution of the spectrum of the two Floquet forms (or classic harmonic modes) as a
function of loading parameter λ for η = 1 and β = 0. (a) Evolution of the natural frequencies of
the bi-articulated bar in compression. (b) Evolution of the growth rate of the two modes. The
grey regions in (a) and (b) indicate that the trivial state θ0

1(τ) = θ0
2(τ) = 0 is locally unstable.



56 3 – Frequency domain analysis of Floquet forms

matrix with only the fundamental part of the Jacobian J0 as shown in Eq.(3.26). In this
section, since η = 1, the Jacobian J0 reads,

J0 =


0 0 1 0
0 0 0 1
−3

2
15
14 0 0

3 −33
14 0 0

+ λ


0 0 0 0
0 0 0 0
8
7 −5

7 0 0
−12

7
12
7 0 0

 . (3.28)

We can infer from the shape of the Jacobian in Eq.(3.28) that the problem is now non-
conservative as the bottom left 2×2 block matrix of J0 depending on λ is non symmetric.
Whether we compute the whole spectrum of J0, i.e. the truncated Hill matrix for H = 0,
or we use the eigenvector sorting algorithm for H > 0 (like in the conservative case, the
eigenvalue sorting algorithm can not be used for β = 0), one numerically approximates
N = 4 FFs for a given modulation parameter λ.

Fig. 3.9 shows the plot of the evolution of the computed spectrum of the N = 4
fundamental FFs as a function of dimensionless compressive load λ/λf where λf is the
already mentioned flutter load. At λ = 0, the unloaded straight bi-articulated bar has
two classic in-phase and out-of-phase vibrational modes with natural frequency ω1 and
ω2, respectively. Unlike the conservative case, the two harmonic FFs are coupled for η = 1
and influence each other so that their spectra eventually lock-in. As the compressive load
λ grows, the frequency of the in-phase mode increases when the one of the out-of-phase
mode decreases. At λ = λf , the spectra of the two physical FFs lock in a finite =(sn) > 0,
inducing a positive growth rate <(sn) of the resulting locked mode (for λ > λf , only one
in-phase mode subsists in the physical space which separates in an unstable and stable one
in the state space). This destabilization mechanism corresponds to the flutter instability
case shown in Fig. 3.2(b) that is responsible for the Hopf bifurcation illustrated in Fig.
2.2(c). Increasing λ further, the spectra of the remaining FF lock again, this time in
the state space and on =(sn) = 0. This second situation is qualitatively similar to the
instability by divergence shown in Fig. 3.3 and Fig. 3.2(a) for the conservative case. The
flutter instability only happens on a range of loading parameter λ and evolves toward a
divergence instability for sufficiently high compressive loads.

3.5.2 Periodic elastic state (β 6= 0)

When β 6= 0, the straight Ziegler column is in a periodic elastic state and its perturbed
motion is governed by ẏ(τ) = J(τ)y(τ) Eq.(3.3) with a T -periodic Jacobian J(τ) where
T = 2π/β. The truncated matrix has therefore the shape of a tridiagonal matrix by block
as shown in Eq.(3.27) but since η = 1 in this section, the fundamental and first harmonic
contributions of J(τ) now reads

J0 =


0 0 1 0
0 0 0 1
−3

2
15
14 0 0

3 −33
14 0 0

 and J1 = λ


0 0 0 0
0 0 0 0
8
7 −5

7 0 0
−12

7
12
7 0 0

 . (3.29)

We use the eigenvector sorting algorithm on the spectrum of the truncated Hill matrix
with J0 and J1 given in Eq.(3.29) to compute the N = 4 FFs of the straight Ziegler
column under a given end following compressive load P (τ) = λ cos(βτ).
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Figs. 3.10(a),(b) display the perturbed angles θ1(τ) and θ2(τ) of two fundamental
FFs, in the form yn(τ) = pn(τ)esnτ , about the trivial spatial state θ0

1(τ) = θ0
2(τ) = 0 for

η = 1, β = 1.55ω1, λ = 0.75λf and H = 5. Like in the conservative case η = 0 illustrated
in Fig. 3.4, the FFs are the almost-periodic generalization of the classic harmonic modes
shown in the insets of Fig. 3.9(b). For β 6= 0, the eigenfunction pn(τ) are periodic and
the moduli |pn(τ)| and −|pn(τ)| envelope the oscillation. In the non conservative case
with η = 1, the following end compressive force modulates both FFs as illustrated in
Fig. 3.10(a),(b) where the amplitude modulation of the periodic |p1(τ)| and |p2(τ)| are
of similar intensity. The superposition property of the normal forms still holds in the non
conservative case and is highlighted in Fig. 3.10(c). For a given set of initial condition, the
perturbation y(τ) solution of (3.3) computed with a classic direct time ODE solver is in
perfect agreement with the solution recombined from FFs with y(τ) = ∑

n pn(t)esnt3.13.

Fig. 3.11 shows the evolution of the N = 4 spectra sn +∑
h ihβ of the computed FFs

(c)

(a)

(b)

θ1(τ)
θ (τ)2

θ1(τ)
θ (τ)2

Figure 3.10: Vibratory response for η = 1, β = 1.55ω1, λ = 0.75λf and H = 5. (a) Time
evolution of the angles θ1(τ) and θ2(τ) of the first fundamental FF y1(τ) = p1(τ)es1τ over the
first two periods 2T where T = 2π/β. The dash-dotted lines show the moduli of the periodic
eigenfunctions |pn(τ)| and −|pn(τ)| that envelope the almost periodic motions. (b) Same as
(a) but for the second fundamental FF (only θ2(τ) is shown for a sake of clarity). (c) Time
evolution of the angles θ1(τ) and θ2(τ) of the free vibratory response y(τ) of Eq.(3.3) for the
initial conditions θ1(0) = 1 and θ2(0) = θ̇1(0) = θ̇2(0) = 0. The response has been computed
either with a classic direct iterative ODE solver or by recombining the FFs.
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(a)

(b)

Figure 3.11: Evolution of the spectrum of the N = 4 fundamental FFs as a function of β/ω1
for η = 1 and λ = 0.75λf . (a) Evolution of the frequency spectrum location of the FFs,
=(sn) +

∑
h ihβ. (b) Evolution of the growth rate of the FFs, <(sn). The grey regions in (a)

and (b) indicate that the straight Ziegler column is locally unstable.

as a function of β/ω1 for λ = 0.75λf and H = 25. Similarly to Figs.3.3, 3.5 and 3.9, the
frequency spectra =(sn)+∑h ihβ varies with the modulation parameters λ and β and can
eventually lock-in. Because the FFs have a poly-harmonic spectrum and η = 1, it exists
several ranges of frequency modulation β where the spectra of two different FFs are locked
in frequencies that are not positive integer multiple of β/2 (those are the regions where
the red and blue colors in Fig. 3.11 mix and where every growth rates <(sn) are different
from zero in Fig. 3.11(b)). Those situations are qualitatively illustrated in Fig. 3.2(e)
and are responsible for the Neimark-Sacker bifurcation illustrated in Fig. 2.2(d). The
wider region of instability responsible for those secondary-hopf bifurcations corresponds
to a lock-in of the fundamental harmonic of the two different FFs when the other ones
are due to lock-in of sub-harmonics. It is interesting to note that in the main instability
region (far right of Fig. 3.11), the spectra of the two FFs ultimately lock in i(β/2±mβ)
when increasing β, i.e. the system undergoes a 2T -instability. This main instability was
already observed in Fig. 3.5.

Fig. 3.12(a) displays the stability chart of the straight Ziegler column with an end
compressive positional following force in the modulation parameters space (λ, β). Like
in Fig. 3.6, the displayed stability chart obtained with the eigenvector sorting algorithm
has been validated trough the computation of the monodromy matrix and its Floquet
multipliers in the time domain [11], leading to a map of truncation order H in the (λ, β)
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(a)

(c)

(b)

Figure 3.12: Stability chart of the non conservative system in the (λ, β) space for η = 1,
β 6= 0 and a variable converged truncation order H given in Fig. 3.13(b). (a) Neimark-Sacker
instability (green) and 2T -instability (orange) regions computed through the eigenvector sorting
algorithm. (b) Same stability chart but by analyzing the raw spectrum of the Hill matrix.
The black color shows supplementary instability regions, a spurious numerical artifact inherent
to the truncated Hill matrix. (c) Same stability chart but by using the eigenvalue sorting
algorithm. The black color indicates supplementary instability regions where the eigenvalue
sorting algorithm is not yet converged for the truncation order of Fig. 3.13(b). The stability is
computed on a 500× 500 grid in the (β, λ) modulation parameter space and colors are plotted
according to the closest data point.
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space shown in Fig. 3.13(b). The system exhibits instability tongues that correspond to
parameters for which at least one of the growth rate <(sn) of the N = 4 fundamental
FFs is positive. Here, green regions are associated with secondary Hopf bifurcations and
correspond to modulation ranges where the two physical FFs are locked in frequencies
that are not integer multiple of β/2 when the orange region shows the 2T -instability
situation related to a β/2 ±mβ lock-in of the fundamental of the resulting in-phase FF
in the state space as illustrated in Fig. 3.11. Like in the conservative case in Fig. 3.6,
the analysis of the full spectrum of Hill’s matrix (no sorting) leads to a wrong stability
diagram displayed in Fig. 3.12(b). Moreover, unlike for T and 2T -instability regions,
the eigenvalue sorting algorithm, represented by the stability chart of Fig. 3.12(c), is not
giving the correct Neimark-Sacker instability regions for the optimal truncation order of
Fig. 3.13(b). The reason is that for some modulation parameters and at this optimal
truncation order, the sorted Floquet exponents sn that are in the primitive spectral cell
−β/2 ≤ sn < β/2 are not yet converged because they are not the fundamental ones
responsible for the Neimark-Sacker lock-in instability. On the contrary, the FFs computed
with the eigenvector sorting algorithm are the fundamental ones, a property that is crucial
when dealing with secondary Hopf bifurcations or stable FFs for small β as explained in
Section 3.4.3.

3.6 Spectral convergence of the stability analysis

We focus here on the convergence of the spectrum of Hill matrix as a function of harmonic
truncation order H. We have seen that the eigenvector sorting algorithm was converging
the fastest, especially in the non-conservative case. Here, we want to see what minimum
harmonic truncation order H is necessary to reach the desired accuracy in computing
the linear stability, since the minimum dimension of Hill’s matrix determines how much
computational time will be needed for Floquet forms computation.

The stability charts of Figs. 3.6 and 3.12 have been computed and validated with a
classic monodromy matrix algorithm in the time domain [11]. For each parameter (β, λ),
theN = 4 Floquet multipliers of the Monodromy matrix were computed with a sufficiently
small time step to ensure convergence and served as a reference solution. The Hill matrix
was then constructed for various increasing truncation orders H. For each H, the Floquet
multipliers ρ′n were obtained from the N = 4 fundamental Floquet exponents sn computed
with the eigenvector sorting algorithm explained in Section 3.3.1, thanks to the relation
ρ′n = esnT where T = 2π/β is the dimensionless period of the considered perturbed elastic
state. We defined a converged spectral truncation order Hconv as the minimal H for which
the N = 4 differences |ρ′n − ρn| were not exceeding 1× 10−6. Where ρn is computed from
the monodromy eigenproblem and ρ′n from Floquet exponents computed from the Hill
matrix eigenproblem.

The map of the converged truncation order Hconv in the (β, λ) space is given in
Figs.3.13(a) and (b) for η = 0 and η = 1, respectively. The number of required harmonics
Hconv is generally larger as the modulation amplitude λ is enhanced and the frequency
modulation β is decreased. Also more harmonics are required in the instability regions
than in the stable ones. Those converged truncation order maps are the optimal ones
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(a)

(b)

Figure 3.13: Optimal spectral truncation order map Hconv in the β, λ space to ensure conver-
gence. (a) Conservative case η = 0. (b) Non conservative scenario η = 1. The stability is
computed on a 500× 500 grid in the (β, λ) modulation parameter space and colors are plotted
according to the closest data point.

when using the eigenvector sorting algorithm. If no sorting, the stability map would not
converge and if using the eigenvalue sorting algorithm, one could need higher truncation
order Hconv, especially for small β or in the non conservative case. Note finally that it
appears from Fig. 3.13 that more harmonics are needed in the non conservative case than
in the conservative one. This trend is however exagerated as most of the numerical data
converge for less than H = 25 and only a very thin region, located around β/ω1 ≈ 0.75
and corresponding to a 2T instability of the second FF, needs H = 50.

3.7 Discrete dynamical stabilization above buckling
load

This goal of this section is to compute the Floquet forms of the Ziegler column under a
harmonically-varying compressive load whose average amplitude is above buckling load.
This case, driven by curiosity and mostly of mathematical interest, will allow us to show
the robustness of our computation method in the frequency domain. Indeed, in such a LTP
system, the naturally diverging Ziegler column can still be linearly dynamically stabilized
but the stable regions become ultra thin in the modulation parameter space (β, λ). Also,
the neutrally stable almost-periodic FFs require a lot of harmonics in the computations.
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This extreme sensitivity on modulation parameters as well as this particular harmonic
dependence is not only well captured by the classic time-domain approach but also by the
Hill matrix eigenvector sorting algorithm that we just show.

Figure 3.14: The Ziegler column from 3.1 is now statically diverging. The harmonically-varying
compressive load is now decomposed in a static (P0) and dynamic (PA cos(Ωt)) component.
The static compression is above critical buckling load (P0 > Pcr). The critical load is either
the buckling or flutter load whether we consider the conservative (η = 0) or non-conservative
(η = 1) scenario.

The test case under study is the periodically modulated Ziegler column that is stat-
ically diverging (see fig.3.14). In this scenario, the harmonically-varying axial load is
P0 + PA cos Ωt where its average load is above the critical buckling load Pcr (or Pcr is
the critical fluttering load if we consider the case of a following periodic force). What
makes this domain interesting is that the introduction of a periodicity can dynamically
stabilize the statically diverging system in certain cases of modulation. This is well known
in literature notably in the case of an upside-down pendulum on a vibrating base, the
so-called Kapitza pendulum [45]. However, in the case of Kapitza, the period of modula-
tion is much shorter than the diverging time. In our case, we will focus on large period of
modulation and we will see that dynamical stabilization is still possible but in a discrete
fashion in the modulation parameter space.

We recall that our linear analysis of LTP system is only valid near its periodic station-
ary state. Therefore to quantitatively analyse the actual motion of the Ziegler column in
instability regions of the modulation parameter space, a nonlinear analysis must be done
as in section2.2.1.

3.7.1 Conservative case

In figures 3.15 and 3.16 the stability chart and growth rates of the two FFs of the Ziegler
column with a static compression of 2% over critical load (P0 = 1.02Pcrit) are displayed in
the case of a horizontal force throughout deformation (the so-called conservative scenario
with η = 0 in Fig.3.14). Those plots show that the instability regions change when
varying the modulation amplitude λ and frequency β. When the instability region changes
between unstable T and 2T Floquet forms, there is a very thin region where the system is
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Figure 3.15: Stability zones of the conservative fundamentally unstable case with a static com-
pression of 2% over critical load (P0 = 1.02Pcrit) in the modulation parameter space (β, λ). The
dimensionless load is shown on the y-axis (λ = PA/Pcrit). The stability zones are marked in
different colors where red is stable, yellow depicts T -instability, purple indicates 2T -instability
regions. Between each change of T to 2T instability regions and vice versa, a stability zone can
be observed. The stability is computed on a 250× 250 grid in the (β, λ) modulation parameter
space and colors are plotted according to the closest data point.

stable. This stability region can be seen by the drop in growth rate illustrated in Fig.3.16.
This proves that for a structure in periodic state that would statically diverges, linear
stability can still be found, even at small modulation frequency. The width of the stability
regions decrease as the frequency decreases. Another information from Fig.3.16 shows the
growth rate is at a maximum at the centre of the instability regions. A maximum growth
rate indicates the transfer of energy between the axial periodic force and the transverse
free vibratory response is the most efficient. The Floquet exponent computed with linear
periodic analysis can be a starting point for a nonlinear investigation of the system. An
application for maximum response amplitude and transfer energy is for example flutter-
type energy harvesters [81].

Note that the stability calculations have been verified at high frequency to compute at
which frequency-amplitude threshold the system becomes stable. Derivations of averaged
equations of motion are found in appendix C. At low frequency the transverse vibratory
response reconstructed by Floquet forms has been validated by direct time-integration.
These verifications are useful as it shows the robustness of FF computation using Hill’s
method with eigenvector sorting.
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Figure 3.16: Evolution of FFs growthrate of the conservative case with a static compression of 2%
over critical load (P0 = 1.02Pcrit) in the modulation parameter space (β, λ). The dimensionless
load is shown on the left hand side (λ = PA/Pcrit). The growth rate decreases to zero at changes
in stability zones between T and 2T . The stability is computed on a 250× 250 grid in the (β, λ)
modulation parameter space and colors are plotted according to the closest data point.

3.7.2 Finding stability zones

To get deeper physical insights in the stability regions, we zoom on the Floquet exponent
of the computed Floquet forms close to the stability zones. In Fig.3.17, the real and
imaginary parts of the Floquet exponents are shown for a fixed modulation frequency β
and varying modulation amplitude λ. The Floquet exponent of the two FFs are plotted
as blue and green dots. On each figure, 500 Floquet exponents are shown that are linearly
distributed on a given λ interval. On the left hand side, λ = [0, 0.20]. The right hand side
is a zoom where λ = [0.0335, 0.0345]. Instability regions in λ corresponds to <(s1) > 0
and they occur because for this conservative system, a frequency lock-in occurs between
FF1 and its complex conjugate (=(s1) = =(s̄1) on figures 3.17(a) (instability regions
correspond to arrays of vertical dots where the frequency spectrum of the Floquet forms
is locked-in). The system becomes stable again when FF1 unlocks (=(s1) 6= =(s̄1)). The
imaginary part of the Floquet exponents in fig.3.17(a) show where unlock occur between
instability zones very clearly because we see jumps. Fig.3.17(b) shows how the real part,
or growth rate, of the first Floquet form shown in blue, decreases in those jumps region.
The frequency un-locking of the first FF can not be directly observed from 3.17(a),(b).
However we know that when the system switches between T and 2T instability zones the
FF-frequencies must unlock. This means that in between the instability zones, there is
a stability zone. Although it is too small to observe directly. Fig.3.17(c),(d) zoom in on
the first switch of instability zone where Floquet exponents are recomputed. Their real
part <(s1) is shown in fig.3.17(c) and can be seen to decrease to zero. The imaginary
part fig.3.17(d) is seen to have a transition between 0 and 0.5 where the FF is unlocked
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Figure 3.17: Floquet exponents (s1, s2) under varying load λ on the vertical axis with β = 0.036.
In each figure there are 500 linearly distributed λ measurement points. a) The fundamental
frequencies relative to the modulation (=(s1)/β) over the interval λ = [0, 0.20]. The frequency
is limited to ±1 where the first fundamental Floquet exponent switches between 0 and 0.5. b)
The growth rate (<(sn)) over the interval λ = [0, 0.20]. c) The fundamental frequencies relative
to the modulation (=(sn)/β) over the interval λ = [0.0335, 0.0345]. d) The growth rate (<(sn))
over the interval λ = [0.0335, 0.0345].

=(s1) 6= =(s̄1).
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Figure 3.18: Properties of the first stability zone at β = 0.036 and load λ = 0.034156. a) Angular
displacement θ1(t) of the first FF computed in the frequency domain (blue) and validated by
direct time-integration with initial conditions to remain on first FF (orange). The FF-envelope
(black) shows the limits predicted by the FF solution. b) The compression applied over time.
The total load (blue) is composed of the static load (orange) and a periodic load Pperiodic =
λPcr cosβτ . The grey area shows where the load is above the critical buckling load Pcr (red).

3.7.3 Stability Zone Characteristics

The vibratory response and compressive load of the first neutrally stable Floquet form in
the first stability zone is shown in Fig.3.18 over two periods. In Fig.3.18(a) the angular dis-
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placement θ1 of the first Floquet form is shown and compared to a direct time-integration
of the equations of motion with particular initial conditions to stay on the first FF.

Besides verifying the response, the envelope of θ1 is computed using the absolute value
of the first Floquet form over time

v(t) = |p1|(t), (3.30)

where v(t) is the envelope of the vibratory response in the state space. The periodic
envelope itself has one belly at t = T/2 and one node at τ = 0 and τ = T . This shows
an elegant way of determining limits of the vibratory response in a time-periodic system.
The corresponding harmonically-varying axial load is illustrated in Fig.3.18(b) where we
see it has a small dynamic component. Its amplitude is λPcr = 0.034156Pcr, which is
relatively small compared to static load P0 = 1.02Pcr. It is also interesting to observe the
phase between the modulation load and the transverse vibratory response of the Ziegler
column.
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Figure 3.19: Properties of the second stability zone at β = 0.036 and load λ = 0.090811.
a) Angular displacement θ1(t) of the first FF computed in the frequency domain (blue) and
validated by direct time-integration with initial conditions to remain on first FF (orange). The
FF-envelope (black) shows the limits predicted by the FF solution. b) The compression applied
over time. The total load (blue) is composed of the static load (orange) and a periodic load
Pperiodic = λPcr cosβτ . The grey area shows where the load is above the critical buckling load
Pcr (red).

Fig.3.19 shows the angular displacement of θ1(t) of the first Floquet form in the second
instability regions as well as the periodic axial force applied relative to the critical buckling
load P (t)/Pcr. This second instability zone occurs is at a higher load λ = 0.090811 than
the first stability region. In both regions, the first Floquet form are neutrally stable but
qualitatively different. Notably, the envelope in the second stability region shows two
bellies and two nodes (at t = 0, t = T/2), instead of one belly and one node as was
the case in Fig.3.18(a). The compressive load applied is visualized in Fig.3.19(b). The
dynamic force amplitude is now approximately 9% of the critical load.

In fig.3.20(a) the time response and envelope of a first FF in the third stability zone
have been computed and validated. This third stability region is obtained by fixing
the modulation frequency at β = 0.036 and the corresponding oscillatory load at λ =
0.191417. This time, we can clearly see three bellies and three nodes in the envelope.
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Figure 3.20: Properties of the third stability zone at β = 0.036 and load λ = 0.191417. a)
Angular displacement θ1(t) of the first FF computed in the frequency domain (blue) and val-
idated by direct time-integration with initial conditions to remain on first FF (orange). The
FF-envelope (black) shows the limits predicted by the FF solution. b) The compression applied
over time. The total load (blue) is composed of the static load (orange) and a periodic load
Pperiodic = λPcr cosβτ . The grey area shows where the load is above the critical buckling load
Pcr (red).
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Figure 3.21: Second Floquet form in the third stability zone at β = 0.036 and load λ = 0.191417.
The second Floquet form is not statically diverging because the average applied load P0 is below
the second buckling mode).

The response of a second FF in the third stability zone is shown in fig.3.21. Because
we are in a conservative system (the axial load remains horizontal throughout the motion
and does not couple the modes) FF2 is uncoupled from FF1. Moreover, the second FF
is not statically diverging like the first FF because the static compressive load P0 is way
below the second buckling mode. Also, the envelope is modulated very slowly compared
to the response because the fundamental frequency of the second FF (=(s2)) is about 50
times higher than the compression frequency β. This shows that FF2 is very little affected
by the modulations and is very close to a classic harmonic eigenmode.

In fig.3.22 the Fourier series of the two FFs in the third stability zone are shown.
Fourier series are easy to observe because we can decompose our Floquet form yn(t) =∑H
h=−H p

h
ne

(sn+iβh)t and look at the contribution of the vibratory response per harmonic.
On the verical axis the norm |phn| is shown. While on the horizontal axis the response
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Figure 3.22: The FF-amplitudes in the 3rd stability domain. On the vertical axis are the norms
per frequency |phn| normalized with the largest norm. On the horizontal axis the frequency
normalised =sn + ihβ/β a) FF1 (blue) and its complex conjugate (red) b) FF2 (blue) and its
complex conjugate (red)

frequency normalised with the excitation frequency is shown =(sn + ihβ)/β. Fig.3.22(a)
shows the frequency spectrum of FF1 and its conjugate. Fig.3.22(b) shows the frequency
spectrum of FF2 and its conjugate.

We see that in this conservative case, the frequency spectrum of FF1 and FF2 is
totally uncoupled, since on very different frequency scale (this will not be the case for
non-conservative case). T and 2T instabilities are explained by the frequency locking of
FF1 with its own complex conjugate on multiple harmonics of =(sl1) = 0 or =(sl1) = β/2,
respectively. We se here that the studied case is neutrally stable because there is no
lock-in between a Floquet form and its conjugate. For secondary Hopf bifurcations FF1
has to lock into FF2. This is not happening in conservative cases. To see secondary Hopf
bifurcations we need to focus our attention to the nonconservative case.

3.7.4 Nonconservative case

We now focus on the non-conservative case where the time-varying axial load is know
following the tip of the Ziegler column (η = 1). This time, the average of the periodic
load is above the critical fluttering load. Unlike the conservative case, it is more diffi-
cult to find regions where the Ziegler column is dynamically stable instability zones, but
stability regions can still be found. By still being able to compute stability under these
circumstances, the robustness of Hill matrix eigenvector sorting is demonstrated.

In figure 3.23, we see the maximum growth rate of the two Floquet forms of the
transverse free vibratory response of the naturally fluttering Ziegler column in periodic
elastic state. The growth rate is almost everywhere positive which means the straight
Ziegler column is almost always dynamically unstable and a almost-periodic motion should
almost always took place. However, dynamical stabilization can be found because the
growth rate drops to zero in thin stability stripes of (β, λ). This shows that even between
almost-periodic instabilities, there must be stability zones as well (because the various
instability regions still correspond to various sub-harmonics lock-in of Floquet forms).

By zooming in as explained in section 3.7.2 we can study the neutrally stable Floquet
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Figure 3.23: The growthrate for the nonconservative case in the modulation parameter space
(β, λ). On the vertical axis, the load is made dimensionless by dividing it over the critical
fluttering load (λ = PA/Pcr). Stability zones are observed as very thin stripes with zero growth
rate. The static load is 2% above the critical fluttering load P0 = 1.02Pcr. The stability is
computed on a 250× 250 grid in the (β, λ) modulation parameter space and colors are plotted
according to the closest data point.

a) b)FF1 response FF2 response

Figure 3.24: Floquet forms of nonconservative case η = 1 in the first stability zone with frequency
β = 0.036, dynamic load factor λ = 0.02425145358 and static load factor a = 1.02 are plotted
over 1 period T . a) Response θ1(t) of FF1 and its envelope. b) Response θ1(t) of FF2 and its
envelope.

forms corresponding to modulation parameters (β, λ) located in the aforementioned sta-
bility regions. In figure 3.24 the response of a first and second FF in the first stability
zone are shown. The modulation parameters (λ, β) are obtained like in section 3.7.2 by
finding a region where both growth rate of the FFs are zero. The big difference with the
neutrally stable FFs obtained in the conservative scenario is the coupling between FFs
(see figures 3.20, 3.21 and 3.21 for comparison). Here, the response and envelopes are
nearly identical.
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a) b)

Figure 3.25: FF spectral amplitudes in the first nonconservative stability domain. On the
vertical axis the norms per frequency are plotted |phn|. On the horizontal axis are the normalized
frequencies =sn + ihβ/β a) FF1 (blue) and its complex conjugate (red), b) FF2 (blue) and its
complex conjugate (red).

Figure 3.25 illustrates through the frequency spectrum of each FF |phn|, how similar
FF1 and FF2 are (the spectrum of each modes are almost locked-in). This is again not
surprising because almost-periodic instabilities emerge because of the frequency lock-in
of two FFs. This is different from the conservative case where FF1 was locking-in with
its own complex conjugate (see fig.3.22).

3.8 Conclusions

In this chapter Floquet form computation has been discussed and methods in the fre-
quency domain have been compared. The potential of FFs have been explored by demon-
strating the robustness of stability analysis via fundamental Floquet exponents and dy-
namic properties of FF-response.

When comparing frequency domain methods, we have seen that sorting the Hill spec-
trum is necessary to obtain accurate results. It turns out the eigenvector sorting algorithm
requires the least number of harmonics because it computes the fundamental FFs. Eigen-
value sorting in the primitive cell is very efficient in case of steady state or flip bifurcations
but for Neimark-Sacker bifurcation, eigenvalue sorting can require a large number of har-
monics to converge. This is due to the Hill spectrum being far from the primitive cell.
When converged fundamental FFs are computed, they can be used to analyze the LTP
system free vibratory response. By decomposing the response into FFs and analyzing
these individually, the principal motions of the system are revealed. Furthermore, the
envelope of the almost-periodic response can be computed using the norm of the periodic
eigenvector and FF-amplitude.

By numerically analyzing the free transverse vibration of a straight Ziegler column
in periodic elastic state, we have been able to show the robustness of stability compu-
tations through the fundamental FFs. Whether the axial periodic applied load leads
to conservative or non-conservative problems, wether to determine steady-state, flip or
Neimark-Sacker bifurcations, the vibratory response reconstructed by FFs and direct time
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integration showed always good agreement. Even when the dynamical stabilization was
extremely reduced in the modulation parameter space because the average of the applied
periodic load was above critical buckling or fluttering threshold, our frequency domain
computation were still robust.

In the next chapter, we will see how to use fundamental FFs to reduce LTP systems
of large dimension on an orthonormal basis of FFs where the presented stability analysis
could be then conducted at low computational costs.
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Chapter 4

Time-periodic modal analysis

Modal analysis consists of decomposing a small vibrational motion into its natural modes
of oscillation in order to gain physical insights in the dynamics of a structure. In classic
modal analysis, the vibrational response is linearly decomposed on a basis of harmonic
eigenmodes. An essential theoretical feature of this method is that, upon projection of the
linear equations of motion on a truncated basis of eigenmodes, the original set of ordinary
differential equations (ODEs) can be properly approximated by a set of ODEs of smaller
dimension. Of course, a smaller number of equations leads to faster time-integration and
shorter CPU times.

In the particular case of the perturbation of a structure in constant equilibrium state,
classic harmonic eigenmodes form an orthonormal basis of the linear vibrations. Thus if
the discrete dynamical system is governed by ODEs with time-independent coefficients,
the projection on eigenmodes can result in a set of uncoupled ODEs that greatly simpli-
fies the physics underlying the structural vibration. In case of a vibrational response of
a structure in periodic elastic state, time-periodic ODEs can be projected on harmonic
eigenmodes but the new reduced set of time-periodic ODEs will remain coupled because
of the time-periodic coefficients. Classic harmonic eigenmodes constitute a proper or-
thonormal basis in space but not in time, and such a projection is incomplete.

In this chapter we will show that the almost-periodic Floquet forms, that we computed
in the frequency domain in chapter 3, are the generalization of the classic harmonic
eigenmodes. In fact, Floquet forms constitute a true orthonormal basis for the linear
vibrations of a structure in periodic elastic state, meaning it is possible to project a set of
time-periodic ODEs on their Floquet forms to obtain a reduced set of uncoupled ODEs
with constant coefficients. In that sense, Floquet forms simplify the system not only
in space but also in time since the original time-periodic stiffness will be replaced by a
diagonal stiffness matrix whose entries are related to the Floquet exponents.

Like for classic modal analysis, in the following we will make the distinction between
free and forced vibrations, i.e. autonomous and non-autonomous systems or homogeneous
and non-homogenous linear ODEs with time-periodic coefficients. When the structure is
in free vibration, the oscillatory response is induced by the initial conditions. In that case,
FFs transform the original set of time-periodic ODEs in uncoupled ODEs with constant
coefficients that can by analytically solved. Thus, once Floquet forms are computed,
no time-integration is needed to solve a free vibration problem involving structures in
time-periodic elastic states. In forced vibration, we will focus on the stationary response
induced by an external excitation. Upon projection of the external force, the latter is
multiplied by a periodic term in the case of time-periodic system. As a consequence, the
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projection of a forced vibration problem with constant forces will lead to a set of ODEs
with constant coefficients subjected to periodic forces and harmonic forces will lead to
almost-periodic forces in the orthonormal basis of Floquet forms.

4.1 Modal-Floquet Transformation

The fundamental case under study we choose is the periodically prestressed 2D beam
of section 2.2, subjected to external forces. Fig.4.1 shows again the finite element dis-
cretization of the beam under lateral loading. Recall the beam is subjected to periodic
prestresses σg(t) that are responsible of its time-periodic elastic state. We have shown

a)

b)

Figure 4.1: Finite element model of 2D beam under compression (a) the beam at initial config-
uration with time dependent geometric stiffness (σg(t)), density (ρ), Young’s modulus (E) and
length and height (l, h). A line force (f(t) is applied on the beam, between 0.75l and l. (b) the
current configuration changes over time.

in section 2.2.2 that the periodic prestresses are taken into account in the equations of
motion through a harmonically time varying stiffness. After discretization by the Finite
Element Method we obtain the N -dimensional equation:

Mẍ(t) + (λKc cos (βt) +K0)x(t) = F (t), (4.1)

whereK0 andKc are the stiffness and critical geometric stiffness matrix, respectively, and
M is the mass matrix. The critical geometric stiffness matrix is scaled by a factor λ and
is harmonically varying with a fundamental frequency β. The vector F (t) is the vector of
external forces and x(t) represents the vector of degrees of freedom in the physical space.
The assembly of these matrices and vectors is done using the finite element software
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FEniCS [71]. The equation of motion (4.1) is easily rewritten in state space:
[
0 M
I 0

](
ẋ(t)
ż(t)

)
=
[
(−λKc cos (βt)−K0) 0

0 I

](
x(t)
z(t)

)
+
(
F (t)

0

)
, (4.2)

which is a 2N -dimensional set of Ordinary Differential Equations (ODEs) where we have
introduced ẋ(t) = z(t).

The goal in this chapter will be to project, on its basis of Floquet Forms, the discretized
system (4.2) associated with the free and forced transverse vibrations of the beam in
periodic elastic states. Without loss of generality, the following methods and results
could be applied to other slender structures in periodic elastic states whose equation of
motion are governed by a set of N numbers of Ordinary Differential Equations (ODEs)
with periodic coefficients. The linear system (4.2) can be analyzed by direct integration
over time but the CPU time could be excessive and no further insights will be gain from
the computations. Or the system could be projected on a reduced basis of harmonic
modes like in section 2.4. This would result in faster CPU time but in a coupled set of
equations meaning the basis is not completely orthonormal in the space-time space. The
last method that we will develop here is to project equation (4.2) on a fully orthonormal
basis of Floquet Forms in order to obtain a reduced set of uncoupled ODEs with time-
independent coefficients. We will compare those three methods and show they lead to the
same results, albeit with a difference in time computation and physical understanding.

Two main approaches could be taken when projecting the system (4.2) on the basis of
its Floquet Forms. One could directly compute the Floquet forms of (4.2) that is of an
arbitrarily large dimension. But in the frequency domain, the dimension of Hill’s matrix
introduced in chapter 3 could become very large, if not unmanageable, with already a few
harmonics. In the following, the large number of degrees of freedom are managed by first
projecting the equation of motion on classic harmonic eigenmodes. This leaves a reduced
set of coupled equations with time periodic coefficients which can, in turn, be projected on
its orthonormal basis of Floquet forms in order to obtain a set of uncoupled time-invariant
ODEs. The two projection methods lead to the same results but solving an extra large
eigenvalue problem that we then sort and truncate will require a lot more computational
effort than solving one classic eigenvalue problem that we truncate followed by finding
the Floquet Forms of a Hill matrix of reasonable size.

Recall the modal transformation of section 2.4 where the vibratory response x(t) of
equation (4.2) is decomposed into a series of modes

x(t) = XT (t). (4.3)

The matrix X of dimension N × n contains in columns the shape of the n first modal
eigenvectors we chose to keep on the basis while T (t) is an n-dimensional vector represent-
ing the modal amplitudes which are time dependent. By projecting on a small number of
modes, as shown in section 2.4, the equations of motion are reduced to a n-dimensional
set of ODEs in the form:

T̈ +
(
ω2

0 + λK̂c cos(βt)
)
T = XTF (t), (4.4)
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in the physical space which can be expanded in the form of a 2n-dimensional set of ODEs[
0 I
I 0

](
Ṫ (t)
V̇ (t)

)
=
[(
−λK̂c cos(βt)− ω2

0

)
0

0 I

](
T (t)
V (t)

)
+
(
XTF (t)

0

)
, (4.5)

in the state space where we have introduced the 2n-dimensional vector of state variables.
Thanks to modal projection, the projected stifness matrix ω2

0 is diagonal but the partic-
ularity of time-periodic systems is that the modal periodic stiffness matrix K̂c is a full
matrix because the eigenmodes were computed with the mass matrix M and material
stiffness K0 only, in equation (4.5) (see section 2.4 for more precision). Therefore the
equations of motion are reduced but coupled, which shows the matrix of eigenvectors X
was not a complete orthonormal basis. At that point, one could always integrate equation
(4.4) over time to compute the modal amplitude T (t) and physical vibratory response x(t)
through equation (4.3).

But an alternative solution exists that consists in applying a Floquet transformation
on the modal amplitudes T (t). In the state space, this transformation applies on Y (t) =
{T (t), V (t)}T and reads

Y (t) = p(t)q(t) =
[
w(t)
ẇ(t)

](
r(t)
ṙ(t)

)
, (4.6)

where p(t) is the 2n×2m matrix which contains the periodic eigenvectors in columns and
q(t) is the 2m-dimensional vector regrouping the Floquet Form amplitudes as described
in section 2.3.1. The n×2m matrices w(t) and ẇ(t) are the periodic eigenfunctions of the
Floquet Forms in the physical space when the m-dimensional vectors r(t) and ṙ(t) are the
Floquet forms amplitudes and their time derivatives. Equation (4.6) is a transformation
from modal to Floquet coordinates where m is the number of physical Floquet Forms
that we keep in the basis, with m ≤ n ≤ N . This Floquet transformation is applied
to decouple and eventually reduce the equations of motion as we will see in section 4.2.
After the modal and Floquet transformations, the physical oscillatory response of the
discretized structure of fig.4.1 is described by the mode shape, Floquet eigenfunction and
amplitude:

x(t) = Xw(t)r(t). (4.7)

The decomposition (4.7) is crucial since it allows to reconstruct the physical response x(t)
once the Floquet amplitudes have been computed as will be shown in the following.

Computing Floquet forms becomes tedious for large degrees of freedom systems since
the time-periodic modes require an extra dimension to be computed: the harmonics used
to decompose the system in the frequency domain. The number of harmonics H used
increases the size of the eigenvalue problem to be solved with 2H + 1. The fewer the
degrees of freedom in the original system, the easier it is to compute the Floquet forms.
Thus, a compromise has to be made between classic modal analysis, which leaves a small
but coupled system of size 2n in the state space, and Floquet form computation which is
a problem of size 2m that fully decouples this system.

Generalized eigensolver algorithms require a computational effort in the order of the
number of entries l squared O(l2) or cubed O(l3) [82]. Therefore solving two relatively
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small, successive eigenproblems, i.e. to obtain the matrix X and the periodic eigenfunc-
tions w(t) through the Hill matrix, is cheaper than solving one big Hill matrix at once.
The introduction of a pre-modal transformation is advantageous because the Hill eigen-
problem takes less computational effort and there are less spurious Floquet forms to sort
through.

4.2 Free vibration

In dynamic analysis we often want to find the free vibrating response of a structure.
Without excitation, many important properties such as stability and principal motions
are revealed.

4.2.1 Floquet form computation and visualisation

Before projecting on Floquet Forms, one needs to compute them. This numerical process
has been fully expressed in chapter 3 where it has been applied to the Ziegler column. The
computation of Floquet Forms is performed on the homogenous part of the time-periodic
equation of motion which, in our case, is the reduced set of modal equations in the state
space (4.5), in the typical form

JBẏ(t) = JA(t)y(t), (4.8)

with

JB =
[
0 I
I 0

]
and JA(t) =

[(
−λK̂c cos(βt)− ω2

0

)
0

0 I

]
.

Computing the Floquet Forms ym(t) = pm(t)esmt from the Hill matrix of equation (4.8)
is similar to doing it on equation ẏ(t) = J(t)y(t) of chapter 3 albeit with a few differences
which are explained in appendix B.

As usual, for a given number of retained harmonics H, solving the spectrum of the
square 2n(2H + 1)-dimensional Hill matrix gives us 2n FFs of which of which 2m are re-
tained. The Floquet exponents sm associated with their periodic eigenvectors pm(t) which
are decomposed in the frequency domain following pm(t) = p0

m + ∑H
h=1 p

h
mc cos(hβt) +

phms sin(hβt). This real Fourier decomposition results in time independent vectors p0
m,

phmc and phms that are the deformed shapes of the mth Floquet Form on each harmonic.

To give an example of Floquet Forms in the case of our cantilever beam discretized
by finite elements, we computed the three first Floquet Forms of the homogeneous part
of the finite element system (4.2) with N = 1380 degrees of freedom and H = 40 for
a low-frequency case (as it was shown in section 3.4.3, this case is interesting because
by slowly modulating the system, many frequencies become significant in the Floquet
Forms). Because it would be too costly to compute the spectrum of the 2N(2H + 1)
square Hill matrix in state space, the time-periodic system (4.2) is projected on a basis
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of n = 32 classic harmonic eigenmodes in the physical space (2n = 64 modes in the
state space) leading to a reduced time-periodic set of equations in the form (4.8). The
system’s periodicity is chosen 2, 5% of the natural frequency ω1 = 14.46 rad/s so that
β = 0.025ω1. The scaling factor of the critical geometric stiffness is chosen to be λ = 0.25
which corresponds to one fourth of the buckling load. Recall also that to obtain (4.8),
the physical equations of motion were projected on classic modes, before being projected
on Floquet Forms. Therefore the physical N -dimensional displacement is computed as in
(4.7) by x(t) = Xw(t)r(t).

In Fig.4.2 an overview of the first Floquet Form eigenfunction p1(t) = p0+∑40
h=1 p

h
c cos(hβt)+

phs sin(hβt) is plotted. The amplitudes shown are the norms |ph| normalized by the max-
imum norm |p3

s|. The amplitudes show what frequencies play the most important role.
Up until the eighth harmonic there are amplitude norms more than 1% of the maximum
norm |p3

s|. The norms decrease with the increasing harmonics and above the twentieth
harmonic, the harmonic components do not have significant amplitudes and are within
machine precision 10−14.

The different amplitudes are reflected in the shapes per harmonic. The FF-shapes
are plotted up to the third harmonic, since all shapes up to the twentieth harmonic are
similar. Each shape is similar to the first bending mode of a beam. In fact, the spatial
shapes of the Floquet Forms are rarely (see remark at the end of this subsection) different
form the classic shapes of the harmonic eigenmodes because the fundamental frequency
of the Floquet form, or Floquet exponent, is really closed to the first harmonic frequency
obtained by classic modal analysis. It is interesting to note that computing the first
Floquet Form (and the others) from the pre-projected equation (4.5) or doing it directly
on the physical equations (4.2) lead to the same results. But again, the pre-projection
method spares a lot of computation time.

Fig. 4.3 illustrates the second Floquet Form. There are many significant low frequency
amplitudes. The distribution of amplitudes is different than in case of FF1, but again
after the eighth harmonic the amplitudes decrease exponentially, which suggest a correct
convergence of the computed fundamental Floquet Forms. After the twentieth harmonic
there is no more significant amplitude. The shapes of the Floquet Form are similar to the
second bending mode with the third sine component p3

s being again the maximum.

Fig.4.4 shows an overview of the third Floquet Form. The amplitudes figure shows the
constant component is the largest one and that with increasing harmonics, the amplitudes
decay rapidly. This time, the Floquet Form is an axial vibrational mode whose shape is
very close to the classic axial mode shown in section 2.4.

A possibly interesting feature of the shown Floquet Forms is that for higher modes
and higher harmonics, is seems that the shapes of periodic eigenfunctions pm(t) are no
longer similar at different frequencies. For example, the constant component of fig.4.4
corresponds to an axial alongation whereas the components p1

c , p3
c and p2

s resemble three
node bending instead of an axial mode. How valid is the hypothesis that these odd
shapes are due to physics and not to a numerical artifact? These odd shapes have small
amplitudes in the order of 10−4 to 10−6 relative to the maximum amplitude. However the
shapes of the first and second Floquet Forms (apart from p3

c) remain similar even when
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Figure 4.2: Overview of first linearly independent Floquet form shapes per harmonic for λ = 0.25
and β = 0.025ω1. The computed Floquet exponent for this mode is s1 = 0 + i17.6, i.e. a fun-
damental frequency of 17.6 rad/s. The amplitudes shown are p1(t) = p0 +

∑40
h=1 p

h
c cos(hβt) +

phs sin(hβt). In the amplitude figure the constant norm |p0| is plotted in red, the cosine ampli-
tudes |phc | are plotted in blue and the sine amplitudes |phs | are plotted in green. The constant
p0, cosine phc and sine phs deformation shapes are plotted up to the fourth harmonic. These
shapes are normalized relative to the largest norm in the system |p3

s|.
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Figure 4.3: Overview of second Floquet form per harmonic for λ = 0.25 and β = 0.025ω1. The
computed Floquet exponent for this mode is s2 = 0 + i105.66, i.e. a fundamental frequency of
105.66 rad/s. The amplitudes shown are p2(t) = p0 +

∑40
h=1 p

h
c cos(hβt) + phs sin(hβt). In the

amplitude plot the constant norm |p0| is plotted in red, the cosine amplitudes |phc | are plotted in
blue and the sine amplitudes |phs | are plotted in green. The constant p0, cosine phc and sine phs
deformation shape are plotted up to the third harmonic. These shapes are normalized relative
to the largest norm in the system |p3

s|.
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Figure 4.4: Overview of the third Floquet form shapes per harmonic for the parameters λ = 0.25
and β = 0.025ω1. The computed Floquet exponent for this mode is s3 = 0 + i270.99, i.e. a
fundamental frequency of 270.99 rad/s. In the amplitude figure the constant norm |p0| is plotted
in red, the cosine amplitudes |phc | are plotted in blue and the sine amplitudes |phs | are plotted
in green.
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the norms drop to 10−10. Furthermore increasing or decreasing the size of the Hill matrix
did not change the results.

4.2.2 Projection on Floquet Forms

Time-periodic equations of motion can be transformed to time-independent equations by
projecting them on Floquet forms. To project the reduced 2n-dimensional time-periodic
system shown in equation (4.5), the state vector y(t) (we drop the capital letter in the
following because we could do the Floquet Form expansion directly on the physical state
vector y(t) of (4.5)) is expanded in the Floquet forms y(t) = p(t)q(t). To transform the
state derivative, the chain rule is used since both the amplitude of the Floquet Form, q(t),
and its eigenfunction, p(t), are time dependent:

ẏ(t) = ṗ(t)q(t) + p(t)q̇(t). (4.9)

Replacing expression (4.9) in the homogeneous part of the state space equation (4.5) that
is given in (4.8), one gets the expression:

pT (t)JBp(t)q̇(t)− pT (t) [JA(t)p(t)− JBṗ(t)] q(t) = 0. (4.10)

Premultiplying equation (4.10) by
(
pT (t)JBp(t)

)−1
gives

q̇(t) =
(
pT (t)JBp(t)

)−1
pT (t) [JA(t)p(t)− JBṗ(t)] q(t). (4.11)

The equation (4.11) has several time dependent coefficients which are periodic but it turns
out this expression will greatly simplify. It is known from chapter 3 that the amplitude of
a time-periodic homogeneous problem writes q(t) = q0e

St where the matrix S is a diagonal
matrix containing the Floquet exponents. The derivative of this solution is easily found:
q̇(t) = Sq0e

St = Sq(t). Using this homogeneous solution in (4.11) we obtain the following
result:

Sq(t) = (JBp(t))+ [JA(t)p(t)− JBṗ(t)] q(t), (4.12)

where we use the fact that pT (t)−1pT (t) = I and where ( )+ denotes the Moore-Penrose
pseudo inverse. By removing the amplitude of the Floquet Form, q(t), from the left and
right hand sides of the equation (4.12), we arrive at a new expression for the matrix of
Floquet exponents (4.13):

S = (JBp(t))+ [JA(t)p(t)− JBṗ(t)] . (4.13)

The matrix S on the left hand side of (4.13) is a constant, diagonal matrix with Floquet
exponents for entries. The time-periodic matrix functions on the right hand side of (4.13)
therefore have to result in a constant, diagonal Floquet exponent matrix as well. Figure
4.5 shows the time evolution of the entries of the matrix obtained by time integration of
(JBp(t))+ [JA(t)p(t)− JBṗ(t)] (blue line) as compared to the Floquet exponents of the
first ten Floquet exponents (in red dotted lines) of the linear equation of motion in state
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Figure 4.5: Imaginary part of the first ten entries of matrix (JBp(t))+ [JA(t)p(t)− JBṗ(t)] (in
blue lines) and first ten Floquet exponents (=(sm)) in red dotted lines.

space (4.8). The values are constant and perfectly coincide. This is a numerical proof
that the homogeneous time periodic ODE (4.8) can be rewritten as an ODE with constant
coefficients. A mathematical demonstration of this can be found in the very interesting
paper of Calico et al. [39]. When projected on Floquet Forms, a coupled set of time-
periodic equations can become uncoupled and eventually reduced. Floquet Forms are a
complete orthonormal basis in space and time and greatly simplify the physics underlying
the free vibrations of a structures in periodic state.

In summary, when projecting the solution y(t) on a basis of Floquet Forms, y(t) =
p(t)q(t), the reduced time-periodic equation in the state space, JBẏ(t) = JA(t)y(t),
already given in (4.8) can be recast in the form of a time-independent uncoupled equation:

q̇(t)− Sq(t) = 0, (4.14)

where the diagonal Floquet exponent matrix S is known as it is the Floquet exponents
computed in the previous subsection. The solutions of equation (4.14) are straightforward
and read qh(t) = q0e

St where q0 is the Floquet Form amplitude given by the initial
conditions for the free vibration of the beam. This means that Floquet forms solve the free
vibration problem algebraically. Instead of integrating the equations of motion over time.
The reponse y(t) is simply reconstructed when knowing the Floquet Forms eigenfunctions
by the relation y(t) = p(t)q0e

St. Note that equation (4.14) of original size 2n could be
further reduced by keeping only 2m < 2n Floquet Forms in the free vibrational solution.

4.2.3 Numerical application

In this section we treat the free vibrational problem of the beam of Fig. 4.1 discretized by
finite elements in the Fenics Software. The number of possible displacements is N = 36
for the physical displacement since there are 18 nodes with x and y displacements in
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Figure 4.6: The initial conditions of the case analyzed with N = 32 degrees-of-freedom. The
beam is bent upwards and released as shown in the deformed configuration. The free vibra-
tory response will be computed by either Floquet forms reconstruction or classic direct time
integration in the full physical basis.

2D. Two nodes on the left hand side are clamped. Therefore there are N = 32 degrees of
freedom in the interior domain which do not have an imposed displacement (see Appendix
?? for more information). In state space there are 2N = 64 state variables, namely the
displacements and velocities. Furthermore we take 5 harmonics into account in the Hill
matrix so that the shape of the full Hill matrix is 704 × 704. The size of the mesh is
kept small because we will project the free vibration on Floquet Forms that are computed
directly from the homogeneous part of the equation of motion (4.2) in the state space,
that is not projected a priori on a classic modal basis.

Fig.4.6 shows the initial conditions of the beam that we consider. There is no force
applied, only an initial displacement. For a free vibration case, there is no excitation,
the response is only caused by initial disturbances. Such a system is modeled with the
homogeneous part of the equation of motion (4.2). This equation can be solved by direct
numerical integration or by the Floquet Form projection explained in the previous subsec-
tion where only one eigenvalue problem has to be solved. Note that with projection, there
is only one eigenvalue problem to solve, the other operations are just multiplications for
reconstruction of the physical response following x(t) = w(t)r(t) as expressed in (4.7),
whatever the initial conditions, albeit for time integration, each different initial condition
requires a numerical integration in time.

Fig.4.7 shows the response of the tip of the periodically pre-stressed free-vibrating
beam over time. The displacement and velocity in vertical direction are shown with in-
creasing number of Floquet forms. The response, computed by integrating the equations
of motion over time in red are compared to the solution obtained by algebraic reconstruc-
tion on a basis of Floquet forms shown in blue. First of all, when using only 2 Floquet
forms, both the displacement (Fig.4.7 a) and velocity (Fig.4.7 b) are not close to the
reference solution: the solution is not converged enough, more Floquet forms are needed
since they do not form a proper orthogonal basis for the free vibratory response. When
using 6 Floquet forms, the displacement seems converged (Fig.4.7 c), however the velocity
misses a lot of small peaks (Fig.4.7 d). The general trends are captured well when using
6 Floquet forms, however there are high-frequency oscillations that are not well approxi-
mated. Finally, by using 32 Floquet forms, which is half of the total number of Floquet
Forms that is 2N = 64, both the displacement (Fig.4.7 e) and velocity (Fig.4.7 f) seem
converged.

Comparing the solutions in Fig.4.7, we see that accuracy increases by increasing the
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Figure 4.7: Response reconstruction with increasing number of Floquet forms for the modulation
parameters λ = 0.25 and β = 0.025ω1 and a harmonic truncation number H = 5. The response
shown is the vertical displacement and velocity of a node at the beam tip. The FF-reconstruction
is the sum of all FF contributions over time y(t) =

∑M
m=1 pm(t)qm(t). The FF-reconstruction is

shown in blue, the direct computation of the response is in red for reference. a) Displacement
using 2 FFs. b) Velocity using 2 FFs. c) Displacement using 6 FFs. d) Velocity using 6 FFs. e)
Displacement using 32 FFs. f) Velocity using 32 FFs.
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number of Floquet forms. High frequency content in the free vibrational response is better
approximated with increasing number of Floquet forms. To validate quantitatively this
modal convergence, a more objective measure for the error between the direct-integration
and the Floquet forms reconstruction is used that is shown in Fig.4.8. The error is
taken as the difference between the directly integrated solution (|yd(t)) and the Floquet
computations (|yFF (t)). To be more precise, the Euclidian norm of the difference between
the Floquet form response and direct response is computed at the end of one period:
|yFF (T )− yd(T )|/|yd(T )|. This norm is normalized by the direct response. We see from
Fig.4.8 that is plotted in log-log, that the convergence is almost quadratic, showing that
projecting a free vibratory response of a structure in periodic state on the basis of its
Floquet Form is efficient.

Moreover, in figure 4.9 the CPU time is shown as a function of the number of Floquet
forms we kept in the basis. The CPU time has been normalized by the time required for
direct integration. We see that reconstructing the free vibration with Floquet forms takes
much less time than using direct time integration. The more the number of Floquet forms
in the basis, the longer the CPU time (the CPU time evolves with a power 0.63 which is
relatively small as compared to time integration) but even with the full basis of Floquet
forms, i.e. 2m = 64, the CPU time is hundredth time smaller than performing a direct
time integration. Of course the reason is that, apart from the original hill eigenvalue
problem to solve, the Floquet modal solution is an an exact algebraic formulation that
does not even require time integration. Floquet forms projection could therefore be used
as a modal reduction technique for large set of discrete time-periodic ODEs that could
emerge in engineering.

Figure 4.8: Convergence of the physical response error norm. The errornorm is defined as
|yFFn(T ) − yd(T )|/|yd(T )|. Where the total displacement after one period by FFs and direct
computation are noted as yFFn(T ) and yd(T ) respectively. The errornorm is computed by
integrating the equations of motion projected on Floquet forms (blue). The case investigated is
the free-vibrating beam with 16 nodes in the interior domain (18 in total).
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Figure 4.9: CPU time as a function of the number of Floquet forms used. The CPU time is
measured by using either the exact homogeneous solution (blue) or by integrating the equations
of motion projected on Floquet forms (green). The CPU time has been normalised by the time
required for direct integration. The case investigated is the homogeneous beam.

4.3 Forced vibrations of time-periodic systems

4.3.1 Projecting the force vector

In section 4.2, the homogeneous time-periodic equations of motion were reformulated in a
set of reduced time-independent uncoupled equation by projection on an orthogonal basis
of Floquet forms. However, the analyzed equations were for a system vibrating freely. In
case of excitation on the system, the response in steady state is of interest. The particular
solution of the non-autonomous equations of motion given in (4.1) in the physical space
and (4.2) in state space, this is what corresponds mathematically to the steady state
response. This solution will be computed by projecting those equations, as well as the
force term on the Floquet forms. The particular solutions reveal what vibrations to expect
in response to excitation. Therefore, physical insights in the forced vibrations is a necessity
for analysis of the system in operating conditions. With the stationary response patterns
known, a structural engineer can evaluate whether time-periodic vibratory systems fulfill
requirements.

If forcing is taken into account, not only the homogeneous part of the equation of
motion is projected as in (4.10) but the applied force pT (t)F (t) also is pre-multiplied by
the quantity

(
pT (t)JBp(t)

)−1
= Q(t). The latter formulation is usedbecause only a 2m

by 2m system needs to be inverted, instead of the larger 2n× 2m Moore-Penrose inverse
(JBp(t))+ which was used in section 4.2.2. Taking into account external forcing, the 2m
dimensional uncoupled homogeneous equation (4.14) takes the general form

q̇(t)− Sq(t) = Q(t)pT (t)F (t). (4.15)

Note that equation (4.15) has a time-dependency on the right hand side whereas the left
hand side is time independent and uncoupled. This equation is used to compute the
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Floquet forms particular modal amplitude q(t) in the following.

To compute the particular solution we need to understand the right hand side of
the equation of motion (4.15). When there is an excitation applied, the right hand side
determines the stationary response. On the long term, the system’s response is determined
by its stationary response since in most practical cases, the transient response due to initial
conditions dampens out. On the right hand side of equation (4.15), we have a force vector
F (t) that is pre-multiplied with a time periodic term. To illustrate with an example: if
there is a constant force vector applying on the cantilever beam in a time-periodic elastic
state, then this vector is pre-multiplied with a periodic term on the right-hand side of
equation (4.15) once projected on the basis of Floquet forms, i.e. the resulting vector
is time-periodic. Therefore the steady state response to this constant force will be time
periodic. That a constant force entails a periodic response is an increase in complexity
that sets of linear ODEs with constant coefficients do not have.

It is interesting to note that both Q(t) =
(
pT (t)JBp(t)

)−1
and pT (t) are T -periodic

functions where T is the period of the elastic state (with fundamental frequency β = 2π/T )
so that multiplying both quantities give a periodic quantity as well. Q(t) is a row vector
matrix of size 2m × 2m, where each row corresponds to a specific Floquet form of size
2m. pT (t) is a rectangular matrix of size 2m× 2n or 2m× 2N depending if the vector of
external forces is expressed in the reduced classic modal state space 2n or physical state
space 2N . Since the 2m-dimensional equation of motion (4.15) is uncoupled on the left
hand side, the value of F̂ (t) = Q(t)pT (t)F (t) determines the Floquet form amplitude of
the particular solution q(t). In engineering terms, the steady state of the system q(t) is
determined by the projected force.

The difficulty of computing Q(t) is finding the inverse of the eigenfunction p−1(t).
There is no simple transformation from the periodic eigenfunction p(t) = ∑

h p
heihβt to

its inverse. One could integrate the inverse eigenfunction over time and apply Fourier
analysis to compute the inverse eigenfunction in the frequency domain. Another, more
elegant solution might be to use the technique described by Calico [39]. They describe
how the inverse eigenvectors of the STM can be computed over time by directly computing
solutions to the adjoint eigenproblem.

4.3.2 Example of a harmonic external force

The particular solution due to a harmonic external force, F (t) = F A sin Ωt, is investi-
gated. For this scenario, the number of degrees of freedom are N = 360 in the physical
space but the system is reduced on a classic basis of 32 physical harmonic eigenmodes
(64 eigenmodes in the state space). In equation (4.15) of dimension 2m where 2m is the
number of retained Floquet forms, F (t) is therefore of size 2n = 64. According to the
previous subsection, when projected, the harmonic force F̂ (t) becomes almost-periodic for
structures in time-periodic elastic states and the particular solution is therefore almost-
periodic. The particular response is computed either by integrating the eventually reduced
and uncoupled equation (4.15) that has been projected on 2m Floquet forms. The ob-
tained results are validated by direct integration of the time-periodic modal equations of
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motion shown in equation (4.5). We will see that with an increasing number of Floquet
forms in the basis, the computed particular response will be more accurate.

The limitation though, comparing to the computation of the free vibrations on Floquet
forms, is that there is not an exact solution easily available since there is no algebraic
formulation of eigenvector inverse p−1(t). For the moment, we still need to numerically
integrate equation (4.15) since we have no closed form solution of the inverse of p−1(t),
notably in the frequency domain. This is a computationally costly operation that we
would like to solve but finding the Fourier series of an inverse periodic function for which
we know its Fourier series is still, we believe, an open problem.

The equation of motion of the system under periodic excitation is

q̇ − Sq = Q(t)pT (t)F A sin Ωt. (4.16)

The almost-periodic Right Hand Side (RHS) of (4.16) with modulation frequency
β = 1.5ω1, elastic modulation amplitude λ = 0.5, excitation frequency Ω = 2.9ω1 and
amplitude F A = 500 N. The envelopes are found with the amplitude and projections
Q(t)pT (t)F A.

Figure 4.10: Convergence of the physical response error norm of a forced periodic beam under
periodic prestress. The errornorm is defined as |yFFn(T ) − yd(T )|/|yd(T )| where the total
displacement after one period obtained by Floquet forms reconstruction and direct computation
are noted as yFFn(T ) and yd(T ), respectively. The errornorm is computed by integrating the
equations of motion projected on Floquet forms. The case investigated is the forced beam under
a sinusoidal load with excitation frequency Ω = 2.9ω1 and amplitude FA = 500 N. The periodic
prestress of the beam has the parameters frequency β = 0.025ω1 and amplitude λ = 0.25.

In Fig.4.10 the errornorm is plotted as a function of number of Floquet forms that
are kept in the orthonormal basis. The L2 norm between numerical time integration of
the equation projected on Floquet forms and the original modal equation, |yFFn(T ) −
yd(T )|/|yd(T )|, is computed and plotted with errornorm on the y-axis and number of
Floquet forms on the x-axis For this problem the system converges well. A logarithmic
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fit line is plotted in red. The slope of this line is 2, 58 which indicates the exponential
convergence rate. The convergence in itself shows that FF-integration can be used for
forced problems. The error decreases with increasing number of FFs. However this comes
at the cost of an increased computational effort which will be investigated next.

Figure 4.11: CPU time as a function of the number of Floquet forms used for the forced beam
under a sinusoidal external load. The CPU time is measured when integrating the equations of
motion projected on 2m Floquet forms (4.15) . The CPU time has been normalized by the time
required for direct integration of the original 2n = 64-dimensional equation.

In Fig.4.11 the computational time is plotted as a function of the number of Floquet
Forms used on a logarithmic scale. The calculation time on the y-axis is normalized to
the time needed for a direct integration of the original modal equation of motion. On
the x-axis the number of Floquet forms are shown. As expected, the computational costs
increase with increasing number of Floquet Forms in an almost linear fashion as illustrated
by the power law with coefficient 1.09. Unfortunately, calculation time is higher than
direct time integration because computing the projection matrix Q(t) is costly since it
requires an inversion at each time step. Floquet forms are shown to converge and therefore
have a physical sense. Computing the stationary response takes more computational
effort than direct integration. In the future these computations will be optimized if a
more efficient method to project the force applied is found. If an algebraic formulation
of the inverse of the periodic eigenfunction p−1(t) is found as Calico would suggest [39],
computation time of the particular solution will be much lower than in Fig.4.11. Also,
there is no need to invert Q(t) on the full time domain since Q(t) is periodic. Note also
that an advantage of computation on Floquet forms is that Q(t) is only dependent of the
analyzed state, not on the external forces applied on this state. Thus, if Q(t) has been
computed for one modulated state, one can vary the external forces on it and there will
be no need to recompute the inverse of Q(t), meaning the time integration would be much
faster.
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4.3.3 Frequency Response Spectrum

In this section the frequency response spectrum of the forced vibration of the time-periodic
system is analyzed. This subsection is a follow up of section 2.4 and Fig.2.12 where the
time-periodic system was projected on classic modes to compute the response in the
frequency domain. Now that we have seen how to compute the stationary response using
Floquet forms, another way to verify the projection method is to compare the particular
responses obtained by projection and direct time integration of the modal equations in
the frequency domain.

Figure 4.12: Fourier transform of the stationray response of the periodically prestressed beam
under the harmonic external load. The Fourier transform has been made on 75 prestress periods
and the number of retained Floquet forms is 2m = 10. The computation are done either by
integrating the equations projected on its FFs (blue) or by directly integrating the original
modal equations (red). The natural frequencies are noted with ωi, with i = 1, 2, 3. The first
subharmonics are shifted with β from natural and excitation frequencies and marked with dotted
lines.

Figure 4.13: Fourier transform for the periodically prestressed beam under a harmonic external
load decomposed per Floquet form. The first FF (blue) and second FF (green) are shown. For
comparison, the frequency response spectrum of the total response is shown in black dotted
lines.

In fig.4.12, the frequency response spectrum is computed using time-integration on a
basis of Floquet forms. This is compared to integration performed on a basis of classic
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harmonic eigenmodes (see fig.2.12). The results are in close agreement and show the effects
of harmonic excitation on structures in time-periodic elastic state. Not only the natural
frequencies, but also their subharmonics sm±β are excited. When multiplying the periodic
eigenfunctions p(t) = ∑

h p
heihβt with a Floquet amplitude that has a specific frequency

q(t) = q0e
iωjt, this results in a almost-periodic response p(t)q(t) = q0

∑
h p

hei(ωj+hβ)t. The
exponential ei(ωj+hβ)t causes the linear forced vibrations to have sub-frequencies.

In fig.4.13, the stationary response contributions per Floquet forms are shown in the
frequency domain. It is interesting to note that both Floquet forms respond on excitation
frequency Ω and its sub-harmonics Ω ± β. Apart from those resonating frequencies, the
Floquet forms are uncoupled, i.e. the blue and green peaks are not mixed. This is very
different from Fig.2.12 of section 2.4 where we were looking at the contributions of the
forced vibration on each classic harmonic eigenmodes: the various sub-harmonics of the
frequency response on each normal mode were mixed.

4.4 Conclusions

In this chapter, Floquet forms have been used to project the equations of motion with
many degrees of freedom, in a similar fashion as classic modal analysis. By exhibiting
convergence in the free and forced vibrating cases, the FF-projection is shown to be a gen-
eralization of modal analysis of time-periodic systems. Like classic harmonic eigenmodes
of structures in equilibrium states, Floquet Forms allow to orthogonally decompose, in
space but also in time, the oscillations of a structure in periodic state.

We have shown that an issue with the computation of FFs for large degrees of freedom
systems lies in the size of the Hill matrix eigenvalue problem. For each harmonic, the
Hill matrix increases by twice the number of degrees of freedom. To reduce the Hill
eigenproblem, the equations of motion are projected on classic modes, which leaves a
strongly reduced system and a smaller Hill matrix. Consequently, there are fewer series of
linearly dependent eigensolutions to sort through, in order to find the proper fundamental
Floquet forms.

Projecting the free-vibrating problem leads to uncoupled equations of motion with
constant coefficients which are solved algebraically once knowing the Floquet exponents
and their associated periodic eigenfunctions. The free vibratory response converges to
the actual solution with a relatively small number of Floquet forms. This results in a
much faster computation than a direct integration on the original set of time-periodic
equations. In case of forced vibration, the excitation is projected on a time-periodic
FF-basis. The uncoupled equations of motion are integrated over time to compute the
amplitude per Floquet form. This case is converging with increasing number of FFs as
well and we showed that the stationary response is properly decomposed on each Floquet
form. However, the computations are relatively slow because the right hand side of the
projected equations requires an inversion of the FF-basis. This is a point to improve since
finding the inverse FFs should be possible analytically according to literature.
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Chapter 5

Conclusions

Modal analysis itself is a well established method using eigensolutions of the equations of
motion to compute modes. Clasic harmonic modes are however limited to LTI systems,
but we have shown the proper orthogonal basis for time-periodic systems is formed with
Floquet forms. These have been computed efficiently and robustly and applied on time-
periodic systems and are used effectively for modal reduction and stability analysis, as
shown in this thesis.

The methods to compute Floquet forms are limited by different factors. The time
domain approach requires a non-trivial time-integration of the equations of motion which
is relatively costly in terms of computational power. Furthermore the periodic eigenvector
is computed in the time domain without direct knowledge of its frequency content. The
frequency domain approach has the difficulty that the Hill eigenspectrum is polluted by
linearly dependent eigenpairs. Although this has been treated effectively by eigenvector
sorting to compute the most converged FF.

Treating the Hill spectrum is necessary to obtain accurate results, especially near
stability boundaries. When comparing frequency domain methods, eigenvector sorting
provides the most efficient way to compute Floquet forms. Eigenvalue sorting in the
primitive cell is very efficient in case of steady state or flip bifurcations. However in case
of Neimark-Sacker bifurcation, eigenvalue sorting requires a large number of harmonics to
converge. This is due to the Hill spectrum being far from the primitive cell. Eigenvector
sorting requires the fewest number of harmonics and provides the most converged FFs.

When converged FFs are computed, they can be used to analyze the transverse vi-
bratory response of a structure in periodic state. By decomposing the response into FFs
and analyzing these individually, the principal motions of the system are revealed. Fur-
thermore, the envelope of the response is computed using the periodic eigenvector and
FF-amplitude.

The free-vibrating periodic Ziegler column in periodic state shows the robustness of
stability computations. Both conservative and nonconservative cases are analyzed. Using
various methods the FFs have been verified for giving the correct stability and response.
FF stability analysis is verified in the fundamentally stable domain with Floquet mul-
tipliers obtained by time-domain methods. In the fundamentally unstable domain the
stability threshold of averaging verifies FF computations at high frequency. Verification
of the response computed by FFs and direct time integration show good agreement.

An issue in computing FFs of large degree of freedom systems is the Hill matrix
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eigenvalue problem. For each harmonic the Hill matrix increases with twice the number
of degrees of freedom. To simplify the Hill eigenproblem the equations of motion are
projected on classic modes, which leaves a strongly reduced system and a smaller Hill
matrix. Furthermore there are fewer series of linearly dependent eigensolutions to sort
through to obtain FFs.

The free-vibrating problem leads to constant coefficients in the FF-equations of motion
which are solved algebraically by Floquet exponents. The response with increasing number
of FFs in the basis converges to the one computed by direct time-integration. Using a
reduced basis of FFs results in a much faster computation than directly integrating the
coupled time-periodic equation of motion.

In case of forced vibration, the excitation is projected on a time-periodic FF-basis.
The uncoupled equations of motion are integrated over time to compute the amplitude
per FF. This case is converging with increasing number of FFs in the basis as well. The
response is decomposed per FF. The computations are relatively slow because the right
hand side requires an inversion of FF-basis. This is a point to improve since finding the
inverse FFs should be possible analytically according to literature.
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Appendix A

Equation of motion of the Ziegler
column

With the help of Newton’s second law applied on the two rotating rigid bars parameterized
by θ1(t) and θ2(t), it is possible to establish the nonlinear equation of motion of the Ziegler
column described in Fig. 2.1(c). By equating the quantity of acceleration Abar1 and Abar2
on one side, to the sum of the external momentsMbar1 andMbar2, on the bar 1 and 2,
respectively, on the other side, we obtain a system of two nonlinear Ordinary Differential
Equations:

Abar1 = d

dt
(∂T
∂θ̇1

)− ∂T
∂θ1

=Mk
1 +Mc

1 +MP
1 ,

Abar2 = d

dt
(∂T
∂θ̇2

)− ∂T
∂θ2

=Mk
2 +Mc

2 +MP
2 . (A.1)

In Eq.(A.1), T (θ1, θ2, θ̇1, θ̇2) is the kinetic energy of the system of two rotating rigid bars
reading

T = 8
3ml

2θ̇2
1 + 2

3ml
2θ̇2

2 + 2ml2θ̇1θ̇2 cos (θ1 − θ2) . (A.2)

The momentsMk
1 andMk

1 represent the restoring elastic moments due to the rotational
springs and read, in bar 1 and 2, respectively:

Mk
1 = kθ1 + k(θ1 − θ2) andMk

2 = k(θ2 − θ1). (A.3)

The momentsMP
1 andMP

2 are due to the end external harmonic force F (t) and read, in
bar 1 and 2, respectively:

MP
1 = 2lA cos(Ωt) [− cos(θ1) sin(ηθ2) + sin(θ1) cos(ηθ2)] ,

MP
2 = 2lA cos(Ωt) [− cos(θ2) sin(ηθ2) + sin(θ2) cos(ηθ2)] . (A.4)

If η = 0 (in the case of a force remaining horizontal upon deformation of the structure),
the moments MP

1 and MP
2 can be derived from the gradient of a potential energy, and

the system is said to be conservative, or periodically conservative as the value of the
moments are periodically varying with time. If η = 1 (in the case of moments depending
on the position of the structure in space), the previous property is not true and the system
is non-conservative. Replacing Eqs.(A.2)-(A.4) into Eq.(A.1), one obtains the nonlinear
system of equation of motions of the two-degrees-of-freedom as expressed in Eq.(2.13).
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Appendix B

Hill matrix implementation

In this appendix the generalized formulation for the Hill matrix in the real domain is
derived and its implementation is shown.

The generalized formulation is derived because this leads to more efficient eigenvalue
problem solving. Generalized equations of motion in state space are written in the canon-
ical form (B.1)

JBẏ(t) = JA(t)y(t). (B.1)

For applications in FEM the Jacobian matrices JA(t) and JB are sparse. The Hill
matrices derived in chapter 3 are both based on the nongeneralized state space formu-
lation ẏ(t) = J(t)y(t). This formulation can be found from generalized matrices since
J(t) = J−1

B JA(t). However this requires inverting sparse matrix JB. Inversion of a sparse
matrix for eigenproblems has two major drawbacks. First of all, the inversion itself is com-
putationally expensive. Second of all by inverting a sparse matrix, in general it loses its
sparseness. Finding eigenvalues of full matrices is much more computationally expensive.
Therefore inverting matrices is to be avoided. In this appendix not the derivation of the
real Hill matrix and its numerical implementation in Python is shown. The code is limited
to using packages NumPy and SciPy [76].

B.1 Floquet transform

The response vector y(t) from (B.1) is decomposed into N linearly independent Floquet
forms (FFs):

y =
∑
n

pn(t)q(t)n, with: pn(t) = p(t+ T ). (B.2)

The eigenvector pn(t) is periodic and each FF has an amplitude qn(t).

When neglecting excitation the equations of motion (B.1), we get homogeneous linear
ODE for which the solution q(t) = eSt can be imposed. For the derivative this results in:

ẏn = ṗn(t)qn(t) + pn(t)q̇n(t) = (ṗ(t) + snp(t)) esnt. (B.3)
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B.2 Fourier transform

By applying a Fourier transform on periodic functions the system equations are trans-
formed to the frequency domain. The periodic components are the eigenfunction p(t), its
derivative ṗ(t) and the periodic Jacobian J(t).

The Fourier transform of the Floquet eigenfunction in the real domain results in (B.4):

pn(t) = a0

2 +
H∑
j=1

(aj cos jβt+ bj sin jβt) , (B.4)

where the superscript h is an index that denotes the harmonic used. Coefficients aj and
bj belong to the cosine and sine terms of the eigenfunction respectively. Its derivative is
simply found by taking the derivative of the Fourier series (B.5):

ṗn(t) =
H∑
j=1

(jβbj cos jβt− jβaj sin jβt) . (B.5)

The Fourier transform of the Jacobian is shown (B.6):

JA(t) = Ac
0

2 +
H∑
h=1

(
Ah
c coshβt+Ah

s sin hβt
)
, (B.6)

where the coefficients Ac,s represent cosine and sine terms respectively.

B.3 Harmonic Balance

The state space equation is rewritten to balance formulation (B.7):

JBẏn(t) = JA(t)yn(t)⇐⇒ JA(t)yn(t)− JBẏn(t) = 0. (B.7)

Because the balance in total is equal to zero, each harmonic must balance out to zero as
well. Meaning that for each cosine term cos jβt or sine term sin jβt its coefficients must
equal to zero. To find these coefficients the Fourier transformed terms (B.4), (B.5) and
(B.6) need to be substituted in the balance equation (B.7).

To compute the first term of the balance equation JA(t)yn(t), both periodic functions
JA(t) and pn(t) are replaced by two Fourier series (B.8):

JA(t)yn(t) =(
1
2A

c
0 +

∞∑
h=1

(Ac
h cos(hβt) +As

h sin(hβt))
)a0

2 +
∞∑
j=1

(aj cos(jβt) + bj sin(jβt))
 esnt.

(B.8)
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This equation (B.8) contains cosine and sine products. These must be written to Using
the trigonometric product-to-sum identities:

cosα cos β = 1
2 [cos(α + β) + cos(α− β)] ,

sinα sin β = 1
2 [cos(α− β)− cos(α + β)] ,

sinα cos β = 1
2 [sin(α + β) + sin(α− β)] ,

cosα sin β = 1
2 [sin(α + β)− sin(α− β)] ,

which leads to the following expression for JA(t)yn(t):

JA(t)yn(t) =
1

2A
c
0

a0

2 +
∞∑
j=1
aj cos jβτ + bj sin jβτ


+
∞∑
h=1
Ac
h

a0

2 coshβτ +
∞∑
j=1

aj
2 (cos(h+ j)βτ + cos(h− j)βτ) (B.9)

+bj2 (sin(h+ j)βτ − sin(h− j)βτ)
]

+
∞∑
h=1
As
h

a0

2 sin hβτ +
∞∑
j=1

aj
2 (sin(h+ j)βτ + sin(h− j)βτ) (B.10)

+bj2 (− cos(h+ j)βτ + cos(h− j)βτ)
])
esnt. (B.11)

This term is cumbersome, especially compared to the complex domain harmonic balance
from section 3.3.1. Important to note is the role of difference frequencies frequencies h+ j
and h− j. These lead to off-diagonal terms in the Hill matrix.

The second term in the harmonic balance JBẏn(t) is found (B.12):

JBẏn(t) = B

a0

2 +
H∑
j=1

((snaj + jβbj) cos jβt+ (snbj − jβaj) sin jβt)
 esnt. (B.12)

To stay consistent with the notation of the coefficients of JA(t), the matrix JB in the
frequency domain is written as B.

Writing the harmonic balance (B.1) in totality becomes very cumbersome with terms
(B.8) and (B.12). Therefore the system is rewritten into Hill matrices.

B.4 Hill matrices

The harmonic balance in the real frequency domain leads to a block matrix with Hankel
and Toeplitz matrices. In matrix form the harmonic balance is rewritten: (HAφ− snHBφ) esnt =
0
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The eigenvector terms are decomposed into φ = [a0/2,a1, . . . ,aH , b1, . . . , bH ]T .

The matrix HB is found by separating the Floquet exponent sn terms from the fre-
quency term jβ in (B.12). This leads to the blockdiagonal matrix (B.13):

HB =


B 0

. . .
0 B

 . (B.13)

The matrix HA is found similar to the direct Hill matrix from section 3.3.1. Therefore
the formulation becomes (B.14):

HA =


1
2A

0
c

1
2Ac

1
2As

AT
c

[
Kc + T c

] [
Ks − T s

]
AT
s

[
Ks + T s

] [
T c −Kc

]
 , (B.14)

where
Ac =

{
A1
cA

2
c . . . A

H
c

}
and As =

{
A1
sA

2
s . . . A

H
s

}
are (N × HN)-dimensional block vectors (AT

c and AT
s are the transpose of the above

block vectors, not of the full matrices Ac and As meaning one has to be careful to not
transpose the matrices Ah

c and Ah
s in the process but simply ordering them in a column

block vector),

Kc,s = 1
2



A2
c,s A3

c,s A4
c,s . . . AH+1

c,s

A3
c,s A4

c,s A5
c,s . . . AH+2

c,s

A4
c,s A5

c,s A6
c,s . . . AH+3

c,s
... ... ... . . . ...

AH+1
c,s AH+2

c,s AH+3
c,s . . . A2H

c,s

 ,

are (NH×NH)-dimensional block matrices with harmonic contributions of the Jacobian
either on cosine or sine, and where

T c = 1
2



A0
c A1

c A2
c . . . AH−1

c

A1
c A0

c A1
c . . . AH−2

c

A2
c A1

c A0
c . . . AH−3

c
... ... ... . . . ...

AH−1
c AH−2

c AH−3
c . . . A0

c

 ,

and

T s = 1
2



2βB −A1
s −A2

s . . . −AH−1
s

A1
s 4βB −A1

s . . . −AH−2
s

A2
s A1

s 6βB . . . −AH−3
s

... ... ... . . . ...
AH−1
s AH−2

s AH−3
s . . . 2HβB

 ,

are (NH×NH)-dimensional block matrices. Although seemingly complicated if compared
to the general complex Hill matrix that is the sum of a complex block diagonal matrix and
a real Toeplitz block matrix, the general real Hill matrix is relatively easy to numerically
implement. Indeed, it is composed of Kc and Ks which are Hankel block matrices, T c
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that is a Toeplitz matrix and T s that is the sum of a real block diagonal matrix and a
Toeplitz matrix. Applying the eigenvector sorting algorithm on the real Hill matrix HH

of Eq.(3.25) allows to compute the N fundamental FFs of a system in a general periodic
state.

B.5 Numerical implementation

The numerical implementation of these matrix constructions is given in Python as an
example for users. The NumPy and SciPy packages are used. The jacobian matrices
JA(t) and JB are implemented as sparse matrices in SciPy. The decomposed jacobian
JA(t) = A0/2 + ∑

hAc cos(hβt) + As sin(hβt) and JB = B are used to set up Hill’s
matrix in the real domain.

The function to compute the real Hill matrices HA,B are based on Ah
c,s and B, number

of harmonics H, frequency β and number of degrees of freedom N :

def Hill_real_A_B(cosine_mats, sine_mats, Hmax, freq, Ndim, B_mat):
""" Create Hill matrix in the real domain [J0/2 Jc Js]
with the following form: |Jc’/2 A1 B1|

[Js’/2 B2 A2] """
# Construct submatrices
A1 = (Toeplitz_sparse(cosine_mats[:Hmax]) +

Hankel_sparse(cosine_mats[2:Hmax+2], cosine_mats[Hmax+1:]))/2
A2 = (Toeplitz_sparse(cosine_mats[:Hmax]) -

Hankel_sparse(cosine_mats[2:Hmax+2], cosine_mats[Hmax+1:]))/2

BM = freq*sparse.kron(sparse.diags(np.arange(1,Hmax+1)), B_mat)
B1 = (Toeplitz_sparse(sine_mats[:Hmax], - np.asarray(sine_mats[:Hmax]))/2 +

Hankel_sparse(sine_mats[2:Hmax+2], sine_mats[Hmax+1:])/2 - BM)
B2 = (Toeplitz_sparse(-np.asarray(sine_mats[:Hmax]), sine_mats[:Hmax])/2 +

Hankel_sparse(sine_mats[2:Hmax+2], sine_mats[Hmax+1:])/2 + BM)

# Construct columns
col1 = []
col1.append(sparse.csr_matrix(cosine_mats[0]/2))
col1.extend(cosine_mats[1:Hmax+1])
col1.extend(sine_mats[1:Hmax+1])
for i in range(len(col1)):

col1[i] = sparse.coo_matrix(col1[i])
col1 = sparse.vstack(col1)

cos_row = []
cos_row.extend(cosine_mats[1:Hmax+1])
for i in range(len(cos_row)):

cos_row[i] = sparse.coo_matrix(cos_row[i])
cos_row = sparse.hstack(cos_row)/2

sin_row = []
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sin_row.extend(sine_mats[1:Hmax+1])
for i in range(len(sin_row)):

sin_row[i] = sparse.coo_matrix(sin_row[i])
sin_row = sparse.hstack(sin_row)/2

col2 = sparse.bmat([[cos_row], [A1], [B2]])
col3 = sparse.bmat([[sin_row], [B1], [A2]])
return (sparse.hstack((col1, col2, col3), format="csr"),

sparse.kron(np.eye(2*Hmax+1), B_mat, format="csr"))

The construction of HA (B.14) requires the computation of sparse block Hankel and
Toeplitz matrices. Care is taken that the first column is the vertical block column of:[
A0/2,A1

c , . . . ,A
h
c ,A

1
s, . . . ,A

H
s

]
.

The matrices returned are purely real numbers and have no imaginary numbers. This
is useful for applications where eigensolvers are not compatible with complex values.

The real Hill matrix requires block Toeplitz and Hankel matrices, for which there is
not a sparse block implementation in Scipy. Therefore these algorithms are shown to
compute sparse Toeplitz and Hankel matrices.

from scipy import sparse
import numpy as np

def Toeplitz_sparse(rows, cols=None):
"""
Get Toeplitz matrix of a set of real square matrices based on the first row
and the first column.

"""
if cols is None:
cols = rows

vals = []
vals.extend(rows[-1:0:-1])
vals.extend(cols[:])
vals.extend([None])

a, b = np.ogrid[0:len(rows), len(cols) - 1:-1:-1]
indx = a + b
return sparse.bmat(np.asarray(vals)[indx], format=’csr’)

def Hankel_sparse(rows, cols=None):
"""
Get Hankel matrix of a set of real square matrices based on the first column
and the last row.
"""
if cols is None:
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cols = rows

vals = []
vals.extend(rows[-1:0:-1])
vals.extend(cols[:])
vals.extend([None])

a, b = np.ogrid[0:len(rows), 0:len(cols)]
indx = a + b
return sparse.bmat(np.asarray(vals)[indx], format=’csr’)
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Appendix C

High Frequency Averaging of the
statically diverging Ziegler Column

in periodic elastic state

The goal of this appendix is to compare linear stability based on averaging method to the
one obtained by the computation of FFs in the frequency domain. The use of averaging
method for LTP systems is well known [46, 26]. Averaging is a perturbation method
that separates the equations of motion into a periodic fast timescale and a slow part.
The averaged response of the fast part is taken into account, hence the name averaging.
From averaging, an expression is found for the high frequency stability threshold. This is
expressed for the conservative case in the load amplitude:

λa = β

40

√
−1989 + 3424P0 + 3

√
434669− 271744P0. (C.1)

20 40 60 80
Frequency ratio β/ω1

0

5

10

15

20

Lo
ad

 λ

Figure C.1: Comparing the stability found through averaging (black line) with stability calcu-
lations using Floquet forms. The red zone is stable, yellow is T -unstable, purple is 2T -unstable
and orange is almost-periodically unstable regions. For high frequencies both methods give sim-
ilar results. This is to be expected since averaging is valid for high frequencies. The calculation
is done on a 150× 150 grid, the colors are displayed using a nearest neighbour interpolation.

In Fig.C.1 the stability domain over large range of frequency is compared to averaging
(black line). At high frequency the stability boundary computed by averaging and FF-
stability is in good agreement. The FF computation is therefore verified at high frequency
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by averaging. The definition of high frequency is when the system frequency β is much
higher than the natural frequency ω1 so that: β � ω1. The stability boundary of averaging
is in agreement if β > 15ω1. Both methods are first order perturbative methods, therefore
the results have the same underlying LTP equations.

C.1 Averaged equations of motion

Step 1 is to separate the non-linear EoM into two parts, a "static" or slow-time excitation
f(θ̇, θ) and a periodic or fast-time excitation q(θ) (C.2):

θ̈ = f(θ̇, θ) + Ωq(θ) (C.2)

The Ziegler column in the fundamentally unstable regime from section 3.7 is used.
Which has the equations of motion: Mθ̈(τ)+Kθ(τ)+(P 0 +P A cos(βτ))θ(τ) = 0. With
mass matrixM , constant stiffness matrixK and a static P 0 and periodic P A compressive
stress matrices.

The matrices have the following values:

M =
[

1 3
8

3
2 1

]
, K =

[
3
8 − 3

16
−3

4
3
4

]
, P 0,A = P0,A

[
−1 η
0 4η − 4

]
(C.3)

Where τ is the dimensionless time based on the base natural frequency of the system
τ = ω0t, with the radial frequency ω0 =

√
k
ml2

. Splitting up the function in a static and
periodic term as in eqn.C.2 gives for the static part f(θ̇, θ) = f(θ). Using the constant
matrices this means the static part becomes f(θ) = M−1 (K + P 0)θ(τ).

Inserting the matrices: f(θ) =
[

1 3
8

3
2 1

]−1 ([ 3
8 − 3

16
−3

4
3
4

]
+ 3l

8kP0

[
−1 η
0 4η − 4

])
θ(τ)

this results in:

f(θ) =
([

3
2 −15

14
−3 33

14

]
+ 3lP0

7k

[
−2 3− η
3 5η − 8

])
θ(τ) (C.4)

For the fast time function:

βq(θ) = M−1P A cos(βτ) (C.5)

βq(θ) =
[

1 3
8

3
2 1

]−1 ( 3l
8k (PA cos(βτ))

[
−1 η
0 4η − 4

])
θ(τ) (C.6)

βq(θ) = 3lPA
7k

[
−2 3− η
3 5η − 8

]
cos(βτ)θ(τ) (C.7)
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So that:

q(θ(τ)) = 3lPA
7kβ

[
−2 3− η
3 5η − 8

]
cos(βτ)θ(τ) (C.8)

The next step is to separate the system into a "slow" x(T0) = {x1(T0), x2(T0)}T and a
"fast" part ψ(T0) = {x1(T1), x2(T1)}T . This is only valid if Ω � ωn or β � ωn/ω0. The
assumed solution is written in the form:

θ(T0, T1) = x(T0) + εψ(T1) (C.9)

Where ε = 1/β and at high-frequency it is assumed that ε� 1 and where T1 = βτ = Ωt.

Introducing the averaging operator where a function inside the brackets is averaged
over one period so that for the fast time the function is:

< • >= 1
2π

∫ 2π

0
•dT1 (C.10)

For eqn.C.8 the average is zero due to the cosine: < q(θ) >= 0 and by definition the fast
time solution < ψ >= 0, so that it’s averaged derivatives are also zero.

The solution from eqn.C.9 is inserted in eqn.C.2. The timescales of x(T0) and ψ(T1)
are completely independent so that d2

dt2
(θ(T0, T1)) and dψ

dτ2 = ε−2 dψ
dT 2

1
becomes:

D2
0x+ ε−1D2

1ψ = f(x+ εψ) + ε−1q(x+ εψ) (C.11)

The notation from [26] is used for the derivative operators of slow time D0 = ∂
∂T0

and fast
time D1 = ∂

∂T1
.

The next step is to apply averaging over eqn.C.11, this results in the second fast
time derivative equal to zero < D2

1ψ >= 0 and the slow time derivative unaffected
D2

0x =< D2
0x >, so that:

D2
0x =< f(x+ εψ) + ε−1q(x+ εψ) > (C.12)

Subtracting eqn.C.12 from eqn.C.11 gives the second derivative for the fast time scale:

D2
1ψ = εf(x+ εψ) + q(x+ εψ)− ε < f(x+ εψ) + ε−1q(x+ εψ) > (C.13)

Important to note here that the average of the second time derivative is zero < D2
1ψ >= 0,

for the derivative itself there exists some value of τ where it is not zero D2
1ψ(τ) 6= 0.

Applying a first order Taylor approximation on eqn.C.12 so that:

a(x+ εψ) ≈ a(x) + εψ · ∂a(x)/∂x+O(ε2) (C.14)
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This results in the equation and applying this on (C.12) and (C.13) results in the expres-
sion:

D2
0x =< f(x) + εψ

∂f(x)
x

+ ε−1q(x) +ψ∂q(x)
x

+O(ε2) > (C.15)

D2
1ψ = q(x) + ε(f(x) + εψ

∂f(x)
x

+ψ∂q(x)
x

− < f(x) + εψ
∂f(x)
x

+ ε−1q(x) +ψ∂q(x)
x

>) +O(ε2) (C.16)

Ignoring all terms of ε to get a zeroth order approximation and using the properties of
averaging that < q(x) >= 0 and < f(x) >= f(x), the equations are simplified:

D2
0x = f(x)+ < ψ

∂q(x)
x

> +O(ε) (C.17)

D2
1ψ = q(x) + ε

(
ψ
∂q(x)
x
− < ψ

∂q(x)
x

>

)
+O(ε2) (C.18)

Using zeroth order approximations of (C.18) and inserting it in (C.8) results in D2
1ψ(τ) ≈

q(x(τ)). Integrating twice with respect to βτ results in ψ = −q(x(τ)). This can be
expressed as:

ψ(τ) = −M−1P A cos(βτ)x(τ) (C.19)

To solve fast time, dynamic function q(x) from eqn.C.5 is differentiated with respect to
x:

∂q(x)
∂x

= M−1P A cos(βτ) (C.20)

Inserting (C.19) and (C.20) in (C.17) gives:

ẍ(τ) = M−1 (K + P 0)x(τ) +
(
M−1P A

)2
cos2(βτ)x(τ) (C.21)

Averaging with < cos(βτ)2 >= 1/2 gives the equation of motion in slow time:

ẍ = M−1 (K + P 0)x+ 1
2
(
M−1P A

)2
x (C.22)

Since all terms on the right hand side of (C.22) depend linearly on x(τ) it can be seen
as an effective stiffness matrix ẍ(τ) = −Keffx(τ). When writing out this equation this
results in:

ẍ(τ) =
([

3
2 −15

14
−3 33

14

]
+ 3lP0

7k

[
−2 3− η
3 5η − 8

]

+1
2

(
3lPA
7kβ

)2 [ 13− 3η −5η2 + 25η − 30
15η − 30 25η2 − 83η + 73

]x(τ) (C.23)

This system is stable if the effective stiffness is a positive definite matrix. There are
three variables in Keff : frequency β and the static P0 and dynamic PA load amplitudes.



Averaged equations of motion 111

For the conservative load case η = 0, the dynamic load factor can be rewritten as a
fraction of the static critical load PA = λPcr. The critical load Pcr is computed by setting
β = 0, and solving det(K − P ) = 0 and is found to be Pcr = (3±

√
5)k

4l [62].

The stability boundary at high frequency is found by setting the determinant |Keff (P0, λt, β)| =
0. Working out the expression for the determinant and solving for the threshold λt results
in the following equation (C.24):

λt = β

40

√√√√−1989 + 34248
7P0 + 3

√
434669− 2717448

7P0. (C.24)
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