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A B S T R A C T

With the proliferation of the Internet and cameras, the amount of visual data
is increasing dramatically. With these data, many fascinating applications can
be imagined, such as automated driving systems or computer-assisted medical
diagnosis. Therefore, it becomes of critical importance to develop the technology
for an automatic and reliable analysis of visual data.

In this thesis, we are interested in Visual Semantic Segmentation, one of the high-
level task that paves the way towards complete scene understanding. Specifically,
it requires a semantic understanding at the pixel level. With the success of deep
learning in recent years, semantic segmentation problems are being tackled using
deep architectures. Typically, these approaches consist of three components: a
deep network, a loss function and an optimization process on an annotated dataset.
In the first part, we focus on the construction of a more appropriate loss function
for semantic segmentation. More precisely, we define a novel loss function by
employing a semantic edge detection network. This loss imposes pixel-level
predictions to be consistent with the ground truth semantic edge information, and
thus leads to better shaped segmentation results. In the second part, we address
another important issue, namely, alleviating the need for training segmentation
models with large amounts of fully annotated data. We propose a novel attribution
method that identifies the most significant regions in an image considered by
classification networks. We then integrate our attribution method into a weakly
supervised segmentation framework. The semantic segmentation models can thus
be trained with only image-level labeled data, which can be easily collected in
large quantities. All models proposed in this thesis are thoroughly experimentally
evaluated on multiple datasets and the results are competitive with the literature.
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R É S U M É

Avec la prolifération de l’Internet et des caméras, la quantité de données
visuelles disponible augmente de façon spectaculaire. Grâce à ces données, on
peut imaginer de nombreuses applications fascinantes, telles que les systèmes de
conduite automatisés ou le diagnositic médical assisté. Il devient donc essentiel
de développer la technologie permettant une analyse automatique et précise des
données visuelles.

Dans cette thèse, nous nous intéressons à la segmentation sémantique visuelle,
une des tâches de haut niveau qui ouvre la voie à une compréhension complète
des scènes. Plus précisément, elle requiert une compréhension sémantique au
niveau du pixel. Avec le succès de l’apprentissage approfondi de ces dernières
années, les problèmes de segmentation sémantique sont abordés en utilisant des
architectures profondes. En général, trois éléments structurent ces approaches :
un réseau profond, une fonction de coût et un processus d’optimisation sur un
ensemble de données annotées. Dans la première partie, nous nous concentrons
sur la construction d’une fonction de coût plus appropriée pour la segmentation
sémantique. En particulier, nous définissons une nouvelle fonction de coût basé
sur un réseau de neurone de détection de contour sémantique. Cette fonction
de coût impose des prédictions au niveau du pixel cohérentes avec les informa-
tions de contour sémantique de la vérité terrain, et conduit donc à des résultats
de segmentation mieux délimités. Dans la deuxième partie, nous abordons une
autre question importante, à savoir l’apprentissage de modèle de segmentation
avec peu de données annotées. Pour cela, nous proposons une nouvelle méthode
d’attribution qui identifie les régions les plus importantes dans une image consi-
dérée par les réseaux de classification. Nous intégrons ensuite notre méthode
d’attribution dans un contexte de segmentation faiblement supervisé. Les modèles
de segmentation sémantique sont ainsi entraînés avec des données étiquetées
au niveau de l’image uniquement, facile à collecter en grande quantité. Tous les
modèles proposés dans cette thèse sont évalués expérimentalement de manière
approfondie sur plusieurs ensembles de données et les résultats sont compétitifs
avec ceux de la littérature.
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I N T R O D U C T I O N

Contents
1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Contributions and Outline . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Related Publications . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.1 Context

Artificial Intelligence (AI) has been a subject of great interest for many decades,
aiming at reproducing and extending human intelligence into machines. Al-
though we are still far away from achieving Artificial General Intelligence (AGI),
scientists have made breakthroughs in many aspects ranging from image and
text understanding to automatically playing games. What’s even more exciting
is that these breakthroughs almost all happened in just a few years. Nowadays,
with the investment of numerous research laboratories and technology companies,
applications of AI can be found in many aspects of our lives. Those include face
recognition, virtual assistant (e.g. Siri), automatic translation, information retrieval
(e.g. Youtube video recommendation), autopilot, objects tracking in videos, speech
recognition, clinical diagnoses, digital marketing, etc.

Given that 75% - 80% of human perception of the objective world comes from
vision, Computer Vision (CV) is one of the most remarkable and fundamental
areas of AI, which aims to automatically acquire, process, analyze and understand
digital images. Due to the development and popularization of the Internet, the
volume of visual data generated around the world grows exponentially. For
example, over 500 hours of video are uploaded every minute to YouTube (Hale
et al. 2019) and over 300 million new photos are uploaded daily to Facebook
(Noyes 2019), making manual processing practically impossible. Making sense of
this huge amount of visual data is very useful both for societal and economical
reasons. As a consequence, it is becoming important and urgent to develop more
efficient methods to process and understand visual data.

When CV started to take shape as a field in the 1960s, its aim was to try to
mimic human vision systems and ask computers to tell us what they see (Richard
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2 introduction

Figure 1.1. – Image Recognition Unlike human visual perception, computer vi-
sion methods for image recognition define a function f that maps a
large matrix to vector representations of semantic classes.

2010). The latter problem, also known as image recognition, is the first step for
computers to understand an image and has been one of the most fundamental and
difficult problems in the CV domain for decades. As humans, it seems effortless
to describe what we see. For example, we can easily recognize a cat from any
angle or color and even with an occlusion. However, computers "see" the world
differently from us human, as illustrated in Figure 1.1. For computers, an image
is just a large matrix (or a tensor) of numbers. Finding a mapping between
seemingly unrelated numbers and high-level concepts such as cats or dogs is a
very challenging problem.

The naive way to deal with the image recognition problem is to predetermine
what an object looks like. For example, a handwritten digit "8" can be defined
as two vertically composed circles. However, given the complex structure of real
objects as well as various image transformations such as change of scale, color
and point of view, this is obviously not a good idea. To that end, CV quickly
turned to Machine Learning (ML) methods that do not use explicit instructions but
rely solely on patterns and inference. ML algorithms build a mathematical model
based on sample data and make predictions or decisions without being explicitly
programmed to perform the task. Given an objective function, which evaluates
the performance of models, and an optimization algorithm, the ML models au-
tomatically improve their predictions by simply providing these algorithms the
initial sample data. The intuition is that the models will then be able to generalize
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well to never-before-seen data. The models are thus learning autonomously from
the data, hence the term "machine learning".

In order to compare different CV methods, open datasets have been built to
evaluate performances within the same framework. One of the most important
large-scale datasets for image classification is undoubtedly the ImageNet Large
Scale Visual Recognition Challenge (ILSVRC) dataset created in 2009 (J. Deng et al.
2009). This dataset contains more than 1.2 million (which later became 1.4 million)
hand-annotated images from 1,000 classes covering a wide range of objects such
as "balloon" or "hammer". The images vary in dimensions and resolution, but
in a standard setting, all of the images are resized to 224 × 224 pixels. Since a
RGB image of a resolution 224 × 224 contains 150,528 variables, directly applying
ML algorithms on these images seems impossible at that time. Therefore, in the
years 2010 and 2011, leading methods used a combination of handcrafted feature
extractions and ML models. Feature extraction, also called feature engineering,
aims to extract meaningful information from pixel representation of images and
to provide much simpler image representations for ML models. Feature extraction
was therefore the key component of those CV algorithms. However, specific
handcrafting and expertise were required for this step to find features that would
best represent an image. These features should not only be robust for different
images of the same class but should also be different enough from one class to
another in order to correctly distinguish different classes.

The year 2012 is remarkable in CV history because of the victory of Krizhevsky
on ILSVRC (Alex et al. 2012). Their method achieved a top-5 error (top-5 error is the
percentage of test images for which the correct label is not among the five labels
considered most probable by the model) of 15.3%, more than 10.8 percentage
points lower than that of the runner up. Actually, they proposed to use a specific
Convolutional Neural Network (CNN), called AlexNet, which directly learns the
mapping from the raw images (pixel representation) into the semantic prediction,
e.g. the classes of ILSVRC. As mentioned before, the large dimension of image
data (196,608 pixels in this case) was the main reason why people tended to use
feature engineering before applying ML algorithms. So how was AlexNet able to
automatically process this huge amount of variables and achieve such results?

To this end, we need to present a brief history of one specific type of ML
methods called Artificial Neural Networks (ANN). As the name suggests, ANN
were inspired by the biological neural networks that constitute human brains, and
the basic building element is called a Neuron. Its functionality is similar to a
human neuron which takes in some input and fires output. An artificial neural
network is then built from a set of connected neurons where generally, neurons
are aggregated into layers. Each layer perform a different transformation on its
inputs and the outputs of this layer are then passed to another layer. Therefore,
signals travel from one layer to another until to the last layer, possibly after
traversing the layers multiple times. This kind of models was proposed by Warren
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Figure 1.2. – Historic results on ImageNet This plot shows the top-5 error ob-
tained by the annual winner of the ImageNet image classification
challenge. A significant performance gap was achieved by AlexNet
in 2012. In 2015, ResNet (K. He et al. 2016) exceed human level
accuracy. Credits to (Gordon 2019).

McCulloch and Walter Pitts (Mcculloch et al. 1943) in 1943 and since then, many
improvements have been made by outstanding researchers. However, the large
number of parameters and expensive computations make these models difficult to
train especially for multi-layers models. Krizhevsky et al, (Alex et al. 2012) are one
of the first teams that successfully trained a multi layer (eight layers for AlexNet,
therefore "deep") CNN model for image recognition problem at large scale. Their
success is mainly due to the utilization of Graphics Processing Unit (GPU) during
training, the large number of data and some ML and optimization improvements
such as Dropout. Since then, Deep Learning (DL)-based models have won all
ILSVRC competitions. With the increasingly advanced models and optimization
algorithms, the top-5 error on the ILSVRC is getting lower and lower, reaching 3.6%
in 2015 which actually exceeds human performance on the same dataset (about
5.1%) as shown in Figure 1.2.

With DL, humans no longer have to design complicated feature engineering
processes, but rather build a framework of mathematical transformations and let
the machine determine itself which information to extract from the raw data. It
is also important to note that DL models have proven to be extremely versatile
for many other CV tasks as well as tasks in other areas such as Natural Lan-
guage Processing (NLP). In just a few years, DL-based models have made great
breakthroughs in a wide range of tasks and have been applied to a variety of
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applications. As some researchers assessed, the artificial intelligence industry has
entered the era of deep learning.

1.2 Motivation

Although great breakthroughs have been made in image recognition, the prob-
lem of image understanding is much more complicated. We are not satisfied with
just knowing which objects are in the image; we want to know more about the
image, such as where the objects are and what their boundaries are. In other
words, we want to partition the image into meaningful regions: pixels in the
same region share certain characteristics while adjacent regions are significantly
different with respect to the same characteristics. This task is known as image
segmentation, one of the great challenges throughout the long history of com-
puter vision. Depending on the separation criteria, there are different types of
segmentation problems. The most classic one is semantic segmentation where
the separation criteria is the semantic meaning. Each pixel is classified into a
unique class from a set of predefined semantic classes as presented in Figure 1.3,
and a connected region with the same label represents an "object" in semantic
segmentation task. In this manner, we know exactly where the person and the
plants are in the image as well as their explicit semantic contours. Other type of
image segmentation can also be formed accordingly. For example, foreground-
background segmentation aims to segment the most salient object in the image
while instance segmentation solves the problem of segmenting multiple instances
of the same object in a scene. Segmentation in the temporal space is also an
important domain. For example, in object tracking and motion segmentation
problems, pixels must be classified not only based on spatial information but also
across time.

Segmentation algorithms have many important and interesting applications in
the real world. In autonomous driving systems, semantic segmentation algorithms
are used to fully analyze the environment so that self-driving cars can safely
integrate into existing roads. In robotics, segmentation algorithms can provide
the exact position and contour of objects. Another important area is medical
image processing, where segmentation algorithms are essential in applications
such as locating tumors and other pathologies, measuring tissue volumes and the
simulating virtual surgery. Other application areas include photo (video) editing,
image retrieval, visual question answering, satellite imagery, video surveillance,
traffic control systems, action recognition etc.

Due to the large number of applications of segmentation algorithms and the
recent success of CNNs in image recognition, more and more research is attempting
to adapt CNN models to image segmentation problems. In this thesis, we focus
on the classical problem of segmentation: semantic segmentation, and we will
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Figure 1.3. – Semantic Segmentation An illustration of the semantic segmenta-
tion task. The whole image is partitioned into segments based on
semantic meaning. Each pixel in the image is classified into one of
the six predefined semantic classes and a connected region with the
same label represents an "object". Illustration inspired by (Jeremy
2019).

mainly address three major difficulties of using DL-based models for semantic
segmentation.

D1: Spatial and contextual information Unlike the problem of image recog-
nition, which should only determine the semantic class of the object contained
in the image, semantic segmentation requires a much finer understanding, so
that the semantic class of all pixels in the image must be determined. Therefore,
spatial and contextual information is crucial for semantic segmentation. Spatial
information contains all spatial relationships between pixels, such as the relative
position between pixels or the location of edges, and is essential for determining
the position and boundary of objects. Contextual information, on the other hand,
contains the semantic relationships between pixels, allowing the prediction of a
pixel’s class to remain consistent in context. However, CNNs designed for image
classification often discard these information because their goal is to identify
objects, not their positions, contours, and relationships to each other. Particularly,
operations like pooling, stride and flatten are used in classification CNNs, which
reduce spatial resolution and extract robust and simpler features for classification.
In order to build suitable CNN models for segmentation, it is crucial to better
explore and integrate spatial and contextual information into the network or
learning process.

D2: Objective function As mentioned above, the objective function (also
known as the loss function) is the function used to evaluate the performance
of the model, and it determines the predictions we want the model to produce.
Different tasks require different objective functions, and finding a suitable objec-
tive function for semantic segmentation is not trivial. In the image classification
problem, the cross-entropy loss function is the standard choice for training. Since
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Figure 1.4. – Loss Function An example of two segmentation predictions (A and
B) that have same loss value for per-pixel cross entropy. Prediction
A provides a smaller circle while prediction B is composed of two
rectangles. Though both predictions are not perfect and have same
loss, prediction A is preferred.

segmentation can be regarded as a pixel-wise classification problems, the most
natural loss function for segmentation is the pixel-wise cross-entropy loss. With
this loss function, each pixel is considered to be equally important and the perfor-
mance of segmentation result is the average performance of all pixels. However,
this loss function has many drawbacks, such as the problem of data imbalance,
where some categories have more data than others. Another major problem is
that this loss does not take into account the shape of each segment. Let’s consider
a simple example in which the image contains a football where the ground truth
segmentation mask is only a circle as shown in Figure 1.4. Suppose that there are
two different predictions Sa and Sb both have 80% pixels correct. Sa has a circular
form while Sb is composed of two rectangles. Both predictions have the same loss
value under per-pixel cross-entropy loss, but we probably prefer the prediction Sa
as it preserves the shape of the object. As a consequence, defining appropriate
loss functions is an important problem for segmentation models and can help the
model obtain results that respect shapes and geometry of objects.
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Figure 1.5. – Percentage of time allocated to machine learning projects according
to analyst firm Cognilytica (CloudFactory 2019). 80% of machine
learning project time is spent on data preparation. This analysis
reflects, to some extent, the importance of labeled data and the
cumbersomeness of the data labeling process. This motivates the
use of alternatives to fully supervised learning, such as weakly
supervised learning.

D3: Lack of data As mentioned earlier, one of the main reasons for the
success of DL models is the large amount of annotated data. For example, the
ImageNet dataset provides one million manually annotated images for training,
which obviously requires a lot of time and work. As estimated by the analyst
firm Cognilytica (CloudFactory 2019), 25% of AI project time is spent on data
labeling and 40% of time is spent on gathering, organizing, and cleaning data
(see Figure 1.5). Moreover, in the context of semantic segmentation, all pixels of
an image must be annotated, which requires meticulous effort to obtain accurate
annotations at object boundaries. Thus, creating a large scale fully annotated
dataset for semantic segmentation task is extremely time-consuming and typically
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requires substantial financial investments. For example, it takes an average of
239.7 seconds to manually annotate a 500×500 image (A. Bearman et al. 2016)
since it requires a total of 250,000 labels. In addition, some objects can have
extremely complicated forms such as melanoma in medical images. It is usually
very difficult to have perfect annotations for boundary pixels. Therefore, it is
virtually impossible to have one million fully annotated images for segmentation
tasks as is the case for image recognition. In the context of segmentation, it
is thus particularly interesting to develop methods which use unannotated or
partially-annotated images.

1.3 Contributions and Outline

In this thesis, we tackle the semantic segmentation problem from a DL perspec-
tive and mainly address the three problems described in Section 1.2. Most of the
research has focused on problem D1, mainly by modifying the network structure
and introducing different modules to make better use of spatial and contextual
information. Instead, we believe that the network can also learn spatial and
contextual information through an appropriate loss function. In combination with
the other problems described in D2, it leads us to the work presented in Chapter 3.
Then, in Chapter 4, we tackle the problem D3 in a specific Weakly Supervised
Learning (WSL) framework which only uses image-level labeled images to train
segmentation models.

The manuscript is organized as follows:

• Chapter 2 related works

In the first part, we propose an overview of semantic segmentation algo-
rithms, and position the work of this thesis.
Starting from some of the traditional approaches to image segmentation,
we provide an intuitive understanding of the main techniques that have
significantly contributed to the field of semantic segmentation. In particular,
we provide a comprehensive and in-depth analysis of DL-based approaches.
Through a detailed study of the milestone work Fully Convolutional Net-
work (FCN) (Long et al. 2015), we present the main advantages and challenges
of applying DL methods for semantic segmentation. Thereafter, most of the
recent segmentation algorithms have been logically categorized according to
the described challenges. With a large number of intuitive explanations, we
can better understand the state-of-the-art segmentation methods and gain
insight into future research directions.

• Chapter 3 semeda : enhancing segmentation precision with se-
mantic edge aware loss

For the second part, we present a new loss function called SEMEDA (SE-
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Mantic EDge-Aware) loss to better constraint the segmentation models.
As we described in D2, the loss function commonly used for semantic
segmentation is a naive extension of the loss function used for image classi-
fication. Among several problems of this loss function, a major drawback is
that it cannot measure the structural similarity (such as shapes and geome-
tries of object) between the predicted mask and the ground truth mask, as it
considers each pixel independently.
To overcome this problem, we introduce the SEMEDA loss function. This
loss function is defined using a semantic edge detection network whose fea-
tures encode local structure information of segmentation masks. We validate
SEMEDA loss on several datasets ranging from classical image datasets to
a face dataset and a medical dataset with a comparison to other leading
methods. We also propose an in-depth analysis of the different terms of the
loss function as well as visualizations to gain insight regarding the behavior
of the model.

• Chapter 4 weakly supervised segmentation with attribution

methods

Finally, in the third part, we tackle the WSL segmentation problem with
attribution methods. We propose a novel attribution method VGatt (Value-
Gradient Attribution) to explain and interpret the prediction of CNNs and
then integrate this method into a WSL segmentation framework.
The lack of fully annotated data is a major concern for DL-based methods, as
described in D3. To solve this problem, WSL methods propose to use partially
labeled data to train segmentation models, especially with images that have
only labels at the image level. The main idea is to extract the relevant pixels
from the image-level labels and to consider them as ground truth to train
the segmentation models. To this end, we propose a new attribution model
that mathematically decomposes the output of CNNs on pixels contributions,
and can therefore be used to identify the most relevant pixels for the image
labels. We then integrate our method into WSL segmentation methods and
validate the model on Pascal VOC 2012.
Although major part of our work is focused on semantic segmentation, the
proposed attribution method can apply to broader contexts. We finish this
part by applying our method to understand network behavior and find
adversarial examples.

We conclude this thesis in Chapter 5 and discuss several interesting directions
for future work.
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1.4 Related Publications

This thesis is based on the material published in the following papers:
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“Delving Deep into Interpreting Neural Nets with Piece-Wise Affine Repre-
sentation”. In: IEEE International Conference on Image Processing (ICIP);

• Yifu Chen, Arnaud Dapogny, and Matthieu Cord (2020). “SEMEDA: Enhanc-
ing Segmentation Precision with Semantic Edge Aware Loss”. In: Pattern
Recognition (under review, major revision);
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Chapter abstract

As we stated in the introduction, image segmentation has long been one of
the fundamental problems in computer vision due to its wide applications.
However, it is only now that we have really seen possible solutions to these
problems. With the success of the Convolutional Neural Network (CNN),
CNNs-based methods are being increasingly applied to semantic segmentation
and have achieved extraordinary improvements. Among these approaches,
Fully Convolutional Network (FCN) (Long et al. 2015) is considered the
milestone in the semantic segmentation literature: almost all current state
of the art methods can be considered as extensions or improvements of FCN.
Since the work of this thesis is focused on applying CNNs methods for semantic
segmentation, understanding the pros and cons of FCN is important to develop
better methods.
In this chapter, we chronologically examine semantic segmentation algorithms
and focus on CNN-based methods. First, we briefly present traditional tech-
niques before the Deep Learning (DL) era and then we give an in-depth analysis
of the FCN model. After analyzing the shortcomings of FCN, we present recent
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improvements in CNN-based methods. Finally, we expose our contributions
and position them with respect to the existing literature.

2.1 Traditional Methods

Image segmentation is the problem of partitioning pixels into groups according
to specific criteria. Particularly, semantic segmentation consists in grouping pixels
according to their semantic meaning. This task is generally considered as the
third step in image understanding: which objects are present in the image (recog-
nition), where they are located (detection) and what are their semantic boundaries
(semantic segmentation). In order to build a system that determines the semantic
meaning at the pixel level, both low and high level features of the image are
required. Low level features, such as edges, can be obtained from local variations
in intensity, while high level features require a semantic understanding of the
image. As a result, the development of semantic segmentation heavily relies on
image recognition algorithms. Before the image recognition problem is solved,
semantic segmentation is undoubtedly an extremely complicated problem. This is
why people usually tackle other segmentation problems that do not require seman-
tic information, such as foreground background segmentation or unsupervised
image segmentation. Some image segmentation processes are also considered as
important steps for other image analysis. The result of segmentation provides
simpler and more effective representations of the image and thus facilitates a high
level understanding of the images.

Early algorithms for image segmentation can be generally divided into three
groups: region-based, edge or boundary based and graphical models based
methods (Figure 2.1). Region-based methods, including clustering, region growth
and thresholding, are mainly based on some uniformity criterion to define regions.
The criterion is based on some region property depending on applications, and
could be one of many measurable image attributes such as intensity, color, distance,
etc. Taking a popular region growth method (Pavlidis 1972) as example, it
initializes all pixels as regions and iteratively merges adjacent regions if the
variance of the grouped region computed on gray level values is less than a
threshold. On the other hand, Edge-based methods aim to define segments by
their boundary, since edges are a sign of lack of continuity and can therefore be
used to separate regions. This is a complex process that usually takes place in
two steps: edge point detection and grouping edge points into contours. The
main feature used to determine whether a pixel can be classified as an edge is its
intensity gradient. The higher the gradient the more likely it is an edge point. A
number of methods have been proposed for edge detection, and most of them use
the method of convolution of the image with a filter such Prewitt (Prewitt 1970)
and Sobel detection (Sobel 2014). After obtaining edge maps from a raster image,
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Figure 2.1. – Traditional methods for Image Segmentation can be generally di-
vided into three groups: regions-based, edge-based and graphical
model based models.

algorithms such as the active contour (Kass et al. 1988) (also called snake) are
then applied to these edge maps to define closed formed boundaries. However,
for images that contain many objects with a lot of detail, it is difficult to decide
which boundary segment goes with which object, so edge-based methods often
fail in this case. To a comprehesive survey of these approaches, see (Cocquerez
et al. 1995).

The image segmentation methods mentioned above are mainly based on local
features (i.e. edges, blobs) and the long-range dependency between pixels is not
well exploited. To this end, probabilistic graphical models, such as Conditional
Random Fields (CRF) (Lafferty et al. 2001), are often integrated into semantic
segmentation systems to model pixels dependencies (Ulusoy et al. 2006; X. He
et al. 2009; Shotton et al. 2008; Lempitsky et al. 2011; Krähenbühl et al. 2011).
CRFs are a type of discriminative undirected probabilistic graphical model that
are used to encode known relationships between observations and to construct
consistent interpretations. The fully connected pairwise CRF is one of the most
used model in the context of semantic segmentation. It is mainly characterized by
a Gibbs energy function with a unary and a pairwise potential function defined
in Equation 2.1:

E(x|I) = ∑
i

ϕu(xi), θu︸ ︷︷ ︸
unary potential

+∑
i,j

ϕp(xi, xj), θp︸ ︷︷ ︸
pairwise potential

(2.1)
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Figure 2.2. – Effect of using graphical model based models as refinement on
segmentation results. Credits to (Irem et al. 2019).

where x represents the segmentation mask of the image I, xi is the prediction of
pixels i and θu, θp are parameters of the potential functions. The unary potential
ϕu(xi) is computed independently for each pixel by a classifier that produces a
distribution over the label assignment xi given image features. Since the outputs
of the unary classifier for each pixel is produced independently, they are gen-
erally inconsistent. To this end, the pairwise potential ϕp(xi, xj) encourages the
prediction xi, xj to be consistent with the hand-crafted features fi, f j of pixels i, j.
Depending on the applications, different pairwise potentials can be defined to cap-
ture the corresponding pixels dependency. Finally, maximum likelihood method
is applied to determine the parameters θu, θp in the training phase. And in the
inference phase, CRF aims to achieve a global optimization by finding a optimal
x∗ that minimizes the total energy E. CRFs are powerful models for segmentation,
but they are mainly limited by the performance of the unary classifier, the choice
of the potential functions and the optimization algorithm used in training and
inference.

Although some of the traditional image segmentation methods mentioned above
are no longer preferred for semantic segmentation in the Deep Learning (DL) era,
the ideas behind them are still indicative for recent research. For example, CRFs
are either integrated into deep learning methods or used as post processing for
refinement with the purpose of improving segmentation performance as showed
in Figure 2.2. The duality between region and edges is also considered in the
recent deep learning approaches for semantic segmentation.

2.2 Fully Convolutional Network for Semantic Seg-
mentation

In this section, we detail the Fully Convolutional Network (FCN) model (Long
et al. 2015), which has been considered as the cornerstone of deep learning
applied to segmentation semantics. It is one of the first works that demonstrates
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Figure 2.3. – (a): Removing flatten operation and transforming fully connected
layers into convolution layers enables a dense classification. (b):
Deconvolutions are used to upsample feature maps and skip connec-
tions can incorporate lower level information into the final prediction
by adding them together. Illustration inspired by (Long et al. 2015).

how Convolutional Neural Network (CNN)s can effectively learn to make dense
predictions for semantic segmentation in an end-to-end fashion. Many recent
state-of-the-art methods can be seen as extensions and improvements of the FCN.
Thus, a good understanding of the advantages and limitations of the FCN can help
us to understand other works and provides insight into future research.

2.2.1 Principle and Model

After the huge success of CNNs on image classification, the application of
CNNs to semantic segmentation is a natural step. However, due to differences
between tasks, the CNN methods used for classification cannot be applied directly
on semantic segmentation. For image classification problems, their goal is to
recognize the object in the image regardless of location or boundaries. As a result,
spatial information is generally discarded in classification CNNs, both to speed
up computation and to obtain more robust representations. On the contrary,
spatial information is the key for semantic segmentation since we need to classify
each pixel in the image. The challenge, therefore, is how to retain more spatial
information while maintaining discriminating features for classification.

Precisely, given an input image I ∈ [0, 1]H×W×3 and a pre-defined label set
L = 1, 2, ..., C where H (resp. W) is the height (resp. width) of the image and C is
the total number of classes, a classification model is a function from [0, 1]H×W×3

to RC while a semantic segmentation model is a function to RH×W×C. As can be
seen, the classification problem requires the model to convert the volume of the
2d image into a single vector. To do this, a key operation in classification CNNs
is the flatten operation, which transforms the 2d activation map into a 1d vector
and allows the execution of fully connected operations. However, this kind of
reshaping operation discards the spatial relations among pixels in the image. In
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addition, the fully connected layer requires a fixed input size and therefore the
network can only be applied on images of a fixed size. With this in mind, the
first contribution of the FCN is to remove the flatten operation and replacing fully
connected layer by a 1× 1 convolution layer. In this manner, the modified network
maintains 2d activation maps to produce dense predictions, and can be applied to
an image of any size. (see Figure 2.3 (a))

However, that is not enough to produce high quality segmentation masks. Apart
from the flatten operation, classification CNNs progressively reduce the spatial
resolution by subsampling operations such as stride, and usually the last feature
map is 32 times smaller than the original size. For example, a 224×224 resolution
image becomes a 7×7 feature map after all convolution layers. It is obvious that
the segmentation mask provided on this 7×7 feature map will be very coarse and
inaccurate. However, simply removing these subsampling operations within a
network is a trade-off: the filters see finer information, but have smaller receptive
fields and take longer to compute. The second contribution of FCN is to solve
this problem by retaining the receptive field and adding skip connections and
deconvolutions to refine the predictions. (see Figure 2.3 (b)). Skip connections can
incorporate finer information (low level features) into the final prediction and the
deconvolution is used as an up sampling method to perform higher resolution
outputs.

Thanks to these two major contributions, the FCN can transform most popular
classification CNNs such as VGG (Simonyan et al. 2015) and ResNet (K. He
et al. 2016) into a fully convolutional version and then used them for semantic
segmentation. In the following section, we describe the learning strategy proposed
by FCN.

2.2.2 Learning Strategy

A supervised machine learning algorithm generally consists of three parts:
the model (or the hypothesis space), the objective function and the optimization
method over a dataset. We have already introduced the FCN model in Section 2.2.1,
and in this section, we present the training strategy of FCN.

Classification models usually use the cross-entropy loss as objective function.
This loss is computed between the predicted distribution ŷ ∈ [0, 1]C and the
ground truth distribution y∗ ∈ [0, 1]C by the formula:

LCrossEntropy(ŷ, y∗) = −
C

∑
i=1

y∗i ∗ log(ŷi) (2.2)

where C is the total number of classes. The loss is then optimized by stochastic
gradient descent methods and generally performs well for classification tasks.
However, this objective function is not directly applicable to semantic segmentation
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since the predicted mask Ŝ and ground truth mask S∗ are not distributions. These
masks belong to the space [0, 1]H×W×C where for each position (i, j), the vector
Ŝi,j and S∗i,j are distributions. Therefore, FCN proposes to use the Per Pixel Cross
Entropy (PPCE) loss which is a sum over the spatial dimensions of masks:

LPPCE(Ŝ, S∗) =
1

H ×W

H

∑
i=1

W

∑
i=j

LCrossEntropy(Ŝi,j, S∗i,j) (2.3)

Gradients of this function is the sum over the gradients of each of its spatial
components. Thus stochastic gradient descent on LPPCE computed on whole
images will be the same as stochastic gradient descent on LCrossEntropy, taking all
of the final layer receptive fields as a mini-batch. With this loss function, both
feed-forward computation and back-propagation can be efficiently computed over
an entire image.

As a result, a classification CNN be can transformed to a FCN version and then
be efficiently trained in an end-to-end fashion with stochastic gradient descent
methods. With minor modifications, a high-performance classification network
can be easily used for semantic segmentation tasks. These advantages make
the FCN a milestone in the application of deep learning methods for semantic
segmentation.

2.2.3 Dataset and Evaluation

Datasets Since Machine Learning (ML)-based methods are data-dependent,
open datasets are needed to evaluate these methods in the same configuration for a
fair comparison. There are mainly two kind of datasets for semantic segmentation
tasks: general purpose datasets and application-based datasets.

• General purpose datasets: These datasets contain generic class labels, typi-
cally created for research purposes. One of the most popular general purpose
datasets is PASCAL VOC (Visual Object Classes) (Everingham et al. 2009),
which is still active since its initial release in 2005. The image set and an-
notations are regularly updated and the leaderboard of the segmentation
challenge contains hundreds of submissions, including all the latest algo-
rithms. The image set covers a wide range of scenes from everyday life, both
indoors and outdoors. It contains 20 foreground categories, including "TV"
and "sofa" as well as "bird" and "car". The original data contains 1,464 images
for training, 1,449 images for validation and 1,456 test images, and is then
expanded by (Hariharan et al. 2011) to 10,582 fully annotated training images.
Other popular general purpose datasets include MS COCO (T.-Y. Lin et al.
2014) and ADE20k (Zhou et al. 2019).
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• Application-based datasets: These datasets are built for specific segmentation
applications and contain only images of same domains, such as urban street
scene images, satellite images or medical images. One of the most popular
application-based datasets is Cityscapes (Cordts et al. 2016), which focuses
on the semantic understanding of urban street scenes. It contains annotations
for high-resolution images of 50 different cities, taken at different times of
the day and in all seasons of the year, with variable background and scene
layout. The annotations are made at two quality levels: fine for 5,000 images
and coarse for 20,000 images. There are 19 foreground classes for semantic
segmentation, including classes of scenes such as sky, road or trees, and
classes of things such as different types of vehicles or traffic signs.

The performance of segmentation algorithms can be affected by the datasets
in many ways such as the amount of data, the definition of semantic classes, the
quality of the image and the annotation and the biases of the dataset. A segmen-
tation algorithm can score high on one dataset and fail on another. Therefore,
evaluations on multiple datasets are necessary to demonstrate the effectiveness of
an algorithm.

Evaluation Measuring segmentation performance is not an easy task, as it
is difficult to accurately measure the segmentation quality of an entire image
with a single score. Although segmentation is often considered as a pixel-level
classification, pixel-wise accuracy is not a good measure of segmentation because it
is easily affected by class imbalance: in an image with a large background area and
very small objects, predicting "background" for all pixels yields a very high pixel
accuracy. To better evaluate the performance of segmentation, many measures
have been proposed. The most widely used is the Intersection over Union (IoU)
score, which is also known as the Jaccard index. The mean Intersection over Union
(mIoU) score is the averaged IoU that measures the segmentation performance over
all classes. It is the main index for ranking semantic segmentation methods in
many datasets.

If we note k the total number of semantic classes, and S∗ ground truth segmen-
tation mask, the mIoU score of the prediction Ŝ is :

mIoU(Ŝ, S∗) =
1
k

k

∑
j=1

IoU(Ŝj, S∗j ) (2.4)

=
1
k

k

∑
j=1

|Ŝj ∩ S∗j |
|Ŝj ∪ S∗j |

(2.5)

where |.| is the cardinal function that refers to the number of pixels in the
corresponding regions. An illustration of the IoU score is presented in Figure 2.4.



2.2 fully convolutional network for semantic segmentation 21

Figure 2.4. – Illustration of the IoU score for the class "ball". The IoU is simply the
area of overlap divided by the area of union, where "area" refers to
the number of pixels in the region. The mIoU is the average IoU score
over all semantic classes.

It is obvious that 0 ≤ mIoU ≤ 1 and that, the larger the value of mIoU, the better
the segmentation results.

2.2.4 Challenges

FCNs were first implemented to perform semantic segmentation in the context
of PASCAL VOC 2011 segmentation dataset (Everingham et al. 2015) and achieved
a pixel accuracy of 90.3% and a mIoU of 62.7%, which were the state-of-the-art
performance back then. However, as the mIoU score indicates, these results are far
from perfect. Based on the three components of machine learning algorithms that
we introduce in Section 2.2.2, we analyze the challenges that remain within the
FCN framework in each of these three areas.

Models (Network architectures) In order to build a better segmentation model,
it is essential to make good use of spatial and contextual information as described
in D1.

The lack of sufficient spatial information results in loss of spatial details for
segmentation. In FCN, the last feature map has a resolution 32 times smaller
than the input image, which results in a large loss of spatial information. The
segmentation mask predicted from this small feature map alone will of course
be coarse, as a lot of the spatial information is lost in the process. However,
maintaining a high resolution across networks is not straightforward for two main
reasons. First, CNNs need a receptive field large enough to extract information
from a region that covers objects of all sizes. The most efficient way to increase
the receptive field is to apply sub sampling operations which, however, reduce
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the spatial resolution. Second, a higher resolution also leads to a higher memory
usage. This will increase the complexity of the model and make the training
process more difficult. Therefore, retaining as much spatial information as possible
while having a large receptive field and keeping the model simple is the first
challenge of architectural design.

The lack of corresponding contextual information leads to inconsistent and
noisy pixel-wise predictions. Essentially, CNNs classify a pixel based on a region
of pixels around it. This region is actually the receptive field of this pixel. Due to
the translation invariant nature of CNNs, features at different spatial locations in
the same layer have the same receptive field. This means that in a standard CNN,
all pixels are classified according to the same context size. This is problematic
and introduces local ambiguities in the pixel classification because different pixels
have different contexts. On the one hand, for pixels belonging to a large object,
a small context causes the network to predict without seeing the full object. On
the other hand, for pixels describing small objects, a large context can make it
harder for the network to focus on the corresponding object. As a result, how
to effectively incorporate relevant contextual information into the network is the
second challenge.

Objective function The objective function, also called loss function, is one of
the most fundamental components of a ML problem, in that it provides the basic,
formal specification of the problem. Essentially, an objective function is a measure
of model performance, and it directs the training process to find the best models
within that measure. In the context of semantic segmentation, the most common
strategy, as done in FCN, is to consider segmentation as a pixel-level classification
problem and to use PPCE loss function (see Equation 2.3). This is mainly motivated
by its simplicity and efficiency of the calculation. However, this loss function has
many drawbacks as discussed in D2. First, this function is not the metric used
in the evaluation. This could results in the best model obtained through training
not performing well according to the evaluation metric. Second, PPCE loss is the
average of all pixels, which potentially suffers from the data imbalance problem.
With PPCE, models tend to fit more on classes that have large objects, because
the accuracy on small objects is less important. Last but not least, PPCE cannot
measure the structural similarity between predicted masks and the ground truths.
For example, the mask of a "football" can have a low PPCE loss value without
being a circle, as described in Section 1.2. Considering these drawbacks, it is
thus important to define some loss functions that are more adapted for semantic
segmentation.

Optimization method over datasets The success of DL relies heavily on the
Stochastic Gradient Descent (SGD) methods (Bottou et al. 2008) that can effectively
solve the optimization problem defined by the ML problem, especially in the case
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of large-scale problems. With a differentiable objective function and sufficient
training data, SGD methods can efficiently find the model parameters that result
in a low loss value over the entire data set, even if there are millions of parameters
in DL models. It is important to note that this process usually requires a lot of
data for the parameters to go from a random initialization to an optimal (not
necessarily global optimal) solution.

These optimization methods are also used for training semantic segmentation
models. The most popular approach is currently full supervision, where the
ground-truth segmentation mask is observable for training as in FCN. However, as
described in D3, the data labeling process for the segmentation task is extremely
time consuming, and it is not always easy to collect a fully annotated dataset.
Hence, although fully-supervised methods achieve the best performance, in
the case of limited annotation resources, Weakly Supervised Learning (WSL)
approaches that solve the semantic segmentation problem with less informative
annotations are important.

2.3 Optimizing Deep Architectures for Segmenta-
tion

Recently, in the spirit of Automated Machine Learning (AutoML), there has been
significant interest in designing neural network architectures automatically, in-
stead of relying heavily on expert experience and knowledge. Neural Architecture
Search (NAS) has successfully identified architectures that exceed human-designed
architectures on large-scale image classification problems (Zoph et al. 2018; Chenxi
Liu et al. 2018; Real et al. 2019), and there exist recent efforts (L.-C. Chen et al.
2018; Chenxi Liu et al. 2019) of applying NAS on semantic segmentation that have
shown strong experimental results.

However, NAS is usually time-consuming, and the obtained architectures are
less intuitive and inspireful. To better understand the challenges of segmentation,
in this section, we present the recent improvements of human designed networks
based on the two challenges discussed above: spatial information and contextual
information. It is worth noting that many works design their networks by taking
into account both spatial and contextual information since they are the key to
segmentation.

2.3.1 Spatial Information

Many works have been done to address the spatial information problem of
CNNs for segmentation. As analyzed above, the main reason for the loss of spatial
information is the receptive-field and the spatial resolution trade-off: sub sample
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Figure 2.5. – (a): Standard Convolution. (b): Dilated Convolution with dilation
2. Dilated convolution corresponds to regular convolution with
dilated filters and thus increase the receptive field without additional
parameters.

operations are used to increase receptive field while these operations lead to
decrease of spatial resolution. In order to maintain spatial information as much
as possible while having a large receptive field, Deeplab (L.-C. Chen et al. 2014)
proposes to use dilated (atrous) convolution. Dilated convolution is actually
a regular convolution with dilated filters as showed in Figure 2.5. Image (a)
represents a regular convolution with kernel size 3 and image (b) is a dilated
convolution with kernel size 3 and dilation 2. Both operations have 9 parameters
while dilated convolution has a larger receptive field (5) compared with regular
convolution (3).

In this manner, dilated convolutions enlarge the receptive field without sub-
sampling operations or additional parameters. By removing sub sampling oper-
ations in CNNs and insert dilated convolution layers, Deeplab (L.-C. Chen et al.
2014) effectively increases the spatial resolution by a factor of 16 while maintain-
ing the same receptive field as the original CNNs, and yields better segmentation
results (see Figure 2.6). This technique is very effective and can be applied on most
of popular CNNs. Thus dilated CNNs are used as backbone networks by many
state of the art methods (L.-C. Chen et al. 2016; L.-C. Chen et al. 2017; Liang-Chieh
Chen et al. 2018; H. Zhao et al. 2017; Yuan et al. 2019; Zilong Huang et al. 2019;
Fu et al. 2018). The negative aspect of dilated convolution concerns its higher
demand for GPU storage and computation, since the feature map resolutions do
not shrink within the feature hierarchy (K. He et al. 2016). In addition, dilated
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Figure 2.6. – (a): Standard CNNs. (b): CNNs with dilated convolution. Dilated
convolution with dilation > 1 is applied after block3 in (b), allowing
the modified CNNs to maintain a higher spatial resolution while
keeping the same receptive field. Credits to (L.-C. Chen et al. 2017)

convolutions suffer from the gridding artifacts since their filters are padded with
"0" (Zhengyang Wang et al. 2018; Mehta et al. 2018).

Another approach to handle the loss of spatial information is to reuse the lower-
level features. The idea is that low-level feature maps have a higher resolution and
contain more detailed spatial information. By incorporating these features into the
final prediction, spatial information can be therefore recovered. One way consists
in exploiting the encoder-decoder architecture. Typically, an encoder-decoder
network contains (1) an encoder module that gradually reduces the feature maps
and captures higher level semantic information, and (2) a decoder module that
gradually recovers the spatial information, as shown in Figure 2.7. Methods based
on encoder-decoder architecture generally differ in how low-level features are
used and how they are upsampled. For example, (Long et al. 2015; Noh et al. 2015)
employ deconvolution (Matthew D. Zeiler et al. 2011) to learn the upsampling of
low resolution feature responses. SegNet (Badrinarayanan et al. 2017) reuses the
pooling indices from the encoder and learn extra convolution layers to refine the
feature responses, while U-Net (Ronneberger et al. 2015) adds skip connections
from the encoder features to the corresponding decoder activations, and (Ghiasi
et al. 2016a) employs a Laplacian pyramid reconstruction network. More recently,
RefineNet (G. Lin et al. 2017) and (Brahimi et al. 2019; Pohlen et al. 2017; Peng
et al. 2017; Amirul Islam et al. 2017) have demonstrated the effectiveness of
models based on encoder-decoder structure on several semantic segmentation
benchmarks.



26 related works

Figure 2.7. – An example of encoder-decoder architectures. During encoding, the
network progressively captures the higher semantic information and
during decoding, it gradually recovers the spatial information by
concatenating encoder’s features (purple arrows). Credits to (Ghosh
et al. 2019).

2.3.2 Contextual Information

Contextual information is essential for semantic segmentation models to pro-
duce consistent predictions. The importance of contextual information has been
showed in many works. (W. Liu et al. 2015) prove that simply adding global
information can improve semantic segmentation results with FCN. DeepLabv2

(L.-C. Chen et al. 2016) proposes atrous spatial pyramid pooling (ASPP), where
parallel atrous convolution layers with different dilation rates capture multi-scale
information. PSPNet (H. Zhao et al. 2017) performs spatial pooling at several
grid scales (see Figure 2.8) and demonstrates outstanding performance on several
semantic segmentation datasets. Although these methods can effectively improve
networks performance, they fuse different-level contexts for each pixel equally.
(Fu et al. 2019) propose to select adaptive contexts for different pixels according
the similarity between pixels and the global context.

The above-mentioned methods are all based on fixed-scale contextual informa-
tion, while a more developed idea is to use pixel-sensitive contextual information.
To this end, probabilistic graphical models, especially the CRFs, are again at-
tracting attention as they are well suited for modeling pixel dependencies. As
we described in Section 2.1, CRFs can be used as a post-processing method to
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Figure 2.8. – Overview of PSPNet (H. Zhao et al. 2017). The pyramid pooling mod-
ule (c) is used to capture contextual information at different scales.
Different contextual information is then aggregated to improve the
final prediction. Credits to (H. Zhao et al. 2017).

refine the segmentation results, as they constrain the pixel-level predictions to
be consistent with the pixel dependencies. (L.-C. Chen et al. 2014) employ the
fully connected CRF model by considering the segmentation CNNs as the unary
classifier. However, since the segmentation CNN and the CRF are independent
parts in this approach, it may not be the best way to incorporate the CRFs with the
CNNs. To better integrate CRFs into DL-based method, (Zheng et al. 2015) show
that the mean-field inference algorithm proposed by (Krähenbühl et al. 2011) can
be reformulated as a Recurrent Neural Network (RNN): each step in the mean-field
algorithm can be replaced by a CNN layer and the multiple mean-field iterations
can be implemented by repeating those layers. Since these layers are differentiable,
the parameters of CRFs ( θu, θp in Equation 2.1) can also be jointly learned with
the CNNs parameters. Therefore, (Krähenbühl et al. 2011) accommodate the CRF
post-processing in a trainable module that can be integrated into the CNN in an
end-to-end fashion. Since then, several methods have been proposed to either
improve the potential function or speed up the inference process (G. Lin et al.
2016; Z. Liu et al. 2015; Jampani et al. 2016; Vemulapalli et al. 2016; Chandra et al.
2016). However, methods based on CRFs seem to be abandoned in recent research
due to their slow nature. Notably, no significant studies published after 2018 have
used a CRF- or graphical-model-based module to refine their segmentation results.
Moreover, CRF-based works published in recent years show no significant leap in
performance.

Recently, attention modules are applied in semantic segmentation to capture
pixel-sensitive contextual information. The self-attention mechanism (Z. Lin et al.
2017; Vaswani et al. 2017) is originally proposed to better capture contextual
information in Natural Language Processing (NLP) problems since contextual
information is crucial for understand and translate a word in a sentence. It calcu-
lates the feature similarity between one position and all positions in a NLP frame,
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and defines the context of that position based on these feature similarity. Due to
the success of attention modules in NLP, they are then adopted in segmentation by
(Fu et al. 2018; Yuan et al. 2018; Hengshuang Zhao et al. 2018; Zilong Huang et al.
2019) and achieve state-of-the-art performance on several semantic segmentation
benchmarks. Because the attention modules compute pairwise similarity, they are
more costly in terms of calculation than fixed-scale contextual methods.

Somehow, the encoder-decoder-based strategies previously presented can also
be considered as "context" methods because they exploit multi-scale local contexts
from intermediate layers to bring more visual details. Although features of inter-
mediate layers do represent contextual information at different scales, they contain
less semantic information. When we talk about methods based on contextual
information, we refer to methods that use contextual semantic information to
reduce local ambiguity. Therefore, methods based on encoder-decoder architec-
ture are more about recovering lost spatial information than adding contextual
information.

2.4 Objective Function

In this section, we present several objective functions that are proposed to deal
with class imbalance and evaluation metric problem of PPCE loss.

Class Imbalance A dataset is said to be imbalanced w.r.t. its classes if the
number of samples varies a lot between the different classes. In the context of
semantic segmentation, the number of samples of one class is the total numbers
of pixels that belong to the this class. Therefore, the number of samples depends
on the size of the objects and their occurrences. Taking a street scene image as
an example, classes like road, building or sky usually contain much more pixels
than class pedestrian or bicycle. Another special case is the "background" class
where in many applications, we only annotate the objects that we are interested
in, and all other classes are considered as background. In these applications,
there are usually much more pixels belonging to the background class than to
the foreground classes. Since PPCE loss is simply an average over all pixels, the
loss value is largely affected by the class imbalance problem. Imagine a dataset
where 90% of the pixels belong to the background, a model always predicting
the background will reach a low value of PPCE loss. However, that is obviously
not what we want. To address this issue, the main strategy consists in changing
the contribution of each pixel in the final PPCE loss, either by introducing a pixel
weight, or modifiying the pixel loss. In (Long et al. 2015), a weighted cross-entropy
is proposed. Instead of averaging on all pixels, weighted cross-entropy loss ponder
different classes differently in order to make all classes equally contribute to the
total loss value. But this loss does not, in practice, enhance the accuracy (Long
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et al. 2015). Another idea is to decrease the importance of correctly predicted
pixels and increase the importance of wrong predictions. Focal loss (T. Lin et al.
2020) is a popular example of this strategy.

Loss f ocal(pi) = −αi(1− pi)
γlog(pi) (2.6)

As defined in Equation 2.6, the focal loss scales the cross-entropy loss by a
factor αi(1− pi)

γ. αi is a weighting parameter that addresses the class imbalance
problem and the parameter γ smoothly adjusts the rate at which easy examples
are down-weighted (easy examples are those with a high probability in the ground
truth class pi). When γ = 0, focal loss is equivalent to a weighted cross-entropy
loss, and increasing γ heavily concentrates the loss on hard examples, focusing
nearly all attention away from easy negatives. This loss is simple and proved its
effectiveness for imbalance problem (T. Lin et al. 2020).

Evaluation metric As we introduced in Section 2.2.3, the evaluation metric
mostly used in tests is not cross entropy loss but the mIoU score. Therefore,
models trained with PPCE are not directly optimized for mIoU, which might
result in a fall in performance. The reason that we do not directly optimize the
mIoU score during training is that mIoU is not differentiable due to the cardinal
function in Equation 2.4. Some approaches employ approximated mIoU loss to
train segmentation models. The goal is to minimize the gap between the actual
mIoU value and its differentiable approximation. (Máttyus et al. 2017) use a soft
version of mIoU and (Berman et al. 2018) provide a tractable surrogate based on
the convex Lovasz extension of sub-modular functions. In the spirit of "learning
everything with DL", (Nagendar et al. 2018) propose to automatically learn a
surrogate loss function that approximates the mIoU with neural network. With
these losses, the performances of several segmentation models is slightly improved
compared to training with PPCE. However, experiments on different datasets with
stronger segmentation models are need to better demonstrate their effectiveness.

Although mIoU is widely used in practice, many works have argued that mIoU is
not a good measure of model performance in many cases. A major criticism of the
mIoU score is that the mIoU does not accurately reflect whether the segmentation
prediction follows the shape and structure of the ground truth map. In Figure 2.9,
we show two predictions with the same IoU score, while Pred 2 retains much
better the overall structure of the number "4". The main reason for this problem is
that the IoU considers each pixel as independent. To this end, (Csurka et al. 2013)
advocates for the use of per-image scores and proposes a boundary-aware metric
to focus on contour pixels. (Margolin et al. 2014) generalize the Fβ − measure
by assigning different weights to different errors, according to different location
and neighborhood information. The Structural Similarity Measure (SSIM) index
(Zhou Wang et al. 2004), which measures the similarity between two images
with global statistics (such as mean, variance and covariance), is also adopted
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Figure 2.9. – (b) and (c) are two predicted segmentation masks with the same
same IoU score. In (c), the false-negatives are sparsely spread within
true-positive detection, thus offering a good sampling of the region.
Credits to Margolin et al. 2014.

for segmentation by several works. (D.-P. Fan et al. 2017) extend the SSIM to
capture both region-aware and object-aware structural similarities, and (D.-P. Fan
et al. 2018) propose a luminance contrast based measure which simultaneously
evaluates the pixel-level and image-level similarities. However, these metrics
are not widely spread in the segmentation field, and the mIoU is still the main
evaluation metric employed by most segmentation challenges.

2.5 Weakly-Supervised Segmentation

WSL methods for semantic segmentation have attracted a lot of interest due to
the lack of fully annotated data for segmentation. WSL approaches encompass a
variety of training annotations less informative than the pixel level, such as (in
order of decreasing informativeness): bounding box (Dai et al. 2015; Papandreou
et al. 2015), scribble (D. Lin et al. 2016), point (A. L. Bearman et al. 2016), and
image label (Papandreou et al. 2015; Xu et al. 2015) (see Figure 2.10). Image-
level labels are the cheapest to provide and can be obtained easily from many
resources, thanks to datasets for image recognition. However, due to the complete
absence of spatial information, image-level labels are also the most challenging
to use. In what follows, we review the literature in weakly-supervised semantic
segmentation from image-level annotations.

Fully-supervised methods can be considered as the “upper-bound” in perfor-
mance for WSL because they are trained with theoretically the most informative
supervisory data possible. Although, for the moment, the best fully supervised
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Figure 2.10. – Different kind of weak labels. In order of decreasing informative-
ness: (a) Bounding box, (b) Scribble, (c) Point and (d) Image-level
label.

segmentation model far out-performs the best WSL method, the quality of WSL
methods is impressive, especially considering that they learn to segment without
any location-specific supervision. To solve this problem, different WSL methods
have been proposed and can be broadly categorized into two approaches. The
first type of approach is based on Multi Instance Learning (MIL). More precisely,
in MIL, the training set consists of labeled "bags", each of which is a collection
of unlabeled instances. A bag is positively labeled if at least one instance in it
is positive, and is negatively labeled if all instances in it are negative. The goal
of the MIL is to predict the labels of new, unseen bags. In the context of WSL
for segmentation, a bag is an image with image-level labels and each pixel is an
unlabeled instance. That is, for a given image, the image-level labels tell us that at
least one pixel of that class is present. In practice, this usually means training a
CNN with an image-level loss and inferring the pixels responsible for each pre-
dicted class. MIL-FCN (Pathak et al. 2014) trains a FCN with a global max-pooling
loss which selects the most informative region for the MIL prediction. WILDCAT
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(Durand et al. 2017) proposes a weighted spatial average operation, which also
takes negative evidences into account. To better locate objects, (Papandreou et al.
2015) incorporate an additional prior in the MIL framework in the form of an
adaptive foreground/background bias. The notion of objectness priors is further
developed by (Wei et al. 2016; A. L. Bearman et al. 2016), which provide each pixel
with a probability of being an object.

Figure 2.11. – Illustration of the seeds generation procedure. Localization cues
are extracted from classification networks, and the resulting mask
(seeds) is considered as pseudo ground truth for training traditional
fully supervised segmentation models. Credits to (Kolesnikov et al.
2016).

Another important type of approach is to use the inferred pixel-level activations
as pseudo ground-truth labels for training "fully" supervised segmentation models.
In practice, it usually means extracting localization cues from a classification CNN
to define a pseudo ground truth mask (or seeds), as showed in Figure 2.11, and
training traditional segmentation models such as FCN with the resulting seeds.
SEC (Kolesnikov et al. 2016) is the prototypical method of this approach. It applies
CAM (Zhou et al. 2016) to generate seeds to train a Deeplab model (L.-C. Chen
et al. 2014) with a composite of three loss functions, i.e. seeding, expansion and
constrain-to-boundary. The main issue of this approach is the quality of the
generated seeds. Since the localization cues are usually inaccurate, only the most
discriminative regions are considered as seeds. Models trained with seeds tend to
produce good segmentation results for only a small part rather than entire objects.
Different methods have been proposed to solve this problem. AE-PSL (Wei et al.
2017) gradually mines discriminative object regions to obtain extended seeds. In
each iteration, the previously found parts are erased from the image, and the
new localization cues is extracted from the rest of the image. Instead of erasing
images, which requires re-training the CNN, FickleNet (Lee et al. 2019) train a
CNN at the image-level with centre-fixed spatial dropout in the last convolutional
layers and aggregates different localization maps into a single map. Another way
to obtain larger seeds is to propagate seeds to adjacent regions with similar visual
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appearance. (Zilong Huang et al. 2018) propose to grow the seeds to unlabeled
pixels based on pixel homogeneity while (Ahn et al. 2018) use random walk to
propagate the seeds to nearby and semantically identical areas. It is worth noting
that, the seed-based approaches dominate the WSL semantic segmentation task on
PASCAL VOC2012 dataset.

2.6 Positioning and Framework

In the previous part of this chapter, we reviewed the main methods of semantic
segmentation, and highlighted the state-of-the-art methods that are based on DL.
After a detailed analysis of the seminal approach FCN, we summarized the three
major challenges of semantic segmentation algorithms based on DL and presented
the corresponding improvements. We now go over some interesting questions that
we address in this thesis to produce finer segmentation results and to alleviate
the demand for annotated data.

The dependency between pixels plays an important role in semantic segmen-
tation, as it defines which pixels in an image belong to the same object. As we
introduced in Section 2.1, traditional segmentation methods, such as region-based
and edge-based methods, employ human designed features to determine if they
belong to the same segment. These features are mainly calculated using simple
pixel variations and cannot capture the dependency at a semantic level. In the era
of DL, thanks to the advances in hardware and algorithms, CNN-based models are
able to learn more complicated dependencies from a large amount of annotated
data. In order to better model and capture the pixel dependencies, most of the
work has focused on improving the network architecture, such as encoder-decoder
architecture, pyramid spatial pooling and attention mechanism that we presented
in Section 2.3. However, the PPCE loss function in DL-based methods (see Sec-
tion 2.4) does not guarantee that the modules added to the network will learn the
pixels dependencies. Since the PPCE loss evaluates the pixels independently, it
does not impose any constraint on the consistency of dependent pixel predictions.
This means that the prediction of a pixel has no effect on the relevant pixels, and
the predictions of highly dependent pixels need not be dependent as well. We are
particularly interested in this important issue and attempt to address it by defining
a new loss function, which called SEMEDA loss, that requires predicted masks to
have the same spatial dependency as the ground truth. More specifically, when a
pixel is inside a large object, its prediction should be uniform with its neighbors,
and if the pixel is on the boundary of the object, its prediction should also contain
information about the object next to it and retain the boundary information along
with the neighboring pixels. In this manner, the mask produced by segmentation
models can better conform to the boundary shape of objects and avoid holes
inside the object.
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The second concern is the lack of annotated data. As we described in Sec-
tion 2.2.4, DL-based methods typically require a large amount of annotated data
to learn from, while the data annotation process for segmentation is extremely
expensive and time-consuming. Furthermore, even in a high-quality annotated
data set, the data may still be noisy and imbalanced. Therefore, methods that
can learn from partial or non-annotated data are well worth investigating. For
example, WSL methods can learn from partially annotated data, making it possi-
ble to benefit from a large amount of weakly annotated data. Semi-supervised
methods can learn from unlabeled data, when used in conjunction with a small
amount of labeled data. And more recently, self-supervised learning has gained
a lot of attention because it requires only unlabeled data to formulate a pretext
learning task. In this thesis, we focus on how to use image-level annotated data for
semantic segmentation because they are easy to obtain and contain semantic infor-
mation. More specifically, we attempt to extract localization cues about semantic
objects based on the mathematical properties of neural networks. The extracted
localization cues can then be combined with the traditional WSL approach to
enable the segmentation model to learn from the image-level labeled data.

Dataset Throughout this thesis, to evaluate the efficiency of proposed methods,
almost all experiments are conducted on the PASCAL VOC 2012 (Everingham et al.
2015) and the Cityscapes (Cordts et al. 2016) datasets, which are the most used
open datasets for evaluating semantic segmentation models. As we introduced
in Section 2.2.3, PASCAL VOC is a general purpose dataset that includes all
types of indoor and outdoor images, and Cityscapes is recently created large-
scale dataset focused on urban street scene understanding. Since the quality of
the datasets has a significant impact on the performance of the segmentation
algorithm, we also conduct experiments on two additional datasets, namely
HELEN (Le et al. 2012) for face parsing and ISIC2018 (Codella et al. 2019) for
lesion segmentation. Figure 2.12 illustrates how images differ from different
datasets and a consistency of performance across these datasets is an important
demonstration of the effectiveness of the method.

Segmentation Network The segmentation backbone networks used in this
thesis are different versions of the Deeplab model, mainly Deeplab-v2 (L.-C. Chen
et al. 2016) and Deeplab-v3+ (Liang-Chieh Chen et al. 2018), that are built on
powerful CNNs such as VGG and ResNet. Compared to the baseline model FCN, it
has been improved in several ways. Deeplab-v2 uses atrous convolution to increase
spatial information and proposes atrous spatial pyramid pooling to incorporate
contextual information. Deeplab-v3+ further employs encoder-decoder structure
to better recover spatial information, and adapts the model for more efficient
backbone Xception (Chollet 2017). Deeplabs are one of the most efficient semantic
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Figure 2.12. – Illustration of samples from different segmentation datasets used
in course of this thesis. VOC12 and Cityscapes are the most used
large-scale dataset for evaluating segmentation models. HELEN
is a dataset for face parsing and ISIC18 is a dataset for lesion
segmentation.
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Figure 2.13. – Positioning of this thesis. One part of thesis addresses the semantic
segmentation problem by a contextual information integrated loss
function (red) and another part focus on attribution methods that
allow segmentation models to learn from weakly annotated data
(blue).

segmentation models, and they achieve the state-of-the-art performance on multi
open datasets, including PASCAL VOC 2012 and Cityscapes.

The positioning of this thesis can thus be summarized in Figure 2.13. On the one
hand, we address the semantic segmentation problem by a contextual information
integrated loss function SEMEDA (red). The proposed SEMEDA loss constraints
the prediction of a pixel to be consistent with its neighbors, whether it is inside
or at the boundary of the object, and thus helps the networks to produce more
shape-consistent results. On the other hand, we attempt to alleviate the demand
of fully annotated data for semantic segmentation with WSL methods (blue). We
develop a new attribution method based on the mathematical properties of CNNs,
which can accurately identify the most relevant pixels for CNN predictions. This
method can then be integrated in WSL methods and allow segmentation models
to learn only from image-level annotated data.

In what follows, we present the two works that we carried out during the
thesis. For these two works, we use the datasets and the backbone segmentation
networks described above.
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Chapter abstract

As mentioned earlier, loss functions play an important role in the
learning process of machine learning problems, and the design of an
appropriate loss function can be beneficial. Nowadays, PPCE is the
most commonly used loss for semantic segmentation tasks. However,
it suffers from a number of drawbacks. In this chapter, we focus on
the loss function for semantic segmentation. After carefully analyz-
ing the drawbacks of PPCE for segmentation, we present a SEMantic
EDge-Aware strategy (SEMEDA) that solves these issues. Inspired by
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perceptual losses, we propose to match the ’probability texture’ of the
predicted segmentation mask and ground truth through a proxy net-
work trained for semantic edge detection on the ground truth masks.
Through thorough experimental validation on several datasets, we
show that SEMEDA steadily improves the segmentation accuracy with
negligible additional computational overhead and can be added to any
popular segmentation networks in an end-to-end training framework.
The work in this chapter has led to the submission of a journal paper:

• Yifu Chen, Arnaud Dapogny, and Matthieu Cord (2020). “SEMEDA:
Enhancing Segmentation Precision with Semantic Edge Aware Loss”. In:
Pattern Recognition (under review, major revision).

3.1 Introduction

In this chapter, we mainly address the problem D2 introduced in Section 1.2:
the loss function for semantic segmentation. As we presented in Section 2.2,
current state-of-the-art methods mainly rely on Fully Convolutional Network
(FCN) architectures (Long et al. 2015) that are trained by optimizing a per-pixel
loss between predictions and ground truth labels. Fully convolutional neural
networks cleverly inherit the idea of classification Convolutional Neural Network
(CNN)s, and classify each pixel by using a patch centered on it. In this manner,
popular classification networks can be adapted into a fully convolutional network
and their learned representations can be transferred to segmentation tasks by
training them with the Per Pixel Cross Entropy (PPCE) loss. This loss is a natural
choice as a spatial extension of the cross-entropy loss, which is the standard
for classification. However, the PPCE loss has some drawbacks when applied to
semantic segmentation.

First, PPCE loss is just an average over each pixel’s accuracy and can not cap-
ture structural differences, such as the shape of objects, between output and
ground-truth segmentation masks (problem a). Each pixel is treated equally and
independently in PPCE loss. For example, a good segmentation mask should
preserve the semantic boundary of each object. However, the PPCE loss is not
designed for that. As a result, models trained with PPCE loss usually struggle
to output geometrically correct predictions as presented in Figure 3.1. A similar
issue has been found in image transformation problems, where an input image is
transformed into an output image. A per-pixel loss such loss L1 and loss L2 is
usually used in these problems (C.Dong et al. 2016; Z.Cheng et al. 2015; R.Zhang
et al. 2016). As criticized by (Johnson et al. 2016), per-pixel losses can not measure
perceptual differences between predicted and ground-truth images. An interest-
ing solution provided by (Johnson et al. 2016) is called "perceptual loss", where
generated and ground truth images are matched in the embedding spaces of the
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Figure 3.1. – Illustration of problem a-b of traditional PPCE loss for semantic
segmentation. problem a: the segmentation maps predicted by a
network trained with PPCE exhibit a lack of structure (green box:
loose semantic boundaries, red box: holes in the predicted semantic
regions). problem b: Two different predictions (pred 1 and pred 2)
that are equivalent for cross entropy loss. However, we may prefer
pred 2 for boundary pixels (green) and pred 1 for center pixels (red).

layers of a pre-trained classification network (usually VGG network (Simonyan
et al. 2015)). Traditionally, more emphasis is put on the weights corresponding to
the first layers: to a certain extent, perceptual losses lead to match higher-order
moments (e.g. gradients) extracted by these layers, thus taking into account the
neighborhood of each pixel. However, the perceptual loss cannot directly be used
for semantic segmentation. On one hand, the perceptual loss is applied to RGB
images while segmentation masks have C channels where C is the total number
of classes. On the other hand, the distribution of segmentation masks is wildly
different from natural images.

Secondly, PPCE only depends on the predicted value of the ground truth class
but not the entire distribution over all classes (problem b). For instance, consider
a case where there are three classes (cat, dog and horse) and a pixel that belongs
to the region of a cat, as illustrated in Figure 3.1. Predictions (0.5, 0.25, 0.25)
and (0.5, 0.45, 0.05) will have the same loss value since the cross entropy loss
only depends on the value 0.5 (class cat). However, these two predictions are not
equivalent. If the pixel is located in the center of the cat region, we may prefer the
first prediction since it is more robust. If the pixel is located at the border where a
cat and a dog overlap, the second prediction may be more reasonable.

To address these problems, we propose in this chapter a novel SEMantic EDge-
Aware (SEMEDA) loss for training semantic segmentation networks. Instead
of matching the predicted mask and the ground truth mask pixel by pixel, we
propose to match them region by region. In other words, we propose a loss
function, which forces the network to produce more structural outputs. In this
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way, we intend to offer a solution to the problem D2 and also somehow to the
problem D1. The rest of this chapter is organized as follows:

• We first review the recent improvements on the PPCE loss function for seg-
mentation in Section 3.2. These loss functions can be generally grouped into
two types. The first is based on explicit formulas designed by experts, and the
second uses a network to learn a loss function from data. In order to provide
a broader understanding, we present the idea behind these loss functions as
well as their disadvantages.

• Then, we introduce the proposed SEMEDA loss as well as the training strat-
egy for semantic segmentation networks in Section 3.3. Through detailed
reasoning, we show that our approach is a viable solution to problems a-b of
the PPCE loss.

• We then validate our method through thorough experiments on two com-
monly used segmentation datasets in Section 3.4. We show that with negli-
gible additional computation and memory usage, our method consistently
improves the segmentation results on both datasets. Our method also pro-
vides comparable results with other leading segmentation models on these
datasets.

• To better demonstrate the effectiveness of our approach, we present two side
applications of our method on noisy datasets in Section 3.5. Though the
ground truth annotations are less accurate, our method still enhances the
segmentation results compared to the baseline model, which further shows
the robustness of the proposed method.

3.2 PPCE Loss Extension

As we presented in Chapter 2, the PPCE loss function is firstly used in FCN
(Long et al. 2015) mainly because of its simplicity. Then, it’s been widely in-
herited in other segmentation works. However, the choice of PPCE loss function
has recently been criticized in many works. Specifically, we have presented two
drawbacks (Class Imbalance and Evaluation Metric) and their related improve-
ments in Section 2.4. Here, we focus on another important issue of PPCE, which is
called Structural Similarity. Structural similarity includes similarities in shape,
semantic edges, and geometries between the prediction mask and the ground
truth mask. As many works (Csurka et al. 2013; Luc et al. 2016; S. Chen et al. 2018)
argued, PPCE cannot properly measure structural similarities between predicted
and ground truth segmentation masks. The problem a-b described in Section 3.1
are two main reasons for this issue. The PPCE loss considers the segmentation
task as a pixel-wise classification problem where pixels are independent samples.
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However, there are strong dependencies between pixels in an image, and these de-
pendencies contain important information about the structure of objects (problem
a). Moreover, PPCE only optimizes the prediction of the ground truth class but not
the entire distribution across all classes (problem b), which makes it impossible to
capture the finer relationship between the predictions of the different pixels. Due
to these limitations, optimizing PPCE loss during training usually leads to errors
on fine-scale structures, such as small object instances, instances with multiple
connected components, and thin connections.

Although there have been many improvements in model design for encoding
spatial and contextual information, such as Conditional Random Fields (CRF)
(L.-C. Chen et al. 2014; Zheng et al. 2015), attention mechanisms (Z. Lin et al.
2017; Vaswani et al. 2017) and contour cues (Bertasius et al. 2016; L. Chen et al.
2016), there are only a few loss functions that ensure these pixel dependencies
are really learned by the network. These losses can be roughly divided into two
types: explicit loss functions and network-based loss functions. The explicit
loss functions are usually based on specific structural features of the segmentation
mask, such as edges, defined by certain explicit formulas. The most direct way to
leverage edge information in loss functions is to weigh pixels differently in the
traditional PPCE loss where edge pixels are emphasized more than other pixels, as
described in Equation 3.1:

L(Ŝ, S∗) =
1

H ×W

H

∑
i=1

W

∑
i=j

wi,j × LCrossEntropy(Ŝi,j, S∗i,j) (3.1)

where wi,j = f (d(pi,j)) is a coefficient that shall be inversely proportional to the
distance d(pi,j) between pixel pi,j and its nearest edge. This coefficient can be
defined differently: (Caliva et al. 2019) define wi,j = 1 + 1

d(pi,j)
while (Zhen et al.

2019) propose to group pixels according to the distance d(pi,j) and each group
of pixels has a different weight. The coefficient proposed by (Ronneberger et al.
2015) takes into account both the shortest and the second shortest distance:

wi,j = w0 ∗ exp(−
(d1(pi,j) + d2(pi,j))

2

2σ2 )

Essentially, these methods assume that the closer the pixel lies from the bound-
ary, the more important it is. However, this assumption is not always true and
may provide discontinuities in the center of large objects since these pixels will
have little impact on the total loss under this assumption.

Unlike previously introduced explicit loss functions, (Luc et al. 2016) adopts
the Generative Adversarial Network (GAN) framework and proposes to use an
adversarial network to learn a loss function for semantic segmentation. The
segmentation network is considered as a mask generator, and the discriminator
learns to determine whether a mask is a ground truth or whether it is generated
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Figure 3.2. – Overview of the model proposed in (Luc et al. 2016). The adversarial
network takes an RGB image and a mask as input and predicts
whether the mask is the ground truth or is generated by the Segmen-
tor. The adversarial network is used to define an adversarial loss
which encourages the segmentation model to produce masks that
cannot be distinguished from ground-truth ones (Luc et al. 2016).

(see Figure 3.2). They believe that the discriminator can detect and correct high-
order inconsistencies between the ground truth map and the one produced by the
generator. However, the shape of the semantic segments is too vague. A semantic
segment does not separate two objects of the same class if they are overlapping.
In addition to partial occlusion, object scaling, camera viewpoint change and
small size of segmentation dataset, the possible shape of a semantic segment
could be extremely complicated and difficult to model with generative adversarial
networks. With the proposed adversarial loss, (Luc et al. 2016) get only about
0.25% improvement in mean Intersection over Union (mIoU) score on the PASCAL
VOC 2012 dataset (Everingham et al. 2015).

3.3 SEMEDA Model

In this chapter, we propose to build upon the intuitions and interpretations
of SEMEDA to address problem a-b of the PPCE loss introduced in Section 3.1.
Figure 3.3 illustrates the proposed SEMEDA method to train a deep network for
semantic segmentation problems. Classically, a semantic segmentation network
(displayed in red in Figure 3.3) is trained to output a segmentation mask from
an image. In SEMEDA, we use the embedding space of another network that
we refer to as the SEMEDA network (blue in Figure 3.3) to match the predicted
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Figure 3.3. – Overview of our SEMEDA framework for semantic segmentation.
A backbone segmentation network fθ outputs a predicted mask Ŝ.
Both this predicted mask, as well as the corresponding ground truth
mask are provided independently to a SEMEDA network gφ that is
trained for semantic edge detection (green arrow). We complete the
traditional PPCE loss (purple arrow) by adding a novel SEMEDA loss
term, which consists in matching the predicted segmentation mask
with its corresponding ground truth within the embeddings of the
SEMEDA network, each layer l downwards red and black arrows
giving rise to a contribution L

gφ∗
l .

segmentation mask with the corresponding ground truth. In this section, we
first introduce how traditional approaches for semantic segmentation can be
formulated, and what the common pitfalls of such approaches are. Then, we
present our approach to solve the problem which consists of matching a predicted
segmentation mask with its corresponding ground truth in the embedding space
of a pre-trained SEMEDA network.

3.3.1 The Pitfalls of Naive Segmentation Approaches

A standard approach for training semantic segmentation networks is illustrated
in Figure 3.3 (gray box). Let’s consider a semantic segmentation network fθ

parameterized by weights θ, mapping an RGB image I ∈ RH×W×3 from a training
dataset {I, S∗} into a segmentation mask Ŝ:

Ŝ = fθ(I) ∈ [0, 1]H×W×C (3.2)

where H (resp. W) is the height (resp. width) of the input image and C is
the total number of semantic classes (background included). Such a network is
usually trained upon optimization of the PPCE loss LPPCE (purple arrow in Figure
3.3). PPCE measures the difference between the predicted label mask Ŝ and the
ground truth mask S∗:
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LPPCE(Ŝ, S∗) = − 1
H ∗W

H

∑
i=1

W

∑
j=1

C

∑
c=1

Sc∗
i,j log(Ŝc

i,j) (3.3)

We argue that this loss function exhibits several drawbacks for semantic seg-
mentation tasks. First, PPCE treats all pixels independently and does not take
the local structure into account. As a result, the predicted segmentation masks
usually contain holes in the structure of the segmented objects or inconsistencies
at their boundaries (problem a). Secondly, for each pixel, since {Sc∗

i,j}c∈C are
usually one-hot encoded, PPCE only depends on the probability of the ground
truth class. Therefore, several predictions are given the same penalty while the
entropy of the predicted mask {Ŝc

i,j}c∈C may vary a lot for that pixel (problem b).
In the next section, we detail our proposed solution to these two problems.

3.3.2 Structure Learning Through Edge Embeddings

In the context of style transfer and image synthesis, the authors of (Johnson
et al. 2016) obtained impressive results by defining high-level perceptual losses
that involve a fixed pre-trained network, such as an ImageNet pre-trained VGG-
19 (Simonyan et al. 2015) network. The idea of this method is to measure the
semantic difference between two images as the difference between their feature
representations as computed by the fixed network. However, this idea cannot
be straightforwardly translated to semantic segmentation, as natural images
and segmentation masks have different numbers of channels and belong to
wildly different distributions. Now, suppose that we have access to another pre-
trained network gφ∗ (that we refer to as the SEMEDA network) that maps any
segmentation mask S ∈ [0, 1]H×W×C into a binary semantic edge map Ê:

Ê = gφ∗(S) ∈ [0, 1]H×W×2 (3.4)

In what follows, we respectively note ψ̂1,ψ̂2,...,ψ̂L the embeddings of the L layers
of gφ∗(Ŝ), and ψ∗1 ,ψ∗2 ,...,ψ∗L the embeddings of the L layers of gφ∗(S∗). Similarly to
(Johnson et al. 2016), we can thus match Ŝ and S∗ within the embeddings of gφ∗

(black and red arrows in Figure 3.3). We thus define our SEMantic EDge-Aware
(SEMEDA) loss as follows:

Lgφ∗
SEMEDA(Ŝ, S∗) =

L

∑
l=1

λlL
gφ∗
l (Ŝ, S∗) (3.5)

where for all layers l, the contribution of this layer of the SEMEDA network to the
total loss is:

Lgφ∗
l (Ŝ, S∗) = ||ψ̂l − ψ∗l ||1 (3.6)
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where λl is a hyperparameter representing the importance of this layer in the
total loss. The final loss function for the segmentation network is a combination
of the PPCE loss on the segmentation masks and the proposed SEMEDA loss:

Lgφ∗
tot (Ŝ, S∗) = LPPCE(Ŝ, S∗) + Lgφ∗

SEMEDA(Ŝ, S∗) (3.7)

Since gφ∗ is trained to detect inter-class boundaries, minimizing LSEMEDA nat-
urally penalizes high-entropy configurations where the contributions of several
classes are important (addressing problem b). Furthermore, it also heavily pe-
nalizes discontinuities in the structure of objects (addressing problem a). Thus,
semantic edge detection from segmentation masks is a particularly interesting
candidate objective for gφ∗ . In what follows, we describe how it can be formalized.

3.3.3 Learning to Detect Semantic Edges

In this section, we detail the proposed SEMEDA strategy. Given an image I
and its corresponding ground truth segmentation mask S∗, we generate a binary
ground truth semantic edge map E∗ by setting all pixels that do not have 8

identically-labeled neighbor pixels as 1, and other pixels as 0. These ground truth
semantic edge maps are calculated beforehand and no further computation is
needed afterwards.

We train the SEMEDA network gφ to minimize PPCE loss between semantic
edge maps Ê∗ = gφ(S∗) predicted upon the ground truth segmentation masks S∗,
and ground truth masks generated edge maps E∗, as indicated by the green arrow
in Figure 3.3:

LPPCE(Ê∗, E∗) = −
H

∑
i=1

W

∑
j=1

C

∑
c=1

Êc∗
i,j log(Êc

i,j) (3.8)

This network is depicted in Figure 3.3 (in blue). Once the SEMEDA network is
trained with parameters φ∗, we train the segmentation network fθ by minimizing
loss Lgφ∗

SEMEDA. The steps for training a segmentation network with SEMEDA are
summarized in Algorithm 3.1.

3.4 Experiments

In this chapter, we validate the proposed SEMEDA strategy through exper-
iments. First, we perform an ablation study and discuss the hyperparameter
settings. Secondly, we validate our approach on two of the most popular semantic
segmentation datasets, both quantitatively and qualitatively.
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Algorithm 3.1 Train a segmentation network with SEMEDA
Input:

I RGB Images
S∗ Ground truth segmentation masks

Output:
θ∗ Parameters of the segmentation net

// pre-training the SEMEDA network gφ

for all batches B do
for all masks S∗k ,k = 1, ..., K in B do

Generate ground truth edge map E∗k from S∗k by
examining neighboring pixels labels
Ê∗k = gφ(S∗k )
φ← φ− 1

K
∂

∂φL
PPCE(Ê∗k , E∗k )

end for
end for
φ∗ ← φ

// training the segmentation network fθ

for all batches B do
for all labeled images Ik in B do

Ŝk = fθ(Ik)

θ ← θ − 1
K

∂
∂θL

gφ∗
tot (Ŝk, S∗k )

end for
end for
θ∗ ← θ =0
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3.4.1 Implementation Details

Segmentation network: SEMEDA is agnostic to the architecture of the seg-
mentation network fθ, which can be any popular architecture. In what follows,
we experiment with Deeplab-v2 (L.-C. Chen et al. 2016) as well as the recent
Deeplab-v3+ (Liang-Chieh Chen et al. 2018). Both architectures are composed of
a backbone feature extraction network and differ by the refinement portion of
the network. For that matter, we also experiment with either an ImageNet pre-
trained ResNet-101 (K. He et al. 2016) and a Xception-71 (Chollet 2017) backbone
networks.

SEMEDA network: Because the task of detecting semantic edges from the
segmentation mask is rather straightforward, we use a simple CNN composed
of L = 3 layers with 16 → 32 → 2 channels and Rectified Linear Unit (ReLU)
activations (except for the last layer, which has a softmax activation) as gφ. This
network contains about 10k parameters which is far less than the number of
parameters in backbone networks (e.g, about 44 millions for ResNet101 (K. He
et al. 2016)).

In order to keep the runtime and memory footprint reasonable, we train our
models by feeding the SEMEDA networks with 321 × 321 random crops for
both datasets without multi-scale inputs. We augment the data with random
scaling and random mirroring. Since we use mini-batches of 6 images, we fix
parameters in batch norm layers and we set the initial learning rate to 5 · 10−4. As
is classically done in the literature, we report the mIoU metric over all the classes
as our evaluation metric.

3.4.2 Experimental Setup

We conduct our experiments on two of the most used open segmentation
datasets: PASCAL VOC 2012 (Everingham et al. 2015) and Cityscapes (Cordts
et al. 2016). As introduced in Section 2.2.3, PASCAL VOC 2012 is the most popular
general purpose dataset for segmentation, which contains 20 foreground object
classes as well as one background class. The original dataset contains 1,464 (train),
1,449 (val), and 1,456 (test) pixel-level labeled images for training, validation, and
testing respectively. The dataset is augmented by the extra annotations provided
by (Hariharan et al. 2011), resulting in 10,582 (trainaug) training images. We train
our models on the augmented training set and report the performance on the
validation set.

The Cityscapes dataset is the most widely used dataset for urban street scene
understanding, which contains high quality pixel-level annotations of 5000 images
(2975, 500, and 1525 for the training, validation, and test sets respectively). It
contains 18 object classes and one background class for training. We report the
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performance on the validation set, after training on the train set. For memory
reasons, we downsample the images to half resolution, i.e. 1024× 512 for Deeplab-
v2-based experiments. We keep the original image size for experiments with
Deeplab-v3+ in order to achieve better results.

The evaluations on both datasets are mainly based on the mIoU score, which is
a standard for semantic segmentation task. Since many new evaluation metrics
have recently been proposed (see Section 2.4) and are expected to better measure
the quality of segmentation results, we also use two additional metrics, namely
F1− score and E−measure (enhanced-alignment measure) (D.-P. Fan et al. 2018) to
evaluate our method. The F1− score is another wildly used metric in segmentation,
which is the harmonic mean of precision and recall (F1 = 2

recall−1+precision−1). The
E−measure is a metric recently proposed by (D.-P. Fan et al. 2018). The main idea
of E−measure is to align the bias matrix φ of the predicted and the ground truth
mask at each position:

ξalign =
2φ(GT) ◦ φ(pred)

φ(GT) ◦ φ(GT) + φ(pred) ◦ φ(pred)

where ◦ denotes the Hadamard product and φ(X) = X− µX A is the bias matrix
(A is a matrix in which all the element values are 1). This align matrix ξalign is

then enhanced by a convex f (x) = (1+x)2

4 , which suppresses decrease (which
means having smaller derivative value) at negative value (ξalign(x, y) ≤ 0) regions
and strengthens increase at positive value (ξalign(x, y) ≥ 0) regions. Finally, the
Emeasure is defined as the mean value of the enhanced align matrix across all
positions:

Emesure(GT, pred) =
1

w× h

w

∑
x=1

h

∑
y=1

f (ξalign(x, y))

where w and h are the weight and height of the image. The Emesure combines
local pixel values with the image-level mean value in one term, and can jointly cap-
ture image-level statistics and local pixel matching information, as demonstrated
in (D.-P. Fan et al. 2018).

We validate SEMEDA by showing that (a) introducing a structural term via
semantic edge detection allows us to better capture the underlying structure of the
objects and (b) that the SEMEDA network encodes richer embeddings compared
to a naïve approach (e.g. using Sobel kernels). Most edge-based segmentation
methods (L. Chen et al. 2016; Audebert et al. 2019) consist in performing edge
detection as an auxiliary task and then incorporating the edge features into
the segmentation prediction. Our method involves the use of an additional
loss function which can better capture structural information, including edge
information, from the segmentation masks. Thus, our method is complementary
to the edge-based methods mentioned above, and can be used in conjunction
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Method λ1 λ2 λ3 Cityscapes VOC 2012

PPCE - - - 75.5 77.1

Sobel

0.5 - - 75.4 77.3
1 - - 76.1 77.5
2 - - 76.2 77.4
4 - - 76.3 77.6

SEMEDA

0.5 0.5 0.5 76.9 77.6
1 0.5 0 76.2 77.9
0.5 1 0 76.3 77.8
1 0.5 0.25 76.3 78.1
1 1 0 76.1 78.5
2 4 0 76.9 78.8
4 2 0 77.3 78.6
4 4 0 77.1 78.4

Table 3.1. – Comparison of results (% mIoU) on Cityscapes and VOC 2012 valida-
tion sets with different hyperparameter (λl) values and an ImageNet
pre-trained Deeplab-v3+/Xception 71 model. SEMEDA provides
better results in all tested configurations.

with them. To this end, we do not compare our method with these edge-based
methods, and we conduct our experiments with two baselines:

• PPCE: a segmentation network trained with a traditional per-pixel cross-
entropy loss.

• Sobel: a setup similar to SEMEDA, except the SEMEDA network is replaced
by Sobel kernels that independently process each class in the segmentation
mask (i.e. matching the predicted segmentation mask with its corresponding
ground truth in the embedding space generated by applying sobel kernels on
both masks).

To better analyze the improvements that stem from applying SEMEDA, we do
not use tricks such as adding multi-scale and flipped images during inference. In
what follows, we show that SEMEDA significantly enhances the segmentation ac-
curacy regardless of the architecture of the segmentation network, the underlying
backbone, the pre-training strategy and on multiple datasets.
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3.4.3 SEMEDA Parametrization

In this section, we provide insight into the behavior of SEMEDA depending
on the only additional hyperparameters {λl}l=1...L, which are the weights of
each layer in the SEMEDA loss (see Equation 3.5). For Sobel, there is only one
hyperparameter, the coefficient of the edge term λ1. We perform ablation study on
the Cityscapes and the VOC 2012 datasets with an ImageNet pre-trained Deeplab-
v3+/Xception 71 model. Results under the standard evaluation metric mIoU are
shown in Table 3.1. While the Sobel baseline model does improve the accuracy
slightly, particularly with λ1 = 4, SEMEDA allows a far more significant accuracy
boost in all tested configurations. Likely, this is due to the fact that through
its convolutional layers, SEMEDA mixes the class-wise segmentation channels
in a one-vs-one manner, while the Sobel baseline model does not, separating
classes in a one-vs-all manner. Thus, SEMEDA encodes richer embeddings that
more efficiently capture structure in the segmentation masks. It is worth noting
that matching the output of the last layer corresponding to semantic edges (λ3)
contributes less to the performance. The reason is that the output of SEMEDA is a
binary mask, where no distinction is made between the semantic edges belonging
to different classes. In other words, in such a case, the presence of an edge at a
specific location simply implies that this pixel marks a boundary between different
objects whose categories are unknown. Therefore, this last layer of the SEMEDA
network contains much less information than the first ones. To draw a parallel,
this echoes the results obtained in Johnson et al. 2016, where it is better to put
more emphasis on the first layers of the SEMEDA network (which means λ1 and
λ2 > 1).

With this ablation study of SEMEDA hyperparameters, we then fix them to the
value that gives the best results for the rest of experiments.

3.4.4 Quantitative Validation

In this section, we quantitatively validate our method by showing that with
our SEMEDA loss function, segmentation results are systematically improved
in different settings such as different evaluation metrics, different pre-training
strategies and different backbone networks.

As presented in Section 2.4, the mIoU metric has many drawbacks and does not
necessarily fully reflect the quality of the segmentation results. To this end, we
also evaluate our methods against another commonly used metric, F1-score, as
well as the recently proposed E-measure (enhanced-alignment measure) (D.-P. Fan
et al. 2018) described in Section 3.4.2. The comparison between the baseline model
and the same model trained with SEMEDA on VOC 2012 val set (resp. Cityscapes
val set) are shown in Table 3.2 (resp. Table 3.3). Our method is better than the
baseline method for all these evaluation metrics on both datasets. On average,
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Semeda provides an increase of 1.7% on mIoU, 1.1% on F1 − score and 1.3% on
E−measure. Table 3.2 and Table 3.3 also feature per-class comparison for each
metric, showing that SEMEDA consistently improves the baseline accuracy for
nearly every class and metric.
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Table 3.2. – Different evaluation metrics (mIoU, F1-score and E-measure) on VOC
2012 val set. Our method is better than the baseline for all of these
evaluation measures.
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mean

IoU
Baseline 98.1 84.2 92.0 57.7 60.4 59.6 60.0 72.3 91.9 63.7 94.4 77.8 55.6 94.1 83.1 83.8 73.5 59.5 72.4 75.5
Semeda 98.2 85.3 92.6 58.3 59.9 62.4 63.6 75.1 92.4 63.9 94.9 79.9 59.2 95.0 85.2 89.2 76.9 62.0 74.2 77.3

F1-score
Baseline 99.0 91.4 95.8 73.2 75.3 74.7 75.0 83.9 95.8 77.8 97.1 87.5 71.4 96.9 90.8 91.2 84.7 74.6 84.0 85.3
Semeda 99.1 92.01 96.2 73.7 74.9 76.9 77.8 85.8 96.1 77.9 97.4 88.8 74.4 97.5 92.0 94.3 86.9 76.5 85.2 86.5

E-measure
Baseline 99.2 96.6 97.8 77.4 87.8 94.6 85.7 94.2 98.5 80.4 97.3 92.2 79.0 98.2 75.9 87.7 86.7 73.7 88.3 89.0
Semeda 99.2 96.7 97.9 79.0 87.4 94.5 87.8 94.4 98.4 81.1 97.4 92.7 80.0 98.5 83.6 87.5 87.7 77.3 88.7 90.0

Table 3.3. – Different evaluation metrics (mIoU, F1-score and E-measure) on
Cityscapes val set. Our method is better than the baseline for all
of these evaluation measures.

Table 3.4 shows results obtained on VOC 2012 and Cityscapes datasets, with
Deeplab-v2 architecture and either Imagenet/MSCoco pre-training. MSCoco pre-
training refers the process that further fine-tuning ImageNet pre-trained models
on the MS-Coco dataset (T. Lin et al. 2014). For both pre-training strategies,
SEMEDA improves the baseline about 1.3% on VOC 2012 and about 2% on
Cityscapes. The improvements with ImageNet pre-training models are slightly
higher than MSCoco fine-tuning (1.3% vs 1.2% on VOC 2012 and 2.5% vs 2.0% on
Cityscapes), this may be because the MSCoco fine-tuning is done with the PPCE
loss function.

Table 3.5 shows results obtained with and without SEMEDA with a stronger
Deeplab-v3+ baseline and two different backbone networks: ResNet101 and
Xception71. Both backbone networks are pretrained on the ImageNet dataset. In
coordination with the results obtained in (Liang-Chieh Chen et al. 2018), Xception-
71 as a backbone improves the segmentation results over ResNet101. For both
backbones, SEMEDA further enhances the performance on both VOC 2012 and
Cityscapes.

To sum up, in all these configurations, regardless of the dataset, evaluation
metric, pre-training method, or backbone network, SEMEDA substantially en-
hances the overall accuracy. Likewise, this is due to the fact that SEMEDA better
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Pre-train Method VOC 2012 Cityscapes

ImageNet
PPCE 72.9 64.1
SEMEDA 74.2 66.6

ImageNet + COCO
PPCE 75.3 65.8
SEMEDA 76.5 67.8

Table 3.4. – Results (%mIoU) on Cityscapes and VOC 2012 validation sets with
Deeplab v2 and different pre-training strategies. For both pre-trained
strategies, SEMEDA substantially enhances the performance.

Backbone Method VOC 2012 Cityscapes

ResNet-101

PPCE 74.4 72.4
SEMEDA 75.3 73.6

Xception-71

PPCE 77.1 75.5
SEMEDA 78.8 77.3

Table 3.5. – Results (%mIoU) on Cityscapes and VOC 2012 validation sets with
Deeplab-v3+ pre-trained on ImageNet (with no additional pre-training
on COCO or JFT). For both backbone networks, SEMEDA substantially
enhances the performance.

captures the structure of objects, most notably at the boundary between different
classes. To verify this intuition, we evaluate SEMEDA on boundary/non-boundary
trimaps (a narrow band around boundary, illustrated in Figure 3.4), as it was
done in (L. Chen et al. 2016; Csurka et al. 2013): at test time, we divide the pixels
into two subsets depending on whether they belong to a boundary (trimap) or
non-boundary region, as indicated by the semantic edge maps generated from
the ground truth segmentation masks. To do so, we vary the width of a band
centered on the boundary and count as positive all the pixels in the region de-
fined by this band, negative otherwise. Thus, the more the width increases,
the less precise the boundary definition is. Results are illustrated in Figure 3.5
with Deeplab-v3+ architecture. SEMEDA significantly enhances the mIoU on the
boundary regions on both datasets, meanwhile, the Sobel baseline lies closer to
the baseline performance. Particularly for strict boundaries (trimap width 2, 3),
the mIoU improvement is 4 pts on VOC 2012 and 2.4 pts on Cityscapes, which is
considerable. On non-boundary regions, the improvement is also very significant
on both datasets. This is due to the fact that SEMEDA strongly penalizes the
presence of holes or discontinuities in the internal structure of the predicted
objects (which are tagged as non-boundary on the ground truth markups). Thus,
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Figure 3.4. – Left to right: original image, ground truth segmentation and two
boundary/non-boundary trimaps: one with 1 pixel width and the
other with 10 pixels width. The red areas represent the boundary
regions while black areas represent non-boundary regions. White
areas depict ’void’ pixels.

SEMEDA allows us to better capture the structure of objects, as well as to refine
the inter-class boundaries in the segmentation masks.

3.4.5 Comparison with State-of-the-art Approaches

In this section, we compare our model with leading semantic segmentation
methods on both the VOC 2012 test set and the Cityscapes test set. After finding
the best model variant on val set, we then further fine-tune the model on the
validation set. Our proposed SEMEDA attains the test set performance of 86.0%
on VOC 2012 and 77.1% on Cityscapes, as shown in Table 3.6 and Table 3.7, which
are comparable with other leading methods. In both datasets, SEMEDA is better
than the reproduced Deeplab-v3+ model trained with PPCE loss.

Method mIoU
LRR 4x ResNet-CRF (Ghiasi et al. 2016b) 79.3

Deeplab-v2 (L.-C. Chen et al. 2016) 79.7
SegModel (Shen et al. 2017) 81.8

Deep Layer Cascade (Xiaoxiao Li et al. 2017) 82.7
TuSimple (P. Wang et al. 2018) 83.1

Large Kernel Matters (Peng et al. 2017) 83.6
RefineNet (G. Lin et al. 2017) 84.2
PSPNet (H. Zhao et al. 2017) 85.4

Deeplab-v3 (L.-C. Chen et al. 2017) 85.7
EncNet (Zhang et al. 2018) 85.9
Deeplab-v3+(reproduced) 85.0

Semeda (ours) 86.0

Table 3.6. – Test set results on PASCAL VOC 2012 (mIoU)
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Figure 3.5. – mIoU for different models on boundary and non-boundary regions
on the VOC 2012 and the Cityscapes datasets. SEMEDA consistently
enhances the performance on both regions for all bandwidth.

Method Coarse mIoU
Deeplab-v2-CRF (L.-C. Chen et al. 2016) 5 70.4

Deep Layer Cascade (Xiaoxiao Li et al. 2017) 5 71.1
ML-CRNN (H. Fan et al. 2018) 5 71.2

LRR-4x (Ghiasi et al. 2016b) 3 71.8
RefineNet (G. Lin et al. 2017) 5 73.6
FoveaNet (Xin Li et al. 2017) 5 74.1
PSPNet (H. Zhao et al. 2017) 5 76.3

Deeplab-v3+(reproduced) 5 75.4
Semeda (ours) 5 77.1

Table 3.7. – Test set results on Cityscapes (mIoU)

It is worth noting that, due to hardware limitations, we were unable to reproduce
the results published in the Deeplab-v3+ paper (Liang-Chieh Chen et al. 2018).
The biggest difference is that we have to use small batch size with fixed batch
norm parameters during training. The importance of large batch sizes for training
Deeplab models has been experimentally validated in (L.-C. Chen et al. 2017).
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The original Deeplab-v3+ experiments (Liang-Chieh Chen et al. 2018) set batch
size at 16 to train the batch norm parameters, while in our experiments we could
only set batch size at 4 on VOC 2012 and at 2 on Cityscapes with fixed batch
norm parameters. Other training strategies described in (L.-C. Chen et al. 2017;
Liang-Chieh Chen et al. 2018) such as decreasing output stride to 4 for training,
duplicating the images that contain hard classes (on VOC 2012) and fine-tuning
with a coarse annotated dataset (Cityscapes) were also omitted for the same
reason.

In the upcoming sections, we present qualitative results of the models trained
with SEMEDA to better understand where these quantitative improvements come
from.

3.4.6 Qualitative Assessment

To understand what SEMEDA network has learned, Figure 3.6 illustrates the
semantic edge embeddings learned by the first two CNN layers of the SEMEDA
network. These embeddings are visually similar to traditional edge maps (c1,c2,c3),
except that the filters of the SEMEDA network encompasses inter-class relation-
ships in a one-vs-one fashion (d1,d2,d3), instead of simply separating object and
other classes in a one-vs-all setting, as it is the case with simpler edge detector
such as Sobel kernels. These richer embeddings can more efficiently encompass
the structure in the segmentation masks.

To better illustrate the effectiveness of our proposed method, we showcase the
entropy maps of the predictions in Figure 3.7, illustrating the confidence of the
predictions (the higher the entropy score, the less robust the classification is). Thus,
with our method, high entropy activations (red points) only occur along the very
boundaries of objects, whereas the baseline method produces high entropy scores
both inside and at the boundary of objects. These results qualitatively prove that
our approach do resolve the problem a-b described above: it not only refines the
accuracy on the boundary pixels, but also makes the predictions within the object
more certain and more uniform. These visualizations also validate the results
obtained with Trimap experiments in the previous section (Section 3.4.4), namely
that SEMEDA improves the performance on both boundary and non-boundary
regions.

Figure 3.8 and Figure 3.9 show segmentation masks outputted using Deeplab-
v3+/Xception-71 trained with SEMEDA and with PPCE only (baseline). For each
image, the segmentation mask provided by the network is overlayed with the
input image. As observed, predictions generally conform better geometric edges
when SEMEDA is applied. For example, in the first image of VOC 2012, SEMEDA
corrects wrong predictions (class dog (purple) confused with class horse (pink))
and produces better shaped predictions. This improvement is consistent on other
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Figure 3.6. – Example of embeddings of the SEMEDA network: (a1,a2,a3) original
images, (b1,b2,b3) predicted segmentation masks, (c1,c2,c3) and
(d1,d2,d3) two feature maps of the SEMEDA network.
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Figure 3.7. – Column (a) shows an input image and the corresponding semantic
segmentation ground-truth. Column (b) and (c) show segmenta-
tion results (bottom) along with prediction entropy maps produced
by different approaches (top). The baseline model produces noisy
segmentation predictions as well as high entropy activations. Our
models, on the other hand, manage to produce correct predictions at
high level of confidence. (Red signifies a high entropy value.)
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Figure 3.8. – Examples of predicted segmentation masks on the VOC 2012 dataset,
and comparison between a baseline Deeplab-v3+ model trained with
PPCE and SEMEDA. SEMEDA produces better shaped predictions
compared to the baseline.
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Figure 3.9. – Examples of predicted segmentation masks on the Cityscapes dataset,
and comparison between a baseline Deeplab-v3+ model trained with
PPCE and SEMEDA. SEMEDA produces better shaped predictions
compared with the baseline.
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images of VOC 2012 and also on Cityscapes where predictions of different classes
such as traffic sign and sidewalk, are better conformed with geometric edges.

As stated above, SEMEDA allows the model to better capture the structure of
the segmented objects, by putting more emphasis on the inter-class boundaries, as
well as to avoid discontinuities (e.g. holes) inside the objects. With the proposed
SEMEDA strategy, fine-grained elements such as traffic signs, tree leaves or
people shapes are better segmented (see Figure 3.8 and Figure 3.9) and the
ambiguity within large objects is also significantly reduced (see Figure 3.7). These
qualitative results validate the quantitative improvement obtained in Section 3.4.4
and Section 3.4.5.

As mentioned in Section 2.2.3, the performance of segmentation algorithms
can be affected by the quality of datasets. To demonstrate the robustness of our
proposed method in what follows, we apply our method to two datasets where
the annotations are noisier.

3.5 Applications

We have shown the effectiveness of our method on two of the most popular open
datasets for semantic segmentation where the annotations are of relatively good
quality. Since our method focuses on the local structure of segmentation masks, it
is interesting to see how our method performs on noisier datasets. We present
the quantitative and qualitative results of the application of our method to two
other tasks: face parsing on HELEN dataset (Le et al. 2012) and lesion boundary
segmentation on ISIC2018 dataset (Codella et al. 2019). For both applications, we
employ Deeplab-v3+ with Xception-71 as our backbone segmentation network
and use the same SEMEDA architecture as the one described in Section 3.4.1.

3.5.1 Face Parsing

In face image analysis, one common task is to parse an input face image into
facial parts. HELEN is a widely used face parsing dataset that containing 2,330

annotated images. It features high quality, real-world photographs of people
with a more balanced proportion of genders, ages, and ethnicities than other
face datasets. Each image is densely annotated with 11 facial components labels,
including hair, skin, “left/right brows”, “left/right eyes", nose, “upper/lower lip”,
mouth and background. It worth noting that only the most centered face in each
image is annotated, and the labeling of HELEN’s training data is not very precise,
especially for hair and skin as shown in Figure 3.10. These deficiencies limit the
performance of the segmentation models trained on it.

We adopt the same dataset division setting as in (C. Liu et al. 2011; Smith
et al. 2013; S. Liu et al. 2015) that uses 2,000 images for training, 230 images for
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Figure 3.10. – Training samples of the HELEN dataset. (a1,a2): RGB images.
(b1,b2): Ground truth masks. (c1,c2): Ground truth masks super-
imposed on the RGB image. Only the centered face is annotated
(a1-c1). There are also quite a lot of inaccurate annotations in
HELEN, especially for hair(green) and skin(red).

validation and 100 images for testing. We firstly find the best hyper-parameter
values on val set, and then fine tune the model on the train+val set. We report
the F1-score on the test set which is commonly used in the existing face parsing
literature. Due to the inaccuracy of the annotations, we do not evaluate models
on class "hair" and "skin" (see Figure 3.10).

Method eyes brows nose I-mouth U-lip L-lip mouth Overall
C. Liu et al. 2011 77.0 64.0 84.3 60.1 65.0 61.8 74.2 73.8
Smith et al. 2013 78.5 72.2 92.2 71.3 65.1 70.0 85.7 80.4
S. Liu et al. 2015 76.8 71.3 90.9 80.8 62.3 69.4 84.1 84.7

PPCE 82.7 74.8 89.8 78.8 70.6 78.2 87.8 85.8
SEMEDA 83.5 75.4 91.7 81.9 74.3 81.2 90.4 87.4

Table 3.8. – Results (F1-Score) for different face subparts on the HELEN test set
with Deeplab-v3+/Xception-71 models. SEMEDA outperforms some
of the leading methods and provides better results on all classes
compared with PPCE baseline.
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We show the comparison results on the HELEN test set in Table 3.8. Each
column shows the F1-score percentage corresponding to a specific face label. I-
mouth is short for inner mouth, U/L-lip is short for upper/lower lip, and overall
represents the union of all inner facial component (eyes/brows/nose/mouth)
labels. As can be seen, SEMEDA performs favorably against some of the leading
methods. It is worth noting that our method provides better results on all classes
compared to PPCE baseline.

Figure 3.11 shows the visual parsing results on challenging images from the
HELEN dataset. SEMEDA shows the ability to better handle small objects such as
lips, brows and eyes. The results produced by SEMEDA not only better fit the
contours of objects, but also avoid large areas of error. These quantitative and
qualitative results demonstrate that our method is also effective for accurate and
efficient face parsing.

3.5.2 Lesion Boundary Segmentation

The International Skin Imaging Collaboration (ISIC) is an international effort to
improve melanoma diagnosis and the ISIC Archive contains the largest publicly
available collection of quality controlled skin lesion images. The ISIC Challenge
employs a subset of the ISIC Archive, which included a task for lesion segmenta-
tion. Th ISIC 2018 dataset for segmentation contains 2,549 image for training and
1,000 images for testing. The ground truth segmentation mask contains only 2

categories: lesion or background. They are annotated with three different methods
(Codella et al. 2019), resulting in very different behavior at the boundary as shown
in Figure 3.12. The extremely irregular shape of melanoma has already made this
task very challenging, and the non-uniform labeling process of boundary pixels
makes it even more difficult.

We randomly split the original training set into two parts: 2,000 images for
training and 549 images for validation. Once we find the best hyper-parameters
on validation, we further fine-tune the model 20 epochs on all 2,549 images to
obtain the final model. The results on the test set are presented in Table 3.9. As
mentioned in Section 2.4, the mIoU alone is not sufficient to accurately measure the
performance of segmentation models. To this end, six different metrics are used
to comprehensively evaluate the segmentation performance: Threshold Jaccard
index (0 if Jaccard index is less than 0.65), Jaccard index (mIoU), Dice coefficient
(F1-score), Accuracy, Sensitivity (Recall) and Specificity (True negative rate). As
can be seen, with the exception of Sensitivity, which scored slightly lower (0.3%),
SEMEDA provides better results on all other scores compared to PPCE baseline.

Figure 3.13 shows the visual segmentation results on challenging images from
the ISIC 2018 dataset. Because ground truth segmentation masks have extremely
complicated contours, it is difficult to visually determine the quality of the seg-
mentation results. To better illustrate the difference between predicted masks
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Figure 3.11. – Examples of parsing results on the HELEN dataset, and compari-
son between a baseline Deeplab-v3+ model trained with PPCE and
SEMEDA. SEMEDA produces better shaped predictions compared
to the baseline.
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Figure 3.12. – Ground truth masks annotated with three different methods.
(a1,b1): fully-automated algorithm, reviewed and accepted by a
human expert. (a2,b2): manual polygon tracing by a human expert.
(a3,b3): a semi-automated flood-fill algorithm, with parameters
chosen by a human expert. The quality of the boundary pixels
varies a lot.

Method Threshold Jaccard Jaccard Dice Accuracy Sensitivity Specificity
PPCE 71.9 78.7 87.1 92.8 95.4 90.4
SEMEDA 75.0 80.6 88.4 93.5 95.1 91.5

Table 3.9. – Different evaluation scores on ISIC 2018 test set with Deeplab-
v3+/Xception-71 models. SEMEDA outperforms the PPCE baseline on
almost all of these evaluation metrics.

and ground truth masks, we use two different colors in the visualization: the red
regions represent False Positives and the green regions represent False Negatives.
Therefore, the smaller the red and green areas, the better the results of segmenta-
tion. Since there is only one melanoma in each image, the only differences lie on
the contours. As can be seen, although both methods fail to produce fine contours
as the ground truth, SEMEDA still improves the quality of the contours compared
to the baseline.
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3.6 Conclusion

In this chapter, we mainly tackled the difficulty D2 and introduced a new loss
function for semantic segmentation which solves the drawbacks of the commonly
used PPCE loss. Our approach leverages a semantic edge-aware loss to implicitly
integrate structural information into segmentation predictions. It consists in train-
ing a semantic edge detection (SEMEDA) network to map segmentation masks
to the corresponding edge maps. The predictions outputted by the segmentation
network can then be optimized (via the proposed SEMEDA loss) in the embedding
space of the semantic edge detection network, similarly to perceptual losses.

Through extensive evaluation on several datasets with very different application
contexts, we showed that SEMEDA significantly enhances the overall performance
of semantic segmentation networks in all tested hyperparameter configurations,
segmentation network architectures, backbone networks and pre-training strate-
gies. Furthermore, the improvements obtained with SEMEDA are consistent
across different evaluation metrics. More precisely, we showed that SEMEDA
works by enforcing inter-class boundary structure as well as avoiding holes in
the segmented objects. In addition, SEMEDA does not require any additional
annotation and only adds negligible computational overhead, and thus can be
straightforwardly combined with traditional losses to improve the performance of
any semantic segmentation network.

The proposed work leads us to rethink how structural information, such as
semantic edge detection can be integrated into existing segmentation architec-
tures for enhanced precision, beyond merely treating semantic edge detection
and segmentation in a naive multi-task fashion. As such, it opens up a new
perspectives for designing edge-enhanced semantic segmentation architectures.
The experiments on HELEN and ISIC also show that SEMEDA could be adapted
without bells and whistles to various applications of semantic segmentation such
as face parsing and medical imaging systems.
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Figure 3.13. – Examples of segmentation results on the ISIC 2018 dataset, and
comparison between a baseline Deeplab-v3+ model trained with
PPCE and SEMEDA. The red regions represent False Positives and
the green regions represent False Negatives. SEMEDA improves
the contour quality compared to the baseline model.
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Chapter abstract
The success of deep learning for supervised tasks comes not only from
advances in hardware as well as algorithms, but also heavily relies
on large amounts of high-quality annotated data. However, for tasks
like semantic segmentation, fully annotated data is very expensive
and often very inaccurate. Therefore, weakly supervised approaches,
which require only partially annotated data, are a good way to alleviate
the burden of acquisition hand-labeled datasets. In this chapter, we
first present how images annotated at the image level can be used for
semantic segmentation by using an attribution method. Then, based
on mathematical properties of ReLU based CNNs, we present a new
attribution method VGatt (Value-Gradient Attribution) that allows to
identify the most discriminating part of each object present in an image
considered by the classification CNNs. Finally, we apply this attribution
scheme to generate high quality seeds that can be used to enhance
segmentation in a weakly supervised manner.
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The work in this chapter has led to the publication of a conference paper:

• Yifu Chen, Antoine Saporta, Arnaud Dapogny, and Matthieu Cord (2019).
“Delving Deep into Interpreting Neural Nets with Piece-Wise Affine
Representation”. In: IEEE International Conference on Image Processing
(ICIP).

4.1 Introduction

In this chapter, we mainly address the problem D3 introduced in Section 1.2:
the lack of annotated data for segmentation. As described above, many com-
puter vision problems belong to supervised learning tasks that requires massive
amounts of annotated data. For these problems, labeled data is somehow as
important as the machine learning algorithm themselves: a large amount of very
precisely annotated data is usually required for these algorithms to work, and
their performance could be affected by the decrease in the amount of data and the
quality of labels in the training set. Although tons of data are available and can
be accessed freely on the Internet today, most of it is unlabeled data or weakly
labeled data (data with labels that are not fully adapted to the task). In addition,
the data labeling process is often inefficient and costly, requiring human beings
to manually annotate the data. Therefore, developing methods that can learn
from unlabeled or weakly labeled data becomes particularly important in machine
learning today.

The rest of this chapter is organized as follows:

• In Section 4.2, we detail the problem of the lack of fully labeled data for
the semantic segmentation task and the motivation of a Weakly Supervised
Learning (WSL) framework that only uses images with image-level labels.
Then, we introduce the principle of attribution methods, which identify the
most relevant part to explain the prediction of Convolutional Neural Network
(CNN)s. These methods therefore allow us to extract information about the
location of objects from data with only image-level labels. Finally, we present
the WSL pipeline that integrates the attribution methods to train segmentation
models with image-level labeled data.

• Since attribution methods are the key component of the WSL pipeline described
above, in Section 4.3, we focus on the attribution methods. First, we give an
introduction to existing methods as well as their limitations. Then, we present
our second contribution, a novel attribution method called VGatt, based on
mathematical properties of a branch of state-of-the-art CNNs. By comparing
with other popular attribution methods, we validate that our method can
provide more accurate results.
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• In Section 4.4, we employ our proposed attribution method to the weakly
supervised semantic segmentation task. We carry out a wide range of experi-
ments and analysis to show that when applied to weakly supervised semantic
segmentation, the proposed attribution method enhances the accuracy.

4.2 Motivation and Context

Figure 4.1. – An example of fine annotated segmentation mask in Cityscapes
dataset (Cordts et al. 2016). The training images have a resolution of
2048× 1024, which means that a fine annotated mask contains over
2 million labeled pixels. The large number of different objects leads
to complicated semantic boundaries, making the annotation process
even more difficult.
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Supervised learning methods construct predictive models by learning from a
massive amount of training samples, where each training sample has one or more
labels indicating its ground-truth output. This labeled data plays an important
role in learning process. However, collecting annotated data usually costs a lot
of time and money. For example, the ImageNet dataset (Russakovsky et al. 2015)
for image recognition contains over 14 millions manually annotated images. The
labeling process is carried out with Amazon Mechanical Turk, a service where
hordes of humans sitting in front of computers around the world complete small
online tasks for pennies. Even with Mechanical Turk, the first version of ImageNet
dataset took two and a half years to complete. It consisted of 3.2 million labelled
images, separated into 5,247 categories, sorted into 12 subtrees like "mammal",
"vehicle" and "furniture" (J. Deng et al. 2009).

The data labeling process is even more complicated for semantic segmentation.
For classification problems, only one label is needed for each image, while for
semantic segmentation, we need to annotate each pixel of the image. Obtaining
dense, high-quality annotations is very difficult and time-consuming, especially
for pixels at the edges of objects. As a result, datasets for semantic segmentation
generally contain far fewer fully annotated images compared with datasets for
classification. For example, Pascal VOC 2012 (Everingham et al. 2015) contains
12 031 labeled images of size about 500× 500 and Cityscapes (Cordts et al. 2016)
only contains 5000 finely annotated images with a resolution of 2048× 1024 as
showed in Figure 4.1. In this case, WSL approaches become particularly interesting
for semantic segmentation.

WSL is a branch of machine learning where incomplete, inexact, or inaccurate
labels are used to provide supervision signal in a supervised learning setting.
In the context of semantic segmentation, a particularly attractive framework is
to train image segmentation models using training sets with only image-level
labels, since this form of weak supervision is already provided in classification
datasets and can be obtained very easily. As mentioned earlier, spatial information
such as location and boundaries are the keys to segmentation models, whereas
image-level labels contain only category information about the objects in the
image. In order to use image-level labeled images for segmentation, we need to
develop strategies to extract spatial information of objects present in the image.

As we know, the state-of-the-art CNNs can achieve high accuracy results in image
classification problems, which means that these CNNs are good at finding class-
discriminating information in the image to make correct predictions. Therefore, if
we can identify the most discriminative regions for a given pre-trained CNN, we
can then extract correspondent spatial information for segmentation. Actually,
a similar problem is addressed by what we call attribution methods for deep
neural networks. The goal of these methods is to understand how networks
make decisions and interpret their predictions. In the context of Computer
Vision (CV), these methods are also call visual attribution methods since they are
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Figure 4.2. – An example of applying visual attribution methods to explain CNNs’
decisions. Given a pre-trained CNN (image (b)) and an image with
labels "dog" and "cat" (image (a)), attribution methods can identify
the most discriminant regions of each class for this CNN. ( image (c)
for class "cat" and image (d) for class "dog").

used to visually interpret the predictions of CNNs. For example, let’s consider a
pre-trained classification CNN and an image with a cat and a dog, as shown in
Figure 4.2 (a) and (b). Visual attribution methods output an "attribution map",
which indicates the most discriminant regions relatively each category class given
the pre-trained CNN. As shown in Figure 4.2 (c) and (d), although "attribution
maps" cannot cover the entire object and usually contain some erroneous areas,
they provide a good approximation of the location of the correspondent objects.
Therefore, we can extract some spatial information from images labeled only at
the image level, and make the weakly supervised semantic segmentation possible.

Concretely, training semantic segmentation models only with images labeled
at the image level may be achieved by the following strategy. First, collecting an
image dataset with image-level labels and training a classification CNN on this
dataset. Second, applying attribution methods with this pre-trained CNN and
images of the dataset. For example, let’s consider an image I and its label set
L. For each label l ∈ L, we can identify the most important region Rl of this
class in the image. Pixels belonging to these regions, which are generally called
as "Seeds", are then assigned the corresponding labels. Also, the least relevant
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Figure 4.3. – A WSL pipeline for semantic segmentation only with image-level
labeled images. By using attribution methods, we identify the most
relevant parts of each class presented in the image. Furthermore,
the least relevant parts for each possible objects are considered
as the background class. The resulting mask, also called "Seeds",
is then used as the ground truth mask for the training semantic
segmentation networks with the seed loss. Thus, only the most
certain parts of the object denoted as seeds, and highlighted by the
attribution method, will be used for training.

regions obtained are considered as "Background". Regions that belong neither
to "Seeds" nor to "background" are set as "unknown", and will not be used to
train the segmentation network. In this way, we obtain a pseudo mask for each
image in the dataset. Finally, these pseudo masks are considered as ground truth
segmentation masks and then used to train semantic segmentation models with a
per-pixel cross entropy loss that applies only to seed pixels (also known as seed
loss). The entire pipeline is illustrated in Figure 4.3.

Visual attribution methods play an important role in this training strategy.
Better "seeds" usually lead to better results for segmentation models. In the next
section, we discuss existing methods for attribution and detail our approach. After
this presentation, we explain in Section 4.4 how to use attribution methods in the
WSL framework of Figure 4.3.
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4.3 Attribution for Convolutional Neural Networks

We focus on the attribution problem for deep neural networks. Although
nowadays CNNs are ubiquitous in computer vision, the lack of understanding
behind these models makes them hard to interpret: it is however important to
know why a CNN predicts what it does in order to trust the outcome of a Deep
Learning (DL)-based intelligent system. Ideally, that means it shall be possible to
justify a CNN’s prediction by identifying relevant parts in an image as showed in
Figure 4.2.

4.3.1 Related Works

A number of approaches adress the attribution problem for CNNs. A popular
solution is to consider the partial derivation of the classification score w.r.t each
pixel as the importance of this pixel. Specifically, Simonyan et al. (Simonyan et al.
2014) uses the absolute value of the gradient at pixel position as a relevance score,
while Guided Backpropagation (Springenberg et al. 2015) and Deconvolution
(Matthew D Zeiler et al. 2014) make some modifications to "raw" gradients that
result in qualitative improvements. Despite producing fine-grained visualizations,
these methods are not class discriminative, visualizations with respect to different
classes are nearly identical. The problem of these methods is that the gradient
measures how a small modification of this pixel can affect the classification score,
but not the contribution of this pixel for classification. In what follows, we take
two examples to explain this point.

Example 1 First, we consider a binary classifier f (x1, x2) = x1x2, so that x =
(x1, x2) ∈ R+ ×R+ belongs to class C1 if f (x) > 1. For an input x = (0.1, 20), the
gradient of variable x1 is equal to 20 ( ∂ f

∂x1
= 20) and is bigger than the gradient

of variable x2 which is equal to 0.1 ( ∂ f
∂x2

= 0.1). In such a case, if we define the
gradient as the importance of variables, then x1 is way more important than x2.
However, intuitively x2 = 20 is the main reason that (0.1, 20) is classed to C1 and
x1 = 0.1 actually has a negative evidence for class C1.

Example 2 Second, we consider a linear classifier f (x1, x2) = 10x1 + x2, and
x = (x1, x2) ∈ R×R belongs to class C1 if f (x) > 0. Since it is a linear function,
the gradient of variable x1 is always equal to 10 and is always bigger than the
gradient of variable x2 which is equal to 1. If we use gradients as the importance of
variables, x1 should always be more important than x2 for any input. Considering
the input x = (−0.1, 20). This sample should be classified to class C1 since
f (x) = 10× (−0.1) + 20 = 10 > 0. However, to say that x1 = −0.1 is the main
reason why x is classified in class C1 is somehow counter-intuitive.
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Figure 4.4. – Explanation of the attribution method CAM (class activation maps)
(Zhou et al. 2016). CAM allows to write the classification score explic-
itly on the last layer’s features for a CNN, where the last convolution
layer is followed by a global average pooling (GAP) layer.

These two simple examples show that the gradient itself is not a good indicator
to define the importance of variables. Both the gradients and the values shall be
used, which is a premise of our work. As we can observe in these two examples,
defining the "contribution" of each variable is not always obvious, especially when
variables are entangled with each other like in the Example 1. It is more logical
to talk about the "contribution" of each variable if the function is in a summable
form:

F(x1, ..., xn) =
n

∑
i=1

fi(xi) (4.1)

In this case, the contribution of each variable may be easily defined as the
value of fi(xi), and these contributions may be then used to build an attribution
method. CAM (Zhou et al. 2016) is an attribution method for specific network
architectures where the last convolution layer is followed by a global average
pooling (GAP) and then a fully connected layer, with no bias as shown in Figure 4.4.
Actually, by following these architectural modifications, CNNs are transformed
into a summable form on last layer features as described in equation 4.1. If we
note f k

i,j the activation of the k-th feature of the last convolutional layer at spatial
location (i, j), then the activation after global average pooling is
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Fk = ∑
i,j

f k
i,j (4.2)

For a given class c, if we write wc
k the weight corresponding to class c for unit k,

then the classification score of class c is

Sc = ∑
k

wc
kFk

= ∑
k

∑
i,j

wc
k f k

i,j

= ∑
i,j

∑
k

wc
k f k

i,j (4.3)

In this case, it is thus possible to define the importance of the activation of pixel
(i, j) in feature map k for predicting class c as ∑k wc

k f k
i,j. However, this approach

can only be used for specific architectures and lacks generality to describe many
other popular deep networks.

Grad-CAM (Selvaraju et al. 2017) proposes a generalization of this notion to all
kind of CNNs. In CAM, the coefficient wc

k is defined as the importance of feature
map k for predicting class c. Since for an arbitrary CNN, the above formulations
(Equation 4.2 and Equation 4.3) do not hold, Grad-CAM uses an approximation
of wc

k by averaging partial derivations of the classification score for class c w.r.t
the activation of f k

i,j as

αc
k =

1
Z ∑

i,j

∂Sc

∂ f k
i,j

(4.4)

where Z is the sum of activations of the feature map k. However, this approxi-
mation considers only the "importance" of different feature maps but ignores the
spatial information inside the feature map since the average operation on all pixels
in Equation 4.4 loses the spatial information. This leads to a harsh approximation,
particularly when one wants to visualize the activations of upstream feature maps.

Based on this critique of gradient-based approaches, we propose a complete
formalism to analyze more finely the relationship between the input pixels and
the final decision of the network.

4.3.2 Delving Deep into Interpreting Neural Nets with Piece-
Wise Affine Representation

In this section, we present our attribution method for all feed-forward deep
neural networks with piece-wise linear activation such as the rectifier. In the
context of neural network, a unit employing the rectifier is also called a Rectified
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Linear Unit (ReLU) (Nair et al. 2010). The rectifier is an activation function defined
as the positive part of its argument:

f (x) = x+ = max(0, x) (4.5)

where x is the input to a neuron. This activation function was first introduced to
a dynamical network by Hahnloser et al. in 2000 with strong biological motivations
and mathematical justifications (Hahnloser et al. 2000; Hahnloser et al. 2001). It
was demonstrated for the first time in 2011 (Glorot et al. 2011) to enable better
training of deeper networks, compared to the widely used activation functions
prior to 2011, e.g., the logistic sigmoid (which is inspired by probability theory)
and its more practical counterpart, the hyperbolic tangent. Some variants of ReLU
such Leaky ReLU (Maas et al. 2013) and Parametric ReLU (K. He et al. 2015) are
proposed to train non activated units as showed in Figure 4.5.

Figure 4.5. – Plots of ReLU (blue) and two variants: Leaky ReLU (red) and Para-
metric ReLU (orange). These two variants allow a small, positive
gradient when the unit is not active. Parametric ReLU transforms the
leakage coefficient into a parameter that is learned along with the
other parameters of the neural network. These three activations are
all piece wise affine fucntions.

ReLUs are widely used in modern networks, mainly because they offer good
properties to avoid gradient vanishing while accelerating training process. For
example VGG (Simonyan et al. 2015) and ResNet (K. He et al. 2016) all fall under
this description. As of 2017, ReLU is the most popular activation function for deep
neural networks (Ramachandran et al. 2018). In what follows, we will detail our
explanation method for ReLU based feed-forward networks.
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Structure of a feed-forward network In what follows, we consider a feed-
forward deep neural network F. F can be expressed as a composition of elementary
operations of its input X, i.e.:

F(X) = fout ◦ fL−1 ◦ ... ◦ f1(X) (4.6)

where fl is an operation effected in the layer l. Operations commonly used
in CNNs include linear transformation, ReLU, max/average pooling and batch
normalization (Ioffe et al. 2015). An interesting remark is that all these operators,
during evaluation, are actually piece-wise affine functions. As a consequence, if
we ignore the final softmax layer, a ReLU-based network is actually a piece-wise
affine function of its inputs since any composition of piece-wise affine functions is
still a piece-wise affine function.

In other words, the input space is partitioned into a number of regions on
which the network computes an affine function. In order to better illustrate the
piece-wise affine nature of ReLU based network, we build a simple feed-forward
binary classification network on synthetic 2D data. This network has 3 hidden
layers and each layer contains 5 units with ReLU activation. The last layer contains
two units which correspond to the output of class c1 and c2. After training on
randomly generated 2d data, we plot the learned function of the network on
Figure 4.6. One can see that the two components of the output are piece-wise
affine functions, which means that the network effectively consists in different
affine functions defined over different regions of the input space. This illustration
gives us a intuition of the decomposition that will be presented in the next section.

Classification score decomposition Let’s consider a ReLU-based neural network
for a classification problem (the same consideration holds for a regression network).
Given a input point X ∈ Rn, we now explain how to define the contribution of
each component xi of X to the final output. Mathematically, the network defines
a piece-wise affine function F : Rn → RC, where n is the input space dimension
and C is the total number of classes. Several papers such as (Montufar et al. 2014)
have studied the upper bound of the number of linear regions. Since this number
is finite and the intersection of linear regions is negligible (subsets with dimension
less than n), we can assume that the input X is not on the intersection of two
linear regions. Therefore, the point X is located in the interior of a linear region
V(X) and the restriction of F to this region is an affine function F|V(X) defined as:

F|V(X) : V(X) ⊂ Rn → RC

Y 7→W|V(X)Y + b|V(X) (4.7)

where W|V(X) = (wc
i|V(X))c,i ∈ RC×n and b|V(X) = (bc

|V(X))c ∈ RC are constants.
We note Fc

|V(X) the c-th component of function F which represent the classification
score of class c. According to Equation 4.7, Fc

|V(X) is defined as :
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Figure 4.6. – Visualization of a simple neural network on a toy dataset of 2D
points. The network has two outputs and three hidden layers with 5

rectified linear units each. PWL c1 (red) and PWL c2 (blue) are the
plots of each output function. Both are piece-wise affine functions.

Fc
|V(X) : V(X) ⊂ Rn → R

Y 7→Wc
|V(X)Y + bc

|V(X)

= ∑
i

wc
i|V(X)yi + bc

|V(X) (4.8)

In this case, it makes sense to define the contribution of each variable as we
describe in the equation 4.1. The contribution of variable xi to the classification
score Fc

|V(X) is therefore

Sc
xi
= wc

i|V(X)xi (4.9)

Sc
xi
≥ 0 implies that variable xi has a positive contribution to class c while

Sc
xi

< 0 means a negative contribution. Apart from the contributions of each
variable, there is a bias term bc

|V(X) which define a "prior knowledge" of all points
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in V(X). Imaging a small perturbation δX of X such that X + δX still remain in
the region V(X). The importance of this perturbation can be measured by the
ratio

∆Fc
|V(X)

Fc
|V(X)

(X)
=

Fc
|V(X)(X + δX)

Fc
|V(X)

(X)

=
∑i wc

i|V(X)δXi

∑i wc
i|V(X)

Xi + bc
|V(X)

(4.10)

The larger the bias is, the lower the ratio and therefore the more robust the
classification score will be w.r.t a small perturbation δX. Note at this point that
bc
|V(X) is a constant that depends on V(X), thus on the whole input X.

To sum it up, for any ReLU based feed-forward network and for any input X,
the classification score of class c can be decomposed into contributions of each
variable and a bias term. Moreover, this decomposition is exact and unique due
to the piece-wise affine nature of the network.

Weights and bias computation We show now how to efficiently obtain the
exact value of each variable’s contribution for a given input X. According to
equation 4.9, to compute the contribution of variable xi for class c is back to the
computation of W|V(X) and b|V(X).

Since for an affine function, the coefficient in front of x is equal to the gradient,
Wc
|V(X) can be easily calculated by a back-propagation:

Wc
|V(X) = ∇Fc

|V(X)(X) (4.11)

and bc
|V(X) can be obtained by:

bc
|V(X) = Fc

|V(X)(X)−Wc
|V(X)X (4.12)

Then, the contribution of the variable xi to class c can be be easily obtained as
described in equation 4.9:

Sc(xi) = wc
i|V(X)xi (4.13)

Thus, we show that the importance of variable xi is wc
i|V(X)xi rather than the

gradient wc
i|V(X) as we discuss in Section 4.3.1. In other words, a pixel is important

if both its value and gradient are large, which echoes the work of (Fong et al.
2017). Also note that this decomposition can be applied at the level of any
feature map within the network because of its compositional structure. (eg.
fout ◦ fL−1 ◦ ... ◦ fl ◦ fl−1 ◦ ... ◦ f1 is also a piece-wise affine function of fl−1 ◦ ... ◦ f1).
CAM (Zhou et al. 2016) is actually a special case of our method applied on features
of the last convolution layer.
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This decomposition is exact for any ReLU based feed-forward networks including
those popular CNNs. In the context of computer vision, X is an image and each
component xi is a pixel. By applying our method for CNNs, we can therefore
highlight the most important part of each object presented in the image. In the
upcoming section, we show the interest of this approach for visual explanation
through experiments.

4.3.3 Experiment for Visual Explanation

In this section, we show the interest of our attribution method VGatt for visual
explanation as well as a comparison with existing methods, in particular Grad-
CAM (Selvaraju et al. 2017), a widely used method. We prove the effectiveness of
VGatt through three experiments:

• Exp1: Visualization of VGatt with popular CNN architectures.

• Exp2: Visual comparison with gradient-based methods.

• Exp3: Visual comparison with Grad-CAM through different layers.

Exp1 As described above, our method is available for all ReLU based CNNs
including most of state of the art networks. In this experiment, we present the
visual explanation results for 4 popular networks: VGG19 (Simonyan et al. 2015),
Resnet152 (K. He et al. 2016), Densenet161 (G. Huang et al. 2017) and Wide-
ResNet101 (Zagoruyko et al. 2016), all pre-trained on ImageNet dataset. For this
purpose, we randomly selected four images that do not belong to the training
set and present the attribution map for a given class, as showed in Figure 4.7.
Although these networks have different architectures, in particular the VGG19

which does not contain skip connections and ends up with a fully connected layer,
the visual explanation defined by our method can focus on the most relevant
regions as we expected. Since VGatt is an exact decomposition of the classification
score, this result shows that the predictions made by these CNNs are indeed based
on some of the most discriminate characteristics of the objects.

An interesting observation is that the VGG19 seems to provide poorer visual
results than other networks: less object-centered and also focuses on some other
areas such as image corners. There are two possible reasons for this. First, the 2d
features of the VGG19 are flattened and followed by a fully connected layer. As a
result, the different locations have a different weighting, unlike the other three
networks, which all end with an global average pooling layer. As can be seen in
Figure 4.7, the features of the four corners seem to play an important role in all
these examples. Another reason could be that VGG19 contains dropout layers,
which randomly drop features during training process. This might encourage
the network to rely on more regions, that are more spread out throughout the
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Figure 4.7. – Visualizations of VGatt applied on four popular CNNs: VGG19,
ResNet152, Densenet161 and Wide-ResNet101. Although different
networks have different visual explanation, they all of them more
or less focus on the most relevant areas. Note that red regions
corresponds to high score for the given class.

image when making decisions (VGG19 usually provides a sparser explanation
map compared with other networks in Figure 4.7). Through this example, we
have also shown that our method can be used not only for visual explanation, but
also for understanding how networks work. Other applications will be detailed in
Appendix A.

Exp2 In this experiment, we present the comparison between our method
and three gradient-based methods: Deconvnet (Matthew D Zeiler et al. 2014),
Guided Backpropagation (Springenberg et al. 2015) and Vanilla Backpropogation
(Simonyan et al. 2014). We have explained through two examples that why the
gradient is not a good indicator of the importance in Section 4.3.1. To validate our
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Figure 4.8. – Comparison between VGatt and gradient-based methods for visual
explanation. (a) Original image with a cat and a dog. (b-f) Visual
explanation of classes "Cat" and "Dog" according to various methods
for ResNet152. (b1,b2): DeconvNet, (c1,c2): Guided Backpropaga-
tion, (d1-d2): Vanilla Backpropagation, (e1,e2): Occlusion, (f1,f2):
Ours. Gradient-based methods (b-d) provide class discriminative
visualizations. Our approach yields very similar results to the occlu-
sion map, while is much cheaper to calculate. Note that red regions
corresponds to high score for the given class.

argument, we choose an ImageNet pre-trained ResNet152 and an example image
that contains a cat and a dog. We show the visualization of the most discriminative
parts defined by gradient-based methods compared with our method in Figure 4.8.
As can be observed, gradient-based methods are not class discriminative and
provide similar visualizations (b-d) for both "Cat" and "Dog". On the contrary,
our method concentrates precisely on the corresponding part (head of the cat and
the dog). It is interesting to note that the results produced by our method is very
similar to the occlusion sensitivity map, where we measure the difference in CNN
scores when patches of the input image are masked (Matthew D Zeiler et al. 2014).
To produce an occlusion sensitivity map, we need apply forward propagation
through the CNN as many times as the total number of patches to be occluded,
whereas our method requires only one forward and one backward pass, which is
much cheaper to calculate.

Exp3 In the last experiment, we compare VGatt with a popular visual explana-
tion method Grad-CAM (Selvaraju et al. 2017). As described above, Grad-CAM
was proposed to generalize CAM(Zhou et al. 2016) since CAM can only be used
in networks where the last layer is a global average pooling layer. Grad-CAM
can be thus used at any layers as our method. Grad-CAM is an approximation,
whereas our method can determine the exact attribution. In this experiment, we
apply both our method and Grad-CAM on a ImageNet pre-trained VGG-19. This
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network consists of 5 blocks of 2 to 4 convolutional layers that will be denoted
as conv1,...,conv5 in the following. And we compare the visual explanation at
these 5 levels. Since the last layer of VGG19 is not a global average pooling
layer, visual explanations obtained by these two methods should be different in
all these levels. Figure Figure 4.9 shows visualization of pixel-wise relevance
of pixels from features maps at different levels of VGG-19 network, relatively
to the final classification (class "cauliflower" for the two upper rows, and class
"bull mastiff" for the two lower rows). For both our approach and Grad-CAM,
negative contributions are discarded for visualization. For the last layers (conv5),
Grad-CAM and our method outputs similar results. But for lower layers (conv4

and below), Grad-CAM is not precise as it involves spatial averaging of the gradi-
ents as described in equation 4.4, which leads to irrelevant approximations. By
contrast, our method is able to output more precise results, as the relevant regions
are concentrated on the interesting objects in both cases.
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Figure 4.9. – Visualization of our method on two held-out images and VGG-
19 network, and comparison with Grad-CAM. The closer to the
input layer (Conv1 being the closest), the more spread out the pixels
highlighted by Grad-CAM are. Our method, however, is more precise
as pixels belonging to the objects are relevant to the classification
score.

However, as we observe in Figure 4.9, the visualization of features at low-level
provide highly sparse maps, especially for Conv1 and Conv2. Only few pixels
are indicated as relevant. There may be two reasons for this problem. At first,
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features of low level layers have larger spatial resolution. For example, one feature
in Conv1 represents for one pixels while one feature in Conv5 represents for 32

pixels. The visualization provided by deeper layers are therefore more dense.
Secondly, the score decomposition formula Equation 4.7 has a bias term. A large
bias term signifies that the total contribution of all pixels are small. Since we only
visualize the pixels that contribute positively in Figure 4.9, large bias term can
lead to small contribution of pixels and thus a sparse visual explanation map. An
in-depth analysis of this issue can be found in Appendix A.

Let’s now explain how to exploit attribution methods in the WSL framework for
semantic segmentation.

4.4 Weakly Supervised Semantic Segmentation Us-
ing Attribution

In this section, we leverage weakly supervised semantic segmentation strategy
by using attribution methods to define "seeds", as described in Section 4.2.

4.4.1 Experiment Setup

We conduct our experiments on the Pascal VOC 2012 (Everingham et al. 2015)
dataset since this dataset provides both multi-label classification and semantic
segmentation tasks. It means that for each image in Pascal VOC 2012, we have both
its image-level labels and its segmentation mask. We only use their image-level
labels in the weakly supervised setting and then validate the trained segmentation
models with the ground truth segmentation masks. This dataset contains 20 object
classes for multi-label classification where each image usually has about 2− 3
labels. We use the augmented version the dataset (Hariharan et al. 2011), which
contains 10 582 images in train set and 1 449 images in validation set.

Weakly supervised semantic segmentation pipeline The weakly supervised
semantic segmentation strategy we used in these experiments consists of three
steps as shown in Figure 4.10:
1. Train a modified VGG19 (Simonyan et al. 2015) for multi-label classification

problem on Pascal VOC 2012.
2. Apply VGatt to define "Seeds". We also employ Grad-CAM as the baseline

attribution method.
3. Use obtained "Seeds" as pseudo labels to train Deeplab-v2 (L.-C. Chen et al.

2016) on Pascal VOC 2012 segmentation task.
In step 1, we modify an ImageNet pretrained VGG-19 for multi-label classifi-

cation task. In order to increase the feature resolution, we omit two last pooling
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Figure 4.10. – Overview of our WSL semantic segmentation pipeline. We first train
a modified VGG-19 for multi-label classification problem. Then, we
apply VGatt on the obtained network to define seeds. Finally, we
use the produced seeds to train the Deeplab-v2 model for semantic
segmentation.

layers and replace fully connected layers with randomly initialized convolutional
layers, which have 1024 output channels and kernel size of 3. The output of
the last convolutional layer is followed by a global average pooling layer and
then by a 1× 1 convolutional layer with 20 outputs (the number of foreground
semantic classes in Pascal VOC). The modified network is then fine tuned on
Pascal VOC 2012 trainaug set with multi-label logistic loss. This network is then
used to provide segmentation seeds with attribution methods (step 2), which will
be detailed below. Finally, we train the Deeplab-v2 segmentation model with the
obtained seeds in step 3.

Seed strategy Once the multi-label classification network is fine-tuned, we use
the following strategy to define seeds:

1. For a given image I, we get its ground truth labels L ∈ C.

2. For each ground truth label l, we compute the attribution map of this class.
We threshold the attribution map by k% of its maximum value to define the
corresponding seeds.

3. If a pixel is a seed for more than one class, the class with the smallest seed
area will be finally assigned.
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4. Pixels that have negative contributions for all ground truth classes are defined
as "background".

5. Other pixels are considered as "unknown".

k is the hyperparameter that we need to determinate. Intuitively, a large value
of k means that only the pixels that contribute the most to the classification are
considered as seeds. The resulting seeds may be more accurate but only occupy a
small portion of the image. On the contrary, seeds obtained with a small value of
k occupy a large part of the image but are less accurate. It is worth noting that
this strategy can be used at any layer of the network.

4.4.2 Quantitative Results

In this section, we present the quantitative results of the WSL strategy for
semantic segmentation. As we described above, the generation of seeds depends
on both the hyper-parameter k and the layer on which we apply our method. Thus,
we train Deeplab-v2 on the seeds obtained with different k and different layers,
and employ the mean Intersection over Union (mIoU) score (see Section 2.2.3) on
VOC 2012 val set to evaluate the performance of each model. Table 4.1 shows the
results of Deeplab-v2 trained with different seeds. The best WSL model is trained
on seeds generated at last layer with k = 0.1, and it reaches a mIoU of 39.6%. This
means that, with only image-level labeled images, our method achieves 54% of
the performance of the fully supervised Deeplab-v2, which is 73% on mIoU.

To better understand the limitations of these seeds, we use the ground truth
masks to modify the best set of seeds (last layer with k = 0.1) in two ways: Only
True set only contains the correct seeds obtained with our method and All Corr.
set that corrects all the seeds. Thus, all seeds in these two sets are correct, and
the difference is the number of pixels that are considered as seeds: Only True
considers 57% of pixels as seed while All Corr. covers 73% of the total pixels.
It is important to note that these two experiments are not in the context of WSL
since the ground truth masks are used to correct the seeds, their purpose is to
analyze the limitation of the generated seeds. Surprisingly, Deeplab-v2 achieves
very high mIoU score (66.7% for Only True and 73% with All Corr.) when trained
on these two sets of seeds. We note that the result of Deeplab-v2 trained in fully
supervised setting is 73%, which equals to result of All Corr.. This means that
whole-image labeling is not necessary: with 70% of well-located labeled pixels,
segmentation models can achieve performance similar to fully supervised case.
This further demonstrates the potential of the WSL methods.

To further validate the effectiveness of the use of VGatt, we employ Grad-CAM
in the same way as our approach to define seeds, and compare the results of
Deeplab-v2 trained on both seeds. As in these experiments, the classification
network used for defining seeds ends with a global average pooling layer, Grad-
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Seeds Conv4 Conv5 Last Layer Corrected Seeds Fully Supervised
k=0.1 k=0.2 k=0.1 k=0.2 k=0.1 k=0.15 k=0.2 k=0.25 Only True All Corr.

Bg 0.63 0.533 0.768 0.784 0.766 0.774 0.777 0.779 0.904 0.931 0.931

aero 0.283 0.231 0.495 0.442 0.386 0.407 0.416 0.423 0.719 0.857 0.858

bike 0.196 0.154 0.307 0.273 0.256 0.262 0.267 0.267 0.362 0.391 0.394

bird 0.199 0.168 0.358 0.446 0.382 0.401 0.413 0.423 0.784 0.835 0.836

boat 0.193 0.178 0.279 0.249 0.245 0.255 0.262 0.267 0.549 0.661 0.647

bottle 0.401 0.408 0.404 0.311 0.38 0.357 0.335 0.313 0.719 0.789 0.794

bus 0.477 0.459 0.487 0.449 0.527 0.506 0.478 0.449 0.848 0.909 0.911

car 0.347 0.347 0.405 0.381 0.457 0.44 0.421 0.398 0.785 0.83 0.829

cat 0.25 0.273 0.411 0.342 0.425 0.378 0.339 0.306 0.845 0.898 0.896

chair 0.122 0.131 0.149 0.175 0.16 0.17 0.176 0.178 0.319 0.342 0.331

cow 0.265 0.358 0.484 0.293 0.401 0.365 0.33 0.292 0.723 0.782 0.786

table 0.203 0.209 0.23 0.217 0.267 0.248 0.224 0.199 0.427 0.543 0.535

dog 0.233 0.265 0.314 0.321 0.433 0.386 0.345 0.308 0.758 0.839 0.839

horse 0.274 0.278 0.469 0.348 0.396 0.375 0.348 0.319 0.717 0.797 0.809

mbike 0.435 0.415 0.486 0.429 0.507 0.487 0.465 0.436 0.751 0.79 0.797

person 0.358 0.318 0.439 0.498 0.538 0.523 0.505 0.482 0.776 0.832 0.831

plant 0.172 0.155 0.221 0.32 0.356 0.351 0.346 0.342 0.499 0.516 0.522

sheep 0.302 0.243 0.549 0.423 0.48 0.46 0.449 0.433 0.735 0.803 0.799

sofa 0.21 0.199 0.219 0.218 0.237 0.234 0.229 0.22 0.394 0.441 0.441

train 0.392 0.353 0.365 0.314 0.352 0.334 0.311 0.291 0.729 0.825 0.822

tv 0.179 0.195 0.301 0.319 0.365 0.366 0.36 0.347 0.676 0.713 0.712

mean 0.291 0.279 0.388 0.359 0.396 0.385 0.371 0.356 0.667 0.73 0.73

Table 4.1. – The mIoU score on VOC 2012 val set of Deeplab v2 trained on different
seeds.

CAM is equivalent to our method at the last layer. We thus only compare the
best results for seeds generated at Conv4 and Conv5. Results are reported in
Table 4.2. Seeds generated by VGatt achieve better results than Grad-CAM with
an improvement of 1.9% on Conv4 and 2.6% on Conv5. These results show that
the our method provides better seeds on both Conv4 and Conv5.

Layer Seed Method mIoU

Conv4

Grad-CAM 0.273

VGatt (ours) 0.291

Conv5

Grad-CAM 0.362

VGatt (ours) 0.388

Table 4.2. – Comparison of the results of Deeplab v2 trained on seeds defined by
our method and Grad-CAM. (VOC 2012 val set)

To complete the comparison with Grad-CAM, we show some illustrations of
seeds defined by our method and Grad-CAM. We take the first image of the
trainaug set as an example and present seeds defined by both methods at Conv4

and Conv5 with different k in Figure 4.11. This image contains objects of class
"person" (pink) and "airplane" (red), and the black and white regions represent
"background" and "unknown" respectively. It is obvious that Grad-CAM has
difficulty in providing good localization cues of objects: it assigns the "person"
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label to huge area, even for pixels of the airplane. On the contrary, VGatt produces
much more accurate seeds than Grad-CAM. In addition to the foreground classes,
seeds obtained by our approach also have a smaller "unknown" region (white
area) and a larger "background" region (black area). These illustrations therefore
validate the qualitative improvement obtained with our attribution method.

Figure 4.11. – Comparison of seeds defined by our method and Grad-CAM at
Conv4 and Conv5. The red, pink, black and white regions represent
"airplane", "person", "background" and "unknown" respectively.

4.4.3 Ablation Study

In this section, we provide insight into the quality of seeds depending on the
hyper parameter k and the layer on which we apply our method. We take the
same image as example.

Qualitative Figure 4.12 shows the different seeds obtained with different k
and different layers. As can be seen, although accurate information on the
contours of objects is lost, the seeds defined by our method provide correct
information on the location of objects at all layers. It is interesting to note that
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Figure 4.12. – Example of visualization of "Seeds" obtained by our method with
different k and at different layer. The red, pink, black and white re-
gions represent "airplane", "person", "background" and "unknown"
respectively.

seeds obtained at shallow layers (Conv3 and Conv4) are much sparser and define
less continuous regions than that obtained at deeper layers (Conv5 and Last layer).
This phenomenon is consistent with the visualization results showed in Figure 4.9,
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where deeper features provide denser and better localization information of
objects.

Quantitative In order to better analyze the overall quality of the seeds generated
by our method, we compare the seeds with ground truth masks under two
measures: pixel accuracy and area ratio. Pixel accuracy measures the average
precision of seeds and the area ratio, which is the ratio between the total number
of seeds and the total number of pixels in an image, measures how many pixels
are considered seeds. Both evaluations are performed on the entire trainaug set,
and the higher the score of both measures, the better the seeds. It worth noting
that these measurements are only evaluated on pixels belonging to "seed" or
"background", but not on "unknown" pixels. For example, if our method defines
70 pixels as seeds for an image of 100 pixels (thus 30 pixels "unknown"), the area
ratio is then 70% and the pixel accuracy is calculated only on these 70 pixels.

Name Pixel Accuracy Area ratio
Conv4, k=0.1 74.5% 60%
Conv4, k=0.2 76.9% 53.2%
Conv5, k=0.1 79.4% 67.1%
Conv5, k=0.2 81.6% 60%

last layer, k=0.1 78.5% 73.2%
last layer, k=0.15 80.6% 68.4%
last layer, k=0.2 82.1% 64.8%
last layer, k=0.25 83.2% 61.9%

Table 4.3. – Evaluations of seeds obtained with different k and at different layer.
Both evaluations are performed on seed pixels ("unknown" pixels are
omitted).

The results are shown in Table 4.3. Seeds obtained with deeper layers generally
provide higher scores for both measurements. For example, with k = 0.1, seeds
generated at last layer occupy 73.2% of the image with a pixel accuracy of 78.5%,
while seeds generated at Conv4 only occupy 60% of the image with an accuracy
of 74.5%. Moreover, comparing the scores for different k when the layer is fixed
also validates our intuition for this hyper parameter, so that a large value of k
provides larger (area ratio) but less accurate (pixel precision) seeds. These results
suggest that, in practice, it is preferable to apply attribution on the last layers of
the classification CNN to obtain better seeds.

Relationship with mIoU Finally, we examine the relationship between seeds and
the resulting segmentation performance. As we described above, the area ratio
represents the portion of pixels that have been considered as seeds and the pixel
accuracy measures how many seeds have been assigned with the correct label.
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Actually, there are three types of pixels in the seeds: correct seeds, wrong seeds
and "unknowns", and the sum of these three types of seeds is equal to the total
number of pixels. Thus, the area ratio is the sum of correct seeds and wrong
seeds and the pixel accuracy is the ratio between correct seeds and total number
of seeds. The number of correct seeds can be obtained simply by the product of
these two measurements. Intuitively, the larger the correct seeds and the total
seeds, the better the segmentation results. To this end, we plot the mIoU as a
function of correct seeds and area ratio in Figure 4.13 (the size of the dot in the
figure is proportional to the mIoU score). As it can be seen, the mIoU score in the
top/right region of the plot are bigger than those in the bottom/left region, which
validates our intuition.

Figure 4.13. – Bubble plot of WSL segmentation results (mIoU) according to the
"area ratio" and the "correct seeds". The size of the dot is propor-
tional to the value of mIoU.
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4.4.4 Discussion

We have demonstrated in this WSL segmentation context how to successfully
use our attribution method into a simple seed generation strategy and obtain
promising results in the context of WSL segmentation. Through a qualitative and
quantitative evaluation, we have shown that the seeds defined by our method
provide relatively good localization cues. However, there are two main limitations
of these naive strategies. First, the quality of the seeds depends largely on the
network that is used for classification. If the prediction of the classification network
is based on only a small part of the object (which is generally the case), seeds
defined with this network will have a low area ratio. As shown in Figure 4.14,
pixels assigned as seeds are mostly concentrated on the bird’s head since this
small portion of the image is sufficient for the network to make good predictions.
Secondly, the contour information of the object is completely lost in the seeds, and
lots of pixels outside the contours are also assigned as seeds. This issue results in
low pixel accuracy of the seeds. For example, there are only two coarse regions
defined as seeds in Figure 4.14. Many of the pixels outside the bird’s head are
also considered as seeds, while some pixels on the beak are missed.

Figure 4.14. – An example where only the most discriminating part is assigned
as a seed. The yellow, black and white regions represent "bird",
"background" and "unknown" respectively.

To address these two issues, one possibility is to incorporate low-level informa-
tion such as intensity or color of pixels into to seed generation strategy. Although
it seems impossible to obtain the semantic edges of objects with only image-level
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labels, the discontinuities of pixels provide an indication of contours. Extend-
ing the most accurate seed regions under pixel continuity constraints, we could
theoretically obtain larger seeds without loss of precision.

4.5 Conclusion

In this chapter, we discussed WSL strategies for semantic segmentation, ad-
dressing the lack of fully annotated data. We identified a particular interesting
setting of training segmentation models only with image-level labeled data. In this
context, we have proposed a new attribution method VGatt to better extract spatial
information from pre-trained CNNs only with image-level labels. We showed that
ReLU-based CNNs are piece-wise affine functions of its input. Given an image,
this function can be calculated explicitly through gradient computation, providing
a pixel-wise contribution to the classification score, as well as a global bias term.
Unlike other intuition-based approaches, we provide a mathematical proof of
our method. Our method is therefore more accurate and reliable. The similar
idea is recently explored in (Srinivas et al. 2019), which proves the validity of our
approach. By incorporating our method into WSL scheme for segmentation, we
showed that VGatt can provide better seeds and improve segmentation results on
Pascal VOC than the popular attribution method Grad-CAM.

Although our method can generate better seeds for WSL segmentation, they
are still very coarse and inaccurate. To further solve the lack of data in semantic
segmentation, a process of seeds cleaning or seeds extension can be considered.
For example, to use another classification network to generate seed, to extent
seeds based on super-pixel algorithms or to incorporate object priors such as
size and shape of objects. Given the ease of collecting weak annotations and
the growing demand of semantic segmentation applications, we believe that WSL
segmentation is a promising approach and further works are imperative.

Finally, since VGatt describes the exact function of ReLU based CNNs, it can be
used for many other problems as well. Through side applications in Appendix A,
we show that our method can be used for visual explanation, network diagnosis
as well as generating adversarial examples. Other applications such as explaining
decisions made by deep networks in language or visual question answering
models are also worth trying.
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We first summarize the contributions that we propose in this thesis before
discussing interesting directions for future work.

5.1 Summary of Contributions

In this thesis, we tackle the challenging problem of semantic segmentation. We
took an approach based on Deep Learning (DL), and identified several challenges
and limitations of classical models. We placed a particular focus on the loss
function and the lack of fully annotated data for optimization process. In response
to these two issues, our contributions can be organized in two points detailed
below.

Semantic-edge-aware loss for segmentation The loss function is a fundamen-
tal element of Machine Learning (ML) methods, and a well-constructed loss can
lead models to produce results that are more consistent with the task. In the
context of semantic segmentation, it is especially important to build an appro-
priate loss, since the predictions of each pixel should have strong dependencies.
However, the commonly used Per Pixel Cross Entropy (PPCE) loss completely
ignores these dependencies.

To resolve this issue, we propose in Chapter 3, a SEMantic EDge Aware
(SEMEDA) loss to better constraint the dependency of pixel-level predictions.
By using the semantic edge information, SEMEDA loss imposes the prediction
of pixels inside a given object to be uniform with the surrounding pixels, and
imposes the prediction of pixels at the semantic contour of objects to contain
the contour information as well as the semantic classes of neighboring objects.
SEMEDA loss is defined using an additional network, whose parameters are
fixed during the training. This learning strategy does not require any additional
annotation and only adds negligible computational overhead, and can thus be
straightforwardly combined with all popular segmentation networks. Through
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thorough experiments, we demonstrate that SEMEDA loss consistently improves
segmentation results, regardless of the segmentation backbones, pre-training
strategies, hyperparameters settings, datasets and evaluation metrics. As a result,
SEMEDA loss shows the importance of the loss function for semantic segmenta-
tion, and provides an indication of how to constrain the dependency of predictions
at the pixel level.

Weakly supervised segmentation with attribution method While SEMEDA
addresses the loss function for semantic segmentation, in Chapter 4, we tackle
another major challenge of the DL-based methods: the lack of fully annotated data.
A particularly interesting approach to alleviate the demand for fully annotated
data is to train the segmentation model using image-level labeled data, as it is easy
to collect and still provides semantic information. The key process in this approach
is to attribute the image-level labels to the relevant pixels, as segmentation models
are trained with pixel-level annotations.

To this end, we propose VGatt, a new attribution method that decomposes the
output score of a Convolutional Neural Network (CNN) into contributions of each
pixel. With a highly accurate classification CNN, VGatt allows us to identify the
most relevant pixels for the ground truth labels considered by this CNN. Unlike
other intuition-driven approaches, VGatt is based on the mathematical properties
of Rectified Linear Unit (ReLU)-based CNNs, which provides the exact contribution
of each pixel. In fact, we notice that ReLU-based CNNs are actually piece-wise affine
functions. Thanks to this property, the output score can be naturally decomposed
into a sum of the contributions of each pixel, which can be easily calculated by a
forward and a backward pass. Thus, by comparing the contributions of different
pixels, VGatt can identify the pixels that contribute most to the output of CNN.

We then integrate VGatt into the previously introduced Weakly Supervised
Learning (WSL) segmentation framework. Specifically, the pixels identified by the
attribution method are assigned with the corresponding labels, and are considered
as the ground truth labels to train segmentation networks. Through experiments
on VOC 2012, we validate the effectiveness of the use of VGatt for defining
accurate seeds. Our experiments also show that the WSL methods are promising
for resolving the lack of fully annotated data for semantic segmentation. In
addition to the application on the WSL segmentation, VGatt can also be applied
in a broader context. Several other interesting applications of VGatt, such as
visual explanation, network diagnosis, and generation of adversarial examples,
are presented.



5.2 perspectives for future work 97

5.2 Perspectives for Future Work

At the end of our work, it is important to step back and summarize existing
methods, thereby identifying promising research directions for future work.

In general, there are two ways to improve existing methods. The first approach
is to identify the framework within which the existing algorithms are based and
to improve the shortcomings of existing methods within this framework. The
second is to identify problems that are not solved by the existing framework, and
then make the appropriate changes in the modelization of the problem.

In the context of semantic segmentation, almost all DL-based approaches con-
sider the semantic segmentation as a pixel-wise classification problem. The goal
is to build a CNN-based network to learn a mapping from a RGB image to a label
map, where each pixel is annotated with single label. We have identified three
key components of methods under this modelization: the segmentation network,
the loss function and the optimization process over datasets. In what follows,
we first discuss what can be improved in each component under the "pixel-wise
classification" modelization. Then, we present two limitations of this modelization
and attempt to propose two modifications at the model level.

Pixel-wise classification problem In this paragraph, we stay within the existing
modelization and present some interesting research directions with respect to the
three components mentioned above.

1. Network Architecture

• Texture Invariance The segmentation network should be invariant to the
texture of objects. No matter what color or material a T-shirt is, the network
should always output "T-shirt" for these pixels. However, none of the
existing networks explicitly verify this property. A model trained on Beijing
street scenes may not be able to accurately segment Paris street scenes, due
to the change in texture of the objects (Geirhos et al. 2019). One possible
reason for this is that existing methods rely almost entirely on the texture of
the image. To solve this problem, we should better integrate the semantic
shape information into the network architecture to alleviate the dependency
on texture.

• Neural Architecture Search Recent advances in Neural Architecture Search
(NAS) show that automatically designed networks can surpass the perfor-
mance of expert-designed models in many computer vision tasks such as
image classification. One of the first attempts to apply NAS to semantic
segmentation is carried out by Auto-Deeplab (Chenxi Liu et al. 2019), which
achieves comparable performance with methods designed by experts. Al-
though NAS usually requires large amounts of material resources, it is still
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well worth investigating. As hardware evolves, it may one day be possible
for NAS to be more efficient than expert-designed networks, just as CNNs
have become much more efficient than SIFT (Lowe 1999).

• Complexity Segmentation networks typically require a lot of memory usage
because they need to hold as much spatial information as possible. However,
limited by hardware resources, some methods are difficult to apply for
large images as well as in certain application contexts such as on mobile.
Therefore, techniques to reduce network size and memory usage as well as
image-scale invariant methods may be important in these contexts.

2. Loss function

• Differentiable Evaluation Metric As extensively discussed, the standard
evaluation metric mean Intersection over Union (mIoU) has many drawbacks
and cannot be directly minimized during training. Thus, it is compelling to
build a new metric, which not only allows a better assessment of structure
similarities (such as shape and size) between predicted segmentation masks
and ground truth masks, but which is also differentiable, so that it can be
directly optimized during training.

3. Optimization process

• Learning strategies Generally, there are no specific learning strategies for
training semantic segmentation networks. However, the numerous findings
on the benefits of learning strategies for classification problems suggest
that efficient learning strategies could also be useful for segmentation. For
example, curriculum learning strategies start with easier sub tasks and then
gradually increase the difficulty level. These learning strategies could not
only improve the performance of existing models, but also address the
problem of data imbalance.

• Lack of data The lack of finely annotated data for semantic segmentation
is a fundamental problem, especially when building a specific application
with segmentation models. This problem can be addressed in many ways.
For example, active learning algorithms are usually used to speed up the
labeling process when collecting new datasets. These algorithms can inter-
actively query a user to label new data points with the desired outputs. In
addition, weakly supervised, semi-supervised and unsupervised methods,
which make it possible to train segmentation models on partial or unlabeled
data, are also particularly worth studying.

Limitations and new modelization Although, methods based on the "pixel-
wise classification" modelization achieve satisfactory performance in many cases,
this modeling has several limitations.
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• Multi-label annotations In the classical pixel-wise classification setting, each
pixel belongs to a single semantic class. However, this annotation can lead to
some dilemmas. For example, let’s consider an image where a person drives a
car, and both "person" and "car" are semantic classes defined in the dataset.
On the one hand, the pixels of the "person" should clearly belong to class
"person". However, on the other hand, the whole set of pixels should also
belong to the "car" class since the person is inside the car. To this end, using
multi-label (non-exclusive) annotations for each pixel might reduce this kind
of ambiguity.

• Extra information There are several cases that cannot be handled with 2D
image semantic segmentation algorithms. For example, imagine a self-driving
car driving down the road and observes via its camera a scene full of blue.
Existing algorithms cannot tell whether this is the sky or a big blue truck, since
both scenes provide the same 2D image. We may need additional information
such as the depth map, multi-viewpoint data or a video input to solve these
situations. These types of additional information are particularly important
for many real applications, such as self-driving driving systems or robot vision
systems.

The recently proposed task, panoptic segmentation (Kirillov et al. 2019), com-
bines semantic segmentation and instance segmentation to achieve a complete
understanding of 2d scenes. We believe that this new context is an excellent
playground to explore the different paths of research mentioned here to extend
our work.
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S I D E A P P L I C AT I O N S O F V G AT T

Since the VGatt proposed in Chapter 4 gives the exact decomposition formula
for Rectified Linear Unit (ReLU) based Convolutional Neural Network (CNN)s, this
method can be used in broader contexts. In this appendix, we present two side
applications of our proposed attribution method. In Section A.1, we show that
VGatt can be used to diagnose the behavior of the CNNs and in Section A.2 we
use the method to find adversarial examples.

a.1 Network Diagnosis

Figure A.1. – Attribution maps (a) and seeds (b) generated at different layers with
VGatt.

We have observed in both Section 4.4.1 and Section 4.3.3 that attribution maps
(or seeds) provided by low-level features are very sparse where only a few pixels
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Figure A.2. – Bias/score ratio as a function of the layer depth for VGG19. For
each layer, we show the average ratio (blue point) and its confidence
interval (blue line) estimated on 300 randomly selected images from
Pascal VOC dataset. The estimated average ratio decreases to zero
as going deeper into the network.

are indicated as relevant (see Figure A.1). In order to better understand this
phenomenon, we provide an in-depth analysis in this section.

As demonstrated in Section 4.3.2, ReLU based CNNs are actually piece-wise
affine functions. It means that for a given image I, the output of the network
on I is F|V(I)(I) = WI + b|V(I), where WI represents the pixels contributions.
Obviously, if the output is fixed, a large bias b|V(I) signifies that the contributions
of pixels are small. In this case, the output is mainly explained by the bias term
rather than by the contribution of each pixel. Thus the bias/score ratio could be
used as an interpretability measure of pixel contributions: the larger the ratio, the
less the output is explained by pixel contributions.

We randomly select 300 images from Pascal VOC 2012 validation set and
compute the bias/score ratio at different layers of a ImageNet pre-trained VGG
network. These ratios are then averaged among the all classes and presented in
Figure A.2. We can see that the bias term is relatively important (from approxi-
mately 0.5 to 0.7 times the classification score) in the early stage. As going deeper,
the bias term decreases and approaching zero at the last layers. This is perfectly
consistent with the results shown in Figure A.1, where lower-level features provide
sparse and inaccurate attribution maps (and seeds), while higher-level features
provide relatively accurate and dense attribution maps (and seeds). This analysis
of the bias/score ratio also suggests that introducing constraints on the bias term
during training may improve the interpretability of the network.
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a.2 Adversarial Attack

(Goodfellow et al. 2015) has demonstrated the vulnerability of current deep
networks to adversarial examples: a slight, imperceptible perturbation of the input
image can easily lead the network to misclassify the image with high confidence.
Particularly, they slightly modify an image in the same direction of its gradients
(∇ f I) defined by the classification networks and show the resulting image has a
large chance to fool a network trained on MNIST dataset (LeCun et al. 2010). In
this section, we propose another method to generate adversarial examples which
consists in removing the k most relevant pixels defined by VGatt. The intuition
is that good attribution algorithms identify the most important pixels for the
classification CNN. Thus, by removing these pixels from the image, the result of
the network will be significantly modified as well.

Specifically, our procedure is as follows: for a given image, we replace the most
relevant k pixels for the predicted class with black pixels. And then we measure
the neural network output for this class, before and after perturbation, and plot
the absolute value of the fractional difference. We employed this strategy on
Pascal VOC 2012 validation set (1,449 images) for a VGG-19 network trained on
VOC training set, and we vary k from 1% to 8%. To better measure the quality of
the generated adversarial samples, we also evaluate the accuracy of the network
on the generated val set. We use Grad-CAM as the baseline method.

Figure A.3. – (a) Pixel perturbation on VOC 2012 val set where we remove k%
most relevant pixels and measure absolute value of fractional output
change. Higher curves mean that removed pixels are more relevant.
(b) Classification accuracy evaluated on VOC 2012 val set where k%
most relevant pixels are removed. The lower the accuracy, the better.

The quantitative results are shown in Figure A.3. As can be seen, our method
provide a higher absolute fractional output change curve as well as a lower



116 bibliography

accuracy curve, as compared to the baseline method. These curves show that by
removing the k% most relevant pixels defined by our method, the output of the
same class is significantly changed and lead to misclassifications. By removing
only 1% of the pixels, the accuracy drops from 90% to 74%, which is largely ahead
of Grad-CAM (from 90% to 87%). By removing 8% of pixels with VGatt, half of
the images of val set fool the network. These results demonstrate that our method
is indeed able to find most relevant pixels and is much better than Grad-CAM.

Finally, we show some qualitative results to complete this application. We
present the 1%, 4% and 8% most relevant pixels for three images in Figure A.4
(the removed pixels are displayed in red for better illustration). We can see that
VGatt is able to focus on the most prominent parts of the object (face of the dog
and sheep, and body of the airplane), while Grad-CAM puts a lot of attention
on background pixels. It is worth noting that the difficulty of the three examples
is different: the first one fools the network with only 1% of pixels (from 96% to
0.1%), the second one needs 4% of pixels (from 99% to 45%), and the last one
requires 8% (from 99% to 24%). This may be determined by the size of the object,
or the size of the discriminating parts.

With this application, we show that VGatt can be used to generate adversarial
examples for classification networks since it can identify the most relevant pixels
for the predictions. Furthermore, it allows us to diagnose the network in such a
way that it can be easily fooled by removing only a few pixels from the images.
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Figure A.4. – Adversarial examples generated by removing top 1%, 4% and 8%
pixels. Since only a few pixels have been removed, we display the
removed pixels in red to better visualize the ones that are considered
most relevant.
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