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Abstract/Résumé

Abstract

With the advent of e-commerce, many studies have been carried out on urban logistics
and last-mile delivery. In this work, we optimize another stage of parcel delivery, the long-
haul parcel transportation. The long-haul transportation is from the collection sorting
centers to delivery depots. We do not consider how the parcels are brought from their
departure post office to their collection sorting center, neither how they are transported to
the post offices and then to individuals. The Long-Haul Parcel Transportation Problem
(LHPTP), which we formally define, is a Service Network Design with Asset Management
problem which integrates the sorting operation allowing a better consolidation of parcels
in containers. The LHPTP is a tactical design optimization problem which consists in
defining an annual transportation plan composed of fixed links, based on mid-term volume
forecasts, while minimizing the total cost. This cost is composed of the logistics cost and
the transportation cost. The parcel transportation is made with two types of vehicles
(trucks with one or two containers) which are balanced over the network on a daily basis
with the management of empty containers. The transportation is optimized over a two-
level hybrid hub-and-spoke network at the scale of a country. Indeed, this industrial
problem originates from a postal company and their datasets permit to address realistic
size data (around 225 sites with 2500 demands). The complexity is increased by the fact
that a single demand (origin, destination, number of parcels) can be routed over multiple
paths simultaneously. Thus the number of possible transportation plans explodes.

We propose a path-based Mixed Integer Linear Program (MILP) for the LHPTP and
two divide-and-conquer algorithms exploiting this model to create better transportation
plans. The first algorithm, the k-Clusters Algorithm, optimizes the LHPTP over a set
of sites which are clustered beforehand. We test classical clustering techniques (spec-
tral clustering, hierarchical clustering, k-means and random) using appropriate similarity
functions (demand-based and distance-based) in order to see if it impacts the results.
The original problem is divided into intercluster and intracluster subproblems which are
solved with the MILP. Then the solutions of the subproblems are merged. The results
obtained are compared to those obtained with a direct use of the MILP without cluster-
ing. It shows that certain properties of the clustering, such as obeying the hierarchy of
the sites in the current postal network, have the most impact on the results.

Thus we design a second algorithm, the Hierarchical Algorithm with Aggregation
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of Demands which exploits the two-level structure of the network. Its performance is
related to the value of a truck filling rate threshold. The demands above this threshold
can be routed directly while the ones below this threshold have to follow the hierarchical
structure of the network. The routing of the two types of demands is optimized, first
separately and then together in a multi-step process in which the subproblems are solved
with the MILP. Various threshold values are tested to find out which one is the best,
in terms of solution quality obtained and computational time. These tests show that
the better filling rate do not result in the cheaper transportation plan in our case study.
Moreover, the Hierarchical Algorithm allows to have clearly better transportation plans
than the ones applied on the ground, the ones obtained via a direct use of the MILP
and even the ones obtained with the k-Clusters Algorithm. Finally we implement these
algorithms and present computational results. This shows that the divide-and-conquer
paradigm is effective on service network design when addressing a large-scale industrial
problem.

Keywords: Operational Research, Long-Haul Parcel Transportation, Network Design,
Divide-and-Conquer, Tactical planning
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Résumé

Avec l’essor du e-commerce, de nombreuses études ont été menées sur la logistique urbaine
et la livraison du dernier kilomètre. Nous optimisons ici une autre étape de la livraison
des colis : le transport long-courrier. Il a lieu entre les centres de tri de collecte et les
dépôts de livraison. Ni la manière dont les colis sont acheminés de leur bureau de poste de
départ à leur centre de tri de collecte, ni comment ils sont transportés vers les bureaux de
poste puis aux particuliers ne sont pris en considération. Le problème du transport long-
courrier de colis (PTLCC), défini formellement, est un problème de conception de réseau
de services avec gestion des actifs. Il intègre l’opération de tri permettant une meilleure
mutualisation des colis dans les conteneurs. C’est un problème tactique d’optimisation
qui consiste à définir un plan de transport annuel composé de liaisons fixes, basé sur des
prévisions de volumes à moyen terme, dont on minimise le coût total. Ce coût est composé
du coût logistique et du coût de transport. Le transport de colis se fait avec deux types de
véhicules (camions à un ou deux conteneurs) qui sont équilibrés chaque jour sur le réseau
grâce à la gestion des conteneurs vides. Le transport est optimisé sur un réseau hybride
hub-and-spoke biniveau à l’échelle d’un pays. En effet, ce problème industriel provient
d’une entreprise postale et leurs ensembles de données sont de taille réaliste (environ 225
sites avec 2500 demandes). Une même demande (origine, destination, nombre de colis)
peut être acheminée sur plusieurs chemins simultanément ce qui augmente la complexité
du problème. Ainsi, le nombre de plans de transport possibles explose.

Nous proposons un programme linéaire mixte (PLM) orienté chemin pour le PTLCC
et deux algorithmes diviser-pour-régner exploitant ce modèle pour créer de meilleurs plans
de transport. Le premier algorithme, l’algorithme k-Clusters, optimise le PTLCC après
avoir regroupé les sites du réseau en clusters. Nous testons des techniques classiques de
clustering (clustering spectral, clustering hiérarchique, k-means et aléatoire) en utilisant
des fonctions de similarité appropriées (basées sur les demandes et sur les distances) pour
étudier l’impact sur les résultats. Le problème d’origine est divisé en sous-problèmes
intercluster et intracluster résolus avec le PLM. Les solutions des sous-problèmes sont en-
suite fusionnées. Les résultats obtenus sont comparés à ceux obtenus avec une utilisation
directe du PLM sans clustering. Ces tests montrent que le respect de la hiérarchisation
des sites du réseau postal est la propriété qui a le plus d’impact sur les résultats.

Ainsi, nous concevons un deuxième algorithme, l’algorithme hiérarchique avec agréga-
tion de demandes qui exploite la structure à deux niveaux du réseau. Ses performances
sont liées à un seuil du taux de remplissage des camions. Les demandes au-dessus de ce
seuil peuvent être acheminées directement. Celles en dessous de ce seuil doivent suivre
la structure hiérarchique du réseau. L’acheminement des deux types de demandes est
optimisé, d’abord séparément puis conjointement via plusieurs étapes dans lesquelles les
sous-problèmes sont résolus avec le PLM. Différents seuils sont testés pour déterminer
lequel donne les meilleurs solutions et temps de calcul. Ces tests montrent qu’un meilleur
taux de remplissage n’aboutit pas à un plan de transport moins cher dans notre cas. De
plus, l’algorithme hiérarchique permet d’avoir des plans de transport nettement meilleurs
que ceux appliqués sur le terrain, ceux obtenus via une utilisation directe du PLM et même
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ceux obtenus avec l’algorithme k-Clusters. Enfin, nous implémentons ces algorithmes et
présentons les résultats numériques. Cela montre que le paradigme diviser-pour-régner
est efficace pour la conception de réseau de services lorsqu’il s’applique à un problème
industriel de grande taille.

Mots-clés : Recherche Opérationnelle, Transport long-courrier de colis, Conception de
réseau, Diviser-pour-régner, Planification tactique
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Introduction

1 Industrial Context

With the growing trend of e-commerce over the past two decades [MSB+14], parcel deliv-
ery has become an important focus of postal companies. In 2020, over two billion people
purchased goods or services online [Sta21] 1. This growth trend is even more extreme
due to the pandemic, pushing people to purchase more items online and generating an
even greater need for efficient parcel delivery. This provides motivation for parcel delivery
companies to constantly adapt and optimize their transportation networks. Optimizing
transport and logistics operations for postal delivery is therefore crucial from both an
economic and a quality of service point of view.

This CIFRE PhD is done at Probayes2 which is a French company of 55 employees
with a very strong R&D-oriented team of Data Scientists, with in-depth expertise in Data
Mining, Machine Learning and Operations Research. In 2016, Le Groupe La Poste 3

bought the company in order to build a center for artificial intelligence research to meet
the need for internal transformation and optimization but also to develop new services for
their customers. This lead to the creation in 2017 of the project Optimnet4, which aims
at optimizing parcel transportation. Optimnet is “a decision support solution, based on
combinatorial optimization and predictive analysis techniques to provide customized and
optimized transportation plans” to the postal company which uses it5. The tool Optimnet
aims to help “transform the postal network tackled, to be more responsive in times of
high activity, to optimize delivery times, to reduce costs while preserving the quality of
service and to reduce the CO2 emissions of parcel delivery”. In this thesis, we do not
consider all of these objectives as we focus on a specific case study from a real customer
of Probayes. The datasets provided by this customer are described in Chapter 3.

In this manuscript, we deal with the optimization of both parcels sent by companies
and parcels sent by individuals. Thus, there are parcels from all the origin sites to all the
destination sites. The parcels go through the process illustrated in Figure 1. Note that
the process represented on the picture is the general process which as all processes can
have exceptions. In the classical process, parcels are brought to the post offices by senders

1https://www.statista.com/topics/871/online-shopping/
2https://www.probayes.com/
3https://www.groupelaposte.com/en
4https://www.probayes.com/logistique-et-distribution/projet-optimnet/
5https://fr.calameo.com/read/006680797c45604ae82b9?page=1

1

https://www.statista.com/topics/871/online-shopping/
https://www.probayes.com/
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https://www.probayes.com/logistique-et-distribution/projet-optimnet/
https://fr.calameo.com/read/006680797c45604ae82b9?page=1


or postmen. Then in the collection stage they are transported to a fixed sorting center
according to their departure post office. Next, the stage of long-haul transportation –
that we optimize in this PhD thesis – brings the parcels to sites called delivery depots,
potentially via an additional sorting center. The transportation stage from the delivery
depot to the post office is the distribution. It can use an intermediate site. Finally, the
delivery occurs from the post office to the recipient’s house.

Figure 1: Path of a parcel from sender to recipient.

In the collection phase, parcels are gathered in a fixed Sorting Center associated with
their departure Post Office (with some steps that we do not address here). The long-
haul transportation is from the collection sorting center to the delivery depot associated
with the final destination (more accurately, the final destination is associated with a post
office which is associated with a delivery depot). In the complete transportation process
presented in Figure 1, the long-haul transportation is from a sorting center to a sorting
center to a delivery depot. But in this manuscript, we offer other options. The parcel can
go directly from the collection sorting center to the delivery depot (when there are many
parcels which require this). Or the parcel can go from the collection sorting center to two
consecutive sorting centers to the delivery depot (when there are few parcels from this
collection sorting center to this delivery depot). What happens precisely in the different
sites is explained by Launay [Lau18].

2



2 General Problem Description

The objective of this work is to design an optimized transportation service network on
a tactical level. There are three planning levels in transportation optimization [Cra00,
MW84]. The strategic level deals with long-term optimization (acquisitions of vehi-
cles, construction of roads or buildings etc.). The tactical level treats medium-term
optimization (effective use of the network). Finally, the operational level concerns
the short-term optimization (schedules for services, crews, maintenance activities etc.).
We optimize parcel transportation on the tactical level for given demands which is
medium to long term optimization. In this manuscript, we study this challenging in-
dustrial problem and design algorithms that can tackle it efficiently but could also be
applied to other similar freight transportation problems in a bottom-up generalization
approach.

The postal company for which we optimize the network is providing demand forecasts
which represent an average day associated to average volumes to be distributed for six
different years. Thus the demand forecast is not part of the optimization process we
treat.

Our goal is to optimize the transportation of parcels from their collection sorting
centers to delivery depots. We optimize only the long-haul transportation stage [Cra03,
vHMS19] of parcel transportation, thus we refer to this problem as the Long-Haul Par-
cel Transportation Problem (LHPTP). We now give a comprehensive description of
the LHPTP while the formal definition is given in Section 1 of Chapter 2. Assuming that
a daily demand forecast is provided, in which parcels are sent to and from a predeter-
mined set of sites within France, our objective is to find a daily transportation plan for all
the parcels (resulting in their distribution and delivery) that minimizes transportation
and logistics costs. In the LHPTP, all the parcels have to be delivered in one or two
days. The capacity of the vehicles used has to be respected and these vehicles must be
returned to the sorting centers in a manner that accommodates the transportation plan
of the next day. This is called vehicles balancing.

The costs encountered in long-haul parcel transportation are transportation costs and
costs of logistics operations. In this problem, transportation demands are expressed by
the triple (origin, destination, number of parcels). The road network is composed of
possible origin, delivery and intermediate sites and links between them is known and
given as part of the input. Our goal is to optimize the service network on the given road
network while considering simultaneously two aspects:

� We select which connection between sites – truck routes – we activate on the road
network. We also have to manage trucks on these connections: We choose the
number of trucks for each route assuming that trucks are available on each site
when needed.

� We fix parcel paths and their assignment to trucks. Note that the parcels are not
interchangeable (unlike, for instance, a commodity which can come from various
origin sites).
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A key aspect of our problem is that due to the allowed sorting operation (which
induces a fixed cost), a parcel need not be routed in a single truck. In fact, a parcel
can be assigned to at most three different trucks over the course of its transportation
path and can cross at most two intermediate sites on its path from origin to destination.
Indeed, to devise a more efficient and cost-effective transportation plan, parcels can be
sorted according to their destinations and assigned to other trucks in the sorting centers.
Moreover, parcels belonging to the same demand need not be routed over the same path.
In other words, a demand may be routed over several paths, which is called disaggregate
shipping [LMS90]. At the same time, parcels from different demands can also be gathered
or consolidated in the same truck. For instance, if two demands can share a common
section in their respective paths and each of these demands has a volume of 150% of the
vehicle capacity, then it is possible to run three vehicles rather than four on the common
section of the route. One of the three vehicles contains the mix of the two demands (50%
+ 50%), and the two other vehicles, which do not contain mixed demands, do not need
a sorting operation at a site and can take different routes. The usage of multiple paths
and consolidation are enabled by sorting operations and results in better solutions, but
it adds to the computational difficulty of the problem.

3 Scope of the Study

Here, we aim to clarify the scope of the LHPTP. It is a deterministic problem, as the
demand forecast is part of the input. Therefore we will not discuss dynamic variants of
this problem. As we said earlier, we consider only the long-haul transportation of parcels.
We do not optimize distribution and delivery as depicted on Figure 1 which is usually
called last-mile delivery, so we will not talk about urban logistics. Nor do we optimize
pick-up (first-mile) delivery. In this work we address road transportation optimization.
However, as some ideas from air transportation or multimodal transportation can be
useful, they we will be discussed in Chapter 1.

We consider both trucks and parcels point of views, therefore it is not a classical flow
optimization problem as we deal with two interdependent flows. Moreover parcel delivery
deals with point-to-point demands. Even if some analogy can be done with the supply
chain optimization, this is a big difference between parcel transportation and supply
chain optimization, and thus we will not talk about it in this manuscript. Furthermore,
the supply chain optimization takes into account the operational level and its interaction
with the tactical level which is not the same in our case. The demand we treat are from
a zip code to another zip code; it is not like in freight transportation in which products
can come from different plants or warehouses to serve one costumer. The parcel flow is
splittable: One demand from a site to another can use simultaneously multiple trucks
which can use multiple routes.

In this manuscript, the objective of the problem is to minimize the costs for the
postal company. We do not consider here the quality of service (next day delivery) in
the objective, but the delivery is guaranteed in one or two days as we only model these
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possibilities. Thus we do not do what is called multi-objective optimization.

As we place ourselves at the tactical level, we do not study the planning of the sorting
operations inside the sites; rather, we treat the sorting as a blackbox operation as it takes
place at the operational level. For more details on the optimization of parcel sorting on
sorting center, one could refer to Clausen et al. [CDB+15] or Duman [Dum07]. The
planning for the trucks also takes place at an operational level and therefore is not part
of the LHPTP. We count the number of trucks on each arc, but we do not plan their
tours nor the tours of the drivers. The company for which we design the network uses
third-party providers thus does not address this problem. The containers used to contain
the parcels (also called swap bodies) are balanced as they belong to the postal company,
but we do not make planning for the containers, they are interchangeable (container
balancing is analogous to the previously discussed vehicles balancing).

4 Algorithmic Approaches

The postal system, by nature, is built on a divide-and-conquer principle [Knu99]. Indeed,
Knuth explains that a large collection of letters can be sorted into separate bags for
different geographical areas; each of these bags then contains a smaller number of letters
that can be sorted independently of the other bags, into finer and finer geographical
divisions. (Bags of letters can be transported nearer to their destinations before they are
sorted further, or as they are being sorted further.) This divide-and-conquer approach
is based on some natural or imposed hierarchical structure of the relevant network. For
example, in our network, there is a hierarchy of sites: The sorting centers are at a regional
level, the delivery depots at a finer level and the post offices at an even finer level.

We follow this general intuition. We identify hierarchical structure in our network,
and our two algorithmic approaches are essentially divide-and conquer-algorithms that
exploit this structure. Our approaches are based on using combinatorial algorithms to
solve a Mixed Integer Linear Program (MILP, defined in Chapter 1 Section 4.3), which are
too large to be solved by simply plugging into a solver. Here, we give a brief overview of
our algorithmic approaches, since this is one of the main components of this thesis. This
high-level description can be understood even without the precise problem description
(found in Chapter 2).

The first algorithm we propose is based on dividing the sites into clusters. We cluster
the sites so that a parcel can be routed either inside a cluster (intracluster problems)
or between clusters (intercluster problem). This division results in subproblems of small
size which can be solved with an exact method such as an MILP. Then we solve a global
MILP carefully designed to combine the locally optimized solutions in an appropriate
way. Clustering-based approaches have been applied to other transportation problems
such as Vehicle Routing Problems (VRP) which face a similar hurdle with scalability
issues. These previous works tailor their clustering approaches specifically to their objec-
tive or problem data. Our approach is different since we apply well-known, off-the-shelf,
clustering algorithms to obtain smaller size subproblems, which we can then solve rel-
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atively quickly and/or in parallel. We compare these clustering methods to determine
if they have an impact on the results obtained with the approach we propose and if so,
which one works best on our data instances provided by a postal company. We note
that, as is typically the case when clustering algorithms are used in a black-box man-
ner, the difficult aspect is to map our problem instance to the input of these algorithms.
Specifically, the problem of determining an accurate distance function and/or similarity
function to obtain meaningful and useful clusters is non-trivial. This algorithm allows to
check first if divide-and-conquer approaches are promising on the LHPTP and secondly
to find out how we should divide. Thus we tested the different clustering methods with
various parameters. We learned that respecting the hierarchy of sites is probably the most
important aspect for a clustering, even if some shortcuts (that bypass this hierarchy) are
sometimes efficient to save money.

The second algorithm we propose exploits the most obvious hierarchical aspects of
the network. Since we are working on a network that is naturally a two-level hierarchical
transportation network (e.g., containing three types of sites) and since the results of
the previous algorithm confirm the importance of respecting the hierarchy of sites, we
want to exploit the hierarchical structure further when designing an algorithm for long-
haul parcel transportation. On the one hand, strictly enforcing that the demands follow
the network structure (e.g., only use paths in the hierarchical network) would possibly
limit some paths resulting in suboptimal routings. On the other hand, the simplicity of
the network structure is useful because it allows to reduce the number of (operational)
paths in the network. Thus, our research goal is to understand and find a good trade-off
between the simplicity of hierarchical network design and the optimality of the solutions
produced by our algorithms. In fact, we add shortcut/direct paths for some demands,
as this results in avoiding some set of suboptimal routings, and does not complicate our
algorithm too much. To discriminate the demands, we introduce a threshold on the truck
filling rate. Indeed, it seems natural to maximize the truck filling rate and minimize the
number of parcels sorted. The truck filling rate threshold will help to find a good trade-
off between the benefits of routing demands directly and the disadvantages of sending
suboptimally filled trucks. Roughly speaking, the demands above this threshold can
be routed directly while the ones below this threshold follow the hierarchical structure
of the network. Furthermore, we remark that in the first algorithm, the intracluster
subproblems are solved before the intercluster problem. This leads us to build the second
step (intercluster step) of the solution on top of a first-step solution that is already
possibly not optimal and could amplify errors from the first level. We note that in the
second approach, we build a solution the other way around.

5 Manuscript Organization

In Chapter 1, we give background and present previous works in the domain of parcel
transportation. We present standard problems close to the LHPTP in order to position
it in the literature. First, the characteristics and inherent issues of parcel transportation
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problems are presented. A wide spectrum of parcel transportation problems is described
in order to be able to position the LHPTP precisely within this domain. Then network
design problems related to the LHPTP are explored: Point-to-point delivery problems,
Service Network Design problems, Service Network Design problems with Asset Manage-
ment and network design problems with twin-trailers are introduced. Since the network
on which the LHPTP occurs is a hub-and-spoke network, this type of network and the
specifics of its design are introduced. We also give some background for linear pro-
gramming to allow a reader unfamiliar with this topic to understand the rest of this
manuscript.

Then we give an extended description of the LHPTP in Chapter 2. We give the
application framework of this industrial problem. After this, the optimization problem
is described: Its inputs, its outputs and its constraints are detailed. Finally, a formal
definition of the LHPTP is given, including: The detailed presentation of the two levels of
the network on which the parcel service is designed, the description of the different graphs
which depict the LHPTP, and an MILP formulation for this optimization problem.

In Chapter 3, we present and analyze the case study and datasets provided to us
by a postal company on which we test our algorithms. These datasets cover a six year
period and thus they demonstrate the evolution of the postal network. We start by
analyzing their structure to understand this evolution. Then, we discuss the impact of
two soft constraints on the size of the MILP formulation. Indeed, as they are not strong
constraints, we do not have to strictly respect them, and this might be useful in our
case study. On the datasets we have, the MILP presented in the previous chapter allows
to find feasible solutions but their quality depends heavily on the strategy we use (e.g.,
whether we use the soft constraints or not, the possible paths that we propose, etc.) and
on the computation time. Thus we want to design heuristics able to find better solutions
than the ones generated by an MILP solver in a limited time.

As the MILP works well on small instances, we aim to propose a heuristic approach
based on a divide-and-conquer paradigm and clustering techniques which exploit an ex-
isting MILP (or other methods) for computing a solution. In Chapter 4, we divide the
problem into k clusters of sites. Thus parcels are either routed inside a cluster or between
clusters. The intracluster problem are small enough to be tractable by our MILP formu-
lation, but addressing well the intercluster problem is more technical. We try to divide
the problem into various numbers of clusters: two, three and four clusters in order to find
out which option works best on our data instances. We also test well-known clustering
methods to determine if it impacts the results obtained with the k-Clusters Algorithm
and to determine which properties of the clustering are needed to have good results. To
do so, we start by giving some background on standard clustering techniques and discuss
their use in transportation optimization. Then we propose an algorithm that combines
clustering techniques with our MILP to obtain a feasible solution to the LHPTP that
is better than the solution obtained using the MILP alone. This algorithm is called the
k-Clusters Algorithm. We also explain the technical details (e.g. similarity function,
input, etc.) of the clustering methods we use as well as how these methods are applied in
our algorithm. Applying these clustering methods on the datasets highlights structural
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properties to add to the one presented in Chapter 3. Finally, we present the results of
this first divide-and-conquer algorithm.

In the second algorithm, we take advantage of the hierarchical structure of our net-
work by solving the problem from sorting center to sorting center first, and then extending
this partial solution to send parcels to the delivery depots. This algorithm is presented in
Chapter 5 and is called the Hierarchical Algorithm with Aggregation of Demands. A fea-
ture of this algorithm is that trucks filled more than a truck filling rate threshold are sent
directly (bypassing all sorting operations), rather than only those that are fully filled. As
we exploit the two-level structure of the network, we give some background about this type
of network. We test various values for the truck filling rate threshold in order to measure
its impact on the quality of the solutions. This threshold helps to find a good trade-off
between the benefits of routing demands directly and the disadvantages of sending sub-
optimally filled trucks. The results of this algorithm on our case study are presented.
Then, a comparison of the results of the two divide-and-conquer algorithms is given.

Finally the Conclusion contains the conclusions and perspectives of this work.

In this PhD thesis, specific vocabulary is introduced. Thus we provided a glossary
(see Chapter 2) at the end of the manuscript. The words in the glossary are in bold in
the text of the manuscript the first time they are defined in order to help the reader to
spot the definitions. Also some key ideas are underlined in the text to help the reader.
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In this chapter, we give some background and present the previous approaches for par-
cel transportation optimization problems in the literature. As stated in the Introduction,
we study the parcel transportation optimization on the long-haul section of a parcel trip,
which is called the Long-Haul Parcel Transportation Problem (LHPTP). This problem is
the focus of this thesis, but we defer the precise definition until the next chapter, because
we want to first present the industrial/practical context before the problem definition in
order to best motivate the choice of variables and constraints that constitute our model
and ultimately define the problem. To present this context, we first introduce the indus-
trial problems and gradually increase the level of abstraction. Indeed, we present parcel
transportation, service network design, hub-and-spoke networks and linear programming
vocabulary.

In the LHPTP, all the parcels have to be delivered in less than 48 hours, the capacity
of the vehicles used has to be respected and these vehicles must be balanced (e. g.
returned to the sorting centers in order to be able to deliver the parcels the next day).
This precise set of constraints is not found in one standard optimization problem in the
literature. Thus we will both present parcel transportation optimization problems and
the multiple standard problems which are related to it.

Section 1 introduces the parcel transportation problems, their vocabulary and inher-
ent issues. The characteristics of these types of problems are introduced and studied.
We choose to survey many related problems in the general area of parcel transportation
(not just long-haul) to have a clear view of the wide spectrum of parcel transportation
problems and to be able to position the LHPTP precisely within this domain. Section 2
presents network design problems, which are related to the LHPTP. The LHPTP has
point-to-point demands, a design-balance constraint and we design a service network for
trucks with twin-trailers. Thus problems having these characteristics in the literature
are introduced and analyzed. Well-defined (more general) problems such as Service Net-
work Design problems, and Service Network Design problems with Asset Management
are introduced and analyzed. In addition, somewhat more specific point-to-point delivery
problems and network design problems with twin-trailers found in the literature are also
presented. Since the network on which the LHPTP occurs is a hub-and-spoke network,
this type of network and the specifics of its design are described in Section 3. Finally in
Section 4, linear programming techniques and their use combined with divide-and-conquer
are reviewed. Note that in the domain of parcel/freight transportation, academic publi-
cations have quite diverse formats. In other words, for some papers the main contribution
is the problem presented, while for others it is their model or the algorithm introduced
or the method to solve a problem. For each paper we cite, we try to describe its main
contribution, which is why our presentation may seem to be a bit heterogeneous.
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1 The Wide Spectrum of Parcel Transportation

Problems

Nearly all countries of the world have a mail service and a parcel service [BDBP20].
Usually parcel services have a universal service obligation [CK98]: Each citizen of the
country is able to receive and send both mail and parcels. These services are of large-scale
and therefore the delivery costs are of large-scale. Optimizing these services can allow
the companies that provide them to achieve economies of scale. Therefore, lots of studies
on this subject have been made. But all the optimization problems formalized in these
studies have different characteristics (see Table 1.1). For instance, companies do not use
the same type of vehicles, as this is strongly related to the country configuration and size:
Some “small” countries can perform next day delivery via trucks while larger countries
need planes or trains. The network configurations follow more or less always the same
scheme (presented in the Introduction), it is divided into four main transportation stages:
Collection, Long-Haul Transportation, Distribution, Delivery (see Sebastian [Seb12]). In
the LHPTP we deal with long-haul transportation. In the papers presented in this
section, the problems deal with the optimization of at least one aspect of the long-haul
transportation, and sometimes the problems deal with the optimization of long-haul
transportation including some other aspects of the process.
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LHPTP x x x x x x x

Barnhart et al. [BKKW02] x x x x x x
Batista [Bat16] x x x x

Baumung and Gunduz [BG15] x x x x
Baumung et al. [BGMS15] x x x x x x

Ben Ayed [BA11] x x x
Bruns et al. [BKS00] x x

Cohn et al. [CRWM07] x x x
Grünert and Sebastian [GS00] x x x x x x x

Jansen et al. [JST+04] x x x x x x
Kim et al. [KBWR99] x x x x x x x
Lee and Moon [LM14] x x x x

Lin et al. [LZL20] x x x x x
Meisen [Mei15] x x x x

Ngamchai [Nga07] x x x x x x
Zäpfel and Wasner [ZW02] x x x x

Zhang et al. [ZPM21] x x x x x

Table 1.1: Characteristics of long-haul parcel transportation optimization problems

Nearly all the postal companies have a sorting operation (which groups parcels by
destination) with a cost per parcel, and use some sites called hubs to consolidate de-
mands. One exception to these rules seems to be the case of South Africa studied by
Batista [Bat16]. Note that when a case in Table 1.1 is not relevant (no fleet or no hubs,
there is a backslash in it).

Table 1.1 lists the characteristics of long-haul parcel transportation problems that we
will introduce and discuss in the rest of this section in order to position the LHPTP.
With respect to all of these characteristics, we can say the LHPTP is unique and new
to the best of knowledge as it is the only one with this combination of characteristics in
Table 1.1.

In Section 1.1, we present the transportation modes used in the general domain of
parcel transportation. This corresponds to the five first columns of Table 1.1. In Sec-
tion 1.2, we discuss common characteristics of road transportation networks (Columns 6
to 8 of Table 1.1). Then, in Section 1.3, we explain how the sorting operation properties
define the parcel transportation problems (Columns 9 to 11 of Table 1.1). Finally, we
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present in Section 1.4 the various optimization objective which can occurs in long-haul
parcel transportation (last two columns of Table 1.1).

1.1 Transportation Mode

In long-haul parcel transportation, various transportation modes can be used depending
on the choices made by a postal company. In this section, we introduce the long-haul
parcel transportation problems which occur with air transportation, rail transportation
and multimodal transportation. We compare the characteristics of these problems with
those involving only road transportation. Maritime transportation is not deployed for
parcel transportation within a country to the best of our knowledge.

One of the main studies on parcel transportation by air is the one of Kim et
al. [KBWR99], which concerns UPS in the USA. Their objective is to find the cost
minimizing “movement” of packages from their origins to their destinations, given very
tight service windows, limited package sorting capacity, and a finite number of ground
vehicles and aircraft. Their network of sites are already given. They develop a route-based
model for large-scale transportation service network design problems with time windows.
In their paper, valid inequalities and reduction methods are introduced to fit their problem
and make it feasible for a MILP solver despite of its poor linear programming bounds. The
heuristic of Kim et al. [KBWR99] is improved by Barnhart et al. in [BKKW02]. In their
article, Barnhart et al. present a heuristic approach for the express shipment delivery
problem in the USA (8 hubs, 258 locations and 54,563 demands) 1. It divides the service
network design problem into two subproblems: route generation and shipment movement.
They alternate the resolution of each subproblem until they have a good solution, which
they define as each demand being routed on a single path. This heuristic, which could be
seen as a route-and-flow-generation algorithm. This is not the case of the LHPTP since
it allows disaggregate shipping.

Zhang et al. [ZPM21] focus on consolidation when optimizing courier service network
efficiency in the USA. They present an Integer Linear Program (ILP) to enhance consol-
idation for courier service network design. Finally, on the topic of parcel transportation
by plane in the USA, Ngamchai [Nga07] studies parcel transportation by plane in the
USA, which can be compared in terms of travel time to transport by trucks in France
based on the relative sizes of the countries. However, the problem studied by Ngamchai
can benefit from time lag which allows facilities to be open at different moments (because
the metropolitan USA covers four times zones), which is not the case in our problem, as
we deal with road transportation which do not change time zone.

Long-haul transportation of postal and express shipment in Germany (14 hubs and
around 100 depots) is studied by Grünert and Sebastian [GS00]. They divide their study
into three subproblems: Air transportation, ground transportation and scheduling. They
solve each subproblem separately and merge the results. They call their problem the
general pickup-and-delivery with hubs problem.

1We mention such details when they are available in the article and seem relevant.
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Another aspect of parcel transportation is combining different modes of transportation
such as rail transportation, air transportation and road transportation. This was recently
studied in the case of courier delivery in China (32 sorting centers, 36 local distribution
centers and 152 delivery depots) [LZL20]. This was also studied by Jansen et al. [JST+04]
who work for Deutsche Post Transport. They study the operational planning of a large-
scale multi-modal transportation system which combines trucks and trains. They take
into account the repositioning of containers as we do.

For the rest of this manuscript, we discuss mainly road transportation models, al-
though sometimes the models involve multi-modal transport or more abstract models.
In the LHPTP, the transportation of parcels is made via two types of vehicles: trucks
with one or two containers. Zäpfel and Wasner [ZW02] consider these two types of ve-
hicles. They optimize the parcel delivery network in Austria (10 depots and one hub
compared to 18 sorting centers and hubs and more than 200 depots in our case) using
an MILP. To build the right model, they investigate different types of networks. They
show that a pure hub-and-spoke network is not optimal and study the addition of di-
rect paths between collection points and dispersion points to the pure hub-and-spoke
network. This encourages us to consider these types of paths in our problem. Cohn et
al. [CRWM07] also have these two types of vehicles. This means that in their problem
and in the LHPTP, we have an heterogeneous fleet. Moreover, in the LHPTP, un-
like [BKKW02, Bat16, GS00, JST+04, KBWR99, ZPM21], the fleet size is not limited (a
third-party logistics provider supplies trucks).

1.2 Transportation Network

In postal and parcel transportation, both origin and destination of parcels are known and
given. Demands for delivery are point-to-point (see Section 2.1 for more details about
point-to-point problems). In the network provided in our case study, the origin sites and
the destination sites of the long-haul transportation are not the same sites. This is very
rare in the literature as only Meisen and Baumung et al. [BGMS15, Mei15] seem to have
different types of sites for the origin sites and the destination sites.

The LHPTP uses a two-level hub-and-spoke network (see Section 3 for a definition of
this type of network and Chapter 5 Section 1 for a discussion of two-levels networks). The
only long-haul parcel transportation problem in the literature to the best of our knowledge
which has such a two-level network is combining air and road transportation [ZPM21]. In
a pure road transportation network, many parcel transportation problems have two types
of sites but in the LHPTP we have three types of sites: the delivery depots, the sorting
centers, and the inner-hubs which is the name we give to the sorting centers between the
collection sorting center and the last sorting center. We are not aware of any network with
three types of sites linked by two levels in the long-haul transportation segment. Some
networks are described as two-level networks (like [BG15, BGMS15, BKS00, JST+04,
LM14, LZL20, Mei15]), but only the core level transportation is optimized.

The Swiss parcel delivery services restructured by Bruns et al. [BKS00] takes place on
a network close to our network in terms of its daily functioning. Indeed, if we forget the
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fact that we have one more level in our network, the networks have the same structure.
They have some fixed locations for the sorting centers and want to locate the distribution
sites and determine how many of them there should be. Even if they can relocate the
existing facilities, this work had been made by a private firm and is not the main topic of
the article. They emphasize on how they compute the costs. Their objective is to design
an optimal network with respect to cost. However, some of their findings are interesting
for our problem: For instance, they prove that the use of the railway is not competitive
because the reloading costs a lot. As the costs are not very precise, they do a sensitivity
analysis to check that their results will still be relevant if the costs change a bit. It gives
them an insight of the cost structure.

As in the LHPTP we design a daily transportation plan, the vehicles have to be bal-
anced over the course of a day for each site; we need to return empty vehicles to appropri-
ate locations. This constraint is called vehicle balancing. It quite classical as it appears
often [BKKW02, Bat16, CRWM07, GS00, JST+04, KBWR99, LM14, Nga07, ZW02].
Vehicle balancing in parcel transportation is a major concern of Cohn et al. [CRWM07].
They study small package delivery in the US freight transportation network (for UPS).
They state that in the optimization of small package transportation the planning process
is often decomposed into sequential subproblems and this decomposition degrades solu-
tion quality. Therefore, they combine in the problem they investigate both load matching
and routing and equipment balancing (LMREB). They propose an arc-based model on a
time-space network which is a LP with non-linear cost structure. This LP is too large to
be solved on realistic datasets, so they present a cluster-based approach which reduces it.
This cluster-based approach remove equivalent movements which are movement located
on a ”cluster” of sites. They also use column generation. More general considerations
about vehicle balancing will be presented in the Section 2.3 about Service Network Design
with Asset Management.

1.3 Sorting and Other Logistical Aspects of the Parcel Trans-
portation

In the LHPTP, parcels are transported in bulk in containers (like in [BG15, BGMS15,
GS00]). The main other options being when there are compartments in the vehicles which
permit to deliver parcels to different delivery depots consecutively. This is not the case
in the LHPTP: Each container is completely unloaded in each site it goes through.

In the LHPTP, we do not consider sorting capacity in the sorting centers, unlike
in [BG15, BGMS15, GS00, JST+04, KBWR99, LM14, Nga07, ZW02]. The sorting capac-
ity is guaranteed by the soft constraint of the catchemnt areas (like Bruns et al. [BKS00]).
This constraint means that each delivery depot is assigned to a sorting center and that
parcels whose destination is this delivery depot should be sorted in this sorting center
and not in other sorting centers.

Disaggregate shipping is a term defined by Leung et al. [LMS90] which states that
all the parcels from one origin to a destination do not have to use the same path in the
network. Not all the authors clearly mention if they allow this option or not as it seems
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that it is supposed to be obvious when it is allowed and it is not allowed (e.g., for purposes
of traceability). In the LHPTP, we allow disaggregate shipping as [BG15, BGMS15, GS00,
Mei15]. Baumung et al. [BGMS15] introduce the structure of the German postal network
for letter mail and for parcel mail, which is like ours. They present two models: The
location/allocation model and a model which adds service quality constraints (next day
delivery for 90% of parcels). This last model cannot be solved to optimality using solvers.
Therefore, they developed metaheuristics to solve it. The solution of the hub location
problem (first model) is the key to the strategic optimization of the overall network in
the case when subsets of sorting centers are used as hubs in the long-haul transportation
subnetworks. Baumung and Gunduz [BG15] focus on consolidating residual volumes to
optimize standard parcel distribution tested on the data of Australia Post (from 10 to 50
sorting centers). They call their problem the Residual Volumes Hub Location Problem.
The main idea of their heuristic is to route the small amounts of parcels that remain after
full containers have been routed (called residual volumes). They present an MILP and
valid inequalities which improve its resolution.

1.4 Optimization Objectives

While the main objective of long-haul parcel transportation is the cost minimization of the
total transportation and sorting operations, there are other objectives which can occur.

The quality of service is one of the classical objectives in parcel transportation. It
consists of delivering most of the parcels within 24 hours and is called D+1 delivery (or
next day delivery). Generally, in road transportation, a D+1-ratio is given by the postal
company [BGMS15, Mei15]. Meisen [Mei15] works on D+1 delivery of parcels in Germany
(33 hubs and 200 depots). He introduces an MILP which can be solved by introducing
some clever limitations of the solution space (e. g., valid inequalities). Here, the D+1
delivery is the objective of the optimization process. He studies the transportation costs
variations according to the D+1-ratio guaranteed to the customer. In this manuscript, we
do consider time delivery constraint within 24 hours and 48 hours but without ensuring a
D+1 quality of service. Note that some countries are small enough that the D+1 delivery
is not an optimization objective. While for bigger countries, the air transportation is
required to ensure next day delivery [BKKW02, KBWR99, Nga07], which is why they
address the problem of express shipment.

Some issues, as the objectives of Batista [Bat16] and Ben Ayed [BA11] are very rarely
mentioned in the literature. Ben Ayed [BA11] is planning the parcel delivery scheme for
an anonymous company, the security of the delivery (drivers and packages) is one of their
focuses, along with the costs and the time of delivery. He uses a MILP to optimize the
network (22 stations, 13 hubs). He develops the practical issues they met when applying
their schedule, with the reluctance of workers to change methods. And he is the only one
in the literature to develop this. Batista [Bat16] works on the case of parcels of South
Africa Post Office, his objective is to reduce customer complaints. Thus he presents route
optimisation techniques to improve the parcel service. The network is composed only of
mail centers which are delivered by trucks (26 mail centers, 2500 operating retail outlets).
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This appears to be a somewhat unique design for a postal network as they do not have
distribution centers (or delivery depots as we call them) which would have reduced the
number of origin-destination pairs through consolidation.

Finally, in some parcel transportation optimization problems, strategic hub location
occurs. The Hub Location Problem (defined in Section 3.3) consists in picking some sites
as hubs among a set of sites in a way which minimizes the transportation costs. Thus the
parcel transportation problems can be divided between Hub-and-Spoke Network Design
problems [BG15, BGMS15, BKS00, GS00, LM14, Mei15, ZW02] (defined in Section 3.2)
and Service Network Design problems [BKKW02, BA11, CRWM07, JST+04, KBWR99,
LZL20, Nga07, ZPM21] (presented in Section 2.2). In our optimization problem, we have
some fixed hubs proposed but we can add new hubs if we want. It seems that very
few countries have ever completely redesigned their postal networks with the exceptions
of Slovakia [MMŠ15], Czech Republic [JL99] and South Korea [KLP14]. This will be
detailed in Section 3.1 and Section 3.3.

1.5 Overview of Computational Approaches

With respect to the solving methods, most of the works presented in this section propose
an MILP to address their parcel delivery problems [Bat16, BG15, BGMS15, GS00, LM14,
LZL20, Mei15, Nga07, ZW02]. Integer Linear Programs are proposed by [BKKW02,
BA11, CRWM07, KBWR99, ZPM21]. Zäpfel and Wasner [ZW02] and Baumung and
Gündüz [BG15] have introduced valid inequalities to strengthen their models. Barn-
hart et al. [BKKW02], Kim et al. [KBWR99], Cohn et al. [CRWM07] and Grünert and
Sebastian [GS00] present specially designed heuristics which divide the problem into
subproblems solved separately. Note that this is not divide-and-conquer since in the
divide-and-conquer paradigm, the original problem is divided into subproblems which
are the same problem as the original one [CLRS09] while in these heuristics, the original
problem is divided into different problems. Lin et al. [LZL20] use a Simulated Annealing
algorithm to solve their problem. Local search algorithms are used in [BGMS15, BA11].
Genetic algorithms are used in [Nga07]. And a constructive heuristic is proposed by
Zhang [ZPM21].

In this thesis, we will present an MILP to model the problem and we will also intro-
duce MILP-based divide-and-conquer heuristics to solve the LHPTP. A reminder of the
vocabulary of linear programming is given in Section 4.1.

1.6 Synthesis

In this Section, we have classified the long-haul parcel transportation optimization prob-
lems found in the literature according to the characteristics presented in Table 1.1. The
first way to classify these problems is the transportation mode, which strongly impacts
the optimization models proposed. The second way to distinguish these problems is the
format of the network on which the parcel service is designed. The way the parcels are
transported is also very important, as well as the optimization objective. With respect to
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all of these characteristics, the LHPTP is unique with respect to its position in Table 1.1.

2 Network Design in Freight Transportation Prob-

lems

There is a family of problems called network design problems which is described by
Magnanti et al. [MW84]. This type of problems tackles the three levels of decision-making
that arise in transportation optimization [Cra98, Cra00].

Historically, the first problem of the network design family studied was the general
Network Design Problem [JLK78]. In the 80’s and 90’s, the Hub-and-Spoke trend ap-
peared and this type of network was broadly studied and used for transportation opti-
mization (see Section 3.1). In 1986 Crainic defined the Service Network Design (SND)
problems [CR86] in which transport services have to be defined and operated over a
physical network. Service network design can be applied to various domains including
public transportation [GH08] and freight transportation [Cra03]. We will focus on the
latter in this manuscript. In freight transportation, SND is one of the two possible
problem categories according to Steadieseifi et al. [SDN+14], the other one being the net-
work flow planning. This latter problem addresses the optimization of the movement of
commodities throughout the network which is already designed. For more details about
multicommodity network flows, which are in general not NP-Hard problems, one could
refer to Ahuja et al. [AMO88], or Tomlin [Tom66]. Note that the Service Network Design
can use network flow as a subroutine while the reverse is not true.

In Section 2.1, we introduce point-to-point delivery problems which are historically
the first problems addressed within the family of network design problems. Then, Service
Network Design (SND) problems are presented in Section 2.2 and their extension with
Asset Management (SNDAM) in Section 2.3. Finally, we give the specifics of Service
Network Design with trucks twin-trailers in Section 2.4. Thanks to all these definitions,
we will be able to position the LHPTP within the domain of Service Network Design in
the synthesis at the end of the section.

2.1 Point-to-Point Delivery Problems

In the LHPTP, the objective is to deliver point-to-point demands in a network in which
consolidation and sorting are available. Problems with point-to-point demands for de-
livery have been studied as point-to-point delivery problems. Li et al. [LMSL92]
discuss the computational complexity of these types of problems. These problems in-
volve shipping one item from each one of p sources to p destinations. The destinations
might be prematched to sources (the fixed destination case, which occurs for parcel or
passenger transportation), or a source’s item might go to any destination (the non-fixed
destination case which occurs in freight transportation). The networks can be directed or
undirected. Up to K items at once they can share a truck on an arc, and costs are linear
in the number of trucks used. The authors also consider the point-to-point connection
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problems, which consists in finding a minimum cost arc subset connecting sources with
destinations. They state that all variations of both problems are strongly NP-hard for
all K ≥ 2, but that there are polynomial algorithms in some cases (if p is fixed, or if the
underlying network is an undirected grid with sources on one side, destinations on the
other). The directed fixed destination version of this problem is close to our LHPTP but
there are some differences: It does not have sorting costs, nor does it offer the possibility
to do disaggregate shipping. Moreover, the path length is not limited in this problem. If
the first difference do not change the complexity, the second and third ones might impact
it.

Leung et al. [LMS90] also work on the point-to-point route planning problem. They
have a delivery network with nodes of two types: terminal nodes and distribution centers
(respectively our delivery depots and sorting centers). They decompose their optimization
problem into two subproblems: An assignment problem with capacity constraints and a
multicommodity flow problem. They present an MILP for the first subproblem. They do
not discuss complexity even if they emphasize that the cost is not linear as it is a step
function which depends on the vehicles.

After the end of the 90s, the term “point-to-point” was deprecated for the benefit of
Service Network Design which covers both point-to-point demands and multi-origin or
multi-destination demands. Nowadays, the term “point-to-point” is used to talk about
networks and means there are direct connections between sites (see Figure 1.1a). For
instance, Kim et al. [KLP14] distinguish the point-to-point network (with direct con-
nections between all pairs of sites), the hub-and-spoke network, and hybrid networks
which are a combination of both. These last two types of network will be discussed in
Section 3.1.

2.2 Service Network Design Problems

In the LHPTP, we design a network for a parcel transportation service, thus it is a Service
Network Design problem. The Service Network Design (SND) problem is an opti-
mization problem, defined by Crainic and Rousseau [CR86], which addresses the tactical
issues of selecting and scheduling the services to operate on a network as well as the lo-
gistics operations and fleet routing necessary for the service. A very complete description
of Service Network Design in freight transportation is given in [Cra00]. SND in freight
transportation has been surveyed by Crainic [Cra98] and Wieberneit [Wie08]. Models
and methods for solving SND problems are presented extensively by Krishnan [Kri98].
Costa [Cos05] provides an overview for the fixed charge SND. It is a SND problem in
which there are fixed costs when opening a link in the network. We already presented
SND for parcel services [BKKW02, KBWR99, LZL20] in Section 1. We introduce in this
section SND problems which concern freight transportation, the main differences being
the transportation mode.

The Express Shipment SND is defined by Ruckle [Ruc18] as the problem of determin-
ing the lowest cost way to use a heterogeneous, multi-modal vehicle fleet to move a set of
express shipment packages from their origin airports to their destination airports within
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a domestic multi-hub-and-spoke network and within the guaranteed service periods. She
proposes a model for this problem and approaches to solve it. A multi-hub version of
ESSND with flexible hub assignment is studied in [PLT18]. An overview on Express
Shipment Service Network Design is proposed by Taanman [Taa07]. In this paper, the
focus is on express shipment delivery companies and the express shipment delivery prob-
lem. The solution frameworks that are used in practice by the 4 major leading companies
(UPS, FedEx, DHL and TNT) on this area are reviewed. This problem is a SND problem
for parcel transportation, but the air transportation do not have the same issues as road
transportation, thus it cannot be applied as is to our problem even if there are similarities.

The Express Train Service Network Design Problem is studied by Liu et al. [LLWZ18].
They formulate it as a non-linear integer programming model whose goal is to find a ser-
vice network and shipment routing plan at minimum cost. Lan et al. [LHX20] investigate
the scheduled service network design problem in rail freight transportation and solve
it thanks to a combinination of Benders decomposition and column generation. More
information on railway SND can be found in Zhu [Zhu11].

SND for an intermodal container network with flexible due dates/times and the pos-
sibility of using subcontracted transport is studied by Riessen et al. [RNDL15]. Their
model uses a combination of a path-based formulation and a minimum flow network for-
mulation. Two new features are integrated to the intermodal network-planning problem:
Firstly, overdue deliveries are penalized and not prohibited, and secondly, the model
combines self-operated and subcontracted services. They consider the network-planning
problem at a tactical level as we do.

The integrated SND for a cross-docking supply chain network is presented by Sung
and Song [SS03]. The problem is modeled as a path-based formulation for which a
tabu-search-based solution algorithm is proposed. In supply chain optimization, the
Logistics SND is defined and studied (see [DLPR18]) but this problem is too far to parcel
transportation as in the LSND problem, customers demands may be offered in multiple
origin locations.

Concerning long-haul freight transportation, an original new problem, the Service
Network Design and Routing Problem, is treated by Medina et al. [MHLP19]. This
problem integrates long-haul and local transportation planning decisions. In postal terms,
they treat both long-haul transportation and delivery. They present both an arc-based
and a route-based MILP formulations for their problem. They solve each with a dynamic
discretization discovery algorithm. The scheduled service network design of long-haul
freight transportation presented by Li et al. [LJL+21] is also unique in the sense that
the synchronization departure time for commodity and vehicle at an arc is unknown in
advance. The vehicles which deliver the commodities are rent and not balanced at all. It
makes a huge difference with Service Network Design with Asset Management that takes
into account the vehicle management.
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2.3 Service Network Design with Asset Management

One of the main constraints of the LHPTP is the design-balance constraint. It states
the vehicles have to go back at their starting points before the end of the day in order
to be used again the next day. This leads to empty vehicle flows as once the parcel
have been distributed in the delivery depot, the trucks are empty. In parcel services,
the terms of “empty balancing” [GS00] and “repositioning” [JST+04] of the vehicles are
used. In this thesis, we will use empty repositioning to talk about these vehicles
movements. A taxonomy of empty flows and fleet management models is presented by
Dejax and Crainic [DC87], they discuss the advantages of a hierarchically approach for
the management of both empty and loaded vehicles in freight transportation.

Andersen et al. [ACC09a] introduce the Service Network Design with Asset
Management (SNDAM) and clearly defines the design-balance constraint as an asset
management constraint. Before this, the asset management was not always emphasized
in the name of the problem: Barnhart et al. [BKKW02] explain that the SNDP, unlike
the conventional network design problem (NDP), has an added degree of complexity in
that the assets need to be balanced at the ends of the planning period for continuity in
the service cycle. For them the NDP is what we will call SND and SNDP is what we will
call SNDAM.

SNDAM has been studied by Andersen et al. [ACC09b] who present it as an extension
of the design-balanced capacitated multicommodity network design problem. The MILP
solver they use struggles to find solutions to the MILP presented, therefore, additional
constraints are introduced to strengthen the relaxation and speed up the solution process.
Heuristics based on decomposition of the problem into three main steps: construction of
the network, filling vehicles with commodities and construction of the vehicle plannings
are presented in Teypaz et al. [TSC10].

Multicommodity Capacitated Network Design is a variant of SNDAM. This
problem consists in designing a service network with asset management and more than
one commodity to route. A survey on MCND has been done by Gendron et al. [GCF99].
Chouman and Crainic [CC15] create a cutting-plane matheuristic 2 for the design-balanced
capacitated multicommodity network design problem. The aim is to identify promising
variables thanks to learning mechanisms embedded into the cutting-plane procedure in
order to reduce the dimension of the problem instance and therefore make it addressable
by a MIP solver.

The SNDAM is sometimes called Service Network Design with Resource Constraints
[CHTV16, LDP+20]. This problem is addressed by Crainic et al. [CHTV16] who solve it
with an approach that combines column generation, meta-heuristic, and exact optimiza-
tion techniques. And, in the case of single-path SND (each commodity is delivered along
a single path that prevents flow partition) by Li et al. in 2020 [LDP+20]. They introduce
both node-arc and arc-cycle MILP formulations which are too large to be solved by a
solver. They present a heuristic based on column generation to solve their MILP. Peder-
sen et al. call their variant of SNDAM, the Service Network Design with Asset-Balance

2A matheuristic is the interoperation of metaheuristic and mathematical programming [MF16].
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Requirements [PCM09]. Both arc and cycle-based formulations for the new model are
presented as well as a Tabu Search meta-heuristic framework for the arc-based formula-
tion.

The SNDAM problem is more general than the LHPTP and it does not address some
specific characteristics of the LHPTP. The parcels are routed in trucks but we also have
to address the fact that they are sorted at the sites encountered during their trip and
they are grouped in trucks.

2.4 Trucks with Twin-Trailers

The network design problems developed in Sections 2.1- 2.3 do not consider the same
vehicles as we have: Trucks with one or two containers. The vehicles of this latter type
can also be called trucks with twin trailers, or trucks with swap bodies. Here, we present
network design problems which use this specific vehicle types.

As we do bulk transportation, each container is completely emptied at destination,
thus two containers offer the possibility to distribute parcels in two destinations. Thus
this specific fact is noteworthy.

Sebastian [Seb12] present the 2-container problem in which customers order a number
of swap bodies. Each customer order is a request characterized by an origin, a destination,
a pickup and a delivery time window. The problem is to assign requests (physically
containers) to trucks, to route the trucks and to reposition the empty ones. Unlike him,
we will not consider the containers and trucks separately in the LHPTP.

Huber and Geiger [HG14] study the Swap Body Vehicle Routing Problem. This
problem is a VRP unlike the LHPTP, but they define the logistics operations which can be
done with the vehicles that we manage. They present an Iterated Variable Neighborhood
Search to solve their problem. The four operations they define one trucks with two swap
bodies are:

� The park operation: when a truck with two swap bodies arrives at a site, leaves
the second swap body in this site and then continues its path (the first swap body
is the one near the trailer).

� The exchange operation: when a truck with two swap bodies arrives at a site, leaves
the first swap body in this site and then continues its path.

� The pickup operation: when a truck with one swap body arrives at a site, picks up
another swap body and goes out of the site with the two swap bodies.

� The swap operation: when a truck with at least one swap body arrives at a site,
it leaves at least one swap body in the site and replaces it with at least one swap
body met in this site.

In the LHPTP, none of these four operations are allowed.
Sun et al. [SZH15] study the case of postal express lines of a German express enterprise.

They base their optimization on driving pattern of trucks, which is very rare in the
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literature. To do that, they introduce three logistics operations which can occur thanks
to swap bodies. The first one is the reciprocation: Sorting center A dispatches a truck
which is loaded with outbound mails to sorting center B. After being unloaded, the truck
returns with inbound mails (the outbound mails of sorting center B). The second one is
the convection: Each sorting center dispatches a truck which is loaded with outbound
mails to each other. After being unloaded, these trucks return to their sorting center
respectively. The third and last one is the rendez-vous: Two trucks depart from their
own sorting centers to an assigned point. When they meet at this point, the two trucks
exchange their mails (usually swap containers directly) with each other and then return
to their respective origins. They present an MINLP and a two-level tabu search procedure
based on shipment grouping.

Eckstein and Sheffi [ES87] optimize the Group Line-Haul Operations for Motor Car-
riers Using Twin Trailers. They aim to minimize the transportation cost of the daily
movement of trailers between a central breakbulk terminal and a set of end-of-line satel-
lite terminals. But as each tractor can pull two trailers, there are many possibilities for
creating tractor tours which perform the required pickup, delivery, and empty-balancing
operations. They present an optimization approach based on a branch-and-bound frame-
work, a Lagrangian relaxation for lower bounds and two upper-bound heuristics for solv-
ing this problem.

In the LHPTP, we have trucks with twin-trailers and the choice to use a truck with
one container or two containers for each path. But we do not consider the routing of the
trucks and the containers as a separate optimization problems and we do not consider
other logistics operations than the sorting. Zäpfel and Wasner [ZW02] and Cohn et
al. [CRWM07] also use double trailers and model it with two vehicle types as we do. Cohn
et al. [CRWM07], who optimize transportation for small package carriers, emphasize that
it gives a non-linear cost structure (with respect to the number of vehicles) as the cost
of using a double trailer is cheaper than using two single trailer. This makes the MILP
relaxation weak as it leads to a large number of nodes in the branch-and-bound tree.

2.5 Synthesis

In this Section, we have positioned the LHPTP among the family of network design
problems. Indeed, the LHPTP is a service network design problem as we design a network
for a parcel service. The LHPTP is also included in the subcategory of the SNDAM as
it has a design-balance constraint to balance the vehicles and containers. Inside this
category, the LHPTP can even be considered as a Multicommodity Capacitated Network
Design problem as the vehicles have capicities. Therefore, even if the arcs of the network
do not have capacities (the number of trucks is not limited) there are capacity constraints
in the LHPTP.

Nearly all the papers cited here present an MILP and a heuristic to solve the problem
as commercial solvers are only able to find high-quality solutions for small and medium
size instances. Thus heuristics are necessary to solve large-size instances.
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3 Design of Hub-and-Spoke Networks for Freight

Transportation

Now, we look at the LHPTP from the point of view of type of network. We introduce
hereafter the hub-and-spoke network on which we will design our parcel service. In
Section 3.1, we will define the hub-and-spoke network and its variants. Then, we will
describe the network design problem which occurs on this type of network in Section 3.2.
Finally in Section 3.3 we will talk about the design of the hub-and-spoke network (after
talking about the design on the hub-and-spoke network).

3.1 Hub-and-Spoke Network

In the LHPTP, the parcel service is designed on a network which is composed of two
nested hybrid hub-and-spoke networks. Thus, we will characterize the hub-and-spoke
network and its variants. A hub-and-spoke network has been defined by [BO99] as
a network in which all links must either begin or end at a hub, the other extremities
of the links being the spokes (see Figure 1.1b). The hub-and-spoke networks have been
largely used for parcel services since Fedex used this type of network in the USA in the
80s [Che85, TH85]. Before that, due to the obligation to connect all sites with direct
flights, the air network was a point-to-point network (see Figure 1.1a).

(a) Point-to-point network (b) Hub-and-spoke network

Figure 1.1: Comparison of point-to-point and hub-and-spoke networks

Hub-and-spoke networks in transportation are surveyed by Bryan and O’Kelly [BO99].
A framework to design hub-and-spoke networks in the case of air transportation is pre-
sented by Aykin [Ayk95]. O’Kelly [O’K98] analyses the hub-and-spoke network and
explains why it is sometimes useful to add direct links. A hub-and-spoke network in
which there are possibilities to bypass the hubs with direct links is called hybrid hub-
and-spoke network [ZW02, ZWL07, LM14] (see Figure 1.2a) as opposed to a pure
hub-and-spoke network (see Figure 1.1b).
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(a) Hybrid hub-and-spoke network (b) Hub-and-spoke network with stopovers
and feeders

Figure 1.2: Comparison of hybrid hub-and-spoke network and hub-and-spoke network
with stopovers and feeders

The hub network with stopovers and feeders is defined by Kuby and Gray [KG93]
who study it on the case of Federal Express. This is another type of hub network in which
the sites are connected by a hub, but these sites serve as stopovers in which demands
from other sites can be consolidated in feeder flights (see Figure 1.2b). This network
has three types of sites on two levels like the network in the LHPTP but no bypass is
allowed. A comparison of pure hub-and-spoke network and hub-and-spoke network with
Stopovers and Feeders on the case of Federal Express AsiaOne express network can be
found in Lin et al. [LLL03].

Each one of the types of network presented above has its advantages and drawbacks.
The question is which one is the most adapted to the considered problem. In the LHPTP,
on one hand, we have sorting costs in the hubs, thus a pure hub-and-spoke network would
be expensive; but on the other hand, we do not have enough parcels to use a pure point-
to-point network. This is why we design a hybrid hub-and-spoke network to look for a
good trade-off. However which direct lines are promising and should be included in the
design process of the network? Zhang et al. [ZWL07] work on this question. They discuss
if it is better to choose direct path or use hubs. They use a genetic algorithm on their
problem which has 1 hub and 15 depots on one level. Kim et al. [KLP14] present the
case of South Korean parcel delivery industry. They simulate various types of networks
including point-to-point, hub-and-spoke, and multiple hub structure with parcel demand
changes. They show that when demand is low the best type of network is a hub-and-
spoke network, while when demand is higher, it is better to use direct paths. Zapfel
and Wasner [ZW02] investigate the planning and optimization of hybrid hub-and-spoke
transportation on the case of parcel delivery in Austria (1 hub and 10 depots). They have
the same vehicle fleet as we do, but they have a one level network. And their demands
are from depot to depot. They propose an MILP to solve their problem.

Lin and Chen [LC04] define a hierarchical hub-and-spoke network (see Fig-
ure 1.3b). In this type of network, each site is assigned to exactly one hub. It corresponds
to our network without considering any inner-hub. They treat the time-constrained hier-
archical hub-and-spoke network design problem as they consider simultaneously the time
constraint and the design of routes, fleet size and schedules. Their case study is on the
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network of Taiwan.

(a) Hub-and-spoke network with two hubs (b) Hierarchical hub-and-spoke network
with two hubs

Figure 1.3: Comparison of hub-and-spoke network and hierarchical hub-and-spoke net-
work

In the LHPTP, we have a two level hub-and-spoke network. None of the levels are
hierarchical even if there is a soft constraint about hierarchy which will be discussed
in Section 2 of Chapter 3. The imbrication of the two levels of a pure non-hierarchical
hub-and-spoke network is presented in Figure 1.4a: The spokes of the inner level are the
hubs of the outer level. For information about the hierarchical two-level hub-and-spoke
network one could refer to Claes et al. [CHVG10]. The network on which we design
our parcel service is represented on Figure 1.4b: There are two levels of non-hierarchical
hub-and-spoke networks. The inner-level is hybrid while the outer level is a pure hub-
and-spoke non-hierarchical network.

(a) Pure two-level hub-and-spoke network (b) Our two-level hub-and-spoke network

Figure 1.4: Comparison of a pure hub-and-spoke network and our hub-and-spoke network

3.2 Hub-and-Spoke Network Design

The problem of designing a hub-and-spoke network is the hub-and-spoke network
design problem (or HSND problem), which is sometimes called hub network design
problem [OM94] (HND). It involves four steps:

1. optimizing the locations of the hubs;
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2. linking non-hub sites to hubs;

3. creating links between the hubs;

4. routing flows through this network.

For the LHPTP, we will focus only on the last three steps. The first one has already been
done by transportation managers, but this is a soft constraint and we will discuss it in
Section 2 of Chapter 3.

A review and synthesis of Hub-and-Spoke Network design is proposed by O’Kelly
and Miller [O’K98]. Intermodal hub-and-spoke network design is studied by Meng and
Wang [MW11]. They take into account multiple stakeholders, multi-type containers and
container transfer processes at hubs. In some cases, the hubs can be capacitated, at it is
the case for Serper and Alumur [SA16] who optimize the design of capacitated intermodal
hub networks with different vehicle types. Their problem consists in determining the
locations and capacities of hubs, which transportation modes to serve at hubs, allocation
of non-hub nodes to hubs, and the number of vehicles of each type to operate on the hub
network to route the demand between origin-destination pairs with minimum total cost.
The generalized hub-and-spoke network design problem is studied by Lin et al. [LC08].
This problem combines the three types of hub-and-spoke networks: pure hub-and-spoke
network, hub-and-spoke network with stopovers and feeders, and hub-and-spoke network
with stopovers, feeders and center directs.

Wasner and Zapfel [WZ04] design for Austria (10 depots 1 hub) a delivery network
such that 24-hour delivery service must be guaranteed. They present a multi-depot hub-
location vehicle routing model for network planning of parcel service. They can choose the
locations of the hubs and assess a path to the parcels. They raise the following questions:
Why should it be necessary for network design to determine simultaneously the depot
and hub locations and the routes ? Thus they consider methods like the method Locate
First/Route Second which decouples the problem into two sub-problems. After that, they
do the two steps iteratively with feedback as one step influences the other. They consider
closing some hubs or depots and opening some new ones, with both a costs aspect and a
practical aspect.

3.3 Hub Location Problem

The optimization of the location of hubs in a hub-and-spoke network is the Hub Loca-
tion Problem (HLP). It can be incorporated to the HSND problem or be treated as a
first step before a Location Routing Problem. The HLP is a Facility Location Problem
know to be NP-Hard [GN11]. The HLP was originally formulated by O’Kelly [O’k87]
as a quadratic integer programming model. Since Campbell [Cam94], it is referred as
the p-hub median problem. Indeed, it is similar to the p-median problem defined by
Hakimi [Hak65] as the problem of finding the locations of hubs which minimizes the total
distance in the network. The p-hub median problem aims to select p hubs from a set
of facilities and to allocate spoke nodes to hubs while optimizing the routing of freight
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flows. The difference is that the p-median problem designs a hierarchical hub-and-spoke
network (each spoke is linked to one and only one hub) while the p-hub median designs
a non hierarchical hub-and-spoke network (each spoke is linked to at least one hub).

Reviews of the state of the art of HLP are presented by Alumur et al. [AK08] and
Farahani et al. [FHAN13]. As for HLP in transportation networks, it has been studied by
Gelareh and Nickel. [GN11]. For them, the HLP which occurs in transportation networks
is the uncapacitated multiple allocation hub location problem. They propose a Benders
decomposition approach to solve large instances for which the MILP they provide is not
addressable by commercial solvers. They test it on the fixed cost values for Australian
Post (AP) dataset they introduce.

Jablonský and Lauber [JL99] design the national postal distribution network in Czech
Republic. They have to pick sites among the 69 local transit centres to make them become
sorting centers and to determine the better number of sorting centers. The same problem
is tackled by Madleňák et al. [MMŠ15]. In this last paper, they try to design a three levels
network as in the LHPTP and define the types of the sites. Lee and Moon [LM14] work
on the case of Korea Post (1 hub, 25 centers). They consider a hybrid hub-and-spoke
network in which they select hubs thanks to an MILP which solves this Hub Location
Problem and optimizes the transportation simultaneously. They do not optimize the
transportation between sorting centers and depots. Hillebrandt [Hil15] investigates an
original question about the design of a parcel service in Germany. She studies the re-
optimization of an already existing network with a practical aspect: What happens to
the nodes linked to a hub when this hub is replaced? She models the extra costs raised
by the movement of hubs which is rare in the literature.

In the LHPTP, we design a hub-and-spoke network but we do not have a proper HLP
as it is part of the optimization of the parcel service without being a separated problem.

3.4 Synthesis

In this Section, we define the hub-and-spoke networks and characterize the network of
the LHPTP as a two-level non-hierarchical hybrid hub-and-spoke network which is hybrid
on the inner-level only. The design of this type of network is an optimization problem
known to be NP-Hard [EHJ+09] (both in the case of single and multiple allocation, for
uncapacitated hubs). However, in the LHPTP, we do not locate the hubs. Some hubs
are already provided and we have two strategies to test: Using these sites as inner-hubs
or using all the sorting centers as inner-hubs (consequently rejecting this soft business
constraint). When we use all the sorting centers as potential hubs and the best solution
we have do not use some hubs, we say that these sorting centers are “simple” sorting
centers while the ones used as inner-hubs are inner-hubs. We are assigning types to site,
but this is not a HLP as it is a consequence of the optimization of the service. It is a
HSND problem as some of the steps of HSND are tackled.
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4 Linear Programming and MILP Decomposition

In the previous sections, we have presented parcel transportation problems, SND prob-
lems and HSND problems. For the first two categories of problems, the scheme is usually
to write an MILP and to propose a heuristic to solve this model. In this thesis, we will
present an MILP to model the LHPTP and we will also introduce MILP-based divide-
and-conquer heuristics to solve it. In Section 4.1, we define what is an MILP an give the
vocabulary and notions needed to fully understand the rest of this manuscript. Then,
we give a quick reminder of the standard techniques used to solve MILPs in Section 4.2.
Finally, in Section 4.3, we present the MILP decomposition techniques used in the liter-
ature.

4.1 Mixed Integer Linear Programs

In the previous sections of this chapter, we have seen that many authors use Linear
Programs to model parcel transportation. In this section, we define this notion and its
vocabulary. Linear Programming is a technique which appeared in 1947 [Dan83]. It
allows to model and to solve a combinatorial optimization problems [Chv83]. A problem
modeled in linear programming minimizes or maximizes an objective function under
certain constraints. Each equation (objective function and constraints) is linear, that is,
it can be interpreted as a linear function. Therefore, with ai,j, bi, ci ∈ R ∀i, j ∈ N, a linear
program is of the form:

Min
n∑
j=1

cjxj (1.1a)

s.t.
n∑
j=1

ai,jxj


=
≤
≥

 bi ∀i = 1, . . . ,m (1.1b)

x ∈ X (1.1c)

The vector x of dimension n corresponds to the variables of the linear program. The
domain of definition of the variables is denoted X. The vector c corresponds to the
vector of costs. In the case when X is the set of reals (X = Rn), we are talking about
Linear Programming (LP). If X represents the set of integers (X = Nn) then it is
an Integer linear program (ILP). When some variables are integers and others real
numbers, we talk about Mixed Integer Linear Programming (MILP). This is the
case for the model presented in Section 3.3 of Chapter 2. In the literature, the terms
MIP and IP can also be found. The Mixed-Integer Programs regroup both MILP and
MINLP (Mixed-Integer Non-Linear Programs). For clarity sake, we will not use MIP or
IP. Some resolution techniques use the MILP relaxation. It is the same linear program
as the original MILP except that the integer variables are real numbers: The integrality
constraint of each variable is removed.

In transportation, LP can be arc-based, which means that there are variables which
represent the flow on the arcs of the graph in which the transportation is optimized [GS00,
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JST+04, Mei15], or path-based (sometimes route-based is also used [BKKW02, SS03]).
This means that there are variables which represent the flow to optimize on paths or
routes which are made of one or more arcs. In these models, solving the LP consists
in selecting paths (or routes) among the possible paths. Note that in the literature,
the path-based formulations are also called arc-chain formulations [FPL93] or arc-path
formulations [Wan18], while the arc-based formulations are also called node-arc formula-
tions [Wan18].

When a constraint has to be respected, it is called a strong constraint, as opposed
to a soft constraint which can be represented with penalties in the objective function
when it is not respected or can even be completely rejected.

4.2 Classical Optimization Techniques

An LP can be represented with algebraic notations:

Min cx (1.2a)

s.t. Ax ≤ b (1.2b)

x ∈ X (1.2c)

In this form, we can express the feasible solution space by a polyhedron:

P = {x ∈ Rn: Ax ≤ b, x ∈ X}

A solution x∗ ∈ P is optimal if and only if cx∗ ≤ cx , ∀x ∈ P .

The feasible solution space of a linear program is a polyhedron and the set of optimal
solutions are on these faces. The simplex algorithm [Dan90] then makes it possible to
explore the vertices of the polyhedron, more precisely the extreme points, until reaching
an optimal solution if it exists.

In this manuscript, we will not use a tailor-made algorithm to solve our MILP but
an MILP-solver: CPLEX (version 12.8) [Cpl09]. The name CPLEX is a word game
built on the concept of a simplex algorithm written in C. So C-Simplex trained CPLEX.
Nowadays, CPLEX does not use only the simplex algorithm but also other state-of-the-
art techniques. We will use this MILP-solver as a black-box to solve some parts of the
problems tackled here.

A key notion of linear programming is the notion of duality. Let us take again the
algebraic form of the LP, called primal, with x the vector of n variables, c the vector of
costs, A the matrix m × n constraints and b the column vector of the second side (see
Equation (1.3)). For each constraint i (i = 1, . . . ,m) a dual variable yi is associated. The
dual of the LP is then defined as in Equation (1.4).
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Min cx (1.3a)

s.t. Ax ≤ b (1.3b)

x ≥ 0 (1.3c)

Primal LP

Max yb (1.4a)

s.t yAT ≤ c (1.4b)

y ≤ 0 (1.4c)

Dual LP

Comparison of the primal and dual LP

The strong duality theorem [Sch98, WN99] states that:
If the primal problem (1.3) admits an optimal solution x∗, then the dual problem (1.4)
admits an optimal solution y∗ and cx∗ = by∗. If the dual problem is unbounded, then the
primal is not feasible.

Indeed, the solution to the dual problem provides a lower bound to the solution
of the primal problem. The strong duality theorem implies a relationship between the
primal and dual which is known as the complementary slackness. There are then primal-
dual algorithms in order to solve a linear program, which solve both problems and test
the optimality by measuring the gap between the two solution. This duality gap between
the best solution found for the primal and the best solution found for the dual (called
lower bound) is a good indicator of the quality of a solution thus we will use this indicator
in the rest of this manuscript.

CPLEX solver, that we use as a black-box, gives a gap relative to the best possible
optimal value along with the best solution it obtains using Branch-and-Cut [PR91]. The
Branch-and-Cut algorithm, which is a branch-and-bound algorithm [LW66] which uses
cutting planes to tighten the MILP relaxation, is solved via the simplex algorithm.

4.3 MILP Decomposition via Divide-and-Conquer Paradigm

As we have seen in the previous sections, in heuristics, MILP are often decomposed
mathematically: Row generation (Benders decomposition [Ben62], Cutting-Plane Algo-
rithm [Kel60], Branch and Cut [Mit02], etc.) or Column generation (Dantzig-Wolfe
decomposition [DW60], Branch and Price [BJN+98], etc.). Sometimes, the problems are
decomposed into subproblems of various types (e.g., Barnhart [BKKW02] dividing prob-
lem into route generation and then routing). According to Cormen et al. [CLRS09], a
divide-and-conquer algorithm recursively divides a problem into two or more subprob-
lems of the same or related type, until these become simple enough to be solved directly.
The solutions to the subproblems are then combined (or merged) to give a solution to
the original problem. With this definition, the divide-and-conquer paradigm appears
to be rarely used in optimization. One example we did find is in scheduling optimiza-
tion, chronological decomposition based on Divide-and-conquer methods are proposed by
Kelly [Kel02].

In transportation optimization, the problems are sometimes divided into clusters to
reduce their size. However, in these problems, only one optimization problem uses divide-
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and-conquer paradigm combined with an MILP to solve the subproblems. Indeed, Patiño
Chirva et al. [PCDCLS16] use a hybrid mixed-integer linear programming and clustering
approach to optimize the selective collection services problem of domestic solid waste.
This is not a SND problem as it is a vehicle routing problem (VRP). The idea to divide
transportation problems into subproblems via cluster-based approaches has been explored
in the literature. The definition of clustering, these cluster-based approaches and some
clustering algorithms are presented in Chapter 4 Section 1.2.

Another way to divide the problem will be explored in Chapter 5, it consists in
exploiting the hierarchical nature of our two level network to solve the two levels succes-
sively. The definition of two-level networks and a literature review about transportation
optimization on this type of network will be done in Chapter 5 Section 1.

5 Conclusion

In this section, we compare and position the LHPTP to the most closely related prob-
lems in the literature and isolate its key features. The Long-Haul Parcel Transportation
Problem (LHPTP) introduced in this thesis is a Service Network Design problem with As-
set Management which takes place on a two-level non-hierarchical hybrid hub-and-spoke
network which is hybrid on the inner-level only. Thus the LHPTP is also a Hub-and-
Spoke Network Design problem. The LHPTP has distinct properties such as the fact
that demands have both fixed origin and destination, and the sorting operation has a
cost per parcel. It is a point-to-point delivery problem, with a sorting operation, which
allows parcels with different destinations to be consolidated along their routes and which
appears mainly in the postal transportation domain. The long-haul parcel transporta-
tion problems are really a family of problems based on various parameters (e.g., allowed
logistic operations, limited fleet versus unlimited fleet, arc capacity, vehicle balancing
constraints, vehicle types, etc.). None of the problems modeled in the literature is suffi-
cient to model the specific problem that we want to solve nor to solve the variations that
could arise based on the various parameters that we consider. In fact, we notice that the
models presented in the literature related to this problem do not present a systematic
approach to the general problem of long-haul parcel transportation. Moreover, the prob-
lem we tackle is an industrial problem containing specific strong constraints. Thus, in
the next chapter (Chapter 2) after the presentation of the application framework of our
problem, we introduce a specific MILP for the LHPTP.

As we said in Section 4.3, divide-and-conquer techniques are rarely applied to opti-
mization problems. These techniques are efficient to tackle large-scale problems when
it is easy to solve smaller version of the same problem. This is our case as we have an
MILP which can solve quickly and exactly the small instances. Thus we will use the
divide-and-conquer paradigm along with the MILP in Chapter 4 and Chapter 5.
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In this chapter, we define the Long-Haul Parcel Transportation Problem (LHPTP). As
we said in the Introduction, the parcels go through lots of steps between the moment they
are sent in a post office until they reach the mailbox of the recipient. The optimization
problem we study is the optimization of the long-haul transportation of the parcels.

In Section 1, we describe the application framework of the problem. We define its key
notions: the parcels, the sites, the vehicles used, the sorting operation, the consolidation
of demands and the operational paths. Then the optimization problem is presented in
Section 2 (e. g. its input, its objective, its constraints and its output). In Section 3, a
formal definition of the problem is given. The network is described along with the two
graphs which we use to model the LHPTP: the demand graph and the physical distance
graph. Finally, a path-based MILP formulation for the LHPTP is introduced.

1 Application Framework

The LHPTP has a realistic basis as it comes from a case study provided by a postal
company. However, we do not strictly enforce all their constraints in order to explore
possibilities for finding improved solutions that are excluded by current restrictions on
the network. Therefore the application framework we define here is a model which does
not necessarily correspond exactly to today’s reality on the ground, it is inspired by it.
We will discuss in Chapter 3 Section 2 which soft constraints we want to respect and
which ones we want to release.

1.1 Long-Haul Transportation

Our objective is to optimize the transportation of parcels from their collection sites, known
as sorting centers, to delivery depots. It is a long-haul transportation optimization
problem. Long-haul transportation is defined as intercity transportation. It mainly
concerns the movement of goods over relatively long distances, between terminals or cities.
Goods may be moved by rail, truck, ship, etc., or any combination of modes [Cra03]. In
our case, it is truck transportation.

In our optimization problem, we do not optimize the collection operations that consists
in picking up the parcels and transporting them into the sorting centers which is the “first-
mile” optimization problem. Nor do we address the distribution from the delivery depots
to the final post offices which is the “last-mile” optimization problem. The Figure 2.1
distinguishes these three problems which are parts of parcel delivery. The wavy arrow
represents the path we are optimizing, with zero to two sortings in sorting centers different
than the origin one. Note that, the collection and the distribution parts can be modeled
with the Vehicle Routing Problem, which is another well-known optimization problem.
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Figure 2.1: The postal network

1.2 Parcels and Demands

A parcel is a physical object which must be routed from a specified origin site to a
designated delivery depot. We do not consider any volume nor weight for parcels, we
assume all the parcels have the same size which is a global average size. This is a realistic
assumption because each container can transport a significant amount of parcels. All the
parcels which have the same origin and destination are grouped in a demand. We define
a demand as an origin-destination-volume triple in which the volume is the number of
parcels to deliver from the origin to the destination. We assume there are demands from
all sorting centers to all delivery depots. Note that with this definition, there is only one
demand for each sorting center to delivery depot pair. We do not currently focus on the
demand forecast problem, since it is a distinct problem. As input, we are given demands
for an average day. More details are given in Section 1.3 of Chapter 3.

1.3 Sites

In our network, we have two distinct sets of sites: each site is either a delivery depot or
a sorting center but cannot be both.

The sorting centers are the starting points of demands in our network. Indeed, the
parcels are collected from their senders and gathered in their local sorting centers. They
are the place in which sorting (see Section 1.5) takes place and they are the departing
points and the endpoints for vehicles.

The delivery depots are depots from which the parcels are dispatched to the post
offices corresponding to their final destinations. They are the endpoints for parcels in our
problem.

Among the sorting centers, some are also inner-hubs fixed by the transport managers.
Inner-hubs are sorting centers which are on a path between two other sorting centers. Note
that we do not restrict ourselves to the inner-hubs proposed by the transport managers
as we sometimes consider all sorting centers as candidates to be inner-hubs.
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We have around 15 sorting centers and 150 delivery depots. More details are given in
Section 1.1 of Chapter 3.

Site Schedules

Both types of sites have opening hours. Sorting centers have three time slots in which the
sorting operation can be performed (see Figure 2.2a). The first sorting (post-collection
sorting) is mandatory and takes place before parcels leave their initial sorting center. A
delivery depot can receive parcels during two time slots in the day that occur before the
dispatching phases (see Figure 2.2b). Note that these times slots are not time windows:
the vehicles arrive before the beginning of the time slot and leave the site at the end of
the time slot.

(a) Sorting center timeline

(b) Delivery depot timeline

Figure 2.2: Daily operational organization

Catchment Area

In the LHPTP, we have a soft business constraint which assigns to each delivery depot
an associated sorting center. It is usually the closest (with respect to physical distance)
but not always as it has been determined by both history and transportation managers.
The area which contains the delivery depots affiliated to a sorting center, including this
sorting center, is called a catchment area. The sorting center to which a delivery depot
is affiliated is called associated sorting center. This mapping is used in the current
strategy in which the parcels are handled regionally: they are sent to the region containing
their delivery depot, sorted in their associated sorting center and sent to their delivery
depot.

If you already have posted a letter in France, you know that French mailboxes have two
drop slots: one with the “region” your are in and the other called “other destinations”.
The “region” your are in is the catchment area for the mail network you are in. The
catchment area of the parcel network are not the same as the one for the mail network
but this can give you the intuition of what is a catchment area.
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1.4 Vehicles and Empty Repositioning

There are two types of vehicles we need to manage: trucks with one container and
trucks with two containers (also called twin trailers). In our case study, one container
can contain 2000 parcels. The trucks with two containers can contain twice the capacity
of a container, in two separated containers. All sites can be served by the two types of
vehicles and the choice of the more suitable ones on each transportation line is part of the
decision problem. In our application framework, the number of vehicles or containers is
not limited and can be sized appropriately in the optimization process to suit the needs
as the postal company works with subcontractors. Indeed, we assume that these vehicles
are rented, therefore the limit is their cost (which we aim to minimize), not their number.
As all our vehicles are trucks, the travel time is the same for all the vehicles and does not
depend on the vehicle type. The vehicle type changes only the capacity and the cost.

The trucks with two containers allow to deliver two sites in a row. This is called
double delivery. The truck goes from the sorting center with parcels for depot 1 in
the first container and parcel for depot 2 in the second container. It goes to depot 1 and
distributes the parcels in the first container and then goes to depot 2 to distribute the
parcels in the second container. It does not go through a sorting center between the two
depots. The two delivery depots must be associated to the same sorting center.

As we design a daily transportation plan, we have to relocate the vehicles to be ready
to for the next day. There is a need to send empty trucks back from delivery depots to
sorting centers. This is called empty repositioning. Moreover, there is also a need to
ensure that enough vehicles are available each day on each site to send the daily amount
of parcels. This means that the number of outgoing and incoming trucks must be equal
for each site in the course of a day. When some sorting centers send more parcels than
what the delivery depots around them receive, there are more trucks going out of these
sorting centers than trucks coming back from the delivery depots around them. Thus,
there is a need to balance with empty trucks between sorting centers. The same issue
exists for containers.

We have to remark that the vehicles are interchangeable. Indeed, we do not want to
build a truck schedule, but a transportation plan (see Section 2.4).

1.5 Sorting and Consolidation

Sorting

In this case study, we deal with one logistics operation which takes place in the sorting
centers: the sorting. When we sort parcels, all parcels in a container are grouped
according to the next site served on their operational path. For instance, in Figure 2.3,
the parcels in purple are for one destination and the parcels in yellow are for another
destination. Note that, in the case of a truck with two containers, it is not possible to
sort only one container. The two containers are sorted.
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Figure 2.3: The sorting operation

The parcels can go through one to three sortings during their ride:

� Sorting 1 - The first sorting allows to sort the freshly collected packages. It
is mandatory and takes place in the starting sorting center. It is called post-
collection sorting. In this application framework, it will take 3 hours. As this
sorting is mandatory, we will not talk about it in the optimization process.

� Sorting 2 - When parcels for different destinations are in the same truck or con-
tainer, they have to be sorted a second time to be separated and sent to their
respective destination. This second sorting always takes place in a sorting center.
It takes 2 hours.

� Hub sorting - Before the sorting 2, an extra sorting can be done. But it can
only be done in the inner-hubs (hence the name hub sorting). In this application
framework, it will take 2 hours.

The time slots in which the sorting 2 and the hub sorting can take place are the same
(see Figure 2.2a). Note that in this application framework, we do not consider any sorting
capacity nor storage capacities in the sorting centers.

The constraint which states that the hub sorting is done in a inner-hub provided by
the transport managers is a soft business constraint, as well as the constraint which states
that the last sorting before the delivery is done in the sorting center associated to the
delivery depot. We will discuss in Section 2 of Chapter 3 whether or not we will respect
these constraints in our tests.

Consolidation

When a set of demands destined for different final sites are put in the same container it is
called consolidation. For instance, if a sorting center B is between two sorting centers
A and C, parcels from A for delivery depots 2 and 3 near B and delivery depots 4 and 5
near C can be put in a container from A to B. Then, in sorting center B, a sorting will
separate the parcels for the delivery depots around C which will take a link from B to C
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and the parcels for delivery depots near B which will be directly delivered from B (see
Figure 2.4). In this case, demands from A to 2, 3, 4 and 5 are consolidated on the link
from A to B. Demands from A to 4 and 5 are also consolidated on link from B to C and
can be consolidated with demands from B to 4 and 5 on that link.

Figure 2.4: Consolidation of demands from A to 2, 3, 4 and 5

Consolidation of demands allows cost savings as it permits to better fill trucks and
reduce their number on the network.

Bulk

All parcels are shipped in bulk in containers. Since a container cannot be partially
unloaded, it carries parcels headed for one site, which is either an intermediate sorting
center or a final delivery depot depending on the parcel’s destination. This means that
when there is consolidation between demands there is always a sorting operation which
comes after: sorting centers are breakbulk terminals [Cra03].

1.6 Operational Paths

In the network, to go from a site to another, vehicles use links. Links can also be called
arcs in a graph approach. We distinguish physical links from operational links which are
associated with a schedule and a vehicle type (i.e., a vehicle with one or two containers).
In the network, the links between sites (sorting centers or delivery depots) which are
too long to be completed with respect to driving time regulations are removed from the
network. Note that there is one special type of operational link which is not composed
of one physical link: the double delivery. The double delivery is made via one link which
starts in a sorting center and serves the two delivery depots successively. Thus technically
it is constituted of two links, but this implementation trick avoids to consolidate parcels
in a delivery depot which is forbidden. Note that the double delivery is allowed only in
the same catchment area and that for two depots A and B, only one such double delivery
is created (i.e., if the double delivery serves A and then B, then we do not allow a double
delivery serving B and then A. We choose the shorter of the two possibilities in terms of
travel time).
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An operational path is a set of consecutive operational links between sites in which
each site is associated with an operation (sorting or delivery) performed on a parcel flow
at a time slot (see Figure 2.5).

In our problem, the time is represented by fifteen minutes intervals (e.g., the travel
times are rounded at the next quarter of hour). The fixation of possible paths in terms of
precedence force the parcels to arrive at a site before they leave it. It also forces parcels
and trucks to wait until the end of the sorting operation to leave the sorting centers.
According to the national regulation, drivers should make a break every 8 hours. This is
directly taken into account when we create the set of possible operational paths.

As shown in Figure 2.5, each parcel can follow four types of operational path:

� a direct path: the parcel is sent directly from the sorting center to a delivery
depot which is not in the catchment area of the origin,

� a distribution path: the parcel is sent directly from the sorting center to a delivery
depot which is in the catchment area of the origin,

� a path with one sorting: the parcel undergoes a single sorting at the sorting
center to which the delivery depot is associated (not necessarily an inner-hub),

� a path with two sortings: the parcel undergoes two sorting operations, one at
an inner-hub and one at the sorting center to which its delivery depot is associated.

The constraint which states that the hub sorting is done in a inner-hub designed by
the transport managers is a soft constraint: we can add new inner-hub if it is useful. The
constraint which states that the last sorting before the delivery is done in the sorting
center associated to the delivery depot is also a soft constraint: if it is better not to
respect it, we can reject it. This will be discussed in Chapter 3 Section 2.

The objective of the LHPTP is to find at least one operational path for each demand
in the transport network. This is what Leung et al. [LMS90] call disaggregate shipping : a
demand can use multiple operational paths. The three possible paths format for parcels
are represented by Figure 2.5. Note that the path types “direct path” and “distribution
path” have the same format: They are made of only one operational link from a sorting
center to a delivery depot. These links are called respectively direct link and distribution
link.

Figure 2.5: The three possible paths format for parcels
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In Figure 2.5, the possibility of double delivery does not appear as it represents the
paths from a parcel point of view. The double delivery concerns the truck point of view
and therefore it does not appear here. Indeed, as more than one vehicle can be involved in
the path of one parcel (it can change vehicle in a sorting center), the two aspects have to
be distinguished. Note that as presented in Figure 2.5, each operational path is allowed
to have at most two sorting operations after the first mandatory post-collection sorting.

The paths can take one or two days to deliver the parcels. If the parcels are delivered
in one day the path is called D+1 as the delivery is done the day after the sending day
D. The paths 1 to 4 in Figure 2.6 have a D+1 delivery. Otherwise it is a D+2 delivery
(like paths 5 to 7 in Figure 2.6). This figure represents all the path types allowed in the
tests in this manuscript. It shows the use of the different timeslots for both types of sites.
For instance, the paths 1 and 2 (see Figure 2.6a) differ because parcels using these paths
do not arrive at the same time. The second path provides more time for transportation
between sites than the first one and therefore starting from a fixed sorting center it allows
to reach further delivery depots thus to reach more delivery depots.

(a) Direct or distribution paths

(b) Paths with one sorting
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(c) Paths with two sortings

Figure 2.6: The possible paths types for a demand

In our case study, the paths 1 and 2 on Figure 2.6a are created according to the
distance to go from the origin to the destination. If the vehicle can make the distance in
the time allowed in path 1 then path 1 is created, otherwise, path 2 is created. Concerning
Figure 2.6b, the same logic applies. When the path 3 can be done, paths 4 and 5 are not
created. Otherwise if path 4 can be done, it is created and paths 3 and 5 are not. When
the sites are too far apart to allow to use paths 3 and 4, path 5 is created. Paths 6 and
7 of Figure 2.6c are created according to the distance between the first and the second
sorting center and the distance between the second and the last sorting center.

When trucks have delivered the parcels, they stop in delivery depots. The have to go
back to a sorting center to be used the next day. This is called a repositioning as we
said in Section 1.4.

2 Optimization Problem

In this section, we introduce the optimization problem of the Long-Haul Parcel Trans-
portation Problem which takes place subject to the application framework described
above.

2.1 Input: Parameters of the Optimization Problem

An input for the Long-Haul Parcel Transportation Problem is made of:

� a list of sites with their type, location and the travel times between each pair of
sites,

� a list of demands (origin, destination, number of parcels) between these sites,

� the costs of all the logistics operations (sorting, transportation, entering sites, leav-
ing sites, etc.).

The datasets of our case study will be introduced in Chapter 3 Section 1.
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Example of Input on a Toy Problem

In this example, the demands and distances are as follows:

Origin Destination Quantity
a A 1 18
b A 2 14
c A 3 15
d B 1 13
e B 2 8
f B 3 9

Table 2.1: Demands

End
Start

A B 1 2 3

A 0 460 108 427 495
B 464 0 520 98 80
1 109 516 0 / /
2 430 99 / 0 /
3 501 80 / / 0

Table 2.2: Distances
The graphs which represent Table 2.1 and Table 2.2 are introduced in Section 3.2.

The output which corresponds to this input is in Section 2.4.

2.2 Objective

The objective of our problem is to minimize the delivery costs while delivering all the
demands (see objective function (2.1a) of the MILP LHPTP-MILP given in Section 3.3).
The cost of a solution is composed of:

� the transportation costs (tires, fuel, maintenance and toll),

� the salary expenses (salary and large displacement benefits),

� vehicle costs (insurance, taxes, etc...),

� unloading of containers costs,

� loading of containers costs,

� sorting costs (per parcels).

In practice, the salary expenses and the transportation costs are included in a kilo-
metric cost, as it is directly linked to travel times. The other costs, which depends on
the number of parcels and operations made on the parcels, are gathered in the cost of an
operational path.

2.3 Constraints

Our model is composed of three major types of constraints: the delivery constraint, the
capacity constraint and the design-balance constraint.

The main constraints are the delivery constraints (see constraints (2.1b)) which
state that all the parcels of each demand have to be delivered.

Then, the link capacity constraints (see constraints (2.1c)) associate the number
of parcels and the vehicles. It states that the number of parcels on each link is smaller
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than the number that can be contained by the vehicles on this link. The capacities of
the vehicles have to be respected but the number of vehicles on the links is not limited.
There is a link capacity constraint for each vehicle type and each link in the network.

The design-balance constraints (see constraints (2.1d)) balance both containers
and trucks as there is a constraint for each site for each vehicle type.

Two soft constraints are added to these three types of strong constraints: the inner-
hubs and the catchment areas. Indeed, in the network provided, the hub sorting can be
done only in an inner-hub fixed by a transportation manager but this is a soft constraint
and we can add new inner-hubs. As for the catchment areas, the last sorting for parcels
should be in the associated sorting center of the destination delivery depot. But this is a
soft constraint and we can release it.

2.4 Output: Transportation Plan

With respect to the application framework described previously (see Section 1), our goal
is to design a transportation plan which minimizes the costs for the postal company
while delivering all the parcels in one or two days. A transportation plan is made of:

� at least one path for each demand (indeed, each demand can be split on multiple
operational paths in the transportation plan),

� the number of vehicles of each type on each operational link,

� the total cost of the plan.

The key aspect here is that we have two flows to optimize simultaneously: the parcel
flow and the truck flow.

Example of Output on a Toy Problem

Let us consider that the capacity for the truck is of 10 parcels. The optimal solution is
represented below. In the picture a table is a truck with the two destinations of the two
containers and the number of parcels in it. The dotted arrows represent the empty trucks
sent back to sorting centers to balance both vehicles and containers for each site.
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Origin Dest. Path type

a A 1 direct path

b A 2 sorting at B and direct path

c A 3 sorting at B and direct path

d B 1 direct path

e B 2 direct path

f B 3 direct path

2.5 Key Performance Indicators

A transportation plan is characterized by indicators. These indicators include:

� the total cost of the transportation plan,

� the transportation costs of the transportation plan,

� the sorting costs of the transportation plan,

� the rate of parcels delivered inside the same catchment area in the transportation
plan,

� the rate of parcels delivered on each type of path (direct, one sorting, two sortings)
in the transportation plan,

� the rate of parcels delivered in one day or two days in the transportation plan,

� the filling rate of the trucks in the transportation plan,

� the filling rate of the trucks without counting the empty vehicles in the transporta-
tion plan,

� the number of operational links of each type (with a truck with one or two containers
between sorting center and sorting center, sorting center and delivery depots etc...)
used in the transportation plan,

� the number of constraints and variables of the model.
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The objective of the optimization process is to propose transportation plans with all
these characteristics to transportation managers to help them decide which one they want
to implement in real life. According to the exchanges we had, the focus has been made
on the minimization of the total cost, which is the objective we will pursue in the rest of
this manuscript. That is why we will present the total cost of the transportation plan and
the optimality gap (defined in Chapter 1 Section 4.2) each time we will present results.
But some indicators remain critical like the filling rate of the trucks which is what the
operational people see. Thus it impacts them psychologically as no one likes to send empty
trucks. Therefore we will also discuss this indicator in the results. Finally, the last point
observed by the transportation managers is the carbon cost of the transportation plan. It
is computed from the carbon footprint which is computed from the total distance made
by the trucks, the fuel consumption and the emission coefficient. We will not especially
study the carbon cost in this manuscript as minimizing the transportation costs minimizes
the carbon cost of the transportation plan.

3 Formal Definition of the LHPTP

In this Section we formally define the LHPTP described previously by presenting the
network on which we optimize the long-haul transportation and the graphs and notations
which model it. Finally, we introduce an MILP for this problem.

3.1 Network Provided

The parcels are delivered on a road network composed of two hierarchically nested hub-
and-spoke networks (see Figure 2.7). The inner level of this network is made of sorting
centers. The outer level of the network is composed of sorting centers and delivery depots.

The inner network, which connects the sorting centers, is a hybrid hub-and-spoke
network (see Figure 2.7a). Indeed, the sorting centers either send parcels directly to
other sorting centers or they can use an inner-hub to sort and/or consolidate demands
in a hub sorting (see Section 1.5). So it constitutes a hybrid hub-and-spoke network in
which the inner-hub are the hubs while the sorting centers are the spokes. Note that the
inner-hubs are also sorting centers so they might be the spokes of other inner-hubs.

The outer network appears when we add the final destinations. The final destinations
of parcels are the delivery depots (D-D on Figure 2.7b) which can be seen as the spokes in
a hybrid hub-and-spoke network in which the outer-hubs would be the associated sorting
centers. Indeed, parcels can be either sent directly from the origin sorting center or
consolidated and then sorted at a sorting center before reaching their delivery depots.
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(a) Inner hybrid hub-and-spoke network (b) Outer hybrid hub-and-spoke network

Figure 2.7: The two levels of the hybrid hub-and-spoke network

3.2 Graph Definition

To formally define our optimization problem we need two graphs, depicted in Figure 2.8.
The first graph is the demand graph which is a directed bipartite graph with all arcs
directed from sorting centers to delivery depots. The second graph is the physical
distance graph. This is a directed graph that has two arcs in each direction between (i)
each pair of sorting centers and (ii) each pair of sorting center and delivery depot. Each
arc from point a to point b represents the real-life distance for a vehicle to travel from a
to b. These graphs are represented as matrices and sometimes we refer to the demand
matrix or physical distance matrix. We will use Ddist to refer to the physical distance
matrix. An arc that connects any two points in the graph corresponds to a physical
link. Note that the physical distance between two sites can slightly differ if it is the
distance from a to b or from b to a as it is the distance in the road network, respecting
the speed limits.

(a) Demand graph (with number of parcels) (b) Physical distance graph (in km)

Figure 2.8: Examples of graphs
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3.3 Path-Based MILP Formulation

We introduce here the MILP formulation which can solve the LHPTP in reasonable time
when the size of the input is small enough. We propose a path-based model as the
definition of parcel paths by operational people (see Section 1.6) was based on possible
paths. Thus we design our model in a way which allow to easily monitor the possible
paths we propose to the solver, especially when it comes to adding and/or removing some
path types, in order to facilitates the exchanges with the transportation managers.

Note that an arc-based formulation has been provided by Meisen [Mei15] for a problem
very close to the LHPTP (the differences between this problem and the LHPTP can be
found in Table 1.1 in Section 1 of Chapter 1). He models his problem with a time-space
network [ACC09a]. In this type of network, the vertices are replicated in each time period
which increases the size of the network in the same way that the number of paths increase
in a path-based model. In the rest of this manuscript, we will only use the path-based
model.

Before introducing our MILP, let us define some notations:

� D is the set of demands,

� S is the set of sites composed of Ss.c the set of sorting centers and Sd.d the set of
delivery depots,

� Ss.c the set of sorting centers (origins of parcels) is partitioned into “regular” sorting
centers plus “inner-hubs”,

� Sd.d the set of delivery depots (destinations of parcels),

� L is the set of links between sites whose element li,j is the link between site i and
site j,

� Pd is the set of possible operational paths for the demand d in D,

� P l
d is the set of possible operational paths using the link l in L for demand d in D,

� V is the set of vehicle types.

The variables are of two types, for parcel flows and vehicle flows:

� xdp ∈ [0, 1], with d ∈ D and p ∈ Pd, represent parcel flows. It is the percentage
of a demand d using an operational path p (geographical links combination with a
specific vehicle and sorting operations at fixed dates).

� yvehl ∈ N, with l ∈ L and veh ∈ V , represent vehicle flows. They are integers which
represent the number of vehicles of type veh on each operational link l between two
sites.

Let us also consider:
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� cp the cost of using the operational path p (it includes the costs of loading, unloading
and sorting),

� cvehl the cost of using the operational link l with vehicle veh (it includes the salary,
transportation and vehicle costs),

� vd the volume (number of parcels) of demand d,

� Cveh the capacity of vehicle veh.

With these notations, our model, denoted LHPTP-MILP, can be described as follows:



min
∑
d∈D

∑
p∈Pd

cpx
d
p +

∑
veh∈V

∑
l∈L

cvehl yvehl (2.1a)

s.t. :

∀ d ∈ D,
∑
p∈Pd

xdp = 1 (2.1b)

∀ l ∈ L,∀ veh ∈ V,
∑
d∈D

∑
p∈P l

d

vdx
d
p 6 yvehl Cveh (2.1c)

∀ s ∈ S,∀ veh ∈ V,
∑
i∈S

yvehli,s
=

∑
j∈S

yvehls,j
(2.1d)

with: xdp ∈ [0, 1] (2.1e)

yvehl ∈ N (2.1f)

LHPTP-MILP

4 Conclusion

In this chapter, we introduce the Long-Haul Parcel Transportation Problem (LHPTP).
We present its application framework, with all the notions and constraints inherent to
this case study. These notions include the demands, the sorting operation, the empty
repositioning of vehicles, the consolidation of demands, and the operational paths (note
that the key words of the manuscript are defined in the Glossary 2). We develop the
optimization problem: its input, its objective, its constraints and its output. Given
the sites (and their types), the distance and travel time between them, the demands,
the capacity of vehicles, the costs of transportation and sorting, the goal is to design a
daily transportation plan which allow to deliver all the demands from their origin sorting
center to their destination delivery depots. The transportation plan has to respect the
constraints of the problem: the delivery constraint, the capacity constraint and the design-
balance constraint. Moreover, there are two soft business constraints: the hub-sorting
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has to take place in the inner-hubs proposed by the transportation managers, and the
last sorting has to be done inside the catchment area of the destination. Finally, we give
a formal definition of the LHPTP. We described the two-level hub-and-spoke network on
which the LHPTP takes place. We present the graphs which model the problem and
propose an MILP formulation to optimize it. Note that this MILP can be adapted to
solve other long-haul parcel transportation problems (e.g., with different vehicle types,
without vehicle balancing, or with sorting capacity constraints, etc.).

Since a container can carry parcels with different origins and destinations, an optimal
solution might not route each demand on its shortest path. Thus our parcel transporta-
tion problem is not simply a shortest path problem due to the usage of consolidation.
Indeed, consolidation is a crucial strategy we use to reduce costs, but the usage of con-
solidation makes the problem computationally difficult.

Different sorting centers and different time slots can be used for the sorting operations.
As we add the possibility of disaggregate shipping, there is a combinatorial explosion on
the number of possible operational paths, even though this number is bounded, which
prevent the MILP to give an optimal solution on realistic sized datasets. These realistic
datasets and the combinatorial explosion are described in the next Chapter.
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In this chapter, we present and analyze the case study and accompanying datasets
on which we test our algorithms. These datasets have been provided to us by a postal
company. We discuss the structure of these datasets on which we will solve the LHPTP.
These datasets span a six year period and thus they demonstrate the evolution of the
postal network. On these datasets, we found that the LHPTP-MILP yields feasible
solutions but their quality depends heavily on the optimization strategy we use (e.g., the
soft constraints we use or not, the possible paths that we propose or not etc.)

In Section 1, we present and discuss the datasets. Then, in Section 2, we discuss the
impact of the two soft constraints introduced in the previous Chapter (Chapter 2) on
the size of the MILP formulation. As a reminder, the first soft constraint is about doing
the sorting in the sorting center associated to the delivery depot while the second one is
related to using only the inner-hubs proposed by the transportation managers to do the
hub sorting. In Section 3, we discuss the results obtained when solving the MILP only
using an off-the-shelf solver. This motivates the objective of obtaining a better solution
that goes beyond the limits of what can be achieved only using an MILP solver as a
blackbox.

The model presented in this chapter has been presented at the ROADEF 2019
conference [GCH+19].

1 Datasets

In this section, we introduce the datasets used in this case study. We present exactly
what data is contained in a dataset: For example, the sites, the catchments areas, the
demands, etc. Moreover, we discuss their structural properties such as how the sites are
geographically distributed, the balance of the demands, the size of the demands relative
to container size, the configuration of the catchment areas, etc.

The actual data used for our tests are data provided by a postal company. They are
based on midterm forecasts made from field data a few years ago. These demand forecasts
are constructed by averaging daily data and the sites (e.g., sorting sites, catchment areas,
delivery depots) are those which are projected to be the most practical for the time period
covered by the demand forecast. Indeed the forecast was conducted before the pandemic,
which strongly impacted the volumes of parcels sent in France, and exactly how this will
affect the future demand has not yet been established. Nevertheless, the datasets we work
with contain useful information about demand forecasts with respect to growth trends,
balance, etc. These data provide instances of an accurate size with key characteristics
of an actual network in terms of parcel volume and growth albeit created before the
pandemic.
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1.1 Content of the Datasets

We have six datasets which represent six different configurations of the network with
logistics sites spread across mainland France. By configuration, we refer to the physical
layout of the network, types of sites, etc. Properties of these configurations are described
in Table 3.1. A dataset consists of:

� a list of sites with their type, location and the travel times and distances between
each pair of sites,

� a list of demands (origin, destination, number of parcels) between these sites,

� the costs of all the logistics operations (sorting, entering sites, leaving sites, etc.).

Each of these configurations represents a step in the evolution of the network. This
planned evolution of the network over time was made to meet the growing demand and
the potential growing number of parcels to sort. We see a growing number of inner-
hubs, which is sized to suit the needs. The number of depots decreases as the network is
modernized and the old sites are replaced by fewer but larger sites. These six configura-
tions considered together depict the evolution of the network as it was planned based on
predictions, although it does not mean it will be applied as is.

Table 3.1: Datasets

Name of Number of Number of Number of Number of Number of
the dataset sites delivery depots sorting centers inner-hubs demands

Config. 1 292 279 13 2 3627

Config. 2 263 248 15 3 3720

Config. 3 256 239 17 4 4063

Config. 4 212 195 17 4 3120

Config. 5 173 156 17 4 2496

Config. 6 154 136 18 4 2312

For the first three configurations, all the sorting centers send parcels to all the delivery
depots, thus the number of demands is Nsorting centers × Ndelivery depots. For the last three
configurations, there is one sorting center which does not send parcels and is used only
for sorting and hub sorting 1. Its purpose is to allow for more consolidation of demands
thanks to the sorting and hub sorting as it is an inner-hub proposed by the transportation
managers. Note that in Table 3.1, the inner-hubs are counted twice: They are counted
as sorting centers and as inner-hubs.

We will not present the costs of any operation here for confidentiality reasons, but
as an indication, we can say that the kilometric cost for a vehicle is thrice the cost to
sort one parcel in a sorting center. This means that sorting three parcels costs the same
as routing one truck which can contain up to 2000 parcels for one kilometer. Routing

1defined in Chapter 2 Section 1.5, it is the first of the two sortings in a path with two sortings
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a truck on 527 km (the average distance to make for a demand) costs the same as
sorting 1581 parcels, while the average number of parcels in a demand is 402 (figures for
Configuration 6, see Sections 1.3 and 1.4). These costs encourage sending non-full trucks
on short distance when it avoids sorting parcels. But on long distances, it encourage to
consolidate demands more (even if this implies sorting) which increases the filling rate
and minimizes the number of trucks. This hypothesis will be discussed in the results
sections of the heuristics chapters (Section 4.2 of Chapter 4, and Section 3.2 Chapter 5.
We will test other values for these parameters, which will potentially impact, even invert,
the decisions taken in the optimized transportation plan.

For the rest of this chapter, the illustrations will be provided with respect to Config-
uration 6 as it is the smallest configuration and therefore the easiest to visualize.

1.2 Configuration of Sites

The sites are spread across the country. Figure 3.1 represents the sites in France for
Configuration 6. The sorting centers are in blue and the delivery depots are in red.

Figure 3.1: The sites in Configuration 6

Figure 3.2 represents the sites in France colored by catchment areas for Configura-
tion 6. The sorting centers are represented by the larger, fully colored circles, while the
delivery depots are smaller and lightly colored. We can see on Figure 3.2 that the dis-
tribution of sites in the catchment areas are based on distances to the associated sorting
center, but also on travel times, which may be a function of the topography and the
existing road network. The catchment areas are also based on other geographic consid-
erations such as regional groupings of depots and volume considerations: The grouping
of sites takes into consideration the sorting capacities of sorting centers.

56



Figure 3.2: The catchment areas in Configuration 6

1.3 Demand Profile

We can see in Figure 3.3 a bar chart of demands 2 according to the number of parcels
they contain for the six configurations. The average demand volume (per demand) is 402
(mean of the means of the six configurations). The mean demand volume of the medians
of the six datasets is 225 parcels. The mean of the standard deviations is 544 parcels.

Figure 3.3: Distribution of demands with respect to their volume3

2A demand is an (origin, destination, number of parcels) triple, see chapter 2 for details.
3the volume of a demand is the number of parcels in this demand
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In this case study, one container can contain 2000 parcels. We clearly see that most of
the demands are under this value. This means that consolidation will be useful as most
of demands do not fill a truck. Table 3.2 gives the number of demands which fill 60% and
100% of a container (which corresponds respectively to 1200 parcels and to 2000 parcels).
We see it represents a small number of the total of demands.

Table 3.2: Number of large demands

Name of Number of Number of Number of demands Number of demands
the dataset sites demands ≥ 1200 parcels (60%) ≥ 2000 parcels (100%)

Config. 1 292 3627 135 (3.72%) 42 (1.15%)

Config. 2 263 3720 167 (4.49%) 56 (1.51%)

Config. 3 256 4063 169 (4.16%) 53 (1.30%)

Config. 4 212 3120 209 (6.67%) 70 (2.24%)

Config. 5 173 2496 252 (10.1%) 81 (3.25%)

Config. 6 154 2312 278 (12.0%) 89 (3.85%)

We see that the distributions of demands in the six configurations have similar shapes
with respect to their volume. We can see in Figure 3.4 that the difference between the
configurations in terms of demands is the total number of parcels (i.e., total demand
volume). Note that there is no contradiction with the number of demands decreasing in
Table 1: There are less origin-destination pairs but the total number of parcels between
these pairs grows. Indeed, the number of parcels was predicted to grow with an increase
of 4.6% by year and this is what the dataset is based on. In practice, this growth was
a bit higher (+6.6% for 2018 and +8.3% for 2019) for domestic parcels for all postal
companies in France4.

Figure 3.4: Relative growth of the number of parcels sent in the network

4ARCEP ”Les marchés du courrier, du colis et des activités connexes en France” ISSN n°2258-3106
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1.4 Distances in the Network

In this section, we will discuss the distances related to parcels and demands. Notice that
parcels and demands are two different things. The number of parcels is the total demand
volume, while a demand is an origin destination pair associated to a volume. Meanwhile,
the number of demands is the number of origin destination pairs. The distance of a
demand or a parcel is the distance between its origin and its destination. Recall that
there are demands between all the pair of sites, but of various volumes and therefore, in
some sense, we have two points of view: The number of parcels which has an economic
meaning, and the number of demands which impacts the size of the model and therefore
has consequences on the optimization obtained via an MILP.

First, let us discuss the distribution of distances related to demands (not parcels) for
the six configurations. Figure 3.5 represents the distribution of distances when we count
once each demand. Note that as we have demands between all sorting center delivery
depot pairs, it is also the distribution of distances between the sorting center delivery
depot pairs. The mean of the distances averaged over all demands (not parcels) is 526.97
km (mean of the means of the six configurations). The mean of the medians of the six
configurations is 516.08 km. The mean of the standard deviations of the six configurations
is 261.69 km. These values show that the sites are well-spread across the country.

Figure 3.5: Distribution of the distance (in km) for the demands

Now, we can see in Figure 3.6, the distribution of distances corresponding to parcels
(not demands) for the six configurations. We see that many parcels are being sent on
a short distance. The mean of the distances averaged over all parcels (not demands)
is 430.17 km (mean of the means of the six configurations). The mean of the medians
of the six configurations is 420.10 km. The mean of the standard deviations of the six
configurations is 509.35 km. These values also show that the sites are well-spread across
the country.
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Figure 3.6: Number of parcels as a function of the distance

On average, 28% of the demands (not parcels) are sent inside the catchment areas (see
Table 3.3). For the parcels, this vary from 14.9% to 8.5% (see Table 3.3). These demands
go directly from the sorting center of the catchment area to an associated delivery depot.
For these demands, the optimization decisions are the vehicles used, the consolidation
with demands from other sites if they arrive soon enough and the combinations of delivery
depots in the case of a double delivery. The percentage of demands which stays inside a
single catchment area is quite stable as it is the number of demand pairs which corresponds
to a criterion which depends on the type of site. It means that the catchment areas have
been designed to spread consistently the delivery depots in the catchment areas. Indeed,
when designing these catchment areas, there is a willing to distribute the volumes to sort
in order to respect the sorting capacities of the sorting centers. However, the number of
parcels inside a single catchment area clearly decreases, while the total amount of parcels
sent increases (see Figure 3.4). But the number of parcel increases more for demands
which change catchment area. Indeed, new large volumes (see Table 3.2) appear on some
sites where there are big customers (plants or warehouses) which send their parcels thanks
to our network. This leads to a deformation of the parcel flows (not demand flows) which
are not well balanced.

Table 3.3: Number of demands delivered inside a catchment areas

Name of Nb. of Nb. of Nb. of dem. Demands Parcels
the dataset sites demands in the c. area in the c. area in the c. area
Config. 1 292 3627 1084 29.9% 14.9%
Config. 2 263 3720 1078 29.0% 13.6%
Config. 3 256 4063 1064 26.2% 11.7%
Config. 4 212 3120 932 29.9% 8.8%
Config. 5 173 2496 758 30.4% 8.9%
Config. 6 154 2312 581 25.1% 8.5%
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We said that all sorting centers send parcels to all delivery depots, but these parcel
flows are not balanced. Indeed, in some areas there are industrial customers who send
their parcels via our network to the richer and more populated regions of the country.
Indeed, the spectral clustering (defined in Section 1 of Chapter 4) applied on our demand
volumes give us Figure 3.7. The input graph for this clustering algorithm is the graph
whose vertices are all sites and in which edges are weighted by the parcel flow between
each pair of sites. Note the parcel flow is directed from sorting center to delivery depot,
but we give the same value to the delivery depot to sorting center pair as we needed
a symmetric matrix to apply the clustering algorithm. The objective of the spectral
clustering is to build two clusters with little exchanges between them. Therefore the
Figure 3.7 shows that there are more parcels exchanged inside the blue area and inside
the red area than between the blue and red areas.

Figure 3.7: Spectral clustering on demand volumes

In this section, we introduced the datasets on which we will test our algorithms
and some of their specific properties. Indeed, the same algorithms applied on the same
problem (the LHPTP) but with an input with other defining traits (for instance larger
demand volumes) might behave differently.

2 Optimization Strategies for Using the Network

As we said in Section 2.3 of Chapter 2, in this application framework, there are two soft
constraints: The last sorting has to respect the catchment area and the inner-hubs have
to be the ones provided by the transportation managers. By optimization strategy,
we mean the set of operational paths offered to the MILP solver. This set depends on
the soft business constraints that are imposed. The number of operational paths affects
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the size of the input to the MILP solver (or to our algorithms) and the quality of the
output (i.e., restricting the paths too much could lead to a poor quality solution). Thus,
our main challenge is to keep the input small (to have a manageable problem size) while
choosing the set of operational paths in such a way as to still have a good quality solution.

In this Section, we first explain how the number of operational paths increases from
a computational point of view (e.g., linear, quadratic, exponential, etc.) and then we
introduce the current operational strategy. Next, we introduce new additional types of
operational paths that we can use (and could be included in the output transportation
plan if chosen by the MILP or the algorithms): Direct paths, repositioning the trucks
without respecting the catchment areas, hub sorting paths. Then we discuss the problem
size when we respect or ignore the two soft constraints. The problem size is critical when
giving an MILP to an MILP solver as we know that if there are many variables the
optimization (in reasonable time) is compromised. Note that, as presented in Section 3.3
of Chapter 2, the link variables are integers while the paths variables are floats. Finally,
we introduce our new optimization strategies, which depend on which operational paths
we select for the input.

2.1 Computational Aspects

The LHPTP-MILP is very large when considering a problem instance that does not
respect either of the two business constraints. Using a complete data instance with all
the sites in the country and all the possible operational paths, the optimal solution of
the LHPTP-MILP would represent the optimal solution to the global problem. However,
if we run the LHPTP-MILP on such an instance, it does not provide good solutions in
reasonable time (see Section 3.1). One reason for this is that there are too many paths for
a standard MILP-solver to handle the problem well. As shown in Figure 2.6 of Chapter 2
Section 1.6, there are many possible operational paths for each demand and these paths
can use various intermediate sites. Furthermore, on these operational paths, the demands
can be combined in trucks in various ways thus the problem size grows very quickly.

Number of Operational Links

If we denote Nsc the number of sorting centers and Ndd the number of delivery depots,
the number of operational links without considering double delivery is

20N2
sc + 4Nsc ·Ndd (3.1)

In this number, we have the number of links between sorting centers, plus the number of
links between sorting center and delivery depot. The 20 = 2 · 2 · 5 represents the options
for the vehicle on each link (one or two containers), the direction of the link, and the
timeslots (before or after each sorting and hub-sorting). The delivery depot to sorting
center links are called repositioning links while the sorting center to delivery depot links
are the one used for direct paths and might therefore be called direct link. The 4 = 2 · 2
works the same except that there is only one timeslot for which the link is actually created
instead of five. Indeed, only the shortest direct link is created.
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The double delivery is made via one link which starts in a sorting center and serves
the two delivery depots successively. Note that the double delivery is allowed only in the
same catchment area and that for two depots A and B, only one such double delivery is
created (i.e., if the double delivery serves A and then B, then we do not allow a double
delivery serving B and then A. We choose the shorter of the two possibilities in terms of
travel time). The number of links of this type is

Nsc ·Ndd ·Ndd∗

where Ndd∗ is the number of delivery depots which are in the same catchment area as the
previous delivery depot. But we also need to recall that the double delivery can be done
only with a truck with two containers, and there is one direction only as it is a delivery,
there are two timeslots, but we cut symmetries so we need to divide by two hence there
is a factor one. Moreover, this is an order of magnitude as if a link is too long (for the
parcels to reach the second delivery depots before it closes) it is not created.
Therefore the order of magnitude of the number of operational links is:

20N2
sc + 4Nsc ·Ndd +Nsc ·Ndd ·Ndd∗ (3.2)

Number of Operational Paths

If we denote by Nsc the number of sorting centers and by Ndd the number of delivery
depots, the number of operational paths without considering double delivery is:

2 ·Nsc ·Ndd + 22 ·Nsc · (Nsc − 1) ·Ndd + 23 ·Nsc · (Nsc − 1) · (Nsc − 2) ·Ndd (3.3)

= (8N3
sc − 16N2

sc + 18Nsc) ·Ndd

This quantity contains the number of direct paths, paths with one sorting and paths
with two sortings. The power of two represents the number of options for the vehicle
on each link (one or two containers). Note that, we are counting paths for parcels, so
each path has only one direction. The operational path formats which take into account
the timeslots combinations for the opening hours of the sites are showed in Figure 2.6 in
Chapter 2 Section 1.6. Notice that in (3.3), we actually include operational paths that
are not possible for precedence reasons or too long. Thus, (3.3) is an overestimate by a
constant factor on the number of possible operational paths. Nevertheless, the quantity
in (3.3) is asymptotically correct.

If we consider the double delivery, we need to replace Ndd by Ndd · (1 + Ndd∗) where
Ndd∗ is the number of delivery depots which are in the same catchment area as the first
delivery depot. But we also need to recall that the double delivery can be done only with
a truck with two containers on the last link, so the leading constant is smaller by a factor
of two. Therefore the number of operational paths is:

(16N3
sc − 32N2

sc + 36Nsc) ·Ndd + (8N3
sc − 16N2

sc + 18Nsc) ·Ndd ·Ndd∗, (3.4)
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with Ndd∗ the number of delivery depots which can be delivered in the double delivery.
Here again, this quantity contains the number of operational paths that are not possible
for precedence reasons or too long, so (3.4) is an overestimate, but it is the correct order
of magnitude.

2.2 Current Operational Strategy

In the current operational strategy, the parcels are handled regionally, without hub
sorting nor direct paths. All parcels follow a path with one sorting, in the sorting center
of the catchment area of the destination. To be more precise, the parcels whose origins
are in the same catchment area are gathered in the corresponding sorting center. The
gathering of parcels from their shipping site to each sorting center (i.e., the ”first-mile
delivery problem”) will not be detailed here as it has not been integrated in the problem
expression. In a sorting center, the parcels are sorted by catchment area of destination,
or sent directly to their destination if the destination is inside the same catchment area.
After this first sorting – the post-collection sorting (see Section 1.5 of Chapter 2) – the
parcels are sent to the sorting center of the catchment area of the delivery depot they
are sent to. In each of these sorting centers, parcels are then sorted again to be gathered
and sent to their destination delivery depot. In this final delivery depot, the parcels are
sorted at a more precise level and sent to the post office they depend on but we do not
deal with this last shipment (i.e., this is the ”last-mile delivery problem”). The trucks
in the delivery depots are returned to the sorting center to which the delivery depot is
associated. The balance is then made between sorting centers. The Figure 3.8 represents
the current operational strategy from a network point of view while the Figure 1 of the
Introduction represents it from a parcel point of view.

Figure 3.8: The current strategy to deliver parcels

In terms of variables, as this strategy involves neither direct paths nor repositionings
outside the catchment area, the number of operational links is quite small (see Table 3.4).
However, the number of operational paths does not seem particularly small as the com-
binations of links for trucks with one or two containers have to be considered.
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Table 3.4: MILP variables of the current operational strategy

Name of Nb. Nb. of Nb. of Nb. of Nb. of Nb. of
the dataset of sites demands op. links op. paths variables constraints
Config. 1 292 3627 5 K 226 K 231 K 12 K
Config. 2 263 3720 4 K 203 K 207 K 10 K
Config. 3 256 4063 4 K 215 K 219 K 11 K
Config. 4 212 3120 3 K 133 K 137 K 8 K
Config. 5 173 2496 2 K 84 K 86 K 6 K
Config. 6 154 2312 2 K 77 K 79 K 5 K

Note that in practice, the parcels used to be delivered via semi-trailers (basically, a
truck with only one slightly larger container), which were replaced progressively by trucks
with one or two trailer over the timespan which the six datasets cover. We do not take
this into account in this thesis. We choose to use the same types of vehicles for the six
configurations in order to obtain comparable results. Unlike trucks with two containers,
the semi-trailers do not permit double deliveries. Moreover, the semi-trailers do not offer
the opportunity to adapt the vehicle to the demand, as they can contain 3000 parcels
while one current container contains 2000 parcels. Notice that our estimated cost of the
current operational strategy is lower than the actual one, because we only consider the
(simpler) strategy of using trucks with containers, while the actual current strategy uses
a hybrid of semi-trailers and trucks with containers and is sometimes forced to use the
less efficient semi-trailers.

2.3 Addition of New Paths to the Current Operational Strategy

We know that adding new paths to the current operational strategy will result in an
improved optimal solution, but as it also increases the problem complexity, it is not clear
that we can find such an improved solution. However, our goal is to add new paths to
obtain a better solution (i.e., a solution of lower cost). Thus, compared to the current
operational strategy, we allow the following new types of paths:

� the direct paths (i.e., the paths that send parcels from the sorting center to a
delivery depot that is not in the catchment area of the origin);

� the repositioning of trucks outside the catchment area of the delivery depots in
which it ended;

� the hub sorting operation and the paths with two sortings.

Table 3.5 shows that adding the possibility to reposition the vehicles outside their
catchment areas add new operational links to the current operational strategy. It does
not add operational paths (as they concern parcels) nor constraints. Indeed, there were
already balance-design constraints and the empty repositionings do not have capacity
constraint nor delivery constraint.
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Table 3.5: MILP variables of the current operational strategy + optimization of empty
repositioning

Name of Nb. Nb. of Nb. of Nb. of Nb. of Nb. of
the dataset of sites demands op. links op. paths variables constraints
Config. 1 292 3627 11 K 226 K 237 K 12 K
Config. 2 263 3720 11 K 203 K 214 K 10 K
Config. 3 256 4063 11 K 215 K 226 K 11 K
Config. 4 212 3120 9 K 133 K 142 K 8 K
Config. 5 173 2496 7 K 84 K 91 K 6 K
Config. 6 154 2312 6 K 77 K 84 K 5 K

Table 3.6 shows that adding the possibility to do a hub sorting (in the given inner-
hubs) to the current operational strategy to which we already have added the optimiza-
tion of empty repositioning increases the number of operational paths (as they concern
parcels). It does not add constraints as there were already delivery constraints for all the
demands and the new possible paths are added in this already existing constraints. It
does not add operational links as they were already modeled.

Table 3.6: MILP variables of the Current operational strategy + optimization of empty
repositioning + hub sorting

Name of Nb. Nb. of Nb. of Nb. of Nb. of Nb. of
the dataset of sites demands op. links op. paths variables constraints
Config. 1 292 3627 11 K 339 K 350 K 12 K
Config. 2 263 3720 11 K 392 K 403 K 10 K
Config. 3 256 4063 11 K 456 K 467 K 11 K
Config. 4 212 3120 9 K 264 K 273 K 8 K
Config. 5 173 2496 7 K 175 K 182 K 6 K
Config. 6 154 2312 6 K 172 K 178 K 5 K

Finally, adding the direct paths to the current strategy to which we already have
added the optimization of empty repositionings and hub sorting increases the number
of operational paths (direct paths are operational paths). It increases the number of
operational links (before there was no connection from the sorting centers to the delivery
depots outside their catchment areas). It increases the number of constraints as the direct
links have capacity constraints. The current operational strategy with optimization of
empty repositionings, hub sorting (in the given inner-hubs) and direct paths is Strategy
1 as in this strategy, the two soft business constraints are respected. Thus the number of
variables for this strategy can be found in Table 3.7.

From now on, unless we state otherwise, we are allowing the direct paths, the reposi-
tioning of trucks outside the catchment area of the delivery depots in which it ended and
the hub sorting.
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2.4 Impact of the Soft Business Constraints on the Size of the
MILP Formulation

In the previous Chapter (Chapter 2), we introduced two soft business constraints which
impact the size of the MILP formulation. As a reminder, the first soft business constraint,
respecting the catchment area, concerns doing the sorting in the sorting center associated
to the delivery depot. The second constraint is related to using only the inner-hubs
proposed by the transportation managers to do the hub sorting. In this section, we
introduce four optimization strategies which respect or reject these two soft business
constraints. We will test these strategies with the LHPTP-MILP (defined in Chapter 2
Section 3.3) and compare the results in Section 3.1.

Strategy 1: Respecting the Catchment Areas and the Provided Inner-Hubs

If we consider the current operational strategy to which we add empty repositionings
optimization, hub-sorting (in the given inner-hubs) and direct paths, we have the Strategy
1 whose number of variables are presented in Table 3.7. In this optimization strategy, we
respect both of the soft constraints. This restricts the operational paths in comparison
with the following strategies (Strategies 2 to 4).

Table 3.7: MILP variables of the Strategy 1

Name of Nb. Nb. of Nb. of Nb. of Nb. of Nb. of
the dataset of sites demands op. links op. paths variables constraints
Config. 1 292 3627 28 K 370 K 398 K 42 K
Config. 2 263 3720 27 K 420 K 447 K 38 K
Config. 3 256 4063 29 K 487 K 515 K 41 K
Config. 4 212 3120 21 K 284 K 305 K 28 K
Config. 5 173 2496 15 K 188 K 203 K 18 K
Config. 6 154 2312 13 K 183 K 196 K 16 K

Strategy 2: Respecting the Catchment Areas and Ignoring the Provided
Inner-Hubs

Here, we respect the catchment areas for the last sorting and possibly use inner-hubs
different from those provided by the transportation managers. This means that we con-
sider all the sorting centers as candidates for the hub sorting (defined in Section 1.5 of
Chapter 2). In this case, the possibilities for the operational paths are multiplied by
more than 3 (see Table 3.8). Recall that in practice, some sorting centers cannot be used
as inner-hubs for certain sites because they can be too far to make an operational path
which deliver the parcels in less than two days. In such case, the variable is not created.
If we consider the problem with all the sites and all the demands, each sorting center can
be considered at least once (for at least one demand) as an inner-hub while respecting
travel times and delivery times
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Table 3.8: MILP variables of the Strategy 2

Name of Nb. Nb. of Nb. of Nb. of Increase Nb. of Nb. of
the dataset of sites demands op. links op. paths since S1 5 variables constraints

Config. 1 292 3627 28 K 1360 K + 268% 1388 K 42 K

Config. 2 263 3720 27 K 1418 K + 237% 1445 K 38 K

Config. 3 256 4063 29 K 1583 K + 225% 1612 K 41 K

Config. 4 212 3120 21 K 973 K + 242% 994 K 28 K

Config. 5 173 2496 15 K 623 K + 231% 637 K 18 K

Config. 6 154 2312 13 K 599 K + 227% 613 K 16 K

Strategy 3: Ignoring the Catchment Areas and Respecting the Provided
Inner-Hubs

In this subsection, we consider the optimization strategy in which we respect the provided
inner-hubs and ignore the catchment area constraint for the last sorting. This means that
we consider all the sorting centers as candidates for the last sorting (defined in Section 1.5
of Chapter 2). In this case (see Table 3.9), the possibilities for the operational paths are
multiplied by an even greater factor than in the Strategy 2. Indeed, the last sorting can
be done in a new sorting center compared to the previous strategies. This impacts the
number of operational paths with one sorting, but also the number of paths with two
sortings as this last sorting can also be combined in a path with another sorting (done
before it) performed at an inner-hub fixed by the transportation managers. Recall that
in practice, some sorting centers cannot be used for the last sorting as they can be too
far to make an operational path which deliver the parcels in less than two days. In this
case, the variable is not created.

Table 3.9: MILP variables of the Strategy 3

Name of Nb. Nb. of Nb. of Nb. of Increase Nb. of Nb. of
the dataset of sites demands op. links op. paths since S1 5 variables constraints

Config. 1 292 3627 28 K 2204 K + 496% 2232 K 42 K

Config. 2 263 3720 27 K 2362 K + 462% 2389 K 38 K

Config. 3 256 4063 29 K 2734 K + 461% 2763 K 41 K

Config. 4 212 3120 21 K 1713 K + 503% 1734 K 28 K

Config. 5 173 2496 15 K 1084 K + 476% 1099 K 18 K

Config. 6 154 2312 13 K 1027 K + 461% 1040 K 16 K

Strategy 4: Ignoring the Catchment Areas and the Provided Inner-Hubs

Here, we ignore the catchment areas for the last sorting and ignore the provided inner-
hubs. This means that we consider all the sorting centers as candidates for the hub

5increase of the number of operational paths compared to Strategy 1
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sorting and for the last sorting (defined in Section 1.5 of Chapter 2). Table 3.10 shows
the number of variables for the six configurations in this case.

Table 3.10: MILP variables of the Strategy 4

Name of Nb. Nb. of Nb. of Nb. of Increase Nb. of Nb. of
the dataset of sites demands op. links op. paths since S1 5 variables constraints

Config. 1 292 3627 28 K 3194 K + 763% 3223 K 42 K

Config. 2 263 3720 27 K 3360 K + 700% 3387 K 38 K

Config. 3 256 4063 29 K 3831 K + 687% 3859 K 41 K

Config. 4 212 3120 21 K 2402 K + 746% 2423 K 28 K

Config. 5 173 2496 15 K 1519 K + 708% 1534 K 18 K

Config. 6 154 2312 13 K 1443 K + 689% 1457 K 16 K

2.5 Synthesis

For all the strategies, the number of operational links and constraints are the same.
Indeed, in all four of our strategies, all the sorting centers are connected to all sorting
centers (via links) and to all delivery depots, unlike in the current operational strategy
(since the current strategy does not offer direct paths). The same argument stands for the
number of constraints in the MILP formulation. Ignoring the soft business constraints
does not add any delivery constraint, as all the parcels have to be delivered in all the
optimization strategies. It does not add any capacity constraint as it does not add any
new operational link which would not already have a capacity constraint. The sites and
vehicle types allowed is the same in all four strategies so each strategy contains the same
number of balance constraints.

From Strategy 1 to 2, the number of operational paths increases on average by 238%
over the six datasets. From Strategy 1 to 3, the number of operational paths grows on
average by 476%. And from Strategy 1 to 4, the number of operational paths increases
on average by 716%. The reasons for these huge increases are explained in Section 2.1.
The explosion of the number of possible operational paths leads to an increase in the
corresponding variables, which are the continuous variables. Even if the integer variables
do not increase in number, the capacity constraints (/eqref) relate these variables to the
operational path variables whose number increases. We will see in Section 3 that this
explosion has a negative impact when trying to find a solution with the MILP solver.

3 Exact Approach: Direct Solving with MILP

In this Section, we present the results obtained when testing the MILP formulation
introduced in Section 3.3 of Chapter 2 on the instances presented in Section 1. Then we
elaborate on these results and we explain why we cannot simply remove operational paths
in order to lessen the impact of the resulting combinatorial explosion. Indeed, given the
size of the problem and the MILP we know that giving the MILP to an MILP solver will
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be able to find a feasible solution in most cases but it will not produce the optimal solution
in reasonable time. This is due to the number of variables discussed previously and the
fact that these variables are both floats and integers with interdependence between them.

3.1 Application of the MILP on the LHPTP

In this Section we describe the results of the LHPTP-MILP presented in Chapter 2 Sec-
tion 3.3. We run this MILP for 6 hours on 32 threads. The test environment is composed
of a Linux server with 32 CPU and 150 Gbytes of RAM. The solver used is CPLEX 12.8.

We compare here the results obtained for the four strategies described in Section 2.
The main difference between these optimization strategies is the number of operational
paths proposed to the solver. Note that, as presented in Chapter 2 Section 3.3, the link
variables are integers while the paths variables are floats. As discussed in the previous
section, the number of link variables does not vary with the optimization strategies while
the number of path variables is significantly increased as we go from Strategy 1 to 4. The
number of integer variables (number of operational links) and float variaables (number
of operational paths) has been presented in Tables 3.7, 3.8, 3.9 and 3.10, thus it is not
repeated in the tables of this section.

Potentially the number of operational paths is huge and is not tractable by a com-
mercial MILP solver. Thus we restrict (with the optimization strategies) the number of
operational paths in the MILP whose lower bound represents poorly the reality on the
ground. The aim is to have a tractable model which is still able to find relevant solutions
to the industrial problem. Indeed, the objective is not to have the smallest gap but the
cheapest transportation plan. In other words, we are trying to find a trade-off between
the cost of the best solution found and the minimization of the gap. Restricting the num-
ber of path variables allows to have a smaller gap, but this reduces as well the solution
space so the lower bound has a higher value and so does the optimal solution of the MILP
that the solver minimizes. Even if this optimal solution is not reached, it limits the best
solution found which is what we will compare in the upcoming tables. Note that as the
transportation plan depends on the possible paths offered, there is no guarantee that the
optimal solution of the real world problem that the model represents is even above the
lower bound of the model.

Table 3.11: Results of the Current Operational Strategy

Name of Nb. of Nb. of Nb. of Best Obj. Gap 6

the dataset sites demands variables in 6 hours (%)
Configuration 1 292 3627 231 K 417 K 8.10
Configuration 2 263 3720 207 K 451 K 7.98
Configuration 3 256 4063 219 K 482 K 9.36
Configuration 4 212 3120 137 K 497 K 5.82
Configuration 5 173 2496 86 K 512 K 4.36
Configuration 6 154 2312 79 K 531 K 3.23
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First, Table 3.4 gives the best solutions found while respecting the current operational
strategy that we aim to improve. We have to compute these values (in Table 3.4) as the
data we have are predictive and represent an average day for each configuration and the
postal company did not provide the objective values (i.e., an actual implemented solution
for these instances). Even if the problems are small, the MILP solver does not find the
optimal solution, this is probably due to the symmetries induced by the trucks with one
or two containers [CRWM07].

Table 3.12: Results with Strategy 1

Name of Nb. of Nb. of Nb. of Best Obj. Gap 6 Gain over
the dataset sites demands variables in 6 hours (%) current strategy

Configuration 1 292 3627 398 K 373 K 11.66 10.7%
Configuration 2 263 3720 447 K 398 K 14.62 11.8%
Configuration 3 256 4063 515 K 416 K 13.74 13.7%
Configuration 4 212 3120 305 K 409 K 9.29 18.8%
Configuration 5 173 2496 203 K 424 K 11.44 17.3%
Configuration 6 154 2312 196 K 430 K 8.80 19.0%

Strategy 1 is computationally the better optimization strategy as it has fewer vari-
ables. If one strategy over the four should reach its optimal solution it would be this one.
Thus it possibly could be as good as less restricted optimization strategies for which the
MILP solver is lost in the solution space at it is too large. In Table 3.12, we can observe
the smallest gaps (i.e., smaller than in Tables 3.13, 3.14 and 3.15) but not the smallest
objective values over all the strategies (Tables 3.12, 3.13, 3.14 and 3.15). Indeed, as this
optimization strategy offer less possibilities for optimization, the optimal solution of this
restricted problem has a higher cost than the optimal solution of the less restricted opti-
mization strategies. We can conclude that Strategy 1 is too restricted with respect to the
trade-off we are looking for. Moreover, note that all the operational paths in Strategy 1
are included in Strategies 2, 3 and 4, so the optimal solution of this Strategy is a feasible
solution for the other strategies.

Table 3.13: Results with Strategy 2

Name of Nb. of Nb. of Nb. of Best Obj. Gap 6 Gain over
the dataset sites demands variables in 6 hours (%) current strategy

Configuration 1 292 3627 1388 K 377 K 13.73 9.6%
Configuration 2 263 3720 1445 K 402 K 17.26 10.8%
Configuration 3 256 4063 1612 K 418 K 16.87 13.3%
Configuration 4 212 3120 994 K 405 K 12.77 18.6%
Configuration 5 173 2496 637 K 406 K 10.20 20.8%
Configuration 6 154 2312 613 K 423 K 10.95 20.4%

6Gap to the best lower bound found by the solver
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The last column of Tables 3.12 and Table 3.13 gives the gain over the current strategy.
It is the money the transportation plan found by the solver allows to save compared to
the current operational strategy.

The operational paths of Strategy 2 are included in the paths of Strategy 4, but not in
the paths of Strategy 3. As we offer more possibilities for optimization than in Strategy
1, the optimal solution of this restricted problem is lower than the optimal solution of
Strategy 1. Table 3.13, which represents the results for Strategy 2, has the smallest
objective values but not the smallest gaps. The best solutions found by the solver are
better than the ones found with Strategy 1, but since the gaps are higher than with
Strategy 1, it shows that the MILP starts to have too many variables for the MILP
solver.

Table 3.14: Results with Strategy 3

Name of Nb. of Nb. of Nb. of Best Obj. Gap 6 Best Obj. Gap 6

the dataset sites demands variables in 6 hours (%) in 24 h (%)
Config. 1 292 3627 2232 K 1213 K 75.12 504 K 39.51
Config. 2 263 3720 2389 K 1302 K 76.35 496 K 37.4
Config. 3 256 4063 2763 K 799 K 60.83 799 K 60.20
Config. 4 212 3120 1734 K 443 K 28.87 419 K 24.03
Config. 5 173 2496 1099 K 424 K 24.86 424 K 24.86
Config. 6 154 2312 1040 K 419 K 23.76 419 K 23.53

In Table 3.14, we have very bad solutions compared to the previous strategies (Strate-
gies 1 and 2). The number of variables offered to the solver prevents it from finding even
a good solution. The variables of this Strategy are including the variables of Strategy 1
and they are included in the variable set of Strategy 4. This means that the solutions
found for Strategy 1 are feasible solutions for this optimization strategy. But we offer
too many possibilities for optimization, therefore, we do not even see that the optimal
solution is improved compared to Strategy 1 as we do not reach it (the gap in not 0%).
We can conclude that Strategy 3 does not provide useful output when we use an MILP.

Table 3.15: Results with Strategy 4

Name of Nb. of Nb. of Nb. of Best Obj. Gap 6 Best Obj. Gap 6

the dataset sites demands variables in 6 h (%) in 24 h (%)
Config. 1 292 3627 3223 K 430 K 30.13 430 K 29.19
Config. 2 263 3720 3387 K 1404 K 78.16 445 K 30.19
Config. 3 256 4063 3859K 753 K 58.46 440 K 27.63
Config. 4 212 3120 2423 K 580 K 45.64 570 K 44.18
Config. 5 173 2496 1534 K 419 K 23.99 418 K 23.69
Config. 6 154 2312 1457 K 410 K 22.07 410 K 21.73

Strategy 4, depicted in Table 3.15, involves the most variables. As we offer more
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possibilities for optimization, the optimal solution of this problem is the lowest (or the
same) of all the optimization strategies. Indeed, all the operational paths of the previous
strategies are included in the set of paths offered in this strategy. But here again, we
have very bad solutions compared to the first two optimization strategies. However, we
can note that the values of the objective function are better with this strategy than with
Strategy 3.

From Tables 3.12, 3.13, 3.14 and 3.15, we can conclude that the best optimization
strategy for finding an optimal solution with an MILP (with respect to the respective
MILP formulation) is Strategy 2. Strategy 2 presents a good trade-off between the size of
the problem (number of variables) and the quality of the solution obtained. However, if
we could have a heuristic which allows us to handle more variables, it would be interesting
to try Strategy 4, as it is the least restrictive in terms of the possible paths (i.e., it does
not restrict the possibilities for the paths at all). Thus theoretically, it should lead to
lower optimal solutions. Strategy 3 is definitively not efficient for an MILP, and Strategy
1 is too restricted (i.e., it has too few variables to yield a low cost solution).

In the rest of this manuscript, we will place ourselves in the case of Strategy 2 as it
will allow us to compare the results obtained with our algorithms to the ones obtained
with the MILP.

3.2 Limits of LHPTP-MILP on our Case Study

One way to obtain a good solution with the LHPTP-MILP is to formulate a smaller
instance without compromising the solution quality. In the previous subsection, we tested
various optimization strategies to decide which soft constraints should be respected or
rejected. Respecting these constraints would lead to smaller instances of the problem as
it reduces the number of operational paths offered to the MILP. We showed that Strategy
2 is a good way to select paths to build smaller instances which respect the catchment
areas. This optimization strategy is relevant for the management of sites at an operational
level and reduces the number of variables in the MILP formulation. It allows us to find
a feasible solution that has a gap of around 15% for this smaller MILP formulation. But
since we cannot prove the best solution that we have found is optimal, our goal is to
improve this solution further, since we believe it is not in fact optimal.

In order to obtain improved solutions, we do not want to simply remove more paths.
Indeed, we could remove some more path types, but they all seem to be useful. For
instance in the best solution obtained for Strategy 2 (Configuration 5), 37.9% of the
parcels are delivered on a direct path (outside its catchment area), 8.9% of the parcels
are delivered inside the same catchment area, 48.8% of the parcels are delivered on a path
with one sorting and 4.4% of the parcels are delivered on a path with two sortings. This
shows that the direct paths are used in good and maybe optimal solutions and should
not be removed from the model. The path with one sorting is the most used path type.
The paths with two sortings represent a small percentage of parcel paths. But we need
to remember that the demands which use this type of path are small demands as they
are sorted twice and the sorting has a cost per parcel (so large demands are unlikely to
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be sorted multiple times in a low-cost solution). So this type of paths should not be
removed either as it allows consolidation of parcels, which leads to the use of less trucks
in the transportation plan. Therefore, we need another way to reduce our problem size
in order to obtain a better solution from the MILP solver.

4 Conclusion

In this chapter, we introduce the datasets used for the tests which are given by a postal
company. We discuss the size of the MILP formulations on this input. In particular, we
explore whether or not we should respect the two soft business constraints (respecting the
catchment areas for the last sorting and the inner-hubs provided by the transportation
managers for the hub sorting). We apply the MILP on all the optimization strategies we
propose that respect or ignore these two constraints. The conclusion of these tests is that
the best option is to use Strategy 2: Respect the catchment areas and ignore the provided
inner-hubs. It is the best option in terms of MILP formulation size: It allows us to have
sufficiently many options to obtain a lower bound small enough to have good results,
while at the same time, it does not have too many variables which would prevent us from
finding a good solution. Therefore we can say we validate the business constraint of the
catchment areas. It is a good news from an operational point of view as the operational
people prefer to change less their habits. Moreover, respecting the catchment area has
lots of benefits for the implementation of optimized solutions in practice: It facilitates the
organization by regions and allows to deal with the sizing and definition of catchments
in a separate problem, taking into account in particular the sorting capacity constraints
on sorting centers. Indeed, defining the catchment areas is another problem known as
the Hub and Spoke Network Design problem (see Chapter 1 Section 3.2) that we do not
treat here.

As for the other soft constraint (about the inner-hubs), in the following we either
use the inner-hubs provided or use all the sorting centers as potential inner-hubs, and
name inner-hub the sorting centers used for hub-sorting and ”simple” sorting centers the
others. In this last case, we will discuss the proposed inner-hubs defined by transportation
managers and try to find better options for the hub sorting locations without developing
a hub location model. Note that using all the sorting centers as inner-hubs is not an
operational hurdle as the hub sorting takes place in the same time slots as the ”usual”
sorting. Thus there is no extra costs to turn a ”simple” sorting center into an inner-hub.
The only issue is the sorting capacity, that we do not consider in this case study.

In the subsequent chapters, we will consider a model in which we allow the direct
paths, the repositioning of trucks outside the catchment area of the delivery depots in
which it stops and the hub sorting. We will successively test what happens when ignoring
the soft constraint on hub sorting (Strategy 2) and respecting this constraint (Strategy
1), while respecting the catchment areas for all the tests.

Since we actually need to include more paths than we can afford in the smaller MILP
instances that are solvable, we need a way to reduce our problem size in order to obtain a
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better solution from the MILP solver. To achieve this, we will propose two algorithms with
divide-and-conquer approaches, in which we partition the problem into smaller instances.
In these two heuristics, we will take advantage of the grouping by catchment areas as it
allows to cluster sites more easily or to aggregate demands (see respectively Chapter 4
and 5).
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Our goal is to set up a general and efficient method to tackle the large-size data in-
stances of LHPTP provided by a postal company (see Chapter 3 Section 1 for details).
This approach should be able to exploit an existing MILP or other methods for com-
puting a solution. As we have seen in the previous chapter (Chapter 3), the size of the
network we need to optimize is fixed and is quite large. Our first approach to solve this
problem, whose results are presented in the previous chapter, was to formulate it as an
Mixed-Integer Linear Program (MILP). Since the number of potential operational paths
results in our formulation being too large to be solved by an MILP solver, one of our
contributions is to propose a heuristic approach based on divide-and-conquer paradigm
and clustering techniques. In order to divide the problem, we cluster the sites so that
parcels can be routed either inside a cluster (intracluster problems) or between clusters
(intercluster problem). This results in subproblems of small size which can be solved
with the LHPTP-MILP. We compare standard clustering methods such as spectral clus-
tering [NJW02], hierarchical clustering [Joh67] and k-means [Llo82] to determine which
one works best on our case study. As it is typically the case when clustering algorithms
are used in a black-box manner, the difficult aspect is to map our problem instance to the
input of these algorithms. Specifically, the problem of determining an accurate distance
function and/or similarity function to obtain meaningful and useful clusters is non-trivial.

Clustering-based approaches have been used on related problems such as Vehicle Rout-
ing Problems (VRP) which have a similar hurdle with too many variables in their MILP
formulations. These previous works tailor their clustering approaches specifically to their
objective or problem data. Our approach is different since we apply well-known, off-the-
shelf, clustering algorithms to obtain smaller size subproblems, which can then be solved
relatively quickly and/or in parallel.

In Section 1, we give some background on common clustering methods and then we
discuss their use in transportation optimization. In Section 2, we present an algorithm
that combines clustering techniques with the LHPTP-MILP to obtain a feasible solution
to the LHPTP that is better than the solution obtained using the LHPTP-MILP alone.
Then in Section 3, we discuss the necessary technical details of the clustering methods and
how they are applied in our algorithm. For example, we define the similarity functions
that we use in our algorithm. We then evaluate the structural information that is revealed
when we apply the clustering methods on our datasets. In Section 4, we present results
obtained with our algorithm on large-size real data instances and compare them to those
obtained with a direct use of an LHPTP-MILP alone.

This algorithm has been presented at the ROADEF 2020 conference [GCH+20].
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1 Background and Previous Work

In this section, we define clustering and describe the clustering algorithms that we will
use as subroutines for the cluster-based algorithm we present in Section 2. We then give
some background on cluster-based algorithms used in transportation optimization.

1.1 Clustering Algorithms

Clustering is a Machine Learning technique which allows grouping of unlabeled data
points into meaningful groups. Clustering is defined by Jain et al. [JMF99] as the un-
supervised classification of patterns (observations, data items, or feature vectors) into
groups (clusters). The goal of clustering is to separate a finite unlabeled data set into
a finite and discrete set of “natural”, hidden data structures [XW05]. The idea is to
transform unlabelled data into groups which are labelled as having common features. So
one could consider, like [JMF99], that in a sense, labels are associated with clusters also,
but these category labels are data driven (e.g., they are obtained solely from the data).

The steps of a clustering process are detailed in [JD88]. They are:

1. pattern representation (optionally including feature extraction and/or selection),

2. definition of a pattern proximity measure appropriate to the data domain,

3. clustering or grouping,

4. data abstraction (if needed), and

5. assessment of output (if needed).

For our case study, we will go through these steps in Section 3.
Clustering algorithms partition data into clusters (groups, subsets, or categories). If

the clusters are usually defined as the output of a clustering, there is no universal charac-
terization [XW05]. Note that all clustering algorithms produce clusters when presented
with data, regardless of whether the data contain clusters or not. If the data do contain
clusters, some clustering algorithms may obtain “better” clusters than others. A survey
on cluster analysis is provided by Duran and Odell [DO13]. Most researchers describe
a cluster by considering the internal homogeneity and the external separation: Patterns
in the same cluster should be similar to each other, while patterns in different clusters
should be different from each other.

There are two types of clustering on a sample S of N points which assigns all the
points to one and only one cluster [HJ97, XW05]:

1. A K-partition P = {C1, C2, ..., CK} of S into K clusters with K ≤ N :

(a) Ci 6= ∅, i ∈ {1, 2, ..., K};
(b) Ci ∩ Cj 6= ∅, i, j ∈ {1, 2, ..., K} and i 6= j;

(c)
⋃K
i=1Ci = S.

79



2. A hierarchy which is a tree-like partition H = {P1, P2, ..., Pq} of q ≤ N partitions
of S such that Ci ∈ Pk, Cj ∈ Pl and k > l imply Ci ⊂ Cj or Ci ∩ Cj = ∅
∀i, j, k, l ∈ {1, ..., q} with i 6= j.

We will use the most well-known clustering method of the first type – the k-means
algorithm – and two well-known clustering methods of the second type – the hierarchical
agglomerative clustering and the spectral clustering – on our case study. We present
these algorithms hereafter.

Hierarchical Clustering

Hierarchical clustering is a family of clustering methods that builds nested clusters by
merging or splitting them successively [Das02]. This family of clustering methods is
divided into two categories: the top-down and the bottom-up. We use the bottom-up
version of the hierarchical clustering which is called hierarchical agglomerative clustering.
The clustering output by this algorithm is a hierarchy of clusters which forms a tree whose
root is the unique cluster that gathers all the points to clusters. The leaves are the clusters
made of only one point in each cluster. Between the leaves and the root a bottom-up
approach is used to recursively merge the couple of clusters that minimally increases the
given linkage distance. The algorithm is as follows:

1. Each point is its own cluster.

2. On each iteration, the two closest clusters under construction are grouped into one
cluster.

3. Step 2 is repeated until all there is only one cluster, or until the targeted number
of cluster is reached.

4. If the number of clusters was not predefined, the tree (or dendrogram) allows the
user to choose which number of clusters seems the best.

The hierarchical agglomerative clustering has a complexity of O(N3), but it captures well
the natural hierarchy of the data provided.

Spectral Clustering

The spectral clustering algorithm, detailed in [NJW02], is drawn from linear algebra.
The output clustering aims to minimize the exchanges between the clusters with respect
to an input similarity matrix. It extracts this information of the first eigenvalues of the
distance matrix. It first does a low-dimensional spectral embedding of the input matrix.
Then it uses a clustering method to cluster this low-dimensional point set. The clustering
of a sample S = {s1, ..., sN} works as follows:

1. Compute the affinity matrix (also called similarity matrix) A ∈ RN×N defined by
Aij = exp(−||si − sj||/(2σ2)) if i 6= j, and Aii = 0.
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2. Compute D the diagonal matrix in which Dii is the sum of A’s ith row, and construct
the Laplacian-derived 1 matrix L = D−1/2AD−1/2.

3. Find X1, X2, ..., Xk, the k largest eigenvectors of L (chosen to be orthogonal to each
other in the case of repeated eigenvalues), and form the matrix X = [X1X2...Xk] ∈
RN×k by stacking the eigenvectors in columns.

4. Form the matrix Y from X by renormalizing each of X’s rows to have unit length
(i.e. Yij = Xij/(

∑
j X

2
ij)

1/2).

5. Treating each row of Y as a point in Rk , cluster them into k clusters via k-means
or another clustering algorithm (in our case it is k-means).

6. Assign the original point Si to cluster j if and only if row i of the matrix Y was
assigned to cluster j.

It is especially computationally efficient if the affinity matrix is sparse. Otherwise its
complexity is O(N3). It requires a positive semi-definite matrix as an input.

k-Means Clustering

The k-means clustering, also called Lloyd’s algorithm [Llo82], is a local clustering, which
uses a distance matrix as input, unlike the previous two clusterings which take as input
similarity matrices. It requires the number k of clusters to be specified as it is a k-partition
clustering. This clustering algorithm isolates sites in k disjoint clusters of roughly equal

variance by minimizing the within-cluster sum-of-squares:
n∑
i=0

min
µj∈C

(||xi− µj||2) where µj

is the mean of the cluster j. It works as follows:

1. Choose the number k of clusters to create.

2. Initialize a k-partition randomly or based on some prior knowledge by picking center
points for the group.

3. Each data point is classified by computing the distance between that point and
each group center point, then the data point is assigned to the group whose center
is closest to it.

4. Based on these newly classified points, recompute the group center points by taking
the mean of all the positions of the points in the group.

5. Repeat Steps 3 and 4 until the group center points stop changing between iterations.

The standard k-means algorithm finds clusters that are convex when the input distance
function used obeys the triangle inequality. The k-means algorithm has the advantage
that it is fast in practice [Pak14].

1the actual Laplacian is I-L

81



1.2 Cluster-Based Approaches in Transportation Optimization

Transportation optimization problems, by nature, lend themselves well to cluster-based
optimization. Indeed, dividing a transportation problem into clusters on which it is possi-
ble to solve the same transportation problem of smaller size before putting the solutions
back together seems natural. But clustering techniques can be used in other ways to
create heuristics. We describe here some cluster-based heuristics used in transportation
optimization focusing on how the clustering is used. We mainly discuss VRP (vehicle
routing problems) instead of SND or long-haul transportation problems. Indeed, the
VRP lends itself well to division into physical subproblems as the addition of the solu-
tions of these subproblems forms a solution to the complete problem. This might not be
the case in SND and especially in parcel transportation as parcels are sent from all the
cities to all the cities. There is no pair of cities which do not exchange parcels. Thus there
is an intercluster subproblem to solve and the merging phase of the divide-and-conquer
approach is non-trivial, which is likelly the reason why approaches to SND involving
clustering seem to be rarely found in the literature.

There are three main groups of cluster-based approaches to solve the VRP and its
variants: In the first one, the authors [CX06, HWH15, HGLLPO+18, JH12] use the k-
means algorithm to cluster the customers as a first step. Chunyu and Xiaobo [CX06]
and Herrera-Granda et al. [HGLLPO+18] combine it to a hierarchical clustering to group
the clusters to serve them on a route. He et al. [HWH15] and Ji and Wang [JH12] re-
spectively use a particle swarm optimization and the Artificial Fish-Swarm Algorithm for
the vehicle routing optimization. The second approach consists of using a distance-based
clustering method [CMPT08, MJL19, PCDCLS16]. Crainic et al. [CMPT08] combines
the clustering to improvements heuritics to improve the solutions obtained in the first
step on the two-echelon VRP. Min et al.[MJL19] summarize their algorithm as clustering
first and routing later. Patiño Chirva et al. [PCDCLS16] use a two steps method on the
collection services of recyclable waste problem: first a clustering step (with a centroid-
based heuristic algorithm) and then a routing step. The last approach is when dedicated
heuristic are used to cluster [DC07, TS01]. Thangiah and Salhi [TS01] create a genetic
clustering for the multidepot VRP. The best set of clusters obtained during the search
of the genetic clustering is used to route the vehicles. Dondo and Cerdá [DC07] build a
heuristic-based dedicated clustering method used in a preprocessing stage which clusters
nodes together This heuristic aims to yield a more compact cluster-based MILP problem
formulation for the multi-depot heterogeneous fleet vehicle routing problem with time
windows.

Note that there is a problem called Clustered Vehicle Routing Problem (Clu-VRP),
in which the clusters are part of the input and not of the optimization approach [BEV14,
SS+08]. To conclude on the VRP optimization via clustering, we can say that this
clustering approach fits well to this transportation problem. Indeed, once the clusters
are created, the subproblems can be solved independently and that makes a solution for
the original problem (before clustering) while in the LHPTP, there are demands between
clusters whose transport also needs to be optimized.
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Cluster-based approaches also have been used for transportation problems which are
not variations of VRP. Jiang et al. [JBW+21] recently applied clustering techniques to
demand prediction problems for the stochastic Service Network Design. The clustering
algorithm used is k-means. This method has not been used for deterministic Service
Network Design to the best of our knowledge. Wang et al. [WAL+18] use clustering tech-
niques in the two-echelon location-routing optimization with time windows for customer
clustering. They cluster customers based on what they purchase; this is a knowledge-
based approach.

The takeaway message of this subsection is that in transportation optimization, clus-
tering techniques can be used for two purposes:

� To physically group customers or sites to serve as it is done in most of the cluster-
based approaches for VRP. It allows to take advantage of the distribution of the
customers as minimizing the distance is a key aspect in transportation optimization.

� To group on demand (i.e., demand forecast or expectation) as it is done for the non
VRP problems and some VRP. It allows to learn from the input of the problem in
order to propose an optimization adapted to this knowledge.

For the LHPTP, these two points of view will be tested separately and even combined in
the next sections. Indeed, as we do not know which of these two pieces of information will
works better with the cluster-based algorithm we propose, we will test various clustering
algorithms with different input data (see Section 3 for details).

2 k-Clusters Algorithm

As discussed previously in Section 3.2 of Chapter 3, the LHPTP-MILP is too large for the
complete dataset to be solved optimally or even reach a near optimal solution. Thus, we
propose an algorithm which follows a divide-and-conquer approach based on the clustering
methods detailed in Section 1 applied on the input detailed in Section 3. Indeed, the
resolution process using MILP is much more efficient when we reduce the number of sites
considered. This algorithm, denoted k-Clusters algorithm, is detailed in Algorithm 1
and in this Section.

2.1 Approach to Solving the LHPTP

The k-Clusters algorithm consists of solving several times the LHPTP-MILP with various
inputs. Each MILP is associated with fewer variables than the original one. All the
MILPs mentioned here are represented by the set of Equations (2.1) in Section 3.3 of
Chapter 3 even if sometimes some variables are fixed. We denote MILPfixed x the MILP
with all the xdp (the rate of demand d using path p) fixed to a precomputed feasible
solution. In this model, the yvehl (the number of each vehicles of type veh on link l) are
unconstrained. Note that the main idea of our algorithm is to divide the problem into
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smaller subproblems and to solve them optimally via the LHPTP-MILP, but a solution
to these subproblems could also be found by other means.

(a) The MILPs to solve three clusters (b) Structure of the algorithm

Figure 4.1: k-Clusters algorithm

To clarify the course of events in the k-Clusters algorithm, Figure 4.1a represents the
clusters for k = 3, the LP to solve the subproblems they form and the order in which they
are solved. Figure 4.1b gives the order and interactions between steps of the algorithm
for k = 3. These five steps are:
(a) Clustering stage: clustering the sorting centers,
(b) Intraclusters problems: solving the routing problem within each cluster using the
MILP (see LP1, 2 and 3 in Figure 4.1a),
(c) Intercluster problem: solving the problem between clusters using the MILP (see LP4
in Figure 4.1a),
(d) Merging stage: solving a global MILP (see LP5 in Figure 4.1a) to merge the solutions

from steps (b) and (c) in a cost-effective way with xdp fixed (MILPfixed x),
(e) Refining stage: verifying the constraints via solving the LHPTP-MILP (see LP6 in
Figure 4.1a) on the complete instance.

As we divide the global problem into subproblems, we solve independent intracluster
problems which cannot communicate (i.e. they are solved independently). The challenge
of the k-Clusters algorithm (Algorithm 1) is to find a tradeoff between the exploitation of
global and local information. Indeed, it is useful from a computational perspective to par-
tition the problem into subproblems, but it is also necessary to step back to have a global
view of the problem in order to take advantage of consolidation of demands and address
certain requirements. For instance, we must coordinate the repositioning of empty trucks
to the sorting centers. We might also consolidate demands that are routed in subprob-
lems which are solved independently. Indeed, demands between different intracluster
subproblems cannot be consolidated whereas demands in the intercluster subproblem
can be consolidated with demands in an intracluster subproblem which has already been
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solved. This is due to the fact that the intracluster subproblems are solved independently
and their results have to be added to construct the global solution. Note that for our
problem, the sum of optimal solutions for the subproblems does not necessarily make a
globally optimal solution.

Algorithm 1: k-Clusters Algorithm

1 a) Clustering Stage
2 divide the sites into k clusters
3 for each operational link l do
4 initialize the variable representing the operational link: yvehl = 0

5 b) Intracluster problems
6 for each one of the k clusters do
7 solve the MILP to route the internal demands of the cluster k
8 increment the yvehl

9 c) Intercluster problem
10 according to the MILP solutions build the MILP to route the remaining

demands according to the following rule:
11 for each path p do
12 if the path p is made of already chosen operational links plus one new

operational link then
13 activate this path

14 solve this k+1st MILP and increment the yvehl

15 d) Merging Stage
16 solve MILPfixed x with all the demands, with only the chosen operational paths

(the xdp) to optimize the flow and check the feasibility (until a 1% gap is reached)

17 e) Refining Stage
18 solve a last MILP with all the demands, all the operational paths and the

solution of the previous MILP injected as a first solution (until a time limit is
reached)

2.2 Detailed Steps of the k-Clusters Algorithm

In the following, we detail each of the five steps of our proposed resolution approach,
expressed in Algorithm 1.

a) Clustering Stage

The structure of the demand graph (defined in Chapter 2 Section 3.2) is such that there
is no natural clustering in a graph theoretical sense (e.g., there are no sparse cuts). Thus,
we tried various clustering methods, detailed in Section 3, to find which one results in
the best solutions for our problem. We also vary the number of clusters between two and
four, because we want to determine which number of clusters provides the best balance
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between the reduction of the size of the problems inside the clusters and the resulting
loss of optimality. Indeed, if we have too many clusters, we will not be able to take full
advantage of the benefits yielded by the consolidation of parcels. This is discussed in
Section 3.5.

b) Solving the Intracluster Problems

In this step, we solve the smaller versions of our problem on the clusters using the
LHPTP-MILP (see MILP (2.1) in Section 3.3). For k clusters, k models are created for
our problem. They represent the internal demands of each cluster. They are solved in
k independent executions of MILPs. After each solving, the chosen operational links are
memorized in an incremental way: we have a table which contains the variables and each
solving adds the number of vehicles it needs to this table.

c) Solving the Intercluster Problem

We run a k+1st MILP to find one or more operational paths for the intercluster demands.
After this computation, the chosen operational paths are recorded. But the intercluster
demands are not sparse (see Table 4.2). We observe that, for two clusters, when we have
satisfied the demands inside the clusters, we have treated roughly half of the demands.
And the more clusters there are, the larger the intercluster problem is (see Section 3.5).
To solve this intercluster problem, we first tried to simply solve a k + 1st MILP (see set
of Equations (2.1)) with the demands between the clusters and the operational paths
to satisfy these demands (see Figure 4.1a for k = 3). However, the problem of routing
between clusters still has too many variables and we need to investigate methods to
decrease the size of the instance without increasing the cost of the solution. To do so, we
can sparsify the path graph by pre-selecting some potential good operational paths.

Figure 4.2: The paths activated between two clusters

Therefore we choose to allow only the operational paths made of an operational link
which changes cluster (intercluster operational link in black in Figure 4.2) plus possibly
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other operational links already activated in the first k solutions (in dotted blue in Fig-
ure 4.2). It restricts the possibilities quite brutally but makes the problem manageable
by the solver (see Section 3.5) and allows to limit the number of operational links and of
vehicles used, which aids the MILP solver.

We decide to solve only one intercluster problem and not a series of intercluster
subproblems pairing the clusters in order to enhance consolidation. Indeed, all the sub-
problems are solved independently. And when it is not the case, when some operational
links are re-used, the interaction between the subproblems is not comparable as when the
demands are considered in a same optimization problem.

d) Merging Stage

In this step, we solve a global MILP (for Equation (2.1)) to merge the locally optimized so-
lutions: MILPfixed x, in which we fix the chosen operational paths variables, determined
in the previous steps for all the intracluster problems and the intercluster problem. As
these variables are the only variables activated, this MILPfixed x is solved nearly instan-
taneously. It is made to recompute the y variables (number of vehicles on the operational
links) actually needed since the k + 1 MILP computations of the previous steps are in-
dependent therefore some vehicles might have been counted twice or more. Indeed, the
intercluster computation is performed after the intracluster computations. Thus the only
type of consolidation between intercluster and intracluster subproblems is that we might
reuse some operational links in both solutions. This can be viewed as “light weight”
consolidation as compared to the more involved consolidation performed in the intra-
cluster subproblems. This computation also allows to optimize the empty repositionings
of vehicles with a global point of view. To summarize, this solution is the one that we
compute using the operational paths for parcels chosen in our successive solutions but
it optimizes the vehicle flow. We call this solution obtained at the end of this merging
stage the “computed solution” to the problem in Tables 4.4, 4.5 and 4.6.

e) Refining Stage

In this last step, the global solution obtained at the end of the merging stage is injected
as a first feasible solution in a run of LHPTP-MILP without any fixed variables (once
again it is the MILP for the set of Equations (2.1)). It allows us to verify the feasibility
of our complete solution and to evaluate it by a distance to a lower bound. Indeed, when
the operational paths variables are fixed (in MILPfixed x in the previous step) the lower
bound is not relevant. The solution obtained at the end of this step is called “Refined
solution” in Tables 4.4, 4.5 and 4.6.

3 Applying the Clustering Methods on our Data

Now that we have presented in Section 2 the k-Clusters Algorithm, our objective is to
provide various clustering as inputs for the k-Clusters Algorithm to see which one works
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better. We want to cluster the sites in such a way that merging solutions obtained for
the subproblems results in a good global solution. One way to do this would be to find
a clustering that has few exchanges between clusters (fewer intercluster variables, i.e., a
sparse cut). This type of clustering could be obtained via an algorithm that finds sparse
cuts, but in general our data instances do not seem to have such cuts (see Section 3.5).

We test clustering algorithms with different properties in order to find which one
works the best on our data. Thus, we apply on our data the three clustering algorithms
introduced in Section 1: the hierarchical clustering, the spectral clustering and the k-
means algorithm. We also test a random clustering to see if the “quality” of the clustering
has an impact on the quality of the solutions we obtain with our cluster-based algorithm
(Algorithm 1).

The objective of this section is to present how we apply the clustering methods (e.g.,
hierarchical clustering, spectral clustering, k-means and random clusters) on our data
and the results obtained when using them. These clustering algorithms take as input
either a similarity or a distance matrix based on the data points to be clustered, which
in our case are the sorting centers (see Section 3.4 for justification). To construct these
matrices, we use two types of routing data: demands and physical distances between
sites. A formal discussion of this construction can be found in Section 3.1.

We use the clustering algorithms to construct a small number of clusters (i.e., 2, 3 or
4 clusters). We then have to solve the problems inside each cluster which are called
intracluster problems. We also have to solve an intercluster problem to take into account
the demands with the origin in one cluster and the destination in another one. Finally we
merge the solutions of all these subproblems (intracluster and intercluster problems)(see
the k-Clusters Algorithm, i.e. Algorithm 1). While creating the clusters, a major concern
is not to have the number of intercluster demands explode (see Section 2.2). Moreover,
we use only a small number of clusters because if there are too many clusters, there
are too few possibilities for beneficial consolidation of demands. For instance, in our
algorithm, an intracluster demand in cluster 1 cannot be consolidated with an intracluster
demand in cluster 2 on an intercluster path as neither of these demands can use this
type of path. In contrast, in an optimal solution one could use this type of path (on
Figure 4.2, the intracluster demand in cluster 1 stays in the blue zone, intracluster demand
in cluster 2 stays in the red zone, thus they cannot be consolidated on a path using a
black plain link). Therefore, there is a tradeoff between the number of clusters and
the opportunity to consolidate demands. The more clusters, the more decrease in the
intracluster subproblems size, but many clusters makes the size of the intercluster grow
and prevents consolidation as each intracluster subproblem is solved independently.

3.1 Input Data Provided to the Clustering Algorithms

The input data for these clustering algorithms are similarity or distance matrices based on
the demands and on the physical distances (see Section 3.2 of Chapter 2). As a reminder,
a demand is an (origin, destination, volume) triple and the demand matrix is the matrix
that contains the volume from site i to site j. The physical distance between two sites is
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the distance a vehicle has to travel between these sites.

We apply these algorithms to cluster only the sorting centers. Then each delivery
depot belongs to the cluster of its associated sorting center. To do this, we respect the
catchment areas (mentioned in Section 1.3 of Chapter 2), so each delivery depot associated
to the same sorting center should belong to the same cluster. For the demands, if their
origin and destination are in the same cluster then the demand is in this cluster, otherwise
the demand is in the intercluster subproblem.

Each of the classical algorithms considered has the objective of maximizing pairwise
similarity or minimizing pairwise distance of points within a cluster. In our case, we
aim to minimize the physical distances between sites inside the clusters, hence for the
algorithms which maximize similarity inside a cluster we want this similarity measure
to be inversely proportional to the distance which represents the physical distance. On
the other hand, we want to maximize the intracluster demand volumes and minimize the
intercluster demand volumes. We aim to minimize the volume of demands between the
clusters because this allows to limit the size of the intercluster routing problem and to
facilitate its resolution. Therefore the demand matrix is a similarity matrix which needs
in some cases a transformation to allow us to minimize the feature that we want.

Moreover, some of these algorithms require the similarity matrix to be positive semi-
definite matrix so we need to symmetrize our input matrix. Hence as a preprocessing
step we prepare a symmetric matrix of the physical distances between sites and a sym-
metric matrix representing the demands. Since we are only clustering sorting centers,
the demand of a sorting center is the aggregate demand of all of its associated delivery
depots. Since the input demands are directed, the aggregate demands are not symmet-
ric: They are directed and vary in volume. When the input require a PSD matrix, we
symmetrize the matrix by adding together the demand from i to j and the demand from
j to i (which exists because this is an aggregate demand).

In order to facilitate the intercluster solving, it can also be favorable to balance the
cluster weights in terms of demands, otherwise there would be a large instance which
would not be solvable optimally. Thus we want each cluster to contain at most one big
sorting center (i.e., a “big” sorting center is one with a large amount of incoming and
outgoing demands) and sites that are physically close. Intuitively we want the smaller
sorting centers to be gathered around one bigger sorting center. So we use a weight
matrix which gives a weight to each sorting center. For example, if the weight is 2, the
site is represented twice in the matrix to cluster, but the two instances can’t be separated.
Thus we combine both information of demands and physical distances as input to apply
the clustering algorithms allowing to weight input data.

Formally, each clustering algorithm takes as input one or two of the following matrices
(with i, j ∈ Ss.c × Ss.c):

� Ddist the physical distance matrix with distance for vehicles to go from site i to site
j,

� Sdist the physical similarity matrix: Sdisti,j = max
k,l∈ Ss.c× Ss.c

(Ddist
k,l )−Ddist

i,j ,
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� Ddist sym the symmetrized physical distance matrix: Ddist sym
i,j = (Ddist

i,j +Ddist
j,i )/2,

� Sdist sym the symmetrized physical similarity matrix: Sdist symi,j = (Sdisti,j + Sdistj,i )/2.

� Sdem the aggregate demand matrix of demand between site i and site j,

� Ddem the demand distance matrix: Ddem
i,j = max

k,l∈Ss.c × Ss.c

(Sdemk,l )− Sdemi,j ,

� Sdemsym the symmetrized demand matrix: Sdemsym
i,j = Sdemi,j + Sdemj,i ,

� W dem the vector to weight the sites with the demands: W dem
i =

∑
k ∈ Ss.c

Sdem
i,k +

∑
k ∈ Ss.c

Sdem
k,i .

We use implementations from the Scikit-Learn library for the aforementioned cluster-
ing algorithms (except the algorithm to construct random clusters).

3.2 Input Data for Each Clustering Algorithm

Hierarchical Clustering

The first clustering algorithm we apply is hierarchical clustering. We use the function
AgglomerativeClustering of Scikit-learn (sklearn.cluster), which provides an implemen-
tation of hierarchical clustering. It allows to choose the number of clusters expected and
the algorithm stops when it reaches this number. This implementation does not require
a symmetric input matrix hence we use the matrices Sdem and Sdist as input.

Spectral Clustering

We also use the spectral clustering algorithm which approximately minimizes the ex-
changes between the clusters output with respect to an input similarity matrix, which is
required to be positive semi-definite matrix. Therefore we need to symmetrize our input
matrices. We use the function SpectralClustering of Scikit-learn (sklearn.cluster) on the
matrices Sdemsym and Sdist sym.

k-Means Clustering

The previous two clusterings take as input similarity matrices. The k-means clustering
is a local clustering, which uses a distance matrix as input. We use the implementation
k-means of Scikit-learn (sklearn.cluster) on the matrices Ddist and Ddem. We also use the
feature of Scikit-Learn kmeans to combine both information of demands and physical

distances and use Ddist and W dem as input to apply the algorithm.
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Semi-Random Clustering

In order to see whether or not the clustering algorithm and the similarity used have an
impact, we also do a semi-random clustering in which the clusters of the sorting centers
are decided randomly. For this “clustering algorithm” we uniformly assign a number
between 1 and k to each sorting center. This number represents the cluster in which the
site is. Then we put the delivery depots in the same cluster as their associated sorting
center. We also tried to use a totally random clustering on all the sites: sorting centers
and delivery depots. But with this algorithm, the clusters are very much unbalanced as
the sites are not all sources and destinations thus the demands are badly divided as there
are clusters with few sorting centers and clusters with many sorting centers.

Synthesis: Data Types and Clustering Algorithm

Table 4.1 is a summary of all the clustering methods we tested as input for the k-Clusters
Algorithm (see Algorithm 1) in order to find out which clustering method provides the
best results for the tackled optimization problem. These different clustering algorithms
take various data types as input and this is captured in Table 4.1.

Table 4.1: The clustering algorithms tested and their input

Algorithm
Similarity Physical

distance
Demand

Both distance
and demand

No
input

Hierarchical Clustering Sdist Sdem

Spectral Clustering Sdist sym Sdemsym

k-means Ddist Ddem Ddist and W dem

Semi-random x
Totally random x

3.3 Output Clusterings

In this section, we show the clusterings obtained for all the algorithms tested in Section 4
for Configuration 6. Some outputs are similar for this configuration, but they are not
similar for all the configurations.
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(a) with 2 clusters (b) with 3 clusters (c) with 4 clusters

Figure 4.3: The hierarchical clustering on demands

(a) with 2 clusters (b) with 3 clusters (c) with 4 clusters

Figure 4.4: The hierarchical clustering on distances

(a) with 2 clusters (b) with 3 clusters (c) with 4 clusters

Figure 4.5: The spectral clustering on demands
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(a) with 2 clusters (b) with 3 clusters (c) with 4 clusters

Figure 4.6: The spectral clustering on distances

(a) with 2 clusters (b) with 3 clusters (c) with 4 clusters

Figure 4.7: The k-means clustering on demands

(a) with 2 clusters (b) with 3 clusters (c) with 4 clusters

Figure 4.8: The k-means clustering on distances
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(a) with 2 clusters (b) with 3 clusters (c) with 4 clusters

Figure 4.9: The k-means clustering on demand and distances

(a) with 2 clusters (b) with 3 clusters (c) with 4 clusters

Figure 4.10: The semi random clustering

Comparison of the Methods

The hierarchical clustering algorithm, in our case the hierarchical agglomerative clustering
algorithm, provides clusters forming a hierarchy. We notice in Figures 4.3 and 4.4 that
the increase in the number of clusters is more or less made by dividing a cluster into
two other ones. The spectral clustering algorithm (Figures 4.5 and Figures 4.6) provides
clusterings which are not nested: It is not hierarchical. The k-means algorithm applied
on demands (Figures 4.7) seems to provided nested clusters. However, it is not the case
when applied on distances, or when applied on demands but on other configurations.
The fact that it is the case for the dataset presented here is a coincidence. The semi-
random clustering algorithm has gathered the catchment areas randomly. The clusters
(Figures 4.10) are not nested, and they are not interpretable.

Comparison of the Similarities/Input

It is no surprise that the clusterings based on the physical distance (see Figures 4.4, 4.6, 4.8
and 4.9) are more visually pleasant. The clusters are connected: They are not divided
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into pieces. The clusterings based on demands (see Figures 4.3, 4.5 and 4.7) are not
connected and are less interpretable. But we can notice that the k-means algorithm
applied on demands and the hierarchical algorithm applied on demands for two clus-
ters provide the same result (Figures 4.3a and 4.7a). The clustering based on demand
and distances (Figures 4.9) is connected as it is based on distance. The semi-random
clustering (Figures 4.10) is the less connected and the more spread across the country.
The distance-based clustering methods always give the same output for two clusters (see
Figures 4.4a, 4.6a, 4.8a and 4.9a). For three clusters, we have twice the same output
(spectral clustering (Figure 4.6b) and k-means on demands and distances (Figure 4.9b)),
the two others being different. We can notice that for four clusters, with distance based
clustering, the east side of the country is always clustered the same while the west changes
once (over the four clustering methods).

Some clusterings seem more balanced and relevant when we look at them. We will
see in Section 4 if the good-looking clustering provide good results when used as the first
step of the k-Clusters Algorithm.

3.4 Confirmation of the Catchment Areas Utility

In order to confirm the interest of respecting the catchment area while using a divide and
conquer method, we try to cluster on all the sites. It gives us interesting information.

We test a totally random clustering (which independently assigns each site to one of
the k clusters uniformly at random) and compare it to classical clustering methods (see
Table 4.1). This totally random clustering has a high probability of separating delivery
depots from their associated sorting centers. When this happens, it leads to cases for
which not all the parcels can be delivered with our cluster-based algorithm. For instance,
if the origin sorting center and delivery depots are far apart (no direct path possible) and
the associated sorting center is not in the same cluster of either of these two sites, then we
cannot guarantee that the package would be delivered as there might not be any possible
operational paths for this demand in its subproblem in our model. Our computational
results show that many parcels could not be delivered with a totally random clustering.
We can conclude that it is important that the clustering respects the catchment areas of
the sorting centers. Hence we will not discuss the totally random clustering in the rest
of this section. Results obtained with the semi-random clustering are however presented
in the rest of the section as it allows to verify if the respect of the catchment area is the
only feature of a clustering needed to have good results or if the use of demand-based or
physical-distance-based similarity function improves the results.

We just justified that it is better that the clusterings respect the catchment areas as
it ensures not to separate any sorting center from its associated delivery depot. Here
is another practical reason why we cluster only on sorting centers. We tried to cluster
all the sites with the classical clustering methods. When applied with a demand-based
similarity function, the hierarchical clustering and the k-means algorithms provide the
following result: The sites are divided between the sorting centers on one hand and
the delivery depots on the other hand. Therefore, all the demands are from a site in
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one cluster (the origin sorting center) to a site in another cluster (the delivery depot of
destination): All the demands are intercluster. Thus the intracluster subproblems are
empty and the intercluster problem has the same size as the original problem. There is
no divide-and-conquer as there is no division of demands. Thus, using all the sites as the
data points for the demand-based clustering algorithms does not result in a problem that
is easier to handle for the hierarchical clustering and k-means algorithms.

The only clustering algorithm which provides exploitable results when applied on the
demands is the spectral clustering. These results are showed in Chapter 3 Section 1.4.
Moreover, our goal is to compare clustering algorithms with demand-based and physical-
distance-based similarity functions. That is why in both cases we cluster only the sorting
centers and put the delivery depots in the cluster of their associated sorting center.

3.5 Structural Properties of the Data Revealed via Clustering

In this Section, we introduce key aspects of the data relative to the k-Clusters Algorithm
revealed when we applied the clustering methods combined with the inputs presented in
this Section. As a reminder, in this algorithm, we want to divide carefully the original
problem into subproblems so the solving of the subproblems and the merging of these
solutions makes a good solution for the original problem. In Section 2, we said that the
intercluster problem is a key aspect of the algorithm as our objective is to divide the
problem in a way which minimizes the intercluster problem size and balances the sizes of
the intracluster problems.

Balance of Clusters: When we apply the clustering techniques presented in Table 4.1,
we do not always obtain well-balanced clusters in terms of number of variables when we
cut the graph into only two, three or four pieces. We would like to have well-balanced
clusters because it would minimize the overall computation time and reduce the size of
the problem more effectively. Indeed, if we have a cluster with 10 sites and a cluster
with 140 sites, the one with 140 sites is still too large to be manageable in a reasonable
amount of time. We test these unbalanced clusterings anyway in order to confirm that
the best clustering does indeed have well-balanced clusters.

Table 4.2 shows what percentages of the demands are in each cluster and shows which
methods provide unbalanced clusters. In this table, the numbers of demands is not the
volume of demands (number of parcels, which we used to create the clusters), but the
number of arcs in the demand graph. It appears here as it is a good indicator of the size
of the problem to solve with a solver.
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Table 4.2: Balance of demands in clusters

Number of Demands in Demands in
clusters the intraclusters (%) the intercluster(%)

min | avg | max min | avg | max
2 clusters 0.6 | 28.6 | 85.0 14.4 | 42.8 | 50.0
3 clusters 0.3 | 13.3 | 59.0 37.5 | 60.2 | 65.9
4 clusters 0.2 | 8.2 | 30.7 59.5 | 67.0 | 73.3

Table 4.2 shows that the more clusters there are, the more intercluster demands there
are. To have the best-balanced clusters and therefore have all the benefits of our divide-
and-conquer approach, we need to have fewer clusters. Thus, we do not use more than
four clusters. However, we test 2, 3 and 4 clusters to be sure that in practice the results
confirm this intuition that fewer clusters are better.

No Sparse Cut: The first approach we study is to cluster using a similarity function
based on the demands. Indeed, we want to divide our network into parts which have little
exchanges between them in order to prevent the intercluster problem size from exploding.
We notice it is hard to divide into such parts: The intercluster problem is always quite
large when the clusters are of balanced sizes. Indeed, one particularity of the long-haul
parcel transportation problem is that parcels are sent from all the sorting centers to all
the delivery depots. In practice, with our datasets, around 44% of the demands cross
between the clusters on average. Thus, the demand graph does not appear to have a
“sparse” cut. This means that there are no sets of sites that are sending most of their
parcels among themselves: They are all sending a large number of packages to other sites
outside the set. Intuitively, it means that there are many operational paths from any
site on one side of a cut to any site on the other side of the cut, thus the intercluster
problem has lots of variables. Because of all these path variables, the performance of the
MILP solver is very poor on the intercluster problem. Therefore it is necessary to use a
heuristic for this intercluster problem. It is a natural approach to restrict the number of
such paths. We have decided to choose operational paths which exhibit consolidation.

Note that when the clusters are unbalanced, it makes the intercluster problem very
small. However, this is not a sparse cut: It is useless in practice due to the fact that
nearly all the sites are in one cluster. Therefore we only consider balanced clusters when
we discuss the notion of a sparse cut.

Reduction of the Problem Size via Clustering: Table 4.3 shows that the total
number of variables for each problem is quite large (see the row “Merging model” in
Table 4.3). As a large part of them are integer variables, optimal solutions cannot be
computed in reasonable time with the MILP on the complete instance. But the number
of variables in the intracluster models is small enough to allow an exact solving. The
intercluster model has more variables but we use a heuristic to solve it efficiently thus
many of these variables are fixed to zero. The merging model has as many variables
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as the model for a computation without cluster, but in this model the operational path
variables are fixed to the values we recorded while solving the successive models which
represent the solution we built (only the operational link variables are recomputed in this
phase). Thanks to this reduction of the model size, it is solvable in less time.

Table 4.3: Reduction with 2 clusters

Name of the Number of Number of Number of Number of
model demands sites variables constraints

min | avg | max min | avg | max min | avg | max min | avg | max
Cluster 1 58 | 1115 | 3084 31 | 127 | 269 10K | 240K | 1043K 2K | 12K | 36K
Cluster 2 22 | 720 | 3150 23 | 98 | 225 7K | 113K | 1017K 1K | 8K | 31K

Intercluster 521 | 1388 | 2047 154 | 225 | 292 232K | 529K | 896K 8K | 15K | 26K
Merging model 2312 | 3223 | 4063 154 | 225 | 292 613K | 1115K | 1612K 16K | 31K | 42K

3.6 Synthesis

In this Section, we detail the application of the clustering methods described in Section 1
on the data of our case study. To find the best partition of sites for the k-Clusters
Algorithm presented in Section 2, we compare various clustering algorithms (random,
spectral clustering, hierarchical clustering, k-means) and apply them on the demand
graph and the physical distance graph. When designing these clusterings, we respect the
catchment areas as it is the best option. The similarities and distances needed by each
algorithm are described in Section 3.2. Applying the clustering methods on the data of
our case study showed that there are no sparse cut in the data we work with. Thus the
intercluster subproblem can never be sparse. However, some clustering methods allow to
have better balanced clusterings than others which permits to reduce better the size of
the subproblems. In the next section, we test the algorithm on the clusterings displayed
in Section 3.3. The objective is to determine which clustering method, similarity and
number of clusters results in the better solution for the k-Clusters Algorithm.

4 Simulations and Results

In this section we present computational experiments on various realistic input scenarios
provided by a postal company. These simulations and their results are presented next.

4.1 Simulation Parameters

The datasets used for our tests are real data provided by a company. There are six
different configurations of the network which makes six datasets. They are described in
Table 3.1 in Section 1 of Chapter 3. As a reminder, a dataset is made of a list of sites, a
list of demands (origin, destination, number of parcels) between these sites and the costs
of all the logistics and transportation operations (sorting, entering sites, leaving sites,
etc.). Table 4.3 of Section 3.5, shows the number of variables in each subproblem for all
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the methods and the six datasets in the case of two clusters. The test environment is
composed of a Linux server with 32 CPU and 150 Gbytes of RAM. The solver used is
CPLEX 12.8. The Scikit-Learn library is used to build the clusters (except the algorithm
to construct random clusters).

We test each clustering algorithm presented in Section 3 on each of the 6 configu-
rations. Moreover each of the clustering algorithms is set to output two, three or four
clusters for each distance function presented in Table 4.1. For each combination (clus-
tering method, distance function, number of clusters, network configuration) we run the
k-Clusters Algorithm (Algorithm 1) once. Therefore we launch 162 simulations with
the k-Clusters Algorithm plus the simulations without clustering, solved with the global
MILP applied on the whole problem instance.

We allow the MILP solver to run for up to one hour to solve each subproblem (intr-
acluster, intercluster, merging, complete). This is a choice we made which constitutes a
trade-off between having a good solution and having quickly a solution. Indeed, in ten
minutes we can also have solutions but they are far worse. We are able to fix nearly
all the variables before entering the merging stage of the k-Clusters Algorithm, which
requires then only a few seconds to reach the optimum. Thus the total computing time
is less than what could be expected. For example, the tests with two clusters could take
up to four hours (first intracluster, second intracluster, intercluster, merging stage) but
in practice each takes only three hours (one hour for each intracluster problem, one hour
for the intercluster problem). It is the same with the tests with four clusters which could
take up to six hours, but take only five hours. In the following tables, the time to build
the models for each subproblem and to save the results are not taken into account as
they are negligible compared to the solving stages. Note that generating the MILP for
the solver (construction of the paths and links) takes around five seconds, while saving
in a database the whole transportation plan takes around twenty minutes 2.

At the end of the merging stage (step d)), we obtain a computed solution to the
problem (see columns 3 and 4 in following tables), which is injected as an initial solution
in a one hour execution of the LHPTP-MILP for refinement (step e)). The value of this
refined solution is given in column 5 in following tables.

Note that the time values shown in the following are the total amount of time needed to
obtain the solutions (i.e., on a single machine, without parallelization). As the intracluster
subproblems are independent, they could be launched in parallel.

4.2 Evaluation of Results

In the network on which we optimize the parcel transportation, we have from two to four
hubs fixed by the transportation managers according to the configurations (see Chapter 3
Section 1.1). In this section, we decided to release this constraint and to consider that all
the sorting centers can be inner-hubs in order to enhance the possibilities of consolidation
and to confirm if the four hubs chosen by the transportation managers the right ones.

2This is currently done with sqlite3 and could be optimized.

99



Results with Strategy 2

In this section, we use the Strategy 2 (defined in Chapter 3 Section 2) which consists
in considering all the sorting centers as inner-hubs and to respect the catchment areas
provided. This means the MILP has more variables that if we used only the hubs chosen
by the transportation managers but this allows to propose more operational paths to the
solver and therefore leads to better solutions.

Number of Clusters: The first question we consider is: What is the number of clus-
ters which produces the best quality solution ? We present in Table 4.4 a comparison
of the solutions and gaps found with the different numbers of clusters we tested in the
k-Clusters Algorithm (Algorithm 1). In this table, we provide the minimum, the aver-
age and the maximum values in each column, the average being computed over all the
configurations and all the clustering methods. Table 4.4 shows that the best results are
obtained when we use 2 clusters. As a matter of fact the more clusters there are, the more
the macro point of view is lost. Indeed, because we solve the intracluster subproblems
independently, some possibilities of consolidation are lost. Moreover, the more clusters
there are, the larger the intercluster problem is. This intercluster problem is solved with
a heuristic in which some possible operational paths are removed to make the problem
manageable (see Figure 4.2) but it also means the solution for this problem is sub-optimal.
Therefore we want to divide to obtain smaller subproblems but we want to divide as little
as possible because each division costs us a lot in terms of consolidation and intercluster
solution optimality.

Table 4.4: Comparison of the number of clusters

Computed solution via clustering Refined solution
Number of Total time (h) Objective (K) Gap (%) Objective (K) Gap (%)

clusters min | avg | max min | avg | max min | avg | max min | avg | max min | avg | max

MILP (no cluster) 4 — — 377 | 408 | 426 10.3 | 14.3 | 20.5
MILP (no cluster) 5 — — 377 | 408 | 426 10.3 | 14.1 | 19.5

2 clusters 3.0 | 3.8 | 4.1 379 | 409 | 430 8.3 | 14.3 | 19.2 379 | 407 | 430 7.8 | 13.9 | 19.2
3 clusters 3.0 | 3.9 | 5.0 379 | 410 | 428 9.5 | 14.5 | 18.8 376 | 408 | 427 8.0 | 14.1 | 18.7
4 clusters 3.0 | 3.7 | 5.0 382 | 411 | 438 9.5 | 14.9 | 20.7 382 | 410 | 438 7.1 | 14.6 | 20.7

The first two lines of Table 4.4 gives the results of the LHPTP-MILP run for re-
spectively four hours and five hours. This solution is obtained without clustering and
therefore the solution is presented in the column refined solution as it is the solution
obtained at the end of the total computation time. Note that the results of the MILP are
slightly different as the one given in Table 3.13 (in Chapter 3 Section 3.1) as in Table 3.13
the MILP is run for six hours. The other lines of Table 4.4 gives the solution obtained at
the end of step d) in the column “Computed solution via clustering” and at the end of
step e) in column “Refined solution”. The column “total time” gives the time to obtain
the refined solution. The time to have the solution computed via clustering is the total
time minus one hour.

100



Table 4.4 shows that the k-Clusters Algorithm provides in three hours to five hours
solutions which are slightly better than a solver without cluster in the same computation
time. The difference is not huge but the interest is that the solution computed via
clustering can be computed on computer with less memory. Indeed, CPLEX requires lots
of memory to solve the complete problem but for the subproblems and the problem with
fixed variables, it is less intensive. Another advantage of this approach is that it deals
with smaller MILP which could be handled by open source solvers. Indeed, CPLEX is
needed to solve large MILP but for small instances it is not necessary anymore.

As the best number of clusters is two clusters, in the following, we present in-depth
results for our algorithm with 2 clusters for all the configurations.

Best Clustering: The second question to consider is: What is the best clustering
method and with which distance function ? Table 4.5 allows to compare the methods
tested in the case of two clusters.

Table 4.5: All configurations with 2 clusters

Computed solution via clustering Refined solution
Name Total time (h) Objective (K) Gap (%) Objective (K) Gap (%)

min | avg | max min | avg | max min | avg | max min | avg | max min | avg | max

MILP (no cluster) 4 — — 377 | 408 | 426 10.3 | 14.3 | 20.5
Hier Dem 3.0 | 3.5 | 4.0 386 | 410 | 428 9.4 | 14.7 | 18.9 386 | 408 | 428 7.8 | 14.2 | 18.8
Hier Dist 4.0 | 4.0 | 4.0 382 | 406 | 425 8.3 | 13.8 | 18.3 382 | 406 | 425 8.2 | 13.7 | 18.3
Spec Dem 3.0 | 3.5 | 4.0 392 | 412 | 430 8.9 | 15.0 | 19.2 390 | 409 | 430 8.8 | 14.3 | 19.2
Spec Dist 4.0 | 4.0 | 4.0 379 | 407 | 424 9.1 | 13.9 | 18.1 379 | 405 | 423 8.3 | 13.5 | 18.0

k-means Dem 3.0 | 3.5 | 4.1 381 | 408 | 422 9.4 | 14.3 | 17.5 381 | 406 | 422 8.3 | 13.8 | 17.5
k-means Dist 4.0 | 4.0 | 4.0 385 | 409 | 426 8.6 | 14.4 | 18.5 385 | 408 | 426 8.5 | 14.3 | 18.5
k-means both 4.0 | 4.0 | 4.0 383 | 407 | 425 8.4 | 14.1 | 18.4 383 | 405 | 425 8.3 | 13.6 | 18.3
Semi-random 4.0 | 4.0 | 4.0 387 | 408 | 421 8.7 | 14.2 | 17.6 387 | 406 | 420 8.0 | 13.8 | 16.9

The values in the table are the minimum, the average and the maximum for the 6
configurations. We can notice that all the clustering methods provide results which are
slightly better than what the solver provides within four hours. As the results in Table 4.5
are very close we cannot point out one winner but we can conclude that the k-Clusters
Algorithm provides a better solution than the solver in less time when the clustering
respects the catchment areas of the sorting centers. Table 4.5 gives the value of the
objective of the solution built thanks to the k-Clusters Algorithm and then the value of the
objective of the solution obtained by injecting this solution as a first solution in one hour
of solver computation (refined solution on the complete problem). We can see that the
solutions built are better when the clustering is done according to the physical distance.
It is probably because the transportation costs, which are the main part of the cost
function, are closely related to the physical distance between sites.

The spectral clustering based on distances and the k-means based on both distances
and demands seems to be the best when we look at the value of the objective after the
extra one hour of solver computation. But it is not the case when we look at the computed
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solution via clustering, obtained before the refinement step. In this case, the Hierarchical
Clustering on the distances provides the best results.

With more heterogeneous datasets, one could highlight the qualities and drawbacks
of each clustering method. However, as we work with realistic specifications and a well-
defined use case, all our datasets are on the same network and have roughly the same
properties (see Chapter 3 Section 1.3).

Results with Strategy 1

In this section, we use the Strategy 1 (defined in Chapter 3 Section 2) which consists in
using only the hubs chosen by the transportation managers as inner-hubs. This allows to
have less variables (which helps the solver to go faster) and to compare with the results
obtained with Strategy 2.

Table 4.6: All configurations with 2 clusters and Strategy 1

Computed solution via clustering Refined solution
Name Total time (h) Objective (K) Gap (%) Objective (K) Gap (%)

min | avg | max min | avg | max min | avg | max min | avg | max min | avg | max

MILP (no cluster) 4 — — 377 | 413 | 439 9.7 | 12.9 | 17.0
Spec Dist 4.0 | 4.0 | 4.1 388 | 415 | 431 8.2 | 13.3 | 17.2 388 | 410 | 422 6.8 | 12.4 | 15.0

k-means both 4.0 | 4.0 | 4.0 388 | 415 | 432 8.4 | 13.3 | 16.9 380 | 411 | 422 8.0 | 12.6 | 16.9

Table 4.6 shows that the k-Clusters Algorithm provides slightly better solutions than
the global MILP for the Strategy 1 (respecting the catchment areas and the inner-hubs
provided by the transportation managers). With this strategy, the gaps (to the best
lower bound found for Strategy 1) are lower as the models have less variables than with
Strategy 2. But the objective values are higher as these variables allow to decrease the
cost of the objective value.

4.3 Synthesis

This heuristic algorithm allows us to have results comparable to the ones obtained with
an exact method in terms of quality. It allows however for less memory usage and it allows
us to use a freely-available MILP solver, which can handle problems of smaller sizes than
expensive commercial solvers. Moreover, we have proven that the less clusters the better
the results. Thus there is no need to test the algorithm with more clusters as the best
results are obtained with only two clusters and then the increase in the number of clusters
degrades the solution quality. Finally, there is no “better clustering method” for these
datasets and this algorithm. Indeed, all the clustering methods give comparable results
which proves that the key aspect is to divide into balanced clusters. The semi-random
clustering gives satisfying results as well as the clusterings obtained with well-known
algorithms applied on two key features of the data. Thus we decided not to create a
tailored clustering method for our case study as it did not seemed promising.
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5 Conclusion

In this chapter, we apply a new divide-and-conquer approach based on clustering tech-
niques to solve the Long-Haul Parcel Transportation Problem: the k-Clusters Algorithm.
Indeed, the real data instances at stake are too large to be solved efficiently with a single
global MILP. Thus we use several clustering techniques (spectral clustering, hierarchical
clustering, k-means and random) to divide the problem into smaller subproblems that
can be addressed with the MILP. This constitutes a tailored heuristic which permits us to
solve the long-haul parcel transportation problem more accurately and more efficiently.

The k-Clusters Algorithm allows us to have results comparable to the ones obtained
with an exact method in terms of quality. Its advantages are that is permits to use less
memory and/or eventually a free solver. As we expected in Chapter 3, the Strategy 2
allows to have better results than the Strategy 1 with the k-Clusters Algorithm as it was
already the case with only the MILP. There is no ”better clustering method” for our
case study, as all the clustering methods give comparable results which proves that the
key aspect is to divide into balanced clusters and to respect the catchment areas. The
semi-random clustering gives satisfying results as well as the clusterings obtained with
well-known algorithms applied on two key features of the data: the physical distance
and the demands. Thus creating a tailored clustering method for our case study does
not seem promising. Finally, we have proven that the less clusters the better the results.
Thus there is no need to test the algorithm with more clusters as the best results are
obtained with only two clusters and then the increase in the number of clusters degrades
the solution quality.

The division in subproblems allows to use the MILP which works well and seems
promising. One weakness of the k-Clusters Algorithm is that the intracluster subproblems
are solved before the intercluster subproblem and it impacts it resolution through the
heuristic. It could be interesting to see what happens if we solve between the clusters
first and then inside the clusters. This is not possible in the k-Clusters Algorithm (the
intercluster problem is large and will not be solved efficiently with an MILP), but this can
be done in another algorithm. It is what we do in the next chapter, with the Hierarchical
Algorithm with Aggregate Demands.
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In this chapter, we propose an approach that takes advantage of the hierarchical
structure of our network: we divide the whole problem into tractable subproblems in the
most natural way possible, which follows the two-level structure of the network. We were
inspired by the idea of Baumung and Gunduz [BG15] of sending directly large demands
and consolidating residual demands. It seems natural to maximize the truck filling rate
and minimize the number of parcels sorted as sorting has a cost per parcel. However,
we do not want to impose a mandatory sorting (as in [LM14]) on all the demands, as it
would incur extra costs. To apply this idea to our approach for solving the LHPTP, we
send directly (bypassing all sorting operations) trucks filled more than a truck filling rate
threshold, rather than only those that are fully filled. Roughly speaking, we define the
demands above this threshold as large demands and the ones below this threshold as
residual demands.

We will test various thresholds of truck filling rate in order to measure the impact
of this filling rate on the quality of the solutions. The truck filling rate threshold will
help to find a good trade-off between the benefits of routing demands directly and the
disadvantages of sending suboptimally filled trucks.

In this hierarchical algorithm, the routing of both large and residual demands are first
optimized separately, and then we see if combining this solutions can improve the global
solution. Indeed, for the large demands, there is more than one delivery option (due to
the options for vehicles and due to the double deliveries 1). Moreover, as we want to
optimize the global problem of routing all the demands we do not want to completely
separate these subproblems of routing demands above and under the threshold, especially
while taking into account the optimization of balancing with empty vehicles. Note that
all these subproblems are small enough to be solved optimally with the LHPTP-MILP
(see Chapter 2 Section 3.3).

The LHPTP has two levels which can both be bypassed by direct paths, and a heuris-
tic is used to optimize this decision only for bypassing the two sortings. However,this
heuristic is not used within the inner level. Indeed, the optimization on the inner level
can be solved exactly at the optimum, thus there is no need for a heuristic to decide if
an inner-level demand need to be consolidated in an inner-hub or not.

In Section 1, we present background and previous work on two-level networks to
position the Hierarchical Algorithm with Aggregation of Demands in this literature. This
new algorithm is described in Section 2. Finally, in Section 3 the results of this algorithm
on our case study are presented as well as a comparison of the results of the two divide-
and-conquer algorithms.

This algorithm has been presented at the ROADEF 2021 conference [GCH+21]
and will be presented at APMS 2021 conference [GCHN21].

1Double deliveries are defined in Chapter 2 Section 1.4. This is when a truck with two containers
delivers the two containers in two different depots.
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1 Background and Previous Works

Hierarchical networks [Cur88, CRC86] are composed of sites which are of different types
of varying centrality. The sites of a same type (inner-hubs, sorting centers, depots) form
a layer or stage. Each pair of layers constitutes one level of the hierarchical network
and is sometimes referred to as an echelon. Note that our hierarchical network is a
non-hierarchical hub-and-spoke network, as stated in Chapter 1 Section 3.1, because a
hierarchical hub-and-spoke network, according to Lin and Chen [LC04], assigns each
spoke site to one hub site. Here, we are given a two-level hierarchical network in the
sense that we have three types of sites (inner-hubs, sorting centers and delivery depots).
In this chapter we explore how to exploit this hierarchical network structure to design
good transportation plans 2.

Two-echelon networks are a special case of multi-echelon networks in which the net-
work is made of two levels. That is why this type of problem is also called two-level
network optimization. Note that two-level optimization must not be confused with bi-
level programming (which is a larger and different subject). Surveys on two-echelon
problems have been written by Gonzalez-Feliu [GF11] and Cuda et al. [CGS15]. In
this last paper, the two-echelon routing problems are divided into three categories but
our problem does not fit in any of these problems which are mainly related to vehicle
routing on one or two levels of the network (Two-Echelon Location Routing Problem,
Two-Echelon Vehicle Routing Problem (2E-VRP), Truck and Trailer Routing Problem).
It is not a Two-Echelon Location Routing Problem as the sites in the network are fixed.
Nor is it a Two-Echelon Vehicle Routing Problem (2E-VRP) as the parcels are in bulk in
containers so there are no delivery tour to consider as a container is completely emptied
at destination. Moreover, in [CGS15] they define the 2E-VRP with no cost associated
with the use of any depot and any satellite, which is not our case as we have sorting costs.
Finally, it is not a Truck and Trailer Routing Problem (TTRP) which is another real-life
problem in which some sites can receive only truck with one container while others can
receive trucks with one or two containers. This last type of problem is the closest to our
problem but it routes a single good with a fleet to manage, which is different from our
framework.

The LHPTP is not a VRP but it does have three types of sites which are linked by
a two-level network. To the best of our knowledge, there is no two-echelon optimization
for service network design as most of the applications of two-echelon optimization deal
with VRP and not with more general SND problems.

2 A Hierarchical Algorithm with Aggregation of De-

mands

As we saw in Chapter 2 Section 3.3, we can formulate our problem as an MILP and
an optimal solution for this MILP yields an optimal solution for LHPTP. However, we

2A transportation plan is defined in Chapter 2 Section 2.4.
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cannot solve this MILP in a reasonable amount of time when considering realistic sized
datasets. Therefore, the main idea of our algorithm is to divide the problem into smaller
subproblems, each of which we can solve optimally via an MILP or other means, and
then to add the solutions to these subproblems together to obtain a final solution of good
quality, although we note that it can be suboptimal.

2.1 Approach to Solving the LHPTP

Our idea is first find an optimal transportation plan on the inner level of the network
(see Chapter ref/chap2), then we optimize the extension of this transportation plan on
the outer level of the network, and finally, in the last steps of the algorithm, we combine
and refine these solutions to obtain a transportation plan for the whole network.

Recall that the original demands of our problem are from sorting centers to delivery
depots. For the inner problem, we create aggregate demands which are demands from
sorting centers to sorting centers (in order to separate the two levels). In our algorithm,
we require that the last sorting will be done in the sorting center to which the delivery
depot of the destination is associated. Thus, we can aggregate the demands which were
from sorting centers to delivery depots to make them from sorting center to sorting center
to separate the initial problem into subproblems. An aggregate demand is the sum
of demands from a sorting center to all the corresponding delivery depots of another
(destination) sorting center.

Figure 5.1: The two levels of the resolution

The Hierarchical Algorithm with Aggregation of Demands (also called Hier-
archical Algorithm for short) chooses the links between sorting centers first (plain arcs
in Figure 5.1), then it chooses the links from sorting centers to delivery depots in each
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zone around each sorting center (dotted arcs on Figure 5.1) and finally it assembles
the solutions. But if we aggregate all the demands, we lose the possibility of using
direct paths from a sorting center to a delivery depot, which have been proven to be
useful [O’K98, ZW02]. We therefore consider the following approach (represented in Fig-
ure 5.2): If a demand is large enough to nearly fill a truck, then we consider sending a
truck with this demand directly from the origin to the destination. Thus, our algorithm
first splits the demands into large demands, whose operational paths are actually deter-
mined in the last step (deferred demands), and residual demands whose operational paths
are specified by the transportation plan we construct on the inner and outer levels of the
network. These residual demands are either routed through an inner-hub, in which case
they are subject to an additional sorting, or they are routed directly from their initial
sorting center to their final sorting center. This latter determination is made during the
single call to the appropriate MILP on a set of aggregate residual demands.

The proposed algorithm follows a kind of two-echelon approach but it is not a true
two-echelon approach for two main reasons. First, in a first step we are only optimizing
the transportation plan between sorting centers. The demand of a sorting center is the
aggregate demand of all of its corresponding delivery depots. It is a made-up demand.
Secondly, if we simply aggregate all the demands into demands from sorting center to
sorting center, it will make a pure hierarchical two-echelon approach. But it forces direct
paths to be unused. However, we know this type of operational path is used in an optimal
solution. So we choose to use some direct paths that we think are useful.

Figure 5.2: Structure of the algorithm

Note that our problem has two levels which can both be bypassed by direct paths, and
we use a heuristic to optimize this decision only for bypassing the two sorting operations.
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However, we do not use this heuristic within the inner level. Indeed, the optimization on
the inner level reaches a 1% gap with the MILP, thus there is no need for a heuristic to
decide if an aggregate demand (from sorting to sorting center) need to be consolidated
in an inner-hub or not.

2.2 Detailed Steps of the Algorithm

Now we detail each of the seven steps of our proposed resolution approach, expressed in
Algorithm 2.

Algorithm 2: Hierarchical Algorithm with Aggregation of Demands

1 a) Split demands
2 for each demand d do
3 if vd < σ · Cveh then
4 Add d to the set of residual demands

5 else
6 k = dvd/Cvehe
7 if k · σ · Cveh ≤ vd ≤ k · Cveh then
8 Add d to the set of large demands

9 else
10 Split d into a large demand of volume (k − 1)Cveh and a residual

demand (twin demands)

11 b) Aggregate residual demands
12 for each of the residual demand d do
13 Aggregate it with the demands with the same associated sorting center as

destination
14 c) Solve the aggregate subproblem (inner level)
15 Solve the MILP which is made only of operational links between sorting centers
16 d) Extend for each catchment area (outer level)
17 for each one of the n catchment areas do
18 Solve the MILP without constraints (1d) to route the demands towards

their catchment area
19 e) Add the solutions of all residual demands, large demands (on direct paths) and

integrate the empty repositioning (global level)
20 Solve the MILP with all the residual demands and with only the chosen

operational paths to optimize the vehicle flow. The large demands are enforced to
use a direct paths. (for up to 1h)

21 f) Optimize the routing of the large demands
22 Solve the MILP with all the demands, the solution of the previous MILP fixed

and the option for the large demands to follow a direct path or an already chosen
operational path. (for up to 1h)
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a) Splitting Demand Volumes into Two Sets

The first step of the algorithm is to split the demand volumes into two sets. We call the
first set of demands the large demands (i.e., essentially, those whose volume is above
a given threshold σ · C, where σ ∈ (0, 1] and C is the capacity of a container) and the
remaining set the residual demands, which is standard terminology [BG15]. Recall that
a demand is a triple (sd, td, vd), where sd is the origin, td is the destination and vd is
the volume (i.e., number of parcels to be routed from sd to td). We define k := dvd/Ce.
For each demand d, if vd ≤ σ · C, then demand d is a residual demand. Otherwise, if
vd ∈ [k · σ · C, k · C], then we can use k containers, so d is a large demand. In the last
case, we have vd ∈ [(k− 1) ·C, k ·σ ·C], the demand d is split into twin demands: A large
demand of volume (k − 1) · C and a residual demand of volume vd − (k − 1) · C. Note
that sometimes k · σ · C < (k − 1) · C and in this case, vd is a large demand.

For example, suppose the given threshold is 60% of the volume of a container, which
is 1000. And suppose we have a demand whose volume of 1100 is a bit larger than the
capacity of a container, then this demand will be split into one large demand with volume
1000 and one residual demand with volume 100. In the set of residual demands, we have
demands from sorting centers to delivery depots, all of which are smaller than the given
threshold. Large demands are unique in their set but they can have a twin residual
demand.

In the algorithm, the two sets of demands will be handled differently. The large
demands will be set aside and possibly routed directly at the end of the algorithm (see
step f). The residual demands will be routed according to the solution of MILP (see
Equation (2.1) and steps b to d). Note that only after determining the routing of the
residual demands, will we decide how to route the large demands: Either they will be
routed directly, or they will be combined and sent with the residual demands if there is
leftover capacity.

b) Aggregating the Residual Demands

In order to separate the optimization of the routing on the two levels of the network,
we first need to have demands on the inner level of the network (from sorting centers to
sorting centers). To achieve that, we require that the last sorting for a parcel is done
in the sorting center associated with the delivery depot of its destination. Due to this
requirement, we can aggregate residual demands which are sent to a common outer-hub.

The aggregate demands represent the addition of the residual demands from a
single origin to all the corresponding delivery depots of each sorting center. Let’s denote
Sjd.d the set of delivery depots in the catchment area of the sorting center j. The volume of
the aggregate demand from the sorting center i to the sorting center j is vdi,j =

∑
k∈Sj

d.d

vdi,k .

For example, let’s consider two sorting centers A and B (see Figure 5.3). We aggregate
all residual demands whose origin is A and destination/delivery depot is in the catchment
area of B, resulting in an aggregate demand from A to B whose volume is the sum of
the volumes of these residual demands. Note that every aggregate demand is a truncated
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demand which ends up in a sorting center (whereas original demands end in a delivery
depot).

Figure 5.3: Aggregation of demands by catchment area

c) Finding the Routing for Aggregate (Residual) Demands Be-
tween Sorting Centers

Now that we have aggregate (residual) demands going from sorting center to sorting
center, the problem size is reduced. We have indeed fewer possible destinations: Initially,
we had around 200 sites and now we have the same problem of routing parcels but with
around 20 sites. So we can use the MILP (see Equation (2.1)) to optimize this smaller
problem as it is the same problem as before but on a smaller instance. Note that the
MILP includes the design-balance constraint (see Equation (2.1d)). The MILP applied
on the network composed of the sorting centers and the aggregate demands provides a
transportation plan for these truncated demands.

d) Extending the Routing for Each Catchment Area

At this point, we have one or more operational paths chosen for each aggregate demand.
In this step, we disaggregate the aggregate demands and turn them back into residual
demands ending in delivery depots. We have one or more operational paths chosen for
each group of residual demands from its origin to the sorting center associated with their
delivery depot and we need to complete these paths so that each parcel reaches its final
destination. This is not trivial for two reasons: (i) paths between sorting centers can be
shared by several aggregate demands; (ii) paths between sorting centers reserved for each
aggregate demand can be shared by several residual demands.

(i) If in step c, two aggregate demands were sharing a vehicle on a link, and one of
these aggregate demands is split over more than one operational paths (for instance, if
we are routing 20% of an aggregate demand A on an operational path which shares a link
with the operational path chosen for an aggregate demand B), then we do not want the
parcels for one of these two demands (demand A in our example) to use completely the
vehicle capacity allowed on this link. It could happen as the catchment areas are solved
separately and that will be a problem in the next steps. So we need to enforce the parcels
to use the links chosen for each aggregate demand by the MILP of step c with respect of
the capacities fixed in this MILP (to avoid mixing the catchment areas).
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(ii) We also need to reassign the global capacity of the paths chosen for the aggregate
demand and make sure that it is well shared between residual demands. Indeed, the
capacity reserved on each path may be used by several residual demands. For instance,
let us consider an aggregate demand A which is disaggregated in residual demands A1

and A2. If in step c the paths pa and pb has been chosen for A, the residual demand A1

might use both paths pa and pb while A2 only uses the path pb. In this case, the capacity
reserved for the path pb has to be shared.

To take into account these two points, we add the following new constraint to the
MILP in which we denote P desc

pagg the set of operational paths descending from the aggregate

path pagg (which is associated to the aggregated demand dagg). Note that x
dagg
pagg is defined

similarly as xdp in Chapter 3 Section 3.3. It represents the rate of the parcel flow of the
demand dagg on the path pagg.

∀xdaggpagg ,
∑

p∈Pdesc
pagg

vxdpx
d
p ≤ vaggx

dagg
pagg (5.1)

We solve this problem separately for each catchment area. For each set of resid-
ual demands, whose final destination belongs to the same catchment area, we use the
MILP\(2.1d) to extend the operational path (from Step c) from final sorting center to
final destination. For each subproblem, we consider the network of all sorting centers
(network considered in the previous step) and the delivery depots of the relevant catch-
ment area. The idea is we restrict the variables so that the operational paths output by
the MILP\(2.1d) solution will follow the operational paths already chosen in the previous
step between sorting centers. In this model, we do not put the design-balance constraint
(Equation (2.1d)) as we want the repositioning of the vehicles to be optimized globally
and not by catchment area. Note that the design-balance constraint means that the
number of outgoing and incoming trucks must be equal for each site in the course of a
day (e.g., it ensures that all vehicles are returned to the sorting centers).

At the end of this step, we have operational paths for all the residual demands. But
we are not finished yet, since these operational paths are in several transportation plans,
one for each catchment area, and our goal is to find a single global transportation plan.

e) Merging the Residual Demands Solutions with the Large De-
mands on Direct Paths and Integrating the Empty Repositioning

In this step we merge the solutions (found in step d) to deliver the residual demands and
optimize the large demands paths and the empty repositioning. We fix in the MILP the
operational paths variables for parcels (the xdp variables in the MILP) and the variables
representing the number of vehicles on each operational link (the yvehl variables in the
MILP) accumulated in the previous steps. Indeed, in the previous steps we have opti-
mized the inner level and these links are not recomputed, neither are the links which
allows to end the parcel path in the delivery depot. As in each subproblem we opti-
mize one catchment area (or the inner level) these links cannot be used in two separate
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subproblems, therefore there is no need to recompute it as it was the case in Chapter 4
Section 2. We add the solutions for each catchment area obtained in the previous steps
to have a global vision of the whole network. In this resolution the empty repositioning
from delivery depots to sorting centers are optimized as the design-balance constraint of
the MILP is activated. We do so for two reasons: first to optimize simultaneously the
empty repositioning of trucks and the direct paths and secondly to have a transportation
plan which answer the original problem in order to compare it with the one obtained at
the end of the next step. Note that, there is more than one direct path option for each
demand (because of the two types of vehicles and of the double deliveries). Thus there is
an optimization done by the MILP solver for the large demands even if they are allow to
use only a direct path. This gives us the global solution built from the solutions to the
subproblems solved in the previous steps, with the large demands sent on direct paths.
At this stage, we have what we call Sol fixed dir. (solution with fixed direct paths) in
Table 5.1 for the results analysis.

f) Optimizing Operational Paths for the Large Demands

In this step we fix the variables to the solution obtained at the previous step for the
residual demands and we allow the large demands to follow either a direct path or the
operational path used by their residual twin demand if there is enough “leftover” space.
Note that if there is no residual twin demand, the large demand will be necessarily
routed on a direct path. This gives us the final global solution built with the Hierarchical
Algorithm with Aggregation of Demands, called Built solution in Table 5.1.

3 Simulations and Results

In this section we present simulations on realistic input scenarios provided by a postal
company. The results of these simulations are presented next.

3.1 Simulation Parameters

The datasets used for our tests are the same as those used in Chapter 4 Section 4. There
are six different configurations of the network which makes six datasets provided by a
postal company. They are described in Table 3.1 in Chapter 3 Section 1. As a reminder, a
dataset is made of a list of sites, a list of demands (origin, destination, number of parcels)
between these sites and the costs of all the logistics and transportation operations (sorting,
entering sites, leaving sites, etc.).

The test environment is composed of a Linux server with 32 CPU and 150 Gbytes of
RAM. The solver used is CPLEX 12.8.

We test different values for the truck filling rate threshold (σ in the Algorithm 2). As
it is a percentage, we test all values from 100% to 10% with a step of 10 on each of the
six configurations. Therefore we launch 60 simulations with the Hierarchical Algorithm
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with Aggregation of Demands plus the simulations without clustering, solved with the
global MILP applied on the whole problem instance.

We allow the MILP solver to run for up to one hour to solve each subproblem (inner
level, extension to each catchment area, merging). This is a choice we made which
constitutes a trade-off between having a good solution and quickly finding a solution.
Indeed, in ten minutes we can also have solutions but they are far worse. The solver can
stop before the one hour of computation if it reaches a gap of 0.01%. This is nearly always
the case for the subproblem addressing the extension to the catchment areas (step d),
which usually takes less than one minute to reach this gap. As we are able to fix nearly
all the variables before entering the merging stage of the algorithm, it requires only a
few seconds to reach this 0.01% gap. Thus the total computing time is more much less
than what could be expected. Indeed, the only subproblem which systematically takes
one hour of computation is the inner level problem. In the following tables, the time to
build the models for each subproblem and to save the results are not taken into account
as they are negligible compared to the solving stages. Note that generating the MILP for
the solver (construction of the paths and links) takes around 5 seconds, while saving in
a database the whole transportation plan takes around 20 minutes.

3.2 Evaluation of Results

In the network on which we optimize the parcel transportation, we have from two to
four hubs fixed by the transportation managers, depending on the configuration. In this
section, we decided to first place ourselves in the framework of the Strategy 2 (defined in
Section 2 of Chapter 3). It consists in ignoring this constraint and to consider that all the
sorting centers can be inner-hubs in order to enhance the possibilities of consolidation and
to confirm if the 4 hubs chosen by the transportation managers are the right ones. Then,
we check what happens if we respect this constraint (Strategy 1). Finally, we compare
the Hierarchical Algorithm and the k-Clusters Algorithm.

Results with Strategy 2

We first compare results obtained with several thresholds (σ in Algorithm 2) for splitting
demand volumes into large demands and residual ones. In this algorithm we solve each
MILP with a 1h time limit and all sorting centers are considered as inner-hubs. Note that
the gap presented in the table represents the distance to the best lower bound computed
by the solver for an exact resolution (see first line of Table 5.1).

The results in Table 5.1 show that compared to the LHPTP-MILP when run without
any heuristic for 6 hours (lines with threshold none), the Hierarchical Algorithm with
Aggregation of Demands can provide better solution values in five to six times less com-
putational time for the appropriate thresholds. Note that the line “threshold: none and
time 6 hours” presents the average, minimum and maximum values of the values given
in Table 3.13 (in Chapter 3 Section 3.1) to give a reminder and to allow the comparison.

We see that the threshold which provides the best results is 60% ±10%. We can
also observe that there are not many difference between the solution obtained in step
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e) and step f), even if the optimal solution is reached most of the time (with respect to
the variables fixed). As a reminder, in step e), the large demands are enforced to use a
direct paths, while in step f) they are offered the opportunity to use the path of their
twin residual demand. But the lower the threshold is, the less there are demands which
are split into twin large and residual demands. If a large demand does not have any
twin demand, we do not offer any possibility to use a path which is not direct. For these
demands, there is no difference between the solutions obtained at the end of steps e and
f. Note that steps e) and f) are run for much less than one dedicated hour.

Table 5.1: Comparison of the thresholds

Thres. Time (h) Sol fixed dir. e) Built sol f) Gap (%)
Filling rate

(no empty vehicles)
Global fill. rate (%)

(%) min | avg | max min | avg | max min | avg | max min | avg | max min | avg | max min | avg | max

none 1 — 377| 477 | 807 11.6 | 21.5 | 58.7 47.5 | 66.5 | 72.2 31.6 | 41.0 | 43.7
none 6 — 377| 406 | 423 10.2 | 13.7 | 17.4 70.0 | 71.3 | 73.2 42.7 | 43.4 | 44.4
100 1.0 | 1.1 | 1.3 376| 415 | 444 376| 414 | 442 13.4 | 15.5 | 16.7 82.6 | 84.0 | 86.0 52.4 | 54.1 | 55.7
90 1.0 | 1.1 | 1.2 375| 411 | 437 375| 411 | 436 13.2 | 14.7 | 15.9 82.1 | 84.2 | 86.4 52.0 | 54.0 | 55.5
80 1.0 | 1.2 | 1.2 374| 406 | 429 374| 406 | 429 12.2 | 13.8 | 14.9 81.6 | 83.9 | 85.9 51.4 | 53.4 | 54.8
70 1.0 | 1.1 | 1.2 369| 405 | 437 369| 405 | 435 11.8 | 13.5 | 15.1 80.2 | 82.4 | 84.9 50.8 | 52.1 | 53.6
60 1.0 | 1.1 | 1.2 367| 399 | 419 367| 399 | 419 10.1 | 12.2 | 13.9 79.5 | 81.8 | 83.6 49.3 | 50.9 | 52.0
50 1.1 | 1.2 | 1.3 374| 401 | 419 374| 401 | 419 10.0 | 12.7 | 14.3 76.7 | 78.7 | 80.3 47.4 | 48.3 | 48.7
40 1.1 | 1.2 | 1.5 374| 406 | 426 374| 406 | 426 11.5 | 13.8 | 15.7 75.4 | 76.0 | 77.1 45.5 | 45.7 | 46.4
30 1.0 | 1.2 | 1.5 393| 421 | 435 393| 421 | 435 13.3 | 16.9 | 19.1 70.1 | 70.9 | 72.7 41.1 | 41.6 | 42.1
20 1.0 | 1.3 | 1.5 436| 463 | 480 436| 463 | 480 19.9 | 24.5 | 27.7 60.1 | 61.5 | 63.3 34.1 | 34.7 | 35.4
10 1.1 | 1.3 | 1.5 559| 583 | 627 559| 583 | 627 33.0 | 39.9 | 44.6 42.7 | 45.6 | 49.4 23.0 | 24.6 | 26.6

When the threshold is 60%, the vehicle filling rates with and without considering
repositioning of empty vehicles are respectively 50,9% and 81,8%. Slightly higher vehicle
filling rates (like 84.2%) can be obtained with higher filling rate thresholds but at the
expense of sorting cost for more consolidation. Both of these pieces of information are
important. Indeed, one could think that maximizing the filling rate of trucks will lead to
cost minimization, because when trucks are more filled, we need less trucks. That is why
we study the filling rate without the empty vehicles. But it is profitable to send a truck
filled at 60% on a direct path as it allows to save both empty repositioning of vehicles
and sorting costs. That is why it is necessary to look at the global filling rate. These
simulations showed that the higher filling rate does not correspond to the lowest cost of
objective value. Indeed, a higher filling rate means more sorting and sorting has a cost.

In the transportation plans associated to the solutions presented in Table 5.1, we note
that nearly all the sorting centers are used as inner-hubs. It is probably because the
demands are small compared to the vehicle capacity and because the sorting costs are
not very high compared to the kilometric cost. Consolidation of demands is then useful
as it allows to reduce the number of vehicles used, even if this leads to more sorting
operations. This might however not be the case with much higher sorting costs. We
tested this hypothesis by comparing results obtained with several sorting costs considering
a threshold of 60% for the activation of direct paths.

We can see in Table 5.2 that the number of inner-hubs used decreases when the sorting
cost increases. We can also see in Table 5.2 that when the sorting costs increase, the
solving is much faster as sorting is a less affordable option to consider in the mathematical
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model and the MILP can perform more efficient cuts in the solution space. But the
interesting output of this test is that with a higher sorting cost, five hubs are used in
average and by very small demands. Moreover, these inner-hubs do not include all the
inner-hubs selected by transportation managers.

Table 5.2: Comparison of the sorting costs with σ = 60%

Sorting cost Time (h) Sol fixed dir. e) Built sol f) Gap 3 (%) Used inner-hubs
min | avg | max min | avg | max min | avg | max min | avg | max min | avg | max

normal 1.0 | 1.2 | 1.3 359| 405 | 436 358| 405 | 436 10.1 | 12.2 | 13.9 13 | 14.7 | 17
10 × normal 0.0 | 0.1 | 0.2 1635 | 1733 | 1806 1634 | 1731 | 1803 78.6 | 79.8 | 80.7 8 | 8.5 | 10
20 × normal 0.0 | 0.1 | 0.2 3030 | 3188 | 3330 3026 | 3182 | 3324 88.3 | 89.0 | 89.6 4 | 5.2 | 7

All the inner-hubs are selected by the Hierarchical Algorithm with the “normal” costs.
Thanks to that, the Hierarchical Algorithm provides better solutions and can be an
interesting decision support tool for the managers.

Results with Strategy 1

In this section, we use only the inner-hubs chosen by the transportation managers as
inner-hubs, it corresponds to the Strategy 1 (defined in Chapter 3 Section 2). This allows
to have less variables (which helps the solver to go faster) and to compare with the results
obtained with Strategy 2 to see if with this strategy it is possible to have best results.

Table 5.3: Comparison of the chosen inner-hubs with the Hierarchical Algorithm

Inner-hubs Time (h) Sol fixed dir. e) Built sol f) Gap (%)
min | avg | max min | avg | max min | avg | max min | avg | max

all s. centers (S2) 1.0 | 1.2 | 1.3 359| 405 | 436 358| 405 | 436 9.3 | 11.9 | 13.9
only the fixed ones (S1) 0.5 | 1.0 | 1.3 377| 412 | 435 377| 411 | 435 9.0 | 13.3 | 16.1

The gap in Table 5.3 is the gap to the best lower bound computed with the Strategy 2.
This table confirms that Strategy 2 provides better results than Strategy 1.

3.3 Synthesis

All of these simulations show that it is profitable to divide this type of naturally hierar-
chical problem into smaller problems which can be solved optimally with exact methods.
Indeed, it allows to solve larger instances of the problem. Moreover, the simulations show
that in parcel transportation, due to sorting costs and empty balancing of vehicles, the
optimization of the truck filling does not obviously result in cost optimization. Indeed,
the cheaper solutions are not the ones in which the trucks have the highest filling rate.
The best threshold to decide if a demand should be offered the opportunity to use a direct

3Gap to the lower bound of the MILP without heuristic with the same variables.

117



path is when it fills 60% of a container, not 100%. This result can seem counter-intuitive
for someone on the ground with only a local point of view, as they do not have a global
perspective, which leads to a different conclusion. But it allows to optimize the network
globally and to minimize the total cost.

We also show that the advantages of consolidation in inner-hubs depends strongly
on the sorting costs and kilometric costs. Thus the optimal threshold found empirically
depends on the datasets and would need to be recomputed if the algorithm were to be
applied on another dataset. Finally, while the simulations were on very large datasets,
without access to even larger datasets, it is nevertheless hard to see how to handle issues
related to scaling the size of the input data.

With the data we used, provided by a postal company, greater truck filling rates do
not correspond to the cheapest solution. It means, in general, that in long-haul parcel
transportation networks, it is not always better to send fully-filled trucks.

3.4 Comparison of the k-Clusters Algorithm and the Hierarchi-
cal Algorithm

In this section, we compare the best results obtained with each one of the heuristics we
developed. For the Hierarchical Algorithm with Aggregation of Demands, this corre-
sponds to a truck-filling rate threshold σ of 60% (see Section 3.2) and for the k-Clusters
Algorithm this corresponds to the k-means algorithm with two clusters and with demands
and distances as input (see Section 4.2 of Chapter 4). All tests (including using MILP
alone) are run with the Strategy 2 which respects the catchment areas and uses all the
sorting centers as inner-hubs.

Table 5.4: Comparison of the algorithms on Strategy 2 (in one hour and four hours)

Algorithm Time (h) Objective value Gap 4 (%) Filling rate (%)
min | avg | max min | avg | max min | avg | max min | avg | max

LHPTP-MILP 1 377| 477 | 807 11.6 | 21.5 | 58.7 31.6 | 41.0 | 43.7

LHPTP-MILP 4 377| 408 | 426 10.3 | 14.3 | 20.5 42.3 | 43.3 | 43.9

k-Clusters Algorithm 4.0 | 4.0 | 4.0 383| 405 | 425 8.3 | 13.6 | 18.3 40.0 | 41.5 | 42.9

Hierarchical Algorithm 1.0 | 1.1 | 1.2 367| 399 | 419 10.1 | 12.2 | 13.9 49.3 | 50.9 | 52.0

Table 5.4 shows that on average, both algorithms beat the MILP alone. We can see
however that the k-Clusters Algorithm (run for four hours) allows to find smaller gaps
in some cases than the MILP alone or the Hierarchical Algorithm with Aggregation of
Demands (run for one hour). This appears more clearly in Figure 5.4. The Hierarchical
Algorithm has a smaller deviation from the lower bound on the 6 configurations than
the k-Clusters Algorithm or the MILP alone which can find solutions with much smaller
gaps but also solutions with much higher gaps. In Table 5.4 the filling rate (with the

4This gap is computed with the best lower bound we have computed in six hours and called “lower
bound 6h”.
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empty repositionings) of the various algorithms can be compared. It is noteworthy that
the solution of the k-Clusters Algorithm with a 8.3% gap has at most a filling rate of
42.9%. This confirms that increasing the filling rate does not provide the better solutions
(due to the sorting costs). This is probably the reason why greedy algorithms (which
maximize the truck filling) perform poorly on the LHPTP.

(a) Comparison of the algorithms (b) Zoomed version of the comparison

Figure 5.4: Comparison of the algorithms for the 6 configurations

Figure 5.4 also shows that the Hierarchical Algorithm, run for one hour, does not
always beat the MILP alone if it is given enough time (6 hours). Indeed, the goal of our
work is to beat the MILP alone (e. g., to have all our solutions in the colored zone of
Figure 5.4). Thus we add a refining step (on the model of the refining step introduced
for the k-Clusters Algorithm in Section 2 of Chapter 4). This step consists in adding an
extra one hour run of the MILP which starts with the solution found by the Hierarchical
Algorithm as a first solution. This gives a bias to the solver but it helps it not to struggle
to start its search.

Table 5.5: Comparison of the algorithms on Strategy 2 (in two hours and six hours)

Algorithm Time (h) Objective value Gap 5 (%) Filling rate (%)
min | avg | max min | avg | max min | avg | max min | avg | max

LHPTP-MILP 2 377| 409 | 426 10.2 | 14.4 | 19.6 42.3 | 43.0 | 43.9

LHPTP-MILP 6 377| 406 | 423 10.2 | 13.7 | 17.4 42.7 | 43.4 | 44.4

Hierarchical Algorithm 2.0 | 2.1 | 2.2 366| 394 | 418 8.1 | 11.1 | 13.6 45.8 | 49.0 | 51.5

The results of the Hierarchical Algorithm with an extra refining step are compared
to the MILP alone on a similar time (two hours) and on a six hours run in Table 5.5.
It shows that the Hierarchical Algorithm with an extra refining step gives clearly better
results than the MILP. The MILP is run for six hours since the results for a longer

5This gap is computed with the best lower bound we have computed in six hours and called “lower
bound 6h”.
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run are roughly the same: the solver becomes stuck. However, injecting the solution
found with the Hierarchical Algorithm in an extra refining step allow to beat the MILP
on the six configurations (see Figure 5.5). Note that the optimal solution of each of
these configurations is somewhere between the best solution we can compute with all
our algorithms and the lower bound that we have computed with the MILP solver. The
refining step decreases the filling rate and the total cost of the solution (see Table 5.4
and 5.5). The trucks are less filled but better filled.

Figure 5.5: Comparison of the algorithms for the six configurations

The Hierarchical Algorithm is clearly better than the MILP alone (in two hours).
Moreover, it provides better results than the k-Clusters Algorithm most of the time and
it is faster. This might be because in the Hierarchical Algorithm the transportation
plan found is very well optimized on the inner-level (gap of less than 0.5% in one hour)
and then extended. This shows that in the k-Clusters Algorithm, the initial subproblem
solved that is then extended is not as good a choice as in the Hierarchical Algorithm.

4 Conclusion

In this chapter, we present a heuristic to design a transportation network on a two-
level hybrid hub-and-spoke network. We apply a new hierarchical approach to solve the
Long-Haul Parcel Transportation Problem. As the two-levels hub-and-spoke network is
also including the possibility to use direct paths, we choose to offer this option in our
algorithm for large demands in order not to waste space in the vehicles and to save
sorting costs. The proposed Hierarchical Algorithm with Aggregation of Demands is
a hierarchical algorithm which divides the problem into subproblems solved through a
multi-step process. In the algorithm, the large demands are separated from the residual
demands and they are treated differently. The residual demands are aggregated to form
aggregate demands which stays on the inner-level of the network while large demands
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can bypass the levels by using direct paths. The inner-level subproblem can be solved
with an MILP as it is smaller. The extension of its solution is also made thanks to an
MILP. Finally, the addition of the large demands to the solution hierarchically built is
made with an MILP.

The Hierarchical Algorithm with Aggregation of Demands is tested on data instances
at the scale of a country. These data instances are too large to be solved efficiently with
a single global MILP, but the use of the hierarchical nature of our network to divide it
into smaller subproblems allows to have subproblems that can be solved with MILPs.
We test various thresholds of truck filling rate for the large demands to find which ones
suits our data the best. This constitutes a tailored heuristic which permits us to solve
the LHPTP more accurately and more efficiently.
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Conclusion and Perspectives
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1 General Synthesis

In this work, the Long-Haul Parcel Transportation Problem (LHPTP) is defined. It is
an industrial problem containing specific strong industrial constraints and has not been
addressed so far in the literature to the best of our knowledge. The delivery constraint
states that all parcels must be delivered from their origin site (a sorting center) to their
destination site (a delivery depot). The capacity constraint requires that the vehicle
capacities must be respected. However, the number of vehicles the transportation plan
can use is not bounded, neither is the number of vehicles between each pair of sites. The
last constraint is the design-balance constraint. As we design a daily planning which will
be applied the following day, the vehicles have to go back at their starting points before
the end of the day in order to be used again the next day. All these constraints are not
gathered in one standard optimization problem. The LHPTP is a point-to-point delivery
problem, which consists in minimizing the cost of the long-haul transportation of parcels
on a two-level hybrid hub-and-spoke network with three types of sites. In our case study,
presented in Chapter 2, there are two types of vehicle to manage according to the number
of containers and the daily repositioning of empty trucks.

The LHPTP is a Service Network Design problem with Asset Management. The
network on which we design a transportation plan is precisely a two-level non-hierarchical
hybrid hub-and-spoke network 6 which is hybrid on the inner-level only. However, this is
a two-level hierarchical network in the sense that we have three types of sites (inner-hubs,
sorting centers and delivery depots). The LHPTP has distinct properties such as the fact
that demands have both fixed origin and destination, and the sorting operation has a
cost per parcel. It is a point-to-point delivery problem, with a sorting operation, which
is one of the characteristics of the parcel transportation domain. The LHPTP has linear

6According to Lin and Chen [LC04] for the definition of non-hierarchical hub-and-spoke network
given in Chapter 1 Section 3.1.
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costs thus we develop an MILP formulation for it: the LHPTP-MILP. But this MILP
formulation was not providing an optimal solution on the datasets provided by the postal
company (presented in Chapter 3). Actually the gap between upper and lower bounds
obtained from the MILP is quite consequential in terms of daily costs. Thus, there seems
to be room for improvement, which is why we design and implement two algorithms with
divide-and-conquer approaches, in which we partition the problem into smaller instances.
In these two heuristics, we take advantage of the grouping by catchment areas as it allows
to cluster sites more easily or to aggregate demands (see respectively Chapter 4 and 5).

The first algorithm we propose is the k-clusters Algorithm (see Chapter 4). In this
algorithm, we apply a new divide-and-conquer approach based on clustering techniques
to solve the LHPTP. Several clustering techniques (spectral clustering, hierarchical clus-
tering, k-means and random) are used to divide the problem into smaller subproblems
that can be addressed with the MILP. We test clustering on demands and/or physical
distances, and try various numbers of clusters in order to find out which one fits the best
to our case study.

Since all the clustering methods give comparable results, it does not seem to be
worthwhile to find a better clustering algorithm in order to improve the algorithm. We
observe that the key aspect is to divide into balanced clusters and to respect the catchment
areas. The semi-random clustering gives satisfying results as well as the clusterings
obtained with well-known algorithms applied on two key features of the data. Thus
creating a tailored clustering method for our case study does not seem promising. Finally,
we have shown that the fewer clusters the better the results, although we need at least
two clusters to improve the MILP. Thus there is no need to test the algorithm with more
than two clusters as the best results are obtained with only two clusters and then the
increase in the number of clusters degrades the solution quality. The k-clusters Algorithm
allows us to have results comparable to the ones obtained with an exact method in terms
of quality. One weakness of the k-clusters Algorithm is that the intracluster subproblems
are solved before the intercluster subproblem and it impacts its resolution through the
heuristic. Thus we try the other way around in our second algorithm. We solve between
the clusters first and then inside the clusters.

This is the main idea of the Hierarchical Algorithm with Aggregation of Demands.
We solve first the inner level (between sorting centers) of our two-level network and then
extend and complete this partial solution . This is made possible by the use of aggregate
demands that we create to have demands on the inner level. To aggregate demands,
we force a sorting of parcels which has a cost and has to be avoided for large demands.
Thus we define a truck filling rate threshold to discriminate large demands and residual
demands. We optimize the routing of the two types of demands, first separately and
then together in a multi-step process in which the subproblems are solved via MILPs.
The threshold impacts the performance of the Hierarchical Algorithm with Aggregate
Demands, that is why we test various truck filling rate threshold values to find out
which one is the best, in terms of solution quality obtained and computational time.
The Hierarchical Algorithm gives cheaper solutions in less computational time than does
directly solving the global MILP using a solver. Moreover, it gives better solutions than
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the k-Clusters Algorithm most of the time while being faster.

The simulations show that it is efficient to divide instances from the case study into
smaller problems which can be solved optimally with exact methods. Indeed, it allows
to solve larger instances of the problem, so the divide-and-conquer approach used with
an MILP is efficient for the LHPTP. Note that one can use another methods to solve the
subproblems. We show that it is more efficient to aggregate the demands and to solve
first the inner level of the problem and then extend the solutions than to cluster the sites
and to solve first the intracluster subproblems and then the intercluster subproblem.

The next step is to give these solutions to the company that provided the datasets so
they can see how these transportation plans behave in a real-world environment. This
would allow us to have feedback from people from the ground on the transportation
plans we propose. In particular, the new operational links which have been proven to
be useful (direct links) need to be validated and the applicability of using new sorting
centers as inner-hubs need to be confirmed. Moreover, it is not rare that when presented
with transportation plans, the transportation managers realise that there were some
constraints they forget to specify or some data which were inaccurate. Thus the feedback
process will help us to get closer to the reality of long-haul parcel transportation.

2 Perspectives

Our two algorithms are designed to solve an industrial problem. In this section, we first
offer research perspectives on the problem formulation. They are directly linked to the
practical application of the proposed transportation plans. We then move on to potential
generalization of our model to include more diverse industrial problems and point out
which part of our methods could still be applied and the difficulties to overcome.

In all our tests, the last sorting is done in the associated sorting center of the desti-
nation (Strategy 2 presented in Chapter 3) except in the case of direct paths. This can
remove some possible operational paths that could be chosen in a global optimal solution.
An interesting option could be to relax this soft business constraint which assigns to each
delivery depot an associated sorting center. However, both approaches presented here
require well-chosen catchment areas which are necessary to aggregate demand or design
relevant clusters. From an operational point of view, respecting the catchment area has
lots of benefits for the implementation of optimized solutions in practice: It facilitates the
organization by regions and allows to take into account the sorting capacity of the sort-
ing centers. Catchment areas can be created with clustering algorithms or another mean.
For instance, for the Vehicle Routing Problem, most of the authors use the k-means al-
gorithm or other distance-based clustering approach to create kind of catchment areas.
Some authors implement dedicated heuristics. If the objective is to take into account the
sorting capacity of the sorting centers and the distance between sites to associate, this
option might be the best.

In this manuscript, we only consider paths with sorting, in other works, we considered
more logistics operations [GCH+19], but the problem was too large. To go even further,
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we could introduce additional logistics operations such as transshipment (when parcels
are added in a container without sorting in sorting centers) or swap (when containers
change trucks). This last swap operation includes the four logistics operations with swap
bodies (park, pickup, swap and exchange) defined by Huber and Geiger [HG14]. Indeed,
we consider there is a swap operation as soon as at least one container of the truck is
exchanged or removed. Adding new logistics operations would increase even more the size
of the complete problem but would increase greatly the opportunities for consolidation
and lead to cost savings as soon as we can find a relevant way to handle the trade-
off between optimality and complexity, especially for the intercluster subproblem of the
k-Clusters Algorithm. For the Hierarchical Algorithm with Aggregate Demands, new
logistics operations could be introduced on the inner-level, but if an operation impacts
both levels, there will be a need to find a heuristic way to optimize it, as it was the case for
the sorting operation which was optimized thanks to the threshold and the aggregation.
However, features like sorting capacity or link capacity for the road and not only for the
vehicles (to avoid congestion for instance) could be added easily to both algorithms. The
algorithms proposed can also be applied on one level networks or on networks in which
the origin sites are the destination sites of the long-haul stage. Indeed, this last aspect
impacts mainly the balancing of vehicles and not the approach for solving the parcel
transportation problem.

In the k-Clusters Algorithm, the various clusterings tested provide comparable results
and there is no obvious winner in the use cases studied. As future work, it could be
interesting to design data instances with a sparse cut or an asymmetry in the demands to
check whether or not one clustering method is better than the others under some specific
data configurations. As for the Hierarchical Algorithm with Aggregate Demands, we
show that the advantages of consolidation in inner-hubs depends strongly on the sorting
costs and kilometric costs. Thus the optimal threshold found empirically depends on the
datasets and would need to be recomputed if the algorithm were to be applied on another
dataset. Moreover, for both algorithms, while the simulations were on very large datasets,
without access to even larger datasets, it is hard to predict how scaling the size of the
input data would impact the performances of the algorithms. One can study the impact
of the problem size (smaller or larger datasets) on the algorithms proposed. Finally, to
conclude about the datasets, one could also test the algorithms on datasets with a ratio
sorting centers / total number of sites which vary to analyze how the algorithms behave.

In the Hierarchical Algorithm with Aggregate Demands, one perspective for future
work could be to select the demands which should not be sorted on criteria others than
their size or filling rate of vehicles. In this work we wanted to build a solution by deciding
that large demands will not be sorted and smaller ones will be. But at the end of our
algorithm we decided to question this idea in a very limited way. Indeed, we allow only
the large demands which have a twin residual demand to use a direct path or a path
with sorting, and in this case they can use only the path used by their twin demand.
The other large demands have to use one of the direct path options. One perspective for
future work could be not to limit the options for the large demands.

In the industrial problem we consider, the paths of the parcels cannot have a length
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superior to three operational links. This allows to enumerate and classify the possible
parcels paths. In order to take advantage of this strong constraint, we implement a path-
based model. One could also propose an arc-based model for parcel transportation prob-
lems with a limit in term of path length. One could consider testing the arc-based model
of Meisen [Mei15] after adapting it to the specific constraints of our industrial problem.
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Glossary

Aggregate demand: Virtual demand designed to have demands from sorting centers
to sorting centers. It is the sum of all the demands for the delivery depots whose
default sorting center is the sorting center of destination.

Arc-based model: Model in which the flow is modeled with arc variables.

Associated sorting center: Sorting center assigned to a delivery depots which is usu-
ally the closest (with respect to physical distance).

Built solution: Final global solution built with the Hierarchical Algorithm with Aggre-
gation of Demands, obtained at the end of step f).

Catchment area of a site: It is the zone around the sorting center in which all the
delivery depots have this sorting center as their default sorting center.

Capacity constraint: (or Link capacity constraint) it states that the number of parcels
on each link is smaller than the number that can be contained by the vehicles on
this link (see Equation(2.1c) in Chapter 2).

Clustering: Clustering is a Machine Learning technique which allows grouping of unla-
beled data points into meaningful sets: the clusters [JMF99].

Collection: Process in which the parcels are picked-up in post-offices and gathered in
their sorting center to be sorted before being routed in the network [Seb12].

Computed solution: At the end of the merging stage (of both divide-and-conquer al-
gorithms), we obtain what we call the computed solution to the problem.

Consolidation: When demands for a group of destinations (intermediate or final) are
put in the same container (presented in details in Chapter 2 Section 1.5).

Current operational strategy: Strategy applied nowadays on the ground by the postal
company (presented in details in the Introduction and Chapter 3).

D+1 delivery: When the parcel is delivered within 24 hours.

D+2 delivery: When the parcel is delivered within 48 hours.
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Delivery: The transportation stage from the post office to the recipient’s house [Seb12].

Delivery constraint: This constraint states that all the parcels of each demand have
to be delivered (see Equation(2.1b) in Chapter 2).

Delivery depot: Destination site, from which the parcels are dispatched to their final
destination.

Demand: Origin-destination-volume triple, in which the volume is the number of parcels
sent from the origin to the destination.

Demand graph: Graph representing the demands between each pair of sites. It is
a directed bipartite graph with all arcs directed from sorting centers to delivery
depots.

Design-balance constraint: It states the vehicles have to go back at their starting
points before the end of the day in order to be used again the next day (see Equa-
tion(2.1d) in Chapter 2).

Direct link: The only link which composes a direct path (from a sorting center to a
delivery depot outside of the catchment area of the sorting center).

Direct path: Path composed of only one link from the origin sorting center to the
destination delivery depot.

Distribution: Process in which the parcels are picked-up in their delivery depots and
brought to the post-offices (or intermediate depots) associated to their final desti-
nation [Seb12].

Distribution path: The parcel are sent directly from the sorting center to a delivery
depot which is in the catchment area of the origin.

Divide-and-conquer algorithm: A divide-and-conquer algorithm recursively divides
a problem into two or more subproblems of the same or related type, until these
become simple enough to be solved directly. The solutions to the subproblems are
then combined (or merged) to give a solution to the original problem [CLRS09] (see
Chapter 1 Section 4.3).

Double delivery: A truck with two containers delivers two sites in a row. The truck
goes from the sorting center with parcels for depot 1 in the first container and parcel
for depot 2 in the second container. It goes to depot 1 and distributes the parcels in
the first container and then goes to depot 2 to distribute the parcels in the second
container. It does not go through a sorting center between the two depots. The
two delivery depots must be associated to the same sorting center.

Echelon: Each pair of layers constitutes one level of the hierarchical network and is
sometimes referred to as an echelon [CGS15].
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Empty repositioning: Movements of vehicles to ensure the balance over the course of
a day. After delivering parcels in the delivery depots, vehicles are sent back empty
to sorting centers in a way which ensures that at the end of the day there are as
many vehicles in each sorting centers as it was the case at the beginning [JST+04] .

Gap: Gap between the best objective value found and the lower bound. When it is zero
the value found is optimal (see Chapter 1 Section 4.1).

Hierarchical Algorithm with Aggregation of Demands: (also called Hierarchical
Algorithm) Algorithm presented in Chapter 5.

Hierarchical hub-and-spoke network: It is a hub-and-spoke network in which each
site is assigned to exactly one hub.

HLP: Hub Location Problem [GN11] (see Chapter 1 Section 3.3).

HSND: Hub-andSpoke Network Design [O’K98] (see Chapter 1 Section 3.2).

Hub-and-spoke network: Hub-and-spoke network are networks in which all links must
either begin or end at a hub, the other extremities of the links being the spokes [BO99].

Hub sorting: Sorting which takes place in the inner-hubs. It is the first sorting over
two when parcels from a demand are on a path with two sortings (the sorting
post-collection does not count).

Hybrid hub-and-spoke network: A hub-and-spoke network in which there are possi-
bilities to bypass the hubs with direct links.

ILP: Integer Linear Program (see Chapter 1 Section 4.1).

Inner-hub: Sorting center which is on a parcel path between two other sorting centers.

Intercluster problem: Problem of routing the demands whose origin and destinations
are in different clusters.

Intracluster problem: Problem of routing the demands whose origin and destinations
are in the same cluster.

Large demand: Demand above the threshold in the Hierarchical Algorithm, which will
have the possibility to use a direct path.

Layer: The sites of a same type (inner-hubs, sorting centers, delivery depots) form a
layer or stage [CGS15].

Level: Each pair of layers constitutes one level of the hierarchical network and is some-
times referred to as an echelon [CGS15].

LHPTP: Long-Haul Parcel Transportation Problem.
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Long-haul transportation: The transportation between the collection sorting center
to the delivery depots [Cra03, Seb12].

LP: Linear Program (see Chapter 1 Section 4.1).

Lower bound: The cost of the best (minimum cost) transportation plan cannot be
under this value, which increases with the solving of the MILP.

MILP: Mixed Integer Linear Program (see Chapter 1 Section 4.1).

MCND: Multicommodity Capacitated Network Design [GCF99] (see Chapter 1 Sec-
tion 2.3).

Operational level: The operational level concerns the short-term optimization (sched-
ules for services, crews, maintenance activities etc.) [Cra00, MW84].

Operational link: Arc between two sites associated with a vehicle type and a time slot.

Operational path: The combination of links between sites associated with a vehicle
and operations performed on a parcel flow between its origin and its destination.

Optimization strategy: The set of operational paths offered to the MILP solver. It
changes according to the soft business constraints respected.

Parcel: Physical object which must be delivered from a specified origin sorting center
to a designated delivery depot. It has an average size.

Path-based model: Model in which the flow is modeled with path variables.

Physical distance graph: Each arc from point a to point b represents the real-life
distance for a vehicle to travel from a to b.

Point-to-point delivery problems: Problems with point-to-point demands for deliv-
ery [LMSL92] (see Chapter 1 Section 2.1).

Point-to-point network: Network in which all pairs of sites are connected.

Post-collection sorting: First sorting which allows to sort the freshly collected pack-
ages. It is mandatory and takes place in the starting sorting center. As this sorting
is mandatory, we will not talk about it in the optimization process.

Quality of service: It is one of the classical objectives in parcel transportation. It
consists of delivering most of the parcels (a D+1-ratio is given) within 24 hours
(D+1 delivery or next day delivery) [Mei15].

Refined solution: After the merging stage (of both divide-and-conquer algorithms),
the computed solution is injected as a first solution in a one hour MILP run which
results in the refined solution.
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Residual Demand: Demand which is not large enough to be routed directly in the
Hierarchical Algorithm with Aggregation of Demands.

SND: Service Network Design [Cra00] (see Chapter 1 Section 2.2).

SNDAM: Service Network Design with Asset Management [ACC09a] (see Chapter 1
Section 2.3).

Semi-random clustering: In this clustering, the clusters of the sorting centers are
decided randomly. For this “clustering algorithm” a number between 1 and k is
uniformly assigned to each sorting center. This number represents the cluster in
which the site is. Then the delivery depots are put in the same cluster as their
associated sorting center.

Soft constraint: Constraint which should be respected, otherwise there might be a
penalty.

Sol fixed dir.: Solution with fixed direct paths in the Hierarchical Algorithm with Ag-
gregation of Demands obtained at the end of step e).

Solution space: The feasible solution space of a linear program is a polyhedron and the
set of optimal solutions are on these faces (see Chapter 1 Section 4.1).

Sorting: logistics operation which separates parcels according to their destination (in-
termediate or final).

Sorting capacity: Number of vehicles or parcels that a sorting center can receive.

Sorting center: (or s. center) origin site and intermediate site. The sorting operation
takes place in these sites.

Strategic level: The strategic level of optimization deals with long-term optimization
(acquisitions of vehicles, construction of roads or buildings etc.) [Cra00, MW84].

Strong constraint: Constraint which has to be respected, otherwise the solution is not
feasible.

Tactical level: The tactical level of optimization treats medium-term optimization (ef-
fective use of the network) [Cra00, MW84].

Transportation plan: Output of the LHPTP. It contains the paths for parcels, the
number of vehicles of each type on each operational link and the costs of the plan.

Vehicles: They are of two types: truck with one container, truck with two containers.
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Résumé long

Dans cette thèse, nous concevons un réseau de transport de colis long-courrier pour une
entreprise postale. Le transport long-courrier (de type inter-urbain) se fait des centres
de tri aux dépôts de livraison. Ni la manière dont les colis sont acheminés de leur bureau
de poste de départ à leur centre de tri de collecte, ni comment ils sont transportés vers
les bureaux de poste puis aux particuliers ne sont pris en considération.

Le problème du transport long-courrier de colis (PTLCC), que nous définissons formelle-
ment, est un problème tactique d’optimisation qui consiste à définir un plan de transport
annuel composé de liaisons fixes, basé sur des prévisions de volumes à moyen terme, dont
on minimise le coût total. Ce coût est composé du coût logistique et du coût de transport.
Dans notre cas d’étude, le transport de colis (à la fois pour des industriels et des parti-
culiers) se fait avec deux types de véhicules (camions à un ou deux conteneurs) qui sont
équilibrés chaque jour sur le réseau grâce à la gestion des conteneurs vides. Le transport
est optimisé sur un réseau hybride hub-and-spoke biniveau à l’échelle d’un pays. En effet,
ce problème industriel provient d’une entreprise postale et leurs ensembles de données
sont de taille réaliste (environ 225 sites avec 2500 demandes). Les colis sont envoyés de
tous les sites de départ vers tous les sites de destination. Ils sont transportés dans des
camions dans lesquels les colis pour différentes destinations sont mélangés. Ainsi ils sont
triés dans des centres de tri pour arriver à destination et ce tri a un coût. Mais cette
opération de tri permet une meilleure mutualisation des colis dans les conteneurs. Notre
objectif est de choisir combien de camions vont de chaque site à chaque site, avec combien
de conteneurs et avec combien de colis et lesquels, tout en minimisant le coût total. De
plus, une même demande (origine, destination, nombre de colis) peut être acheminée sur
plusieurs chemins simultanément ce qui augmente la complexité du problème. Ainsi, le
nombre de plans de transport possibles explose.

Dans le premier chapitre, le vocabulaire du transport de colis et les problèmes de
transport proches du problème traité, le PTLCC , sont introduits. Les problèmes de
routage et de conception de réseaux sont présentés et rattachés au problème étudié. Cela
permet de positionner le PTLCC dans la littérature scientifique. Le PTLCC est un
problème de livraison point à point qui consiste à minimiser le coût du transport long-
courrier des colis sur un réseau hybride hub-and-spoke à deux niveaux avec trois types de
sites. C’est aussi un problème de conception de réseau de services avec gestion d’actifs.
Le réseau sur lequel nous concevons un plan de transport est précisément un réseau hub-
and-spoke non-hiérarchique hybride à deux niveaux qui est hybride sur le niveau interne
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uniquement. Cependant, c’est un réseau hiérarchisé à deux niveaux dans le sens où nous
avons trois types de sites (hubs internes, centres de tri et dépôts de livraison).

Les principales caractéristiques du PTLCC sont aussi mises en avant en comparaison
avec l’existant. Ainsi, on voit qu’une des spécificités du problème est que les origines
et destinations des demandes sont fixées. L’opération de tri a un coût par colis. Cette
opération de tri est l’une des caractéristiques du domaine du transport de colis. Comme le
PTLCC a des coûts linéaires, nous développons un programme linéaire pour le modéliser.
Les méthodes de résolution proposées dans la thèse sont basées sur la programmation
linéaire en variables mixtes (PLM), les fondamentaux de la PLM sont rappelés.

Dans le deuxième chapitre, le problème du transport long-courrier de colis (PTLCC)
est présenté formellement. Son cadre d’application ainsi que les notions et contraintes
inhérentes au cas d’étude sont développés. Ces notions incluent les demandes, l’opération
de tri, le repositionnement à vide des véhicules, la consolidation des demandes et les
chemins opérationnels. Le problème d’optimisation est développé : ses entrées, son ob-
jectif, ses contraintes et sa sortie. Étant donné les sites (et leurs types), la distance et le
temps de trajet entre eux, les demandes, la capacité des véhicules, les coûts de transport
et de tri, l’objectif est de concevoir un plan de transport journalier qui permet de livrer
toutes les demandes depuis leur centre de tri d’origine vers leurs dépôts de livraison de
destination.

Le plan de transport doit respecter les contraintes du problème : la contrainte de
livraison, la contrainte de capacité et la contrainte d’équilibrage. La contrainte de livrai-
son stipule que tous les colis doivent être livrés de leur lieu d’origine (un centre de tri) à
leur site de destination (dépôt de livraison). La contrainte de capacité force les capacités
des véhicules à être respectées. Cependant, le nombre de véhicules que le plan de trans-
port peut utiliser n’est pas limité, pas plus que le nombre de véhicules entre chaque paire
de sites. La dernière contrainte est la contrainte d’équilibrage. Comme nous concevons un
plan de transport quotidien qui doit être appliqué le lendemain, les véhicules doivent être
repositionnés sur les sites d’expédition pour pouvoir être utilisés à nouveau le lendemain.

De plus, il existe deux contraintes métier souples : le tri hub doit avoir lieu dans
les hubs internes proposés par les gestionnaires de transport, et le dernier tri doit être
effectué à l’intérieur de la zone de chalandise de la destination. Enfin, nous donnons une
définition formelle du PTLCC. Nous avons décrit le réseau hub-and-spoke à deux niveaux
sur lequel se déroule le PTLCC. Nous présentons les graphes qui modélisent le problème
et proposons un programme linéaire mixte (PLM) orienté chemin pour le PTLCC. Notez
que ce PLM peut être adapté pour résoudre d’autres problèmes de transport de colis long-
courrier (par exemple, avec différents types de véhicules, sans équilibrage des véhicules,
ou avec des contraintes de capacité de tri, etc.).

Dans le chapitre 3, nous présentons les jeux de données utilisés pour les tests qui sont
fournis par une entreprise de service postal. Six configurations du réseau qui s’étalent sur
une période de plusieurs années sont considérées en France métropolitaine. Les configura-
tions diffèrent sur le nombre total de colis envoyés, correspondant ainsi à une croissance
du marché prévue. L’ensemble des données collectées pour les six configurations est
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analysé, par exemple en termes de répartitions des sites sur le territoire, ou encore des
demandes sur l’ensemble des sites. Nous discutons ensuite de la taille des formulations
PLM sur ces entrées. Une borne supérieure du nombre de liens opérationnels et une
borne supérieure du nombre de chemins opérationnels possibles du graphe associé au
problème, qui constituent des entrées de notre modèle, sont déterminées afin de mesurer
l’ampleur du problème. Puis nous explorons si nous devons ou non respecter les deux
contraintes métier souples (respecter les zones de chalandise pour le dernier tri et les
hubs internes choisis par les gestionnaires de transport pour le tri hub). Nous appliquons
le PLM sur toutes les stratégies d’optimisation que nous proposons qui respectent ou
ignorent ces deux contraintes. La conclusion de ces tests est que la meilleure option
est d’utiliser la Stratégie 2 : respecter les zones de chalandise et ignorer les hubs in-
ternes. C’est la meilleure option en termes de taille de PLM : elle nous permet d’avoir
suffisamment d’options pour obtenir une borne inférieure suffisamment petite pour avoir
de bons résultats, alors qu’en même temps il n’y a pas trop de variables ce qui nous
empêcherait de trouver une bonne solution. On peut donc dire que nous validons la con-
trainte métier du dernier tri en zone de chalandise. C’est une bonne nouvelle d’un point
de vue opérationnel car les gens préfèrent changer le moins possible leurs habitudes. De
plus, le respect des zone de chalandise a de nombreux avantages pour la mise en œuvre
dans la pratique de solutions optimisées : il facilite l’organisation par régions et permet
de traiter le dimensionnement et la définition des zones de chalandises dans un problème
séparé, prennant notamment en compte des contraintes de capacité de tri sur les centres
de tri.

Quant à l’autre contrainte souple (à propos des hubs internes), dans ce qui suit nous
utiliserons soit les hubs internes fournis soit tous les centres de tri comme hubs internes
potentiels, dans ce cas, nous appelons hubs internes les centres de tri utilisés pour le tri
hub et les centres de tri “ simples ” les autres. Dans ce dernier cas, nous discuterons
des hubs internes proposés par les gestionnaires de transport et essayerons de trouver de
meilleures options pour les emplacements de tri du hub sans développer un modèle de
localisation de hub. Notez que l’utilisation de tous les centres de tri comme hubs internes
n’est pas une obstacle opérationnel car le tri hub a lieu dans les mêmes plages horaires
que le tri “ habituel ”. Ainsi, il n’y a aucun coût supplémentaire pour transformer un
centre de tri “ simple ” en un hub interne. Le seul problème est la capacité de tri, que
nous ne considérons pas dans cette étude de cas.

Dans les chapitres suivants, nous considérerons un modèle dans lequel nous autorisons
les chemins directs, le repositionnement des camions en dehors de la zone de chalandise
des dépôts de livraison dans lesquels ils s’arrêtent et le tri hub. Nous testerons succes-
sivement ce qu’il se passe en ignorant la contrainte souple sur le tri hub (Stratégie 2) et le
respect de cette contrainte (Stratégie 1), tout en respectant les zones de chalandise pour
tous les tests.

Étant donné que nous devons en fait inclure plus de chemins que nous ne pouvons
nous permettre dans les petites instances que le PLM peut résoudre, nous avons besoin
d’un moyen de réduire la taille de notre problème afin d’obtenir une meilleure solution
du solveur de PLM. Pour ce faire, nous proposons deux algorithmes diviser pour régner,
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dans lesquelles nous partitionnons le problème en instances plus petites. Dans ces deux
heuristiques, on profitera du regroupement par zones de chalandise, car il permet de
regrouper les sites plus facilement ou d’agréger les demandes.

Dans le chapitre 4, un algorithme original, l’algorithme k-Clusters est présenté. Cet
algorithme optimise le PTLCC après avoir regroupé les sites du réseau en clusters. Nous
testons des techniques classiques de clustering (clustering spectral, clustering hiérarchique,
k-means et aléatoire) en utilisant des fonctions de similarité appropriées (basées sur les de-
mandes et sur les distances) pour étudier l’impact sur les résultats. Le problème d’origine
est divisé en sous-problèmes intracluster et intercluster résolus avec le PLM. Les solu-
tions des sous-problèmes sont ensuite fusionnées. Ceci constitue une heuristique sur
mesure qui nous permet de résoudre le problème de transport de colis longue distance
de manière plus précise et plus efficace qu’avec une utilisation directe du PLM sans clus-
tering. Ce type d’approche a été utilisé avec succès dans les problèmes de transport de
type planification de tournées. En effet ces problèmes autorisent des clusters générant
des sous-problèmes résolus de manière indépendante. A contrario, pour les problèmes de
conception de réseaux et de transport de colis ces méthodes ont très peu été utilisées,
probablement à cause de la présence systématique de flux interclusters qu’il faut opti-
miser. L’algorithme k-Clusters nous permet d’avoir des résultats comparables à ceux
obtenus avec une méthode exacte en termes de qualité. Ses avantages sont qu’il per-
met d’utiliser moins de mémoire et/ou éventuellement un solveur libre. Comme nous
l’avions prévu au chapitre 3, la Stratégie 2 permet d’avoir de meilleurs résultats que la
Stratégie 1 avec l’algorithme k-Clusters comme c’était déjà le cas avec seulement le PLM.
Il n’y a pas de ”meilleure méthode de clustering” pour notre étude de cas, car toutes les
méthodes de clustering donnent des résultats comparables, ce qui prouve que l’essentiel
est de diviser en clusters équilibrés et de respecter les zones de chalandises. Le clustering
semi-aléatoire donne des résultats satisfaisants ainsi que les clusterings obtenus avec des
algorithmes classiques appliqués sur deux caractéristiques clés des données : la distance
physique et les demandes. Aussi, la création d’une méthode de clustering sur mesure pour
notre étude de cas ne semble pas prometteur. Enfin, nous avons prouvé que moins il y a
de clusters, meilleurs sont les résultats. Ainsi, il n’est pas nécessaire de tester l’algorithme
avec plus de clusters car les meilleurs résultats sont obtenu avec seulement deux clusters
ensuite l’augmentation du nombre de clusters dégrade la qualité de la solution.

La division en sous-problèmes permet d’utiliser le PLM qui fonctionne bien et semble
prometteur. Une faiblesse de l’algorithme k-Clusters est que les sous-problèmes intraclus-
ter sont résolus avant le sous-problème intercluster et cela a un impact sur sa résolution
via l’heuristique. Il pourrait être intéressant de voir ce qui se passe si nous résolvons
entre les clusters d’abord, puis à l’intérieur des clusters. Ceci n’est pas possible dans
l’algorithme k-Clusters (le problème intercluster est important et ne sera pas résolu effi-
cacement avec un PLM), mais cela peut être fait dans un autre algorithme. C’est ce que
nous faisons dans le chapitre suivant.

Dans le chapitre 5, pour aller plus loin dans le diviser-pour-régner et pour exploiter
les zones de chalandises qui permettent d’avoir de bons résultats dans le cas du chapitre
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précédent, nous concevons un deuxième algorithme : l’algorithme hiérarchique avec
agrégation de demandes qui exploite la structure à deux niveaux du réseau. Ses perfor-
mances sont liées à un seuil du taux de remplissage des camions. Les demandes au-dessus
de ce seuil peuvent être acheminées directement. Celles en dessous de ce seuil doivent
suivre la structure hiérarchique du réseau. L’acheminement des deux types de demandes
est optimisé, d’abord séparément puis conjointement via plusieurs étapes dans lesquelles
les sous-problèmes sont résolus avec le PLM. Le sous-problème interne peut être résolu
avec un PLM car il est plus petit. L’extension de sa solution se fait aussi grâce à un
PLM. Le point difficile de cette étape de résolution est le partage de la capacité des
véhicules entre les demandes sur chaque lien opérationnel. Cela induit l’ajout de nou-
velles contraintes de capacité. Enfin, l’ajout des grandes demandes à la solution construite
hiérarchiquement est fait avec un PLM. On peut noter que contrairement à l’algorithme
précédent, celui-ci résout le problème intercluster avant les problèmes intraclusters.

Différents seuils sont testés pour déterminer lequel donne les meilleurs solutions et
temps de calcul. Ces tests montrent qu’un meilleur taux de remplissage n’aboutit pas
à un plan de transport moins cher dans notre cas. De plus, l’algorithme hiérarchique
permet d’avoir des plans de transport nettement meilleurs que ceux appliquées sur le
terrain, ceux obtenus via une utilisation directe du PLM et même ceux obtenus avec
l’algorithme k-Clusters.

Cela montre que le paradigme diviser-pour-régner est efficace pour la conception de
réseau de services lorsqu’il s’applique à un problème industriel de grande taille. En
conclusion, dans cette thèse nous avons défini et modélisé un problème industriel: le
PTLCC. Nous avons proposé un PLM qui modélise ce problème. Nous avons testé ce
modèle avec des jeux de données fournis par une entreprise postale et cela nous a permis
de voir que le PLM permet de trouver des solutions qui permettent d’économiser 10 à 20 %
du coût total de la solution actuelle pour livrer les colis. Comme nous n’avions pas atteint
la solution optimale, pour aller encore plus loin, nous avons proposé deux algorithmes
diviser-pour-régner basés respectivement sur des méthodes de clustering standard et sur
la hiérarchie naturelle du réseau. Ces méthodes nous ont permis de prouver l’importance
de respecter la hiérarchie naturelle du réseau et nous ont permis de trouver des solutions
encore meilleures qu’avec le PLM seul. Comme perspectives, on pourrait envisager de
créer d’autres instances de tests avec des propriétés ciblées afin de tester les limites de
chacun des deux algorithmes. On pourrait envisager de calculer différemment le seuil
de l’algorithme hiérarchique et/ou d’utiliser des méthodes approchées pour résoudre les
sous-problèmes, notamment le problème intercluster de l’algorithme k-clusters. Enfin, on
pourrait ajouter d’autres opérations logistiques au modèle du PTLCC.

153



154



Abstract

In this PhD, we design a network for parcel long-haul transportation for a postal company.
The long-haul transportation is from the collection sorting centers to delivery depots.
We do not consider how the parcels are brought from their departure post office to their
collection sorting center, neither how their are transported to the post offices and then to
individuals. Parcels are sent from all the origin sites to all the destination sites. In our
case study, parcels are transported in trucks with one or two containers. In these trucks,
parcels for different destinations are mixed. Thus they are sorted in sorting centers in
order to reach their destination and this sorting has a cost. Our objective is to choose
how many trucks go from each site to another, with how many containers attached to
them and with how many parcels in them while minimizing the total cost. To achieve
this, we propose a linear model and two divide-and-conquer algorithms.

Keywords: Operational Research, Long-Haul Parcel Transportation, Network Design,
Divide-and-Conquer, Tactical planning

Résumé

Dans cette thèse, nous concevons un réseau de transport de colis long-courrier pour une
entreprise postale. Le transport long-courrier se fait des centres de tri aux dépôts de
livraison. Ni l’acheminement des colis de leur bureau de poste de départ à leur centre
de tri de collecte, ni l’acheminement vers les bureaux de poste puis vers les particuliers
ne sont considérés. Les colis sont envoyés de tous les sites de départ vers tous les sites
de destination. Dans notre étude de cas, les colis sont transportés dans des camions
avec un ou deux conteneurs. Dans ces camions, les colis pour différentes destinations
sont mélangés. Ainsi ils sont triés dans des centres de tri pour arriver à destination
et ce tri a un coût. Notre objectif est de choisir combien de camions vont de chaque
site à chaque site, avec combien de conteneurs et avec combien de colis et lesquels, tout
en minimisant le coût total. Pour ce faire, nous proposons un modèle linéaire et deux
algorithmes diviser-pour-régner.

Mots-clés : Recherche Opérationnelle, Transport long-courrier de colis, Conception de
réseau, Diviser-pour-régner, Planification tactique
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