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Titre : Contrôle avancé des convertisseurs de puissance 
multi-niveaux pour applications sur réseaux faibles. 

Résumé :  

Avec l’avènement progressif des micros-réseaux incorporant les sources d’énergie 
renouvelable, un nouveau paradigme apparait dans la distribution de l’électricité. Ces 
nouvelles architectures interfacent des consommateurs non contrôlés à des sources 
d’énergie intermittentes, plaçant d’importantes contraintes sur les étapes de 
conversion, stockage et gestion de l’énergie. 

Les convertisseurs de puissance s’adaptent en conséquence avec en particulier le 
développement des convertisseurs multi-niveaux, qui supportent à composants égaux 
des puissances plus importantes que leurs prédécesseurs et assurent une meilleure 
qualité de l’énergie, mais dont le contrôle gagne en complexité. 

Du fait de leur nature hybride, le contrôle des convertisseurs de puissance est 
traditionnellement scindé en deux parties. D’un côté les objectifs continus liés à la 
fonction principale d’interfaçage des convertisseurs, de l’autre le pilotage des 
interrupteurs quantifiés qui le forment, la modulation. 

Dans ce contexte, les exigences croissantes en rendement, fiabilité, polyvalence et 
performance imposent un gain conséquent d’intelligence de l’ensemble de 
l’architecture de contrôle. Pour répondre à ces exigences, nous proposons de traiter à 
la fois les objectifs liés à la fonction d’interface des convertisseurs et ceux rattachés à 
leur nature avec un unique contrôleur. Cette décision implique d’incorporer la non-
linéarité des convertisseurs de puissance au contrôleur, ce qui revient à supprimer le 
bloc de modulation. La modulation est la solution habituelle pour linéariser le 
comportement interne des convertisseurs. Une approche de Contrôle à Modèle 
Prédictif (MPC) a été retenue pour traiter cette non-linéarité ainsi que la grande 
diversité d’objectifs de contrôle qui accompagne les convertisseurs de puissance. 

L’algorithme développé combine la théorie des graphes, avec différents algorithmes 
comme ceux de Dijkstra et A* à un modèle d’état spécialisé pour les systèmes à 
commutation, formant ainsi un outil puissant et universel capable de manipuler 
simultanément la nature discrète des interrupteurs de puissance et celle continue de 
son environnement. L’étude du modèle d’état utilisé pour les convertisseurs de 
puissance comme systèmes commutants conduit à des résultats concernant la 
stabilité et la contrôlabilité de ces systèmes 

Le contrôleur ainsi obtenu est ensuite éprouvé en simulation, face à des cas 
d’applications variés : onduleur isolé ou connecté à un réseau, redresseur et 
convertisseur bidirectionnel. La même structure de contrôle est confrontée à chacune 
de ces situations pour trois topologies multi-niveaux : Neutral Point-Clamped, Flying 
Capacitor et Cascaded H-Bridge. La capacité d’adaptation du contrôleur est regroupée 
dans deux étapes fondamentales : la prédiction, qui utilise le modèle du convertisseur, 
et la fonction de coût, qui traduit le cahier des charges en un problème d’optimisation 
résolu par l’algorithme. Changer de topologie implique de modifier le modèle, sans 



impact sur la fonction de coût, tandis que modifier cette fonction suffit à s’adapter aux 
différentes applications. 

Les résultats montrent que le contrôleur pilote directement les interrupteurs de 
puissance en fonction des objectifs. Les performances générales de cette structure 
unique sont comparables à celles des structures multiples utilisées pour chacun des 
cas étudiés, à l’exception notable du fonctionnement redresseur, où la rapidité et 
l’étendue des possibilités sont tout particulièrement intéressants. 

En conclusion, le contrôleur développé est capable de traiter un grand nombre 
d’applications, topologies, objectifs et contraintes. Alors que les modifications du 
cahier des charges ou des conditions de fonctionnement impactent souvent 
profondément les structures traditionnelles de contrôle linéaire, ces altérations ne 
modifient pas l’architecture du contrôleur MPC développé. Cela illustre la polyvalence 
de la solution proposée ainsi que son universalité, démontrée davantage par la 
capacité à s’adapter à des convertisseurs de puissance différents et sans 
modifications. Finalement, la complexité de la modulation est pleinement incluse dans 
la structure, offrant un gain de simplicité et de flexibilité au design du contrôle. 

Mots clés :  

Electronique de puissance; réseau faible; MPC  

  



Title: Advanced Control of Multilevel Power Converters for 
Weak Grid Applications 

Abstract :  

With the progressive rise of the micro-grids incorporating renewable energy sources, 
a new electricity distribution paradigm is emerging. These new architectures interface 
uncontrolled consumers with intermittent energy sources, therefore imposing more 
stress on the conversion, storage and management of the energy. 
Power converters are adapting accordingly, in particular, with the development of multi-
level converters, which allow higher power rates and better power quality than their 
predecessors with similar components, but whose control is becoming increasingly 
complex. 
Due to their hybrid nature, the control of power converters is traditionally split into two 
parts: on the one side, the continuous objectives related to the main interfacing function 
of the power converters, and, on the other side, the driving of their quantized power 
switches, known as the modulation strategy. 
In this context, the growing demands in efficiency, reliability, versatility and 
performance require a high level of intelligence of the complete control structure. To 
meet these requirements, the objectives of this research work are to address both the 
interfacing objectives and the inner driving of the converter into a single controller. This 
decision implies incorporating the non-linearity of power converters into the controller, 
equivalent to suppressing the traditional modulation block. Modulation is the traditional 
solution to linearize the inner operation of the converters. The Model Predictive Control 
(MPC) approach was chosen to handle the non-linearity and the diversity of control 
objectives that accompany power converters.  
The developed control algorithm combines graph theory, with Dijkstra, A* and other 
algorithms, with a special state-space model designed for switching systems to form a 
powerful universal tool capable of simultaneously manipulating the discrete and 
continuous nature of the converter and its environment. Switched state-space models 
are studied, leading to interesting results on stability and controllability concerning their 
application on power converters. 
The obtained controller is then tested in simulation, with various case studies: grid-
connected and standalone inverter, rectifier and bidirectional operation. These 
situations are studied for three common multi-level topologies: Neutral Point-Clamped, 
Flying Capacitor and Cascaded H-Bridge. The exact same MPC structure is used for 
each and every one of the case studies, with adaptations of its internal behavior. This 
behavior is agglomerated in two functions: the prediction, containing the model of the 
converter, and the cost function, which translates the control requirements into the 
optimal problem solved by the algorithm. Changing the topology implies adjusting the 
model, without impacting the cost function, while modifying this function is sufficient to 
adapt to the different applications. 
The results show that the controller manages to directly drive the power switches 
according to the application, demonstrating a large variety of considerations and 
objectives. The overall performance of this unique structure is comparable to that of 
the multiple structures used for each of the studied cases, with the notable exception 
of rectifier operation mode, where the speed and range of possibilities are particularly 
interesting. 
In conclusion, the developed controller manages miscellaneous applications, 
topologies, objectives and constraints. While the traditional linear control structures 



have to change, often deeply, for different operation modes and control requirements, 
such modifications do not affect the control architecture of the designed MPC 
controller. This shows the versatility of the proposed solution and its universality, 
further demonstrated by its ability to adapt to different power converters without 
modifications. Finally, the complexity of the modulation is fully included in the structure, 
offering simplicity and flexibility to the control design. 

Keywords:  

Power electronics; weak grid; MPC 
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Chapter I: State of the art 

1. Multi-level power converters 

1.1 Definition and advantages 

Multi-level power converters (ML-PCs) are a development of the power conversion technology, 

based on power electronics and controlled converters. The term “multi-level” refers to the different energy 

paths that can be created by the converter. For example, considering a two-level voltage source inverter, it 

can bind its DC and AC sides two ways: connecting the AC load to a positive potential 𝑉 or its negative 

version −𝑉. By extension, with three levels, an intermediary point is created, often 0, and so on for higher 

values. With this definition, it appears that the typical power converters are two-level converters and that 

single-level conversion is nonsense. Both odd and even number of levels are found, with different 

consequences on the operation and characteristics of the converter. Theoretically, this number can reach 

high values [1], [2]. 

Generally speaking, adding levels to a power converter leads to higher voltage levels with lower 

voltage ratings, therefore reducing the strain on the components and allowing higher energy trades with the 

same components. Another welcome feature is the induced enhanced waveforms: increasing the number of 

levels amounts to diminishing the quantisation step of the converter, automatically implying an improved 

precision when generating signals. Additionally, multi-level converters present reduced electromagnetic 

interference [3]–[5].  

Nevertheless, this approach also has inconveniences, amongst which some of the most notables are 

the necessity to balance the levels introduced and the repartition of the energy between the components. It 

is also worth noting that the multi-level topologies have an increased number of components, leading to a 

high cost in comparison to converters with fewer levels, along with a higher strain on the control algorithms 

employed to manage all the different combinations permitted. Finally, a large variety of ML-PCs can be 

found, with critical structural modifications, leading to personalised control structures [6], [7]. This variety 

is of course also seen as an asset, since the numerous forms are meant to address the many miscellaneous 

issues coming along with power conversion and its many applications. These advantages and disadvantages 

are summed up in Table 1.1. 
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TABLE 1.1 

MAIN INTERESTS AND DISADVANTAGES OF ML-PCS 

 

Main advantages Main limitations 

Higher power transfer capability with the same 

switching technology 

Variety of forms entailing a variety of control 

structures  

Reduced harmonic distortion  
Energy repartition needs to be controlled to 

prevent heterogenous aging 

Reduced electromagnetic interference Higher cost, growing with the number of levels 

Variety of topologies to handle many applications Control burden 

 

Because of their improved power rates, ML-PCs are often found in high power applications [4] 

such as grid connection and industrial driving. Still, thanks to their superior waveforms, they also prove 

useful as active filters and for applications with lower powers. Going on, the main focus of this thesis is the 

applications of ML-PCs in the renewable energy and storage integration field. 

1.2 Classification of ML-PCs 

Multi-level converters can be classified according to the technological solution they employ. There 

are four main approaches, each leading to subdivisions when specific needs or applications are met. The 

first method relies on diodes to clamp the different levels from each other. The second method uses 

capacitors to constrain the voltage across open switches. The third method is an adaptation of the full-

bridge, stacking piles of bridges to generate a proportional number of levels. Finally, the fourth method is a 

general approach combining different commutation topologies to reach higher levels. The two latest ways 

are similar in their stacking mentality and are clustered in the wider family of the multi-cell multilevel 

converters[3], [4]. On the opposite side, the first two methods form the integrated multilevel converters, as 

summed up in Fig. 1.1.  

Multilevel

Power Converters

Integrated Multilevel

Converters

Multi-Cell 

Converters

Neutral Point 

Clamped
Cascaded H-Bridge

Modular Multilevel

Converters
Flying Capacitor

 

Fig. 1.1.  Simplified classification of high-power ML-PCs 
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The multicell topologies are highly modulable, reaching high levels and offering a variety of 

adaptations to their context. They are often designed and used for complex or specific applications. For 

example, their first documented utilisation was dedicated to plasma stabilisation, which required particular 

harmonics content and precision, only accessible with an important number of levels [8]. Similarly, they are 

found in High Voltage Direct Current (HVDC) systems [9], operating as a STATCOM [10], or forming DC 

microgrids [11].  

The integrated multilevel topologies are more difficult to modulate, but they were the first multilevel 

topologies introduced [12] and have since been heavily implemented in a multitude of industrial applications. 

The possibility to couple such topologies back-to-back enables all conversion directions, leading to easy 

implementations on drive applications [13] and grid connection. The integrated multilevel converters are 

often designed for drive applications and grid connection but show limitations when considering 

applications where spectral requirements or power distribution and quality through the plant can be critical. 

In these cases, Multi-Cell Inverters are preferred [14].  

The classification proposed here can be extended to further specify and explore the ramifications 

of each branch, especially concerning the Modular Multilevel [15]. However, the principles stay the same, 

and there is no explicit reason to develop these families any further in this thesis.  

1.3 Common topologies 

1.3.1 Neutral-Point Clamped 

The first integrated multi-level converters subfamily leads to Neutral Point Clamped (NPC) 

topologies. These topologies can be found under different forms depending on the way the connection is 

made (active, nested, stacked, active stacked) and on the number of levels[16]–[19]. This topology is the first 

multi-level topology considered in 1980 [12], and as such is very well documented. This structure can be 

extended to any number of levels [20], but odd numbers are preferred for utility applications, as even 

numbers prevent neutral clamping. Thanks to the neutral clamping, combining rectifiers and inverters is 

simple, leading to further applications on AC drives. However, this topology inherently poses a problem of 

unbalanced capacitor voltages. This is the main drawback of this structure, as it requires special attention 

when designing the control architecture and the modulation strategies [21]–[23]. Another inconvenience 

comes from the voltage blocking capability of the diodes. Indeed, it compulsorily grows with the number 

of levels, which in turns implies diodes in series, adding components to the structure[24], [25]. These two 

obstacles explain why NPCs are mostly found for 3 or 5 levels, which automatically reduces the spectrum 

of applications, especially when aiming at utility grid applications. The electrical scheme of the elementary 

cell of the 3 Level NPC (3L-NPC) is presented in Fig. 1.2, its global implementation in Fig. 1.3 and the 5 

Level one is displayed in Fig. 1.4. 
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Fig. 1.2.  3L NPC Commutation leg 

 

The cells, or legs, are usually three, or four in certain applications relying, for example, on control 

of the neutral [26]–[28]. These legs are connected to a common DC-link, as presented in Fig. 1.3. The DC-

link is then connected to the DC source or load. The structure of this link requires applying caution to 

ensure the balance of its two capacitors. The precise combinations of the states of the power switches will 

be further discussed and described in Chapter II. The multi-level structures displayed here have a lot of 

potential for power interfacing [29], and even though these are the most mature multi-level topologies, there 

still are future investigations and many evolutions for the use of NPC converters. 
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Fig. 1.3.  3L NPC with four legs 
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Uφ 
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Fig. 1.4.  Elementary leg of 5-level NPC 

 

The 5-level topology presented in Fig. 1.4 perfectly illustrates the concept of levels for converters 

and some of its consequences: the 5 levels, 𝐴1…5 give more flexibility to the control, and for a given 

application with fixed power exchange, the capacitors, diodes and power switches see less power flowing 

through them individually [30]–[32]. However, compared to the three-level topology, the number of diodes 

tripled, and the number of capacitors and power switches doubled, consequently increasing the overall price 

of the topology. 

1.3.2 Flying Capacitor 

The Flying Capacitor (FC) topology addresses the diode proliferation issue by using capacitors to 

block the voltage. Introduced in 1992 [33], this multilevel structure shows independent voltage sources, 

which solves the unbalanced voltage issue raised by NPC. The capacitors are initially planned to have a fixed 

voltage, but they are fully controllable, thanks to the distribution of the switches around them. This way, 

they can be considered as additional inertia for the converter, and it is unique among power converters [3], 

[34]. The presence of the capacitors can theoretically bring interesting properties, especially when 

considering faults or designing higher-level topologies. However, the scale of this inertia is often tiny 

compared to the powers considered. It cannot be treated as a solution to irregular energy production by 

itself. This topology shares many similarities and advantages with NPC while solving two of its limitations 

cited earlier. However, other issues arise: the capacitors have to be controlled and managed accurately, which 

proves difficult for conventional control structures, and they increase the overall cost of the converter 

considerably [35], [36]. 



 

12 
 

Fig. 1.5 presents the basic switching cell for 3-Level Flying Capacitors (3L-FC), while Fig. 1.6 

illustrates the 5-Level topology (5L-FC). The inner capacitor is highlighted in red in Fig. 1.5. Similar to the 

NPC topology, all legs ultimately connect to the same DC interface, as presented in Fig. 1.7, illustrating the 

case with 3 phases/legs. The effect of the switches’ states will be described further in Chapter II.  

iC2

Uφ

S4S3S2S1

C2

UC2

C1

UC1 C

iC

UC

iC1
N

iDC2iDC1

P

iN
iP

iφ

iG

 

Fig. 1.5.  Elementary 3L FC commutation cell 
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Fig. 1.6.  Elementary leg of 5L-FC 
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Fig. 1.7.  Electrical scheme of 3L-FC with 3-legs 
 

Similar to the situation presented for NPC topologies, raising the number of levels increases the 

number of components drastically compared to the three-level topology, though a bit less in the case of FC 

compared to the previous NPC one [37], [38]. The control of the inner capacitors’ voltages is managed 

through redundant connection possibilities: different ways to connect the AC phase to a given point exist, 

with a capital difference being whether capacitors are being charged or discharged [39]. This means that 

different power paths connect the same two points, binding the AC and the DC sides identically but 

impacting the inner components of the converter differently. This redundancy is the base of power balance 

amongst the components and voltage control of the capacitors. It is especially welcome in case of failure of 

inner components and for maintenance related issues [40]. 

1.3.3 Cascaded H-Bridge 

The Cascaded H-Bridge (CHB) topology was first introduced in 1988 for plasma stabilisation [8]. 

This structure significantly differs from the two previous ones, with multiple dedicated DC buses. It consists 

of half of the full-bridges stacked -cascaded- together. The full-bridge structure is displayed in Fig. 1.8. The 

entanglement generates different voltage levels. This architecture is highly modulable, enabling a very high 

number of levels. However, its DC sources are all separated, limiting the possibility to be used back-to-back. 

This topology also shows reliability and fault function as the switches are disposed in such a way that several 

different switching orders produce identical voltage levels. Finally, this structure is designed for applications 

bent on accuracy and quality but is not necessarily adapted for bulkier or simpler industrial applications [41]. 

Because the DC sources/loads are separated, it is fit for interfacing with solar panels: a single multi-level 

cascaded H-bridge converter can interface several solar panels to the grid alone: in the case of 3 levels, 3 
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panels, or 3 storage units can connect separately, as shown in Fig. 1.9 [42]–[45]. A 5-level case accommodates 

double this number, as highlighted by Fig. 1.10, and it keeps growing when accumulating levels.  
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Fig. 1.8.  3L CHB commutation cell 
 

Fig. 1.8 presents the elementary switching leg of 3L-CHB, while Fig. 1.9 illustrates the separated 

DC links property on a 3 phases case. The extension to 5-level CHB displayed in Fig. 1.10 is extended itself 

for any number of levels. The 5-level leg is, in fact, the superposition of two 3-level legs, illustrating the 

modulable aspect of this topology.  
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Fig. 1.9.  Electrical scheme of 3L-CHB with 3 phases 
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Fig. 1.10.  Elementary 5L-CHB leg 
 

1.3.4 Modular Multilevel Converters 

Modular Multilevel Converters (MMC) were first introduced in 2001 [46] to address AC-AC 

conversion for electrical traction. They were later also used for motor drives, high voltage direct current 

transmission and power quality improvement. They are built by cascading commuting submodules, of which 

they share the properties. Two dimensions are explored: the layout of the structure and the choice of the 

submodules [15]. Depending on the choices made, different properties can be extracted or eliminated to 

generate an application adapted converter. Similar to CHB, MMC is easily deduced for higher levels, which 

in turn leads to a large variety of applications. An important matter concerning this topology is the ability 

to perform AC-AC conversion or DC-DC conversion, therefore erasing the need to combine rectifiers and 

inverters back-to-back [48]. The complexity of the control strategies increases rapidly for these topologies 

with consequences on computational effort and prices [9].  

As the definition is permissive and the research domain still rather recent, new ML-PCs topologies 

are created and developed for various applications [11], [15], [49], [50], to improve previous results or to 

reach otherwise impossible objectives. Nevertheless, the industrial sector mostly uses NPC topologies, with 

3 levels, and the inclusion of other topologies is bound to happen with time.  

 

2 Power conversion and modulation 

2.1 General operation 

All ML-PCs, as well as the other power converters, show a hybrid behaviour: they aim to control 

continuous variables such as the currents and voltages on both sides of the converter, but they act on 

discrete elements: the states of the power switches. When confronted with this difficulty, the most common 
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solution is to add an intermediary, charged with translating the continuous considerations in discrete terms. 

This interface role is addressed by the modulation strategies. The resulting generic control structure is 

presented in Fig. 1.11. In this figure, a colour code is applied to distinguish the continuous and discrete 

elements, properly underlining the translation role of the modulation. 

ConverterController Modulation

DC Side

AC Side

Objectives

Measures

 

Fig. 1.11.  Conventional control structure of power converters, discrete signals in red, continuous in green. 
 

This structure is widely found and well developed, a prime example is that most of the numerous 

previously cited articles when introducing the different topologies used it. The controller block used here 

hides a vast range of architectures and objectives, while the modulation block saw various improvements 

and derivation with time [51]–[54]. This structure underlines the necessary joint progress of the modulation 

and the control. For instance, the best controller conceivable is pointless when paired with an inappropriate 

modulation strategy, and vice-versa. Finally, this coupling also enables a separation of objectives: some 

operating goals are assigned to the control section, while the modulation tackles others.  

Typically, the performance of a modulation strategy is established based on efficiency, reliability 

and signal quality, from an internal point of view.[55], [56] Efficiency is related to minimising the losses, and 

especially the switching losses, occurring at each power switch action. Reliability is linked to the repartition 

of the stress on the components and the management of inner values. Finally, the quality of the signal refers 

to the harmonics contained inferred by the switching actions on the final signal.  

Meanwhile, the controller’s objectives are oriented towards the external aspects of the conversion, 

such as the power exchange, the quality of the signals received and delivered, and the tracking of different 

specific goals related to either the DC or AC side. There is a multitude of such aims, considering the many 

applications of power converters: the purposes may be different for use in grid-connected or isolated 

situations when driving a motor or managing a storage system and so on.  
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2.2 Modulation strategies 

As shown in Fig. 1.12, various modulation strategies have been designed to generate acceptable 

waveforms. The simplest one, staircase modulation, quantises the desired waveform according to the voltage 

levels brought by the converter [57]. This was the first strategy used due to its easy implementation and low 

switching frequency. However, the spectral performance is unsurprisingly low [3]. To compensate this 

weakness, offline adjustments can be computed, giving birth to Pre-Calculated PWM methods [58]. These 

two strategies compare the desired signal to a horizontal grid constructed from the levels of the converter. 

Other plans of action are enhanced versions of this quantisation, like Sigma Delta Modulation [59]. It is 

important to note that these modulation strategies were often devised for GTO thyristors, as they support 

higher voltages but require a lower switching frequency than their IGBT counterparts, faster but supporting 

lesser voltages. When considering this other case, other strategies are developed [60]. 

Pulse Width Modulation

Low Frequency
Medium 

Frequency
High Frequency

Staircase Pre-Calculated

Sigma, Delta

SPWM

Phase carrier Level carrier

SVM 3D SVM

 

Fig. 1.12.  Classification of modulation strategies 
 

The first of these strategies was introduced early for industrial applications and has now been 

reviewed thoroughly, leading to extensive documentation and variations[61]–[63]. The family born from 

this technique forms the Sub-harmonic Pulse Width Modulation, also known as Sinusoidal Pulse Width 

Modulation (SPWM). The technic consists of comparing the desired reference signal with carriers and 

deciding on the switching events accordingly. The carriers are triangular signals of fixed amplitude and 

frequency. The frequency of the carrier signal is expectedly far higher than the frequency of the modulating 

signal, generally by several orders of magnitude. In two-level applications, it is possible and common to use 

only one carrier, as the switching elements of a phase are complementary. Because the number of switching 

elements increases with the number of levels, the number of necessary carriers has to follow the trend [64]–

[67]. Defining 𝑁𝑙𝑒𝑣𝑒𝑙 the number of levels of a multilevel power converter, the number of carriers used to 

generate the modulation signals has to be 𝑁𝑙𝑒𝑣𝑒𝑙 − 1. Depending on the number of carriers, their form, 

polarity and respective phase, the harmonic content changes [51], [68]. It is also possible to change the 

number of references to handle low modulation depths. The modulating signal is generated by a controller, 

usually designed in the rotating reference frame, meaning that conversions have to be introduced in between 

the control and modulation steps [69]. 
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The second modulation strategy is cited as early as 1988 [70]. It maps the different voltage positions 

to create a space vector. The desired voltage is synthesised based on the different switching vectors of the 

converter. The vectors can be represented in a 3D diagram in its more direct form or a 2D plane when the 

Clarke transform, and other modelling tools are applied. This modulation technique is well known as Space 

Vector Modulation (SVM). The space chosen is usually a rotating d-q plan, as illustrated in Fig. 1.13. The 

images are extracted from [29], [71]. The objective of a modulation strategy is to select the bests of these 

vectors to generate the desired signal properly. Different strategies to choose the switching positions when 

the point reference is located between different voltage vectors have been studied, with varying results in 

terms of stress reduction, harmonics suppression or voltage balance [22], [72]–[74]. The 3D-SVM strategy 

is used when the hypothesis leading to a reduction of the space by Clarke’s transform are not met, for 

example, when the system is unbalanced [75]. This method is an extension of the 2D-SVM, with identical 

approaches, similar properties and a slightly increased difficulty caused by the additional dimension and the 

entailing complexity of the vectors.  

  

(a) (b) 

Fig. 1.13.  Space vector representation of a three-level inverter, (a)2d-SVM, (b) 3d-SVM 
 

Overall, the modulation strategies and algorithms have profoundly evolved with time, as the 

technologies and the requirements evolved as well. New modulation strategies arose to satisfy new or more 

demanding control objectives and applications[76], [77], [77]–[79]. They present many variations and 

adaptations, with the 3D-SVM being the most potent and versatile as of now. It is essential to plan the 

controller and the modulation together, as the models and the inputs change according to the strategy 

employed, leading to an adaptation of the controller. 

3 Control architectures 

Power converters are elements found in close to all applications in the electric grid, at every level: 

the power conversion is necessary for almost all power levels and modes. They are always associated with 

other elements, which determine the function of the power converters: their role is to interface two electric 

components, themselves often part of an ensemble of electric components. Control objectives derive from 
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that function, leading to a variety of control requirements proportional to the diversity of applications. This 

property is illustrated in Fig. 1.14, where each element generates control requirements that can concern a 

large array of problems, from the energy flow of a grid to the switching losses of the converter. The resulting 

architectures are therefore numerous as well. Power conversion and power electronics are a rather mature 

technology, and their control is similarly advanced. As a consequence, the control of power converters is 

subjected to issues such as reliability, robustness, efficacity and many other performance criteria [80]–[82].  

Bus Bus

Power Converter

Source/Load Source/Load

Grid SystemGrid System

 

Fig. 1.14.  General context of power conversion. 
 

The way power converters operate lead to a separation of the control objectives in two parts. On 

one side, the objectives related only to the converter itself, and on the other side, the ones linked to the 

elements connected to the converter. These control requirements have different timescales and rely on 

different modelling methods. It is often possible to cleanly separate them and to treat them separately. This 

differentiation is accentuated by the previously stated hybrid nature of power converters: they naturally lead 

to non-linear control. To recapitulate, the main issues that control architectures for power converters have 

to face are as follow. First, the control requirements and constraints are numerous and vary with the 

applications. Second, power converters are non-linear by nature. Third, the demands regarding the quality 

of the control are always stricter, as they reflect the maturation of the technology [83], [84].  

3.1 Modulation-based control 

3.1.1 Linear control 

The very first consideration, the most limiting one, is with no doubt the non-linearity ensuing from 

the switching nature of power converters. In order to bypass this difficulty, modulation strategies have been, 

and are still being, developed to serve as an intermediary between the general control structure and the 

converter. The general, or upper, structure can then ignore the non-linear aspect of the control problem 

and focus on other priorities. The control problem is very different when considering the addition of the 

power converter and its modulation block instead of the power converter alone. In particular, the model of 
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the controlled plant changes drastically: the high switching frequency and the modulation strategy lead to 

the removal of several dynamics of the converter, and to the establishment of averaged models of the system 

formed by the power converter plus its modulation strategy [15], [85]. These dynamics are considered as 

handled by the modulation block and therefore require no care from the other controllers, which can then 

consider the dynamics of the connected electric components and simply transmit the necessary references 

to the modulation block. The general scheme resulting from this repartition of the tasks is given in Fig. 1.15. 

This scheme is very general and summarises the approach of every modulation-based control structure. 

Very often, the control is distributed hierarchically, where different objectives are separated from each other 

according to their importance and their dynamics, and different controllers are allocated to them. In this 

thesis, only levels of control close to the converter are studied. 
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MODULATION

ReferencesObjectives and Requirements Objectives and Requirements

CONTROL
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Fig. 1.15.  General control structure of a modulation-based architecture 
 

The resulting architectures rely on the modulation block, whose complexity and importance has 

been stated in I.2, to accurately transmit their orders to the converter. The main question is then to express 

the miscellaneous control requirements arising from the many possible applications and situations. For 

linear controllers, it is necessary to have linearly independent objectives. The power flow is a very common 

objective, separated with two different methods. The power is related to the product of the voltage and the 

current, which have very different time responses. As a consequence, it is possible to cascade their respective 

control loops and consider the two control problems separately. Another method relies on transformations 

and is particularly well adapted to simplify AC systems. These transformations are based on a vector 

approach of the sinusoidal signals to express them in a different plane. [86] 
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Typically, electrical and mechanical behaviours and dynamics are expressed for generators and most 

rotating machines, but chemical modelling could also be implied when considering storage systems or any 

other necessary method. The resulting control structure then possesses requirements on the electric 

components connected to the power converter. These elements are therefore modelled and added to the 

averaged model of the modulation-controlled power converter. The phenomena considered and studied 

deeply modify the control structure, as a typical example is the application of transforms to simplify the 

situation [83]. These include the Park, Clarke, Concordia and Fortescue transforms, used to express the 

three-phase problem in a more comfortable form. They rely on a space-vector approach and are used to 

make a continuous system out of alternative signals. This way, it becomes easier to tackle the different issues 

of power and to express the control problem with a linear approach. 

The Clarke transform is used to reduce the number of dimensions of the signals: under the 

condition that it is balanced, applying this transformation to a three-phase system outputs a two-phase one. 

The Clarke transform conserves the amplitude of the signal, but not the powers. The Concordia 

transformation is similar; only it conserves the power instead of the amplitudes [87]. These two operations 

are equivalent to observing the system from the point of view of the stator of a rotating generator, and they 

reduce the size of the problem –for balanced systems– but they do not simplify the oscillating aspect of the 

signals. The Park’s transform goes further and introduces a rotation of the base expressed by Clarke’s 

transform. This requires information on the angle of rotation of the signals, retrieved via a Phase Lock Loop 

(PLL) block. This rotation frame is used to stick the new base on the rotor instead of on the stator: the 

signals are oscillating at the same frequency as the base, which eliminates their alternative nature [88]. With 

this method, three-phased balanced oscillating signals are transformed into two continuous signals, which 

considerably simplifies the expression of the control of the system. The Fortescue transform is used to 

decompose an unbalanced three-phased system into three balanced systems, called zero, positive  and 

negative. The method is also known as the symmetrical component’s method, and it leads to mutually 

linearly independent components, which can be exploited for linear control [89].  

Overall, the main idea concerning the control of power converters is that this area actually does not 

focus on the converters but on the elements they interface. Even if the same converter is used, its control 

structure will change whether it operates with a solar plant, a rotating machine, a DC grid or any other 

application. Depending on the models and the different transformations used to express the control 

problem, the structure itself can change. However, the objective of this operation is to cull linearly 

independent or dynamically independent objectives, which in turn makes it possible to apply all the 

theoretical PID and linear control architectures on power converters, as long as the modulation is performed 

smoothly. 

The control of the relative objectives of each side of the converter is also often separated, with 

cascading loops of linear control dedicated to their own goal and dynamics. These objectives can also impact 

differently the modulation itself, depending on the algorithms it uses, leading to intertwined loops of control 



 

22 
 

routing to different elements of the modulation function. For example, the control of the DC link of 3-

Level NPC converters can be separated from the AC power exchange control when using SVM strategy 

[29]. The control of the DC voltage is done by playing with the redundancy offered by the topology: several 

vectors have the same impact on the AC signals, but they present different consequences on the DC part. 

Incorporating this property in the control structure is possible when knowing the behavior of the 

modulation strategy. Consequently, instead of solely feeding the modulation strategy a voltage and frequency 

reference —which is preferable when using SPWM strategies— it is possible to provide more information 

with the SVM method, which further enriches the control structure. The choice of the modulation strategy 

is fundamental to the design of the control structure behind [29], [76]. The ensuing general control 

architecture is presented in Fig. 1.16. The controlled system and the control objectives concern the addition 

of the power converter with the electrical components connected to it. The transformations, and other 

operations used for example to uncouple some bound variables, help to express a linear control problem 

and a linearised controlled system. Then, the linear control adopted can take any of the forms of linear 

control in its entirety, with PID loops, sometimes in cascade, representing the majority of the cases. 
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Fig. 1.16.  General structure of linear control for power converters 
 

3.1.2 Other advanced controllers 

All the control problems resulting from the different applications of power conversion are 

expressed independently thanks to various transformations and modeling methods. This enables the 

development of linear control loops, but also to try and apply more advanced controllers, at different levels. 

Advanced strategies are found at three different levels of control: the modulation level, the interfacing level 

and a more general, higher level. This thesis will not dwell on this last part. However, both the modulation 

and interfacing control are prone to optimisation and other advanced strategies. 

To begin with, the modulation aspect sees implementations of optimisation methods such as 

machine-learning based strategies. The objectives are to improve the Total Harmonic Distortion (THD) of 

the obtained signal, to maximise the efficiency of the converter and to ensure robustness of the modulation 
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block. Genetic algorithms are found, as well as neural networks, to explore ways to better the modulation 

algorithms [90]–[92].  
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Fig. 1.17.  General structure of advanced control architectures with modulation. The striped blocks are sometimes 
either not necessary or included in the controller. 

 

Otherwise, the control structure related to the function of the power converters sees a lot of 

possible advanced algorithms. The resulting general architecture is displayed in Fig. 1.17, which highlights 

one of the advantages of these methods: the control algorithms are often advanced enough to handle a part 

of the non-linearity and to simplify the integration of the different objectives and requirements omnipresent 

when considering power converters and their applications. Among those algorithms, Sliding Mode Control 

(SMC) and Model Predictive Control (MPC) are two families that have been implemented to control power 

converters. Sliding Mode Control (SMC) is a non-linear control method using a discontinuous control signal 

that influences a non-linear system to move along a crossed section defined by a function called sliding or 

switching function. This technique has gained constant interest thanks to its superior robustness, which 

makes SMC scheme particularly adapted to the power converter field because of the variable conditions in 

which it operates. SMC is a robust control strategy that shows great versatility and many various forms, 

depending on the choice of the switching variables, of the control variables or the control order. SMC can 

be associated with power electronics to propose advanced performances overall [93]–[96]. 

MPC is an optimisation algorithm that also defines a function to operate. Called the cost function, 

this key element is designed to represent the control objectives of the system. The algorithm uses an inner 

model to perform a closed-loop optimisation based on prediction. For linear systems, MPC is equivalent to 

a closed-loop Linear Quadratic Regulator (LQR) [97], [98]. One strength of MPC relies on its definition: 

even though its most common form is based on linear optimisation, it is possible to change both the 

prediction model and the optimisation algorithm to adapt to other situations. Another asset of MPC is its 

ability to handle both Multi Input Multi Output (MIMO) systems and constraints intrinsically [98]. This 

property is welcomed for power converters, as the control requirements they have to meet are often strict 

and as they usually are confronted with MIMO applications. Two MPC algorithms are found in control 

architectures relying on modulation, such as General Prediction Control (GPC) which applies the most 
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classical linear quadratic MPC form, [99], [100], and the Explicit MPC (EMPC) which operates with offline 

parametric optimisation to gain time when running [101].  

3.2 Modulation-less structures 

The previous architectures always separated the nature and the function of power converters: the 

control of the switches is done separately from the control of the flows traded through the converter. The 

reasons for this segregation are two. The first one is the high non-linearity that results from the hybrid 

dynamics emerging from the very definition of power conversion methods. The second reason is the 

difference in time dynamics of the two domains: the switching frequency of power converters is very high, 

which demands fast-paced control, while the dynamics of the electric phenomena can be much slower, in 

particular when considering the grid, storage or RES applications, which suggests lesser time constraints on 

the control. The use of modulation then enables the development of controllers subjected to the latter 

lenient time requirements [85], [102].  

These two issues sum up perfectly the difficulty of designing a controller meant to manage the 

switching operations and the power flow of the converter directly. However, the separation of the control 

objectives into two sides is not as clear as expected: with the need for efficiency and reliability, it becomes 

interesting to add intelligence to the commutation. This wisdom can be attained by closing the loop of 

modulation: so far, the modulation block receives order and translates those to the converter’s switches, it 

is operating in open loop. One of the ideas motivating modulation-based structures is to reconciliate the 

different dynamics of power conversion to close the control loop, as presented in Fig. 1.18: the control 

structure receives feedback and control objectives directly related to the nature of the power converter and 

adds them to the ones extracted from the application [103]–[105]. 
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Fig. 1.18.  General control structure of a modulation-less architecture 
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Another motivation for modulation-less structures is related to the dependence between the 

different levels of control: the developments of modulation and control have to be performed 

simultaneously to ensure better performances. In consequence, control architecture and its tuning are 

designed for a specific modulation strategy, for a particular power converter and a particular application. 

This ends up diminishing the universality and the flexibility of these global control structures strongly. 

Hence the interest of devising a control architecture more polyvalent and more adaptative, which can be 

done by directly incorporating the nature and the function of the power converters altogether.  

The number of algorithms able to handle this ambivalence is limited, as addressing both the non-

linearity and the humongous computational stress is extremely difficult. However, thanks to the exponential 

growth of computational power, made possible by advances in informatics, the calculation pressure is greatly 

reduced, which opens the door to computationally heavy algorithms, minding adaptations. So far, two main 

approaches dominate can be considered to control power converters without modulation. The SMC 

algorithms introduced earlier are initially designed to operate with switching elements, which makes them 

particularly adapted to the situation. However, the application of these algorithms on power converters 

without modulation is only possible up to 2-level power converters: the relations between the switching 

states and the control objectives are too intricated, numerous and complex to use these two in conjunction 

[106]. 

The other prospective family of controllers for modulation-less structures is MPC. In fact, as long 

as a model and an optimisation algorithm are found, a MPC controller can be developed. The branch of 

MPC for power converters without modulation is called Finite Control Set MPC (FCS MPC) and leads to 

two subfamilies: the Optimal Switching Vector MPC (OSV MPC) and the Optimal Switching Sequence 

MPC (OSS MPC). The main difference between these algorithms is the attention given to the switching 

frequency. In the case of OSV MPC, this frequency is not fixed: the algorithm finds an optimal vector of 

switching status with no cares given to the ensuing frequency, while the OSS MPC algorithm selects a 

sequence of changes. In this case, the number of commutations is already decided for the duration of the 

sequence, which permits managing the switching frequency [102], [107]–[109].  

The FCS MPC algorithms define and model the power converter with the different possible 

switching positions it can exhibit. They use these models to evaluate the available future systems depending 

on the switching states. Next, they compare these possible predicted futures according to a cost function 

and finally elect the optimal one. This method evolves with the depth of the prediction, the type of model 

and the type of optimisation algorithm used. The limits to the definition of the cost function are virtually 

inexistent, but the computational cost is explosive. Indeed, MLPCs offer a large number of possible 

switching states and increasing the depth of prediction and optimisation only leads to an exponential number 

of potentialities considered to solve the optimisation problem. For this reason, the FCS MPC algorithms 

for MLPCs often have one step of optimisation, or use commercial optimisers [103], [110], [111].  
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FCS MPC shows a high potential for the control of MLPCs, especially concerning the ease of use 

and implementation. Indeed, the controller’s structure does not change with the different hypothesis applied 

on the system, and a low number of elements need to be tuned, especially when compared to the PID 

structures where at least one controller is assigned to each objective [112]. Many control requirements can 

be put into action, even non-linear ones or constraints, without modifying the algorithms of control. This 

polyvalence and this flexibility come along the universality of the approach: the methods employed to build 

the FCS-MPC algorithms can be applied to all power converters with no exception. The properties of the 

four MPC algorithms encountered earlier are collected in Table 1.2. 

TABLE 1.2 

MOST USED MPC STRATEGIES FOR POWER ELECTRONICS 

 
MPC Strategy GPC EMPC OSV-MPC OSS-MPC 

Modulation Yes Yes Not required Not required 

Switching frequency Fixed Fixed Not fixed Fixed 

Optimisation Online Offline Online Online 

Constraints No Yes Yes Yes 

Horizon Long Long Short Short 

Formulation Complex Complex Intuitive Intuitive 

References [99], [100] [101] [102], [107] [108], [109] 

 

The different algorithms and approaches introduced earlier are compiled in Table 1.3. Their 

comparison is based on different criteria such as the ability to handle the MIMO problems naturally 

generated by power converters and their applications, the possibility to add constraints and the need for 

additional transforms to express the objectives. The robustness and the number of different elements 

needing tuning are also considered. This analysis shows that the main solution to handle the non-linearity 

of power converters to design a flexible and universal controller seems to be the FCS-MPC. 
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TABLE 1.3 

CONTROL STRUCTURES FOR ML-PCS 

 

Control Structure Linear Control CCS-MPC FCS-MPC SMC 

Modulation Yes Yes No Yes, for MLPCs 

MIMO  management No Yes Yes Yes 

Optimisation No Yes Yes Yes 

Constraints No Yes Yes Yes 

Tuning necessary High Low Low Low 

Formulation Complex Complex Intuitive Complex 

Robustness Low High High High 

Dependency on transformations Yes Yes No/Limited No/Limited 

 

4 Conclusion 

Throughout this chapter, the technology of multi-level power converters has been discussed, 

highlighting their high potential for medium to high power applications. Some typical topologies were 

presented, including the Neutral-Point Clamped, the Flying Capacitor and the Cascaded H-Bridge, whose 3 

level forms will be the centre of the study in the following chapters. The potential for these three ML-PCs 

is very high and promising for future micro-grid applications. The complexity of the control of such 

converters has also been underlined, with the need for an intermediary between the controller and the plant: 

the modulation. This block has been presented and some of its implementations described.  

A certain distribution of the control objectives and requirements has been underlined, with the 

modulation strategy tackling most of the inner goals while the control is designed to manage the interfacing 

aspects and the specificity of the applications. It has been shown that linear controllers are the most common 

approach concerning this second side of the control, but also that advanced control strategies are being 

developed and implemented as the complexity of the control system and the control requirements keeps 

growing with the maturity of power converters and the novelty of their applications. Examples of such 

advanced control include genetic algorithms (used in the modulation block), SMC and MPC. With the 

motivation to conciliate the non-linearity of MLPCs and their MIMO aspect with a single, polyvalent and 

universal control structure, MPC algorithms emerge as particularly interesting  
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Chapter II: Switched State-Space 
Representation for MPC  

1. Interest and limitation of MPC 

Model Predictive Control (MPC) is a control method that combines optimization and prediction to 

provide intelligent control [1]. Miscellaneous variations are found, depending on the optimization method 

and on the means of prediction. The most general form is portrayed in Fig.2.1. The most common case 

integrates quadratic programming with linear state-space representation and is deployed in a large variety of 

industrial or research applications, such as energy management, varied chemical processes, mechatronics, 

… However, MPC does not represent a single model/optimizer set but defines all possible combinations.  

Because it relies on optimization, MPC requires more computational effort than more common 

control methods, such as PID or Linear Quadratic (LQ) controllers. As a matter of fact, the MPC algorithms 

based on quadratic programming consist in looping such a LQ regulator. Aside from this computational 

stress, the method can handle complex system definitions and constraints. This explains why it is mostly 

found in applications, industrial or academic, with large systems with multiple inputs and outputs (MIMO), 

physical constraints and multiple objectives, but above all long sample periods. The constraints aspect is 

significant, as they are rarely managed intrinsically and usually have to be implemented outside of the 

controller, often leading to design issues. On Single Input Single Output (SISO) systems, MPC is usually 

not a cost effective solution, as its design complexity outweighs the improvements it can bring. Quite often, 

complex systems and control specifications are approached by multiplying the low-intelligence controllers. 

This is seldom as efficient as desired.  

Optimization Prediction

Online Optimization Loop

Optimal Control Sequence
 

Fig. 2.1.  General operation of MPC algorithms 
 

To summarize, Model Predictive Control is a strategy particularly well adapted to MIMO plants 

where various physical or behavior constraints and miscellaneous requirements coexist. The case of multi-

level power converters absolutely pertains to this category, especially when considering the converter 

without any modulation block, as explained in the previous chapter. This leads to a variety of MPC 

applications for power converters in the past few years [2], [3]. However, it is not a common domain for 
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MPC, as the models are not linear, therefore banishing the use of conventional state-space representations 

and quadratic optimizers. Furthermore, the time constraints are extremely strong for power converters. 

Indeed, since it performs looped optimization, Model Predictive Control ends up computationally heavy 

and requires efficient and fast processors. The permanent progress of computing power abates this issue, 

without entirely solving it. MPC can be applied to ever faster dynamics, but the case of power converters is 

particularly extreme. Indeed, their switching frequency could be very high (up to several dozen of kHz), 

which implies a very short time allotted to compute the optimal control to apply. Furthermore, the typical 

control architecture implies the deduction and transfer of said input being carried out in the lapse of only a 

fraction of the sample time. The assets and inconveniences of MPC for multi-level power converters direct 

switch control are summarized in the following table. 

TABLE 2.1 

MAIN INTERESTS AND DISADVANTAGES OF MPC 

 
Main advantages Main limitations 

Handles MIMO systems Algorithm complexity 

Incorporates constraints 

Incorporates prediction 
Computational burden 

Optimal definition of the control problem  

Robustness  

Very large variety of applications and versions  

 

Many parameters are driving the performance of the control. In particular, the cost function and 

the prediction horizon play crucial roles in the computation stress: they are intertwined with the quality of 

the control and thereupon with the depth of calculation, hence the general time cost. All these factors imply 

that for implementation, the algorithm can neither consider overly complicated objectives nor envision 

elongated periods. Overall, two main issues have been brought up. First, the need to develop a fast enough 

algorithm to be implemented on a real power converter. Second, the impossibility to rely on the most wide-

spread algorithms based on quadratic programming, because of the non-linear nature of the power 

converters. These problems form a couple: prediction and optimization, evolving together. In this situation, 

we propose to first address the issue of modeling, which has to describe accurately enough the behavior of 

all power converters for the final algorithm to be universal to all such applications and practical enough to 

develop an optimization algorithm treating that model. 
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2. Switched State-Space Representation 

Switched State Space Representation (SSSR) is a modeling method used when considering hybrid 

systems combining a discrete definition with continuous quantities [4]. Typical examples include chemical 

processes [5], plants with several points of operation (this is common with motors with gears for 

example)[6], parameter-varying systems [7], etc. The overall system is described by a set of continuous 

subsystems, associated with the various events 𝜎 affecting the system. This means that instead of the 

ordinary dynamics, as presented in (2.1), the SSSR model is portrayed by (2.2). 

 �̇�(𝑡) = 𝑨𝒙(𝑡) + 𝑩𝒖(𝑡) + 𝑬𝒅(𝑡)    

 �̇�(𝑡) = 𝑨𝜎(𝑡)𝒙(𝑡) + 𝑬𝜎(𝑡)𝒅(𝑡)    

Therefore, the global “power converter” system can be described as a combination of the “power 

converter in position 𝜎” subsystems. In the case of power converters, the position is dictated by control 𝒖, 

which leads to 

 �̇�(𝑡) = 𝑨(𝒖(𝑡))𝒙(𝑡) + 𝑬(𝒖(𝑡))𝒅(𝑡).   

This equation highlights the subsystem definition: for each possible control 𝒖, the 𝑨(𝒖) and 𝑬(𝒖) 

matrices are constant and lead to a usual linear state-space representation as in (2.1). This allows prediction 

and modeling as usual and can be associated to an optimal graph navigation algorithm aiming at developing 

a general MPC scheme therefore adapted to any power converter topology. 

3. Adaptation to Multi-Level Power Converters 

As can be seen from Fig. 2.2, the most general presentation of power converters shows five aspects. 

First, the two outer buses, whose behaviors are considered external to the converter itself: their dynamics 

are not the object of this study, and their respective actions on the converter are regarded as uncontrolled 

inputs. Then, the corresponding filters or links, containing several capacitors and inductors, to which the 

state variables are associated. The bridge between the two groups of state variables is made through the 

switching cells, which for some topologies may add state variables. The control is performed by the 

open/close orders transmitted to each transistor of the switching cells. 

 

 
 

Fig. 2.2.  General context of power conversion. Two buses, A and B, are connected through a filter + commutation cell system. 

 

Therefore, the state vector is divided into three parts: the 𝒙𝐴 states corresponding to the A side 

filter, the 𝒙𝑐𝑜𝑛 ones related to the internal components of the converter, and the 𝒙𝐵 states are coming from 

the other side’s filter. Similarly, the uncontrolled input vector is formed by the 𝒅𝐴 inputs generated by the 
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A side and the 𝒅𝐵 ones spawned by the B side. The control vector 𝒖 is an image of the switches’ positions. 

The input, control and state vectors are presented in (2.4). By construction, it is possible for some of these 

sub-vectors to be empty, depending on the topology and on the context. 

 𝒅 = [
𝒅𝐴

𝒅𝐵
] ;    𝒖 = 𝒇(𝒔𝒘𝒊𝒕𝒄𝒉);    𝒙 = [

𝒙𝐴

𝒙𝑐𝑜𝑛

𝒙𝐵

]    

 

The f function is chosen to accurately depict the impact of the switching states on the connection 

between the A and B sides. For energy management applications, which need to perceive the quantity of 

energy passing through every switch precisely, f can be specified as bijective. Nevertheless, though surjective, 

this function is not necessarily injective, as distinct switching positions can lead to the same link. 

With this definition of the state variables, the 𝑨 matrix can be divided in blocks as shown in (2.5). 

 

𝑨(𝒖) = [

𝑨𝐴𝐴 𝑨𝐴𝑐𝑜𝑛(𝒖) 𝑨𝐴𝐵(𝒖)

𝑨𝑐𝑜𝑛𝐴(𝒖) 𝑨𝑐𝑜𝑛𝑐𝑜𝑛 𝑨𝑐𝑜𝑛𝐵(𝒖)

𝑨𝐵𝐴(𝒖) 𝑨𝐵𝑐𝑜𝑛(𝒖) 𝑨𝐵𝐵

]    

Particularly, the diagonal blocks do not depend on the switching orders, while all the remaining submatrices 

are defined as functions of the switching control. The 𝑨𝐴𝐴 and 𝑨𝐵𝐵 blocks represent the dynamics of the 

filters, while all the other blocks contain the converter’s proper behavior. It is interesting to note that with 

this approach the 𝑬 input matrix in (2.6) does not depend on the switching positions. 

 �̇� = 𝑨(𝒖)𝒙 + 𝑬𝒅    

In effect, fixing the position of the switches contained within a power converter switching cell leads to an 

electrical circuit that can be linearly modeled using its elementary equations components and Kirchhoff’s 

laws. Therefore, given a position 𝑘, a specific 𝑨𝑘 matrix is defined leading to subsystem (2.7): 

 �̇� = 𝑨𝑘𝒙 + 𝑬𝒅.   

Then, all sets (2.7) are assembled according to the theorem of superposition. This method calls for 

combinatory logic. Indeed, considering that all possible controls for each switching cell are mutually 

exclusive, the command can be expressed through logic binary variables obeying elementary logic laws . In 

particular, assuming that 𝑈𝑐𝑒𝑙𝑙 is the set of the 𝑁𝑝𝑜𝑠𝑠 possible switching states for a switching cell, it turns 

out that 

 𝒖𝑘 ∈ 𝑈𝑐𝑒𝑙𝑙;  ∑ 𝒖𝑘
𝑁𝑝𝑜𝑠𝑠

𝑘=1 = 1.   

From there on, all the subsystems represented by (2.7) can be added up as follows: 

 ∑ 𝒖𝑘�̇�
𝑁𝑝𝑜𝑠𝑠

𝑘=1 = ∑ 𝒖𝑘
𝑁𝑝𝑜𝑠𝑠

𝑘=1
(𝑨𝑘𝒙 + 𝑬𝒅),   

which, by virtue of (2.8), turns into 

 �̇� = (∑ 𝒖𝑘𝑨𝑘
𝑁𝑝𝑜𝑠𝑠

𝑘=1 )𝒙 + 𝑬𝒅.   
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Given that equations (2.8)–(2.10) are representative of a single cell, Kirchhoff’s current law is thus 

applied to link all the converter switching cells to one another. Indeed, once equations are established for 

one cell, bounding them together is done by applying the adequate current or voltage laws, resulting in sums 

of the previous equations . The resulting system is of the form 

 �̇�(𝑡) = 𝑨(𝒖(𝑡))𝒙(𝑡) + 𝑬𝒅(𝑡).   

Consequently, the 𝑨(𝒖) matrix, formed from the different 𝑨𝑘, depicts the dynamics of power 

converters using a SSSR. This method relies only on the laws of electricity and is suitable for any power 

converter application. It is interesting to note that two-level power converters can be expressed with (2.1), 

but that it is impossible to do so for multi-level power converters, rendering the discussed method 

imperative for them. 

All the previous definitions are expressed in continuous time. However, since the control is exerted 

discretely, a controller designed to deal with power converters without modulation has to be discrete. 

Therefore, such a controller requires a discrete model to operate. Application of the zero-order hold (ZOH) 

discretization method results in an equivalent discrete-time model of the form 

 𝒙(𝑛 + 1) = 𝑨𝑑(𝒖(𝑛))𝒙(𝑛) + 𝑬𝑑(𝒖(𝑛))𝒅(𝑛),   

where 𝑛 refers to the 𝑛th sampling instant and 

 𝑨𝑑(𝒖(𝑛)) = 𝑒𝑨(𝒖(𝑛))𝑇;  𝑬𝑑(𝒖(𝑛)) = ∫ 𝑒𝑨(𝒖(𝑛))𝑡𝑬𝑑𝑡
𝑇

0
,   

with 𝑇 being the sample time. 

The ZOH discretization method is preferred, as it leads to an equivalent discrete-time model 

representing the original continuous-time system exactly as perceived by a discrete controller. Thus, (2.13) 

reveals that matrix 𝑬𝑑 can no longer be considered control independent. As a matter of fact, both 𝑨𝑑 and 

𝑬𝑑 are functions of control 𝒖, thus implying that the number of matrices to be computed in the discrete 

case is roughly twice that of the continuous one. However, this additional computational burden is necessary 

when discrete-time control is to be implemented. 
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4. Electrical equations for each topology 

To properly define the matrices previously described in Section 3, the first step is to establish the 

electrical laws of the different topologies. Even though these equations fully describe the power converters, 

they are not sufficient to define a state-space representation and have to be associated to the dynamics of 

the accumulative components of the filters and the links, as well as those inside the converter. This 

dependence on the filters together with the final state space representation matrices will be explained in 

Section 5. 

4.1 Neutral-Point Clamped 

Fig. 2.3 represents the three different switching positions for the Three Level Neutral Point 

Clamped topology (3L-NPC):  

(a) 𝑆𝑃: the phase is bound to the P node of the DC-link, 

(b) 𝑆𝑁: the phase is bound to the N node of the DC-link, 

(c) 𝑆0: the phase is bound to the neutral point of the DC-link. 
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Fig. 2.3.  Switching positions for one phase of the 3L NPC 
  

Therefore, the set of accessible positions for any commutation cell is given by  

𝑈𝑐𝑒𝑙𝑙 = {𝑆𝑃 , 𝑆0, 𝑆𝑁}. 

The concordance between the previous set and the open/close state of the switches of the 

associated cells is summed up in Table 2.2, where 1 represents a closed state and 0 an open state.Crucially, 

𝑆𝑗designates the switching state of the leg 𝑗, where 𝑗 covers Ψ the set of all the legs of the power converter. 

More often than not, 𝑁𝑙𝑒𝑔𝑠 the cardinal of this set is either 3 or 4. The switching position of a leg can be 



41 
 

any member of 𝑈𝑐𝑒𝑙𝑙. The notation 𝑆𝑗𝑃 translates the case where 𝑆𝑗 = 𝑆𝑃 and so on for all elements of 𝑈𝑐𝑒𝑙𝑙. 

The notations introduced in this subsection are applied onward. 

TABLE 2.2 

RELATION BETWEEN THE SWITCHES STATE AND THE CONNECTION VARIABLE FOR 3L-NPC 

 

𝑆𝑗 𝑆1 𝑆2 𝑆3 𝑆4 Connection 

𝑆𝑃 1 1 0 0 P 

𝑆𝑁 0 0 1 1 N 

𝑆0 0 1 1 0 0 

 

Considering the case of a single leg and applying the Kirchhoff’s laws on the adequate meshes and 

nodes of the circuit in Fig. 2.3, as well as the notations described in said figure, the following equations are 

derived: 

 

 𝑈𝜙 = 𝑆𝑃𝑈𝐶1 − 𝑆𝑁𝑈𝐶2    

 

 𝑖𝐶1 = 𝑖𝑃 − 𝑖𝐷𝐶1;   𝑖𝑃 = 𝑆𝑃𝑖𝜙    

 

 𝑖𝐶2 = −𝑖𝑁 + 𝑖𝐷𝐶2;    𝑖𝑁 = 𝑆𝑁𝑖𝜙,   

 

 𝑖0 = 𝑆0𝑖𝜙   

 

where all four possible switching states are handled together, as suggested for the general case in (2.10)–

(2.12). Furthermore, by virtue of (2.15), (2.16), (2.17) and (2.8), it is found that 

 

 𝑖𝐺𝑟 = 𝑖𝐶1 − 𝑖𝐶2 + 𝑖0 = (𝑆𝑃 + 𝑆𝑁 + 𝑆0)𝑖𝜙 − 𝑖𝐷𝐶1 − 𝑖𝐷𝐶2 = 𝑖𝜙 − 𝑖𝐷𝐶1 − 𝑖𝐷𝐶2.   

 

The currents 𝑖𝐷𝐶1 and 𝑖𝐷𝐶2 are often the opposite of one another and thus cancel themselves  in the previous 

equation. How frequent the case may be, the hypothesis is strong and does not bring much value to the 

modeling process, which is why it was preferred to separate these two currents and consider them as 

independent. The same decision is reciprocated onward.  

As pointed out in Section 3, extending this analysis to a 3L-NPC converter of any number of legs 

𝑁𝑙𝑒𝑔𝑠 is performed by application of the theorem of superposition and (2.10). A variable, for example 𝑈𝜙, 

of a leg 𝑗 is noted 𝑈𝜙𝑗 . This notation differs from the one concerning the switching positions, as the message 

is different. Indeed, in one case the variable is defined by the leg, while in the other case the variable of the 
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leg is defined by its value. The (2.14)–(2.18) set turns, equation by equation, into the (2.19)–(2.23) set given 

next: 

 𝑈𝜙𝑗 = 𝑆𝑗𝑃𝑈𝐶1 − 𝑆𝑗𝑁𝑈𝐶2;   ∀ 𝑗 ∈ Ψ    

 

 𝑖𝐶1 = 𝑖𝑃 − 𝑖𝐷𝐶1;   𝑖𝑃 = ∑  𝑆𝑗𝑃𝑖𝜙𝑗𝑗∈Ψ     

 

 𝑖𝐶2 = −𝑖𝑁 + 𝑖𝐷𝐶2;    𝑖𝑁 = ∑  𝑆𝑗𝑁𝑖𝜙𝑗𝑗∈Ψ     

 

 𝑖0 = ∑ 𝑆𝑗0𝑖𝜙𝑗𝑗∈Ψ     

 

 𝑖𝐺𝑟 = ∑  𝑖𝜙𝑗𝑗∈Ψ − 𝑖𝐷𝐶1 − 𝑖𝐷𝐶2.   

 

4.2 Flying Capacitor 

The four distinct ways in which the Three-Level Flying Capacitor (3L-FC) topology allows 

connecting each AC phase to the DC side are illustrated Fig. 2.4:  

(a) 𝑆𝑃: the phase is bound to the P node of the DC-link, 

(b) 𝑆𝑁: the phase is bound to the N node of the DC-link, 

(c) 𝑆𝐶𝑁: the phase is bound to N through the inner capacitor, passing by the X point before Y, 

(d) 𝑆𝐶𝑃: the phase is bound to P through the inner capacitor, first passing by Y then X. 
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Fig. 2.4.  Switching positions for one leg of 3L-FC 

 

Accordingly, the set of possible switching states for any commutation cell 𝑈𝑐𝑒𝑙𝑙, is given by 

 𝑈𝑐𝑒𝑙𝑙 = {𝑆𝑃, 𝑆𝑁 , 𝑆𝐶𝑃, 𝑆𝐶𝑁}.   

 

The correspondence between the open/closed state of the switches constituting the converter leg, and the 

previous values are summed up in Table 2.3. 
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TABLE 2.3 

RELATION BETWEEN THE SWITCHES STATE AND THE CONNECTION VARIABLE FOR 3L-FC 

 

𝑆𝑗 𝑆1 𝑆2 𝑆3 𝑆4 Connection 

𝑆𝑃 1 1 0 0 X→P 

𝑆𝑁 0 0 1 1 Y→N 

𝑆𝐶𝑃 1 0 1 0 Y→X→P 

𝑆𝐶𝑁 0 1 0 1 X→Y→N 

 

In the equations provided hereafter, the first switching state of the switches displayed in Table 2.3 

will be represented by considering that 𝑆𝑃 = 1 and 𝑆𝑁 = 𝑆𝐶𝑃 = 𝑆𝐶𝑁 = 0, while the second one will be 

denoted by 𝑆𝑁 = 1 and 𝑆𝑃 = 𝑆𝐶𝑃 = 𝑆𝐶𝑁 = 0, and so on. As noticed for the generic case in (2.10), this 

implies that (2.25) is valid at any time, hence explicitly stating that the 𝑁𝑝𝑜𝑠𝑠 = 4 possible controls for the 

commutation cell are mutually exclusive. 

 𝑆𝑃 + 𝑆𝑁 + 𝑆𝐶𝑃 + 𝑆𝐶𝑁 = 1    

 

Considering the case of a single leg, the following equations are derived by applying Kirchhoff’s laws on the 

adequate meshes and nodes of the circuit in Fig. 2.4: 

 𝑈𝜙 = (𝑆𝐶𝑁 − 𝑆𝐶𝑃)𝑈𝐶 + (𝑆𝑃 + 𝑆𝐶𝑃)𝑈𝐶1 − (𝑆𝑁 + 𝑆𝐶𝑁)𝑈𝐶2   

 𝑖𝐶 = (𝑆𝐶𝑁 − 𝑆𝐶𝑃)𝑖𝜙    

 𝑖𝐶1 = 𝑖𝑃 − 𝑖𝐷𝐶1;   𝑖𝑃 = (𝑆𝑃 + 𝑆𝐶𝑃)𝑖𝜙    

 𝑖𝐶2 = −𝑖𝑁 + 𝑖𝐷𝐶2;    𝑖𝑁 = (𝑆𝑁 + 𝑆𝐶𝑁)𝑖𝜙,   

 

where all four possible switching states are handled together, as suggested for the general case in (2.10)–

(2.12). Furthermore, using (2.28), (2.29) and (2.25), it is found that 

 𝑖𝐺 = 𝑖𝐶1 − 𝑖𝐶2 = (𝑆𝑃 + 𝑆𝑁 + 𝑆𝐶𝑃 + 𝑆𝐶𝑁)𝑖𝜙 − 𝑖𝐷𝐶1 − 𝑖𝐷𝐶2 = 𝑖𝜙 − 𝑖𝐷𝐶1 − 𝑖𝐷𝐶2.   

 

As pointed out in Section 3, extending this analysis to a 3L FC converter of any number of legs, 

𝑁𝑙𝑒𝑔𝑠, requires applying the theorem of superposition. Similarly to the Subsection 4.1 the (2.26)–(2.30) set 

turns, equation by equation, into the (2.31)–(2.35) set given next: 

 𝑈𝜙𝑗 = (𝑆𝑗𝐶𝑁 − 𝑆𝑗𝐶𝑃)𝑈𝐶𝑗 + (𝑆𝑗𝑃 + 𝑆𝑗𝐶𝑃)𝑈𝐶1 − (𝑆𝑗𝑁 + 𝑆𝑗𝐶𝑁)𝑈𝐶2;    ∀𝑗 ∈ Ψ    

 

 𝑖𝐶𝑗 = (𝑆𝑗𝐶𝑁 − 𝑆𝑗𝐶𝑃)𝑖𝜙𝑗;    ∀𝑗 ∈ Ψ    

 

 𝑖𝐶1 = 𝑖𝑃 − 𝑖𝐷𝐶1;   𝑖𝑃 = ∑  (𝑆𝑗𝑃 + 𝑆𝑗𝐶𝑃)𝑖𝜙𝑗𝑗∈Ψ     
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 𝑖𝐶2 = −𝑖𝑁 − 𝑖𝐷𝐶2;    𝑖𝑁 = ∑  (𝑆𝑗𝑁 + 𝑆𝑗𝐶𝑁)𝑖𝜙𝑗𝑗∈Ψ     

 

 𝑖𝐺 = ∑  𝑖𝐹𝑗𝑗∈Ψ − 𝑖𝐷𝐶1 − 𝑖𝐷𝐶2.   

 

4.3 Cascaded H-Bridge 

From Fig. 2.5, the Three-Level Cascaded H-Bridge (3L-CHB) topology offers four different 

connection possibilities to bound the AC phases to the DC side. It is interesting to note that two distinct 

switching states lead to the same switching position: 

(a) 𝑆𝑃: the phase is bound to the ground through the DC-link’s capacitor, passing first by the P node  

(b) 𝑆𝑁: the phase is bound to the ground through the DC-link’s capacitor, passing first by the N node  

(c) 𝑆0: the phase is bound to the ground avoiding the DC-link 

(d) 𝑆0: the phase is directly connected to the ground, not to the DC-link.  
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Fig. 2.5.  Switching positions for one phase of 3L-CHB 

 

In this specific case, the set of possible switching states for any commutation cell 𝑈𝑐𝑒𝑙𝑙, is given by 

 𝑈𝑐𝑒𝑙𝑙 = {𝑆𝑃, 𝑆𝑁 , 𝑆0}.   

The correspondence between the open/closed state of the switches constituting the switching cells of the 

converter leg and the previous values summed up in Table 2.4, where 1 represents the closed state and 0 

the open state, and X̅ stands for all points except X. 

TABLE 2.4 

RELATION BETWEEN THE SWITCHES STATE AND THE CONNECTION VARIABLE FOR 3L-CHB 

𝑆𝑗 𝑆1 𝑆2 𝑆3 𝑆4 Connection 

𝑆𝑃 1 0 1 0 X̅ 

𝑆𝑁 0 1 0 1 Y̅ 

𝑆0 1 1 0 0 Y 

𝑆0 0 0 1 1 X 
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In the equations provided hereafter, the first switching state of the switches displayed in Table 2.4 

will be represented considering that 𝑆𝑃 = 1 and 𝑆𝑁 = 𝑆0 = 0, while the second one will be denoted by 

𝑆𝑁 = 1 and 𝑆𝑃 = 𝑆0 = 0, and so on. As noticed for the generic case in (2.8), this implies that (2.37) is valid 

at any time, hence explicitly stating that the 𝑁𝑝𝑜𝑠𝑠 = 3 possible controls for the commutation cell are 

mutually exclusive. In this situation, the relation between the states of the switches and the connection 

variables is not bijective: four possible open/closed combinations are relevant but only three connection 

possibilities stand out, as two of the switch positions are equivalent in terms of routing. 

 𝑆𝑃 + 𝑆𝑁 + 𝑆0 = 1    

Considering the case of a single leg, the following equations are derived by applying Kirchhoff’s 

laws on the adequate meshes and nodes of the circuit in Fig. 2.5:  

 𝑈𝜙 = (𝑆𝑃 − 𝑆𝑁)𝑈𝐶    

 

 𝑖𝐶 = 𝑖𝑃 − 𝑖𝐷𝐶1;    𝑖𝑃 = 𝑆𝑃𝑖𝜙    

 

 𝑖𝐶 = 𝑖𝐷𝐶2 − 𝑖𝑁;  𝑖𝑁 = 𝑆𝑁𝑖𝜙    

where all four possible switching states are handled together, as suggested for the general case in (2.10)–

(2.12). Furthermore, the combination of (2.39) and (2.40), minding the combinatory logic of the connection 

variables, and the application of the Kirchhoff’s current law on the connection point to the ground and 

(2.17) lead respectively to (2.41) and (2.42). 

 2𝑖𝐶 = 𝑖𝑃 − 𝑖𝑁 + 𝑖𝐷𝐶1 − 𝑖𝐷𝐶2    

 

 𝑖𝐺𝑟 = (𝑆𝑃 + 𝑆𝑁 + 𝑆0)(𝑖𝜙 − 𝑖𝐷𝐶1 − 𝑖𝐷𝐶2) = 𝑖𝜙 − 𝑖𝐷𝐶1 − 𝑖𝐷𝐶2.   

 

Adopting the notations and methods previously used in Subsections 4.1 and 4.2, the (2.38), (2.41)–(2.42) set 

turns, equation by equation, into the (2.43)–(2.45) set given next: 

 𝑈𝜙𝑗 = (𝑆𝑗𝑃 − 𝑆𝑗𝑁)𝑈𝐶𝑗;    ∀𝑗 ∈ Ψ    

 

  𝑖𝐶𝑗 = (𝑆𝑗𝑃 − 𝑆𝑗𝑁)
iϕj

2
+

𝑖𝐷𝐶1𝑗

2
−

𝑖𝐷𝐶2𝑗

2
   ∀𝑗 ∈ Ψ   

 

 𝑖𝐺 = ∑ 𝑖𝜙𝑗𝑗∈Ψ − 𝑖𝐷𝐶1𝑗 − 𝑖𝐷𝐶2𝑗.   

 

Contrarily to the FC and NPC topologies where the DC-link is shared, implicating only one DC 

source/load for the converter, the CHB topology has isolated DC loads/sources, as stated in Chapter 1. 
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Consequently, while in Subsections 4.1 and 4.2 the extension to multiple legs meant their was only one 𝑖𝐷𝐶1 

and one 𝑖𝐷𝐶2, there are as many pairs of those as there are legs for the CHB case, hence (2.44). 

5 Switched-State Space Matrices 

5.1 Different filters 

Fig. 2.6 illustrates the three filters studied in this chapter. The L filter is the simplest one and is 

sufficient to establish a state-space representation of the converter when combined with the previously 

stated equation sets. Its schematic is represented into the green frame, considering all the other components 

shown on the figure as inexistent. However, it is common to employ LC and LCL filters as they offer better 

performances, such as concerning the current ripples or the suppression of undesired harmonics.  
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Fig. 2.6.  Filters considered: L, LC and LCL 
 

Similarly to the L filter, the LC one is shown in the blue casing. It is important to note that the 

state-space representation and its various describing vectors are determined not by the purpose of the plant, 

but by its nature. For instance, capacitors entail the presence of currents in the input vector, while 

inductances involve voltages, regardless of the current input to the system. Consequently, the AC-related 

input for L and LCL filters is a voltage and, for the LC case, it is a current, even though the overall situation 

may not change: for example, the grid could be considered as a voltage generator for all three filters. It may 

seem counter intuitive not to acknowledge the real behavior of the system as it is implemented in reality. 

However, the explanation comes from the definition of the system: as explained in Fig. 2.6, only the inside 

of the boxes belongs to the modeled system. An alternative formulation would be that everything outside 

of the filters themselves is not taken into account: the information about whether the plant is connected to 

a current or voltage generator is not accessible to the model. 

The L filter equations are given by:  

 𝑈𝐹 − 𝐿𝐹
𝑑𝑖𝐹

𝑑𝑡
− 𝑅𝐹𝑖𝐹 − 𝑈𝜙 = 0    
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 𝑖𝜙 = 𝑖𝐹 .   

Equation (2.47) is applicable to all three topologies and all three filters. The equations describing the LC 

filter are given next:  

 𝑈𝐹 − 𝐿𝐹
𝑑𝑖𝐹

𝑑𝑡
− 𝑅𝐹𝑖𝐹 − 𝑈𝜙 = 0    

 

 𝑖𝐺 − 𝐶𝐹
𝑑𝑈𝐹

𝑑𝑡
− 𝑖𝐹 = 0.   

Equations (2.46) and (2.48) are virtually identical. Indeed, the application of the mesh law on LC filter is the 

same as the one on L filter, as the voltage across the terminals of the 𝐶𝐹 capacitor is the equal to the 𝑈𝐹 

voltage, since they are in parallel. Finally, the following expressions fully describe the LCL filter:  

 𝑈𝐺 − 𝐿𝐺
𝑑𝑖𝐺

𝑑𝑡
− 𝑅𝐺𝑖𝐺 − 𝑈𝐹 = 0    

 𝑈𝐹 − 𝐿𝐹
𝑑𝑖𝐹

𝑑𝑡
− 𝑅𝐹𝑖𝐹 − 𝑈𝜙 = 0    

 𝑖𝐺 − 𝑖𝐹 − 𝐶𝐹
𝑑𝑈𝐹

𝑑𝑡
= 0.   

These equations are combined with the equation sets of the previous subsections to form state-space 

representations of the converters. Considering the filters independently, equations (2.46)–(2.52) can be 

expressed for any 𝑗 ∈ Ψ. 

5.2 Detailed modeling of 3L-FC with LCL filter 

Combining the equation sets from Section 4 and Subsection 0.1 for each converter topology and 

each filter, it becomes possible to establish the SSSR models of the 9 combinations of converter topology 

and filter. Each one of the three converter topologies can be associated to any of the three filters, leading 

to 9 potentialities. The reasoning leading to the state-space matrices will be developed for 3L-FC topology 

associated to LCL filter, which is the complete application discussed here in the following, but it is identically 

applied to the other cases in Annex 1 and Annex 2, respectively for 3L-NPC and 3L-CHB with LCL filter. 

Some useful intermediate parameters and variables can be created to lighten the equations. Let us 

define (2.53) for all topologies, (2.54) for 3L-FC and (2.55) for 3L-CHB. 

 

𝜏𝐺𝑗 =
𝑅𝐺𝑗

𝐿𝐺𝑗

𝜏𝐹𝑗 =
𝑅𝐹𝑗

𝐿𝐹𝑗

} ;   ∀𝑗 ∈ Ψ    

 

 ∆𝑗= 𝑆𝑗𝐶𝑁 − 𝑆𝑗𝐶𝑃;   𝛴𝑗 = 𝑆𝑗𝑃 + 𝑆𝑗𝐶𝑃;   𝛤𝑗 = 𝑆𝑗𝑁 + 𝑆𝑗𝐶𝑁    

 

 𝛥𝑗 = 𝑆𝑗𝑃 − 𝑆𝑗𝑁    
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The definitions of (2.54) and (2.55) imply that 𝛥𝑗, 𝛴𝑗 and 𝛤𝑗 are functions of the control 𝒖 applied to the 

system. 

From Subsection 4.2, as far as the capacitors of the converter and the DC-link are concerned, their 

corresponding dynamics are modeled as 

 𝐶𝑗
𝑑𝑈𝐶𝑗

𝑑𝑡
= 𝑖𝐶𝑗;    ∀𝑗 ∈ Ψ    

 

 𝐶1
𝑑𝑈𝑐1

𝑑𝑡
= 𝑖𝑐1    

 

 𝐶2
𝑑𝑈𝑐2

𝑑𝑡
= 𝑖𝑐2.   

Solving the 𝑑𝑖𝐺𝑗/𝑑𝑡 in (2.50) gives rise to the following first set of four state equations: 

 𝑑𝑖𝐺𝑗

𝑑𝑡
= −𝜏𝐺𝑗𝑖𝐺𝑗 −

1

𝐿𝐺𝑗
𝑈𝐹𝑗 +

1

𝐿𝐺𝑗
𝑈𝐺𝑗;    ∀𝑗 ∈ Ψ.   

 

Moreover, replacing (2.31) into (2.51), and subsequently solving for 𝑑𝑖𝐹𝑗 𝑑𝑡⁄ , produces 

 
𝑑𝑖𝐹𝑗

𝑑𝑡
= −𝜏𝐹𝑗𝑖𝐹𝑗 +

1

𝐿𝐹𝑗
𝑈𝐹𝑗 −

1

𝐿𝐹𝑗
𝛥𝑗𝑈𝐶𝑗 −

1

𝐿𝐹𝑗
𝛴𝑗𝑈𝐶1 +

1

𝐿𝐹𝑗
𝛤𝑗𝑈𝐶2;    ∀𝑗 ∈ Ψ

    
.   

 

The last set of four state equations arising from the LCL filter is derived from (2.52) as follows: 

 𝑑𝑈𝐹𝑗

𝑑𝑡
=

1

𝐶𝐹𝑗
𝑖𝐺𝑗 −

1

𝐶𝐹𝑗
𝑖𝐹𝑗;    ∀𝑗 ∈ Ψ.   

 

On the other hand, after replacing (2.32) into (2.56), consideration of (2.47) leads to 

 𝑑𝑈𝐶𝑗

𝑑𝑡
=

1

𝐶𝑗
𝛥𝑗𝑖𝐹𝑗;    ∀𝑗 ∈ Ψ.   

 

Finally, taking (2.47) into account, the last two state equations provided next are derived by 

substituting (2.33) and (2.34) into, respectively, (2.57) and (2.58): 

 𝑑𝑈𝑐1

𝑑𝑡
=

1

𝐶1
∑ 𝛴𝑗𝑖𝐹𝑗𝑗∈Ψ −

1

𝐶1
𝑖𝐷𝐶1    

 

 

𝑑𝑈𝑐2

𝑑𝑡
= −

1

𝐶2
∑ Γ𝑗𝑖𝐹𝑗𝑗∈Ψ +

1

𝐶2
𝑖𝐷𝐶2.   

From (2.59)–(2.64), the adequate state vector as described in (2.4) is 

 𝒙𝐴
𝑇 = [𝑖𝐺Ψ1

… 𝑖𝐺Ψ𝑁𝑙𝑒𝑔𝑠
𝑖𝐹Ψ1

… 𝑖𝐹Ψ𝑁𝑙𝑒𝑔𝑠
𝑈𝐹Ψ1

…𝑈𝐹Ψ𝑁𝑙𝑒𝑔𝑠
]    
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 𝒙𝑐𝑜𝑛
𝑇 = [𝑈𝐶Ψ1

…𝑈𝐶Ψ𝑁𝑙𝑒𝑔𝑠
];   𝒙𝐵

𝑇 = [𝑈𝐶1 𝑈𝐶2],   

and the input vector, also from (2.4), is given by 

 𝒅𝐴
𝑇 = [𝑈𝐺Ψ1

…𝑈𝐺Ψ𝑁𝑙𝑒𝑔𝑠
];   𝒅𝐵 = [𝑖𝐷𝐶].   

 

For any topology and for any phase-repeated parameter or variable, 𝜆𝑗; 𝑗 ∈ Ψ, let us also define 

 𝝀 = [

𝜆Ψ1

⋮
𝜆Ψ𝑁𝑙𝑒𝑔𝑠

] ;    𝑑𝑖𝑎𝑔(𝝀) = [

𝜆Ψ1
⋯ 0

⋮ ⋱ ⋮
0 ⋯ 𝜆Ψ𝑁𝑙𝑒𝑔𝑠

].   

 

From there on, the submatrices defined in (2.5) can be deduced for the 3L-FC case associated to an LCL 

filter as follows: 

 𝑨𝐴𝐴 =

[
 
 
 
 𝑑𝑖𝑎𝑔(−𝝉𝐺) 𝕆Nlegs×Nlegs

𝑑𝑖𝑎𝑔 (−
1

𝑳𝐺
)

𝕆Nlegs×Nlegs
𝑑𝑖𝑎𝑔(−𝝉𝐹) 𝑑𝑖𝑎𝑔 (

1

𝑳𝐹
)

𝑑𝑖𝑎𝑔 (
1

𝑪𝐹
) 𝑑𝑖𝑎𝑔 (−

1

𝑪𝐹
) 𝕆Nlegs×Nlegs]

 
 
 
 

    

 

 𝑨𝐴𝐵 = [

𝕆Nlegs×1 𝕆Nlegs×1

−𝜮/𝑳𝐹 𝜞/𝑳𝐹

𝕆Nlegs×1 𝕆Nlegs×1

] ;   𝑨𝐴𝑐𝑜𝑛 =

[
 
 
 
𝕆Nlegs×Nlegs

𝑑𝑖𝑎𝑔 (−
𝜟

𝑳𝐹
)

𝕆Nlegs×Nlegs]
 
 
 
    

 

 𝑨𝐵𝐴 = [
𝕆1×Nlegs

𝜮𝑇/𝐶1 𝕆1×Nlegs

𝕆1×Nlegs
−𝜞𝑇/𝐶2 𝕆1×Nlegs

]    

 

 𝑨𝐵𝐵 = 𝕆2×2;    𝑨𝐵𝑐𝑜𝑛 = 𝕆2×Nlegs
;    𝑨𝑐𝑜𝑛𝐵 = 𝕆Nlegs×2;   𝑨𝑐𝑜𝑛𝑐𝑜𝑛 = 𝕆Nlegs×Nlegs

    

 

 𝑨𝑐𝑜𝑛𝐴 = [𝕆Nlegs×Nlegs
𝑑𝑖𝑎𝑔 (

𝜟

𝑪
) 𝕆Nlegs×Nlegs

]    

Similarly, the 𝑬 matrix is stated thereafter:  

 𝑬 =

[
 
 
 
 
 𝑑𝑖𝑎𝑔 (

1

𝑳𝐺
) 𝕆Nlegs×1 𝕆Nlegs×1

𝕆3Nlegs×Nlegs
𝕆3Nlegs×1 𝕆3Nlegs×1

𝕆1×Nlegs
−1/𝐶1 0

𝕆1×Nlegs
0 1/𝐶2 ]
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5.3 SSSR of all topologies 

Following the methodology described previously and applying it to the different cases precedingly 

evoked, the state and input vectors for the three topologies and the three filters are summed up in Table 

2.5: 

TABLE 2.5 

STATE AND DISTURBANCE VECTORS 

 

Filter Topology 𝒙𝐴 𝒙𝑐𝑜𝑛 𝒙𝐵 𝒅𝐴 𝒅𝐵 

L 

NPC 

𝒊𝐹 

∅ 
[
𝑈𝐶1

𝑈𝐶2
] 

𝑼𝐹 

[
𝑖𝐷𝐶1

𝑖𝐷𝐶2
] 

FC 𝑼𝐶 

CHB ∅ 𝑼𝐶 [
𝒊𝐷𝐶1

𝒊𝐷𝐶2
] 

LC 

NPC 

[
𝒊𝐹
𝑼𝐹

] 

∅ 
[
𝑈𝐶1

𝑈𝐶2
] 

𝒊𝐺 

[
𝑖𝐷𝐶1

𝑖𝐷𝐶2
] 

FC 𝑼𝐶 

CHB ∅ 𝑼𝐶 [
𝒊𝐷𝐶1

𝒊𝐷𝐶2
] 

LCL 

NPC 

[
𝒊𝐺
𝒊𝐹
𝑼𝐹

] 

∅ 
[
𝑈𝐶1

𝑈𝐶2
] 

𝑼𝐺 

[
𝑖𝐷𝐶1

𝑖𝐷𝐶2
] 

FC 𝑼𝐶 

CHB ∅ 𝑼𝐶 [
𝒊𝐷𝐶1

𝒊𝐷𝐶2
] 

 

Considering the above notations, the submatrices forming the A matrix of (2.3) according to (2.5) are given 

in the following tables for the three topologies and the three filters.  

TABLE 2.6 

SUBMATRICES FOR SSSR OF 3L-NPC 

 

sub-

matrix 
L LC LCL 

𝑨𝐴𝐴  𝑑𝑖𝑎𝑔(−𝝉𝐹)  [
𝑑𝑖𝑎𝑔(−𝝉𝐹) 𝑑𝑖𝑎𝑔(

1

𝑳𝐹
)

𝑑𝑖𝑎𝑔 (−
1

𝑪𝐹
) 𝕆Nlegs×Nlegs

]  

[
 
 
 
 𝑑𝑖𝑎𝑔(−𝝉𝐺) 𝕆Nlegs×Nlegs

𝑑𝑖𝑎𝑔(−
1

𝑳𝐺
)

𝕆Nlegs×Nlegs
𝑑𝑖𝑎𝑔(−𝝉𝐹) 𝑑𝑖𝑎𝑔(

1

𝑳𝐹
)

𝑑𝑖𝑎𝑔(
1

𝑪𝐹
) 𝑑𝑖𝑎𝑔 (−

1

𝑪𝐹
) 𝕆Nlegs×Nlegs]

 
 
 
 

  

𝑨𝐴𝐵  [−
𝑺𝑃

𝑳𝐹

𝑺𝑁

𝑳𝐹
]  [

−𝑺𝑃

𝑳𝐹

𝑺𝑁

𝑳𝐹

𝕆Nlegs×1 𝕆Nlegs×1

]  [

𝕆Nlegs×1 𝕆Nlegs×1

−𝑺𝑃

𝑳𝐹

𝑺𝑁

𝑳𝐹

𝕆Nlegs×1 𝕆Nlegs×1

]  
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𝑨𝐴𝑐𝑜𝑛 ∅ ∅ ∅ 

𝑨𝐵𝐴 [
𝑺𝑃

𝑇/𝐶1

−𝑺𝑁
𝑇 /𝐶2

]  [
𝑺𝑃

𝑇/𝐶1 𝕆1×Nlegs

−𝑺𝑁
𝑇 /𝐶2 𝕆1×Nlegs

]  [
𝕆1×Nlegs

𝑺𝑃
𝑇/𝐶1 𝕆1×Nlegs

𝕆1×Nlegs
−𝑺𝑁

𝑇 /𝐶2 𝕆1×Nlegs

]  

𝑨𝐵𝐵 𝕆2×2 𝕆2×2 𝕆2×2 

𝑨𝐵𝑐𝑜𝑛 ∅ ∅ ∅ 

𝑨𝐶𝐴 ∅ ∅ ∅ 

𝑨𝑐𝑜𝑛𝐵 ∅ ∅ ∅ 

𝑨𝑐𝑜𝑛𝑐𝑜𝑛 ∅ ∅ ∅ 

 

TABLE 2.7 

SUBMATRICES FOR SSSR OF 3L-FC 

 

sub-

matrix 
L LC LCL 

𝑨𝐴𝐴 [𝑑𝑖𝑎𝑔(−𝝉𝐹)]  [
𝑑𝑖𝑎𝑔(−𝝉𝐹) 𝑑𝑖𝑎𝑔(

1

𝑳𝐹
)

𝑑𝑖𝑎𝑔(−
1

𝑪𝐹
) 𝕆Nlegs×Nlegs

]  

[
 
 
 
 𝑑𝑖𝑎𝑔(−𝝉𝐺) 𝕆Nlegs×Nlegs

𝑑𝑖𝑎𝑔 (−
1

𝑳𝐺
)

𝕆Nlegs×Nlegs
𝑑𝑖𝑎𝑔(−𝝉𝐹) 𝑑𝑖𝑎𝑔 (

1

𝑳𝐹
)

𝑑𝑖𝑎𝑔 (
1

𝑪𝐹
) 𝑑𝑖𝑎𝑔 (−

1

𝑪𝐹
) 𝕆Nlegs×Nlegs]

 
 
 
 

  

𝑨𝐴𝐵 [−𝜮/𝑳𝐹 𝜞/𝑳𝐹]  [
−𝜮/𝑳𝐹 𝜞/𝑳𝐹

𝕆Nlegs×1 𝕆Nlegs×1
]  [

𝕆Nlegs×1 𝕆Nlegs×1

−𝜮/𝑳𝐹 𝜞/𝑳𝐹

𝕆Nlegs×1 𝕆Nlegs×1

]  

𝑨𝐴𝑐𝑜𝑛 [𝑑𝑖𝑎𝑔(−
𝜟

𝑳𝐹
)]  [

𝑑𝑖𝑎𝑔(−
𝜟

𝑳𝐹
)

𝕆Nlegs×Nlegs

]  

[
 
 
 
𝕆Nlegs×Nlegs

𝑑𝑖𝑎𝑔 (−
𝜟

𝑳𝐹
)

𝕆Nlegs×Nlegs]
 
 
 
  

𝑨𝐵𝐴 [
𝜮𝑇/𝐶1

−𝜞𝑇/𝐶2
]  [

𝜮𝑇/𝐶1 𝕆1×Nlegs

−𝜞𝑇/𝐶2 𝕆1×Nlegs

]  [
𝕆1×Nlegs

𝜮𝑇/𝐶1 𝕆1×Nlegs

𝕆1×Nlegs
−𝜞𝑇/𝐶2 𝕆1×Nlegs

]  

𝑨𝐵𝐵 𝕆2×2 𝕆2×2 𝕆2×2 

𝑨𝐵𝑐𝑜𝑛 𝕆2×Nlegs
 𝕆2×Nlegs

 𝕆2×Nlegs
 

𝑨𝑐𝑜𝑛𝐴 [𝑑𝑖𝑎𝑔(
𝜟

𝑪𝜙
)] [𝑑𝑖𝑎𝑔(

𝜟

𝑪𝜙
) 𝕆Nlegs×Nlegs] [𝕆Nlegs×Nlegs

𝑑𝑖𝑎𝑔 (
𝜟

𝑪𝜙
) 𝕆Nlegs×Nlegs

]  

𝑨𝑐𝑜𝑛𝐵 𝕆Nlegs×2 𝕆Nlegs×2 𝕆Nlegs×2 

𝑨𝑐𝑜𝑛𝑐𝑜𝑛 𝕆Nlegs×Nlegs
 𝕆Nlegs×Nlegs

 𝕆Nlegs×Nlegs
 

 

 

 

 

 

 



52 
 

TABLE 2.8 

SUBMATRICES FOR SSSR OF 3L-CHB 

 

sub-

matrix 
L LC LCL 

𝑨𝐴𝐴 [𝑑𝑖𝑎𝑔(−𝝉𝐹)]  [
𝑑𝑖𝑎𝑔(−𝝉𝐹) 𝑑𝑖𝑎𝑔 (

1

𝑳𝐹
)

𝑑𝑖𝑎𝑔 (−
1

𝑪𝐹
) 𝕆Nlegs×Nlegs

]  

[
 
 
 
 𝑑𝑖𝑎𝑔(−𝝉𝐺) 𝕆Nlegs×Nlegs

𝑑𝑖𝑎𝑔 (−
1

𝑳𝐺
)

𝕆Nlegs×Nlegs
𝑑𝑖𝑎𝑔(−𝝉𝐹) 𝑑𝑖𝑎𝑔 (

1

𝑳𝐹
)

𝑑𝑖𝑎𝑔 (
1

𝑪𝐹
) 𝑑𝑖𝑎𝑔 (−

1

𝑪𝐹
) 𝕆Nlegs×Nlegs]

 
 
 
 

  

𝑨𝐴𝐵 [diag(
𝜟

𝑳𝐹
)]  [

diag (
𝜟

𝑳𝐹
)

𝕆𝑁𝑙𝑒𝑔𝑠×Nlegs

]  

[
 
 
 
𝕆Nlegs×Nlegs

diag (
𝜟

𝑳𝐹
)

𝕆Nlegs×Nlegs]
 
 
 
  

𝑨𝐴𝑐𝑜𝑛 ∅ ∅ ∅ 

𝑨𝐵𝐴 [𝑑𝑖𝑎𝑔(−
𝜟𝑇

2𝑪
)]  [𝑑𝑖𝑎𝑔(−

𝜟𝑇

2𝑪
) 𝕆Nlegs×Nlegs

]  [𝕆Nlegs×Nlegs
𝑑𝑖𝑎𝑔(−

𝜟𝑇

2𝑪
) 𝕆Nlegs×Nlegs

]  

𝑨𝐵𝐵 𝕆Nlegs×Nlegs
 𝕆Nlegs×Nlegs

 𝕆Nlegs×Nlegs
 

𝑨𝐵𝑐𝑜𝑛 ∅ ∅ ∅ 

𝑨𝑐𝑜𝑛𝐴 ∅ ∅ ∅ 

𝑨𝑐𝑜𝑛𝐵 ∅ ∅ ∅ 

𝑨𝑐𝑜𝑛𝑐𝑜𝑛 ∅ ∅ ∅ 

 

The only missing part allowing to fully define the power converter is the E matrices. Keeping in 

mind the state vectors given in Table 2.4, the E matrices are deduced from Subsection 4 and summed up in 

Table 2.9. 

TABLE 2.9 

E MATRICES FOR EVERY TOPOLOGY AND FILTER 
 

       Filter 

Topology 
L LC LCL 

3L-NPC 

[
 
 
 
 𝑑𝑖𝑎𝑔(

1

𝑳𝐹
) 𝕆Nlegs×1 𝕆Nlegs×1

𝕆1×Nlegs

1

𝐶1
0

𝕆1×Nlegs
0 −

1

𝐶2 ]
 
 
 
 

  

[
 
 
 
 
 
𝕆Nlegs×Nlegs

𝕆Nlegs×1 𝕆Nlegs×1

𝑑𝑖𝑎𝑔(
1

𝑪𝐹
) 𝕆Nlegs×1 𝕆Nlegs×1

𝕆1×Nlegs

1

𝐶1
0

𝕆1×Nlegs
0 −

1

𝐶2 ]
 
 
 
 
 

  

[
 
 
 
 
 𝑑𝑖𝑎𝑔(

1

𝑳𝐺
) 𝕆Nlegs×1 𝕆Nlegs×1

𝕆2Nlegs×Nlegs
𝕆2Nlegs×1 𝕆2Nlegs×1

𝕆1×Nlegs

1

𝐶1
0

𝕆1×Nlegs
0 −

1

𝐶2 ]
 
 
 
 
 

  

3L-FC 

[
 
 
 
 
 𝑑𝑖𝑎𝑔(

1

𝑳𝐹
) 𝕆Nlegs×1 𝕆Nlegs×1

𝕆Nlegs×Nlegs
𝕆Nlegs×1 𝕆Nlegs×1

𝕆1×Nlegs

1

𝐶1
0

𝕆1×Nlegs
0 −

1

𝐶2 ]
 
 
 
 
 

  

[
 
 
 
 
 
 
𝕆Nlegs×Nlegs

𝕆Nlegs×1 𝕆Nlegs×1

𝑑𝑖𝑎𝑔(
1

𝑪𝐹
) 𝕆Nlegs×1 𝕆Nlegs×1

𝕆Nlegs×Nlegs
𝕆Nlegs×1 𝕆Nlegs×1

𝕆1×Nlegs
−1/𝐶1 0

𝕆1×Nlegs
0 1/𝐶2 ]

 
 
 
 
 
 

  

[
 
 
 
 
 𝑑𝑖𝑎𝑔 (

1

𝑳𝐺
) 𝕆Nlegs×1 𝕆Nlegs×1

𝕆3Nlegs×Nlegs
𝕆3Nlegs×1 𝕆3Nlegs×1

𝕆1×Nlegs
1/𝐶1 0

𝕆1×Nlegs
0 −1/𝐶2 ]

 
 
 
 
 

  

3L-CHB [
𝑑𝑖𝑎𝑔(

1

𝑳𝐹
) 𝕆Nlegs×1 𝕆Nlegs×1

𝕆Nlegs×Nlegs
𝑑𝑖𝑎𝑔(

1

2𝑪
) 𝑑𝑖𝑎𝑔(−

1

2𝑪
)
]  

[
 
 
 
 
𝕆Nlegs×Nlegs

𝕆Nlegs×1 𝕆Nlegs×1

𝑑𝑖𝑎𝑔 (
1

𝑪𝐹
) 𝕆Nlegs×1 𝕆Nlegs×1

𝕆Nlegs×Nlegs
𝑑𝑖𝑎𝑔(

1

2𝑪
) 𝑑𝑖𝑎𝑔(−

1

2𝑪
)]
 
 
 
 

  

[
 
 
 𝑑𝑖𝑎𝑔(

1

𝑳𝐺
) 𝕆Nlegs×1 𝕆Nlegs×1

𝕆2Nlegs×Nlegs
𝕆2Nlegs×1 𝕆2Nlegs×1

𝕆Nlegs×Nlegs
𝑑𝑖𝑎𝑔(

1

2𝑪
) 𝑑𝑖𝑎𝑔(−

1

2𝑪
)]
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6 Validation of the obtained models 

To validate the models presented above, a Simscape Power SystemTM simulation model has been 

used with the configuration illustrated in Fig. 2.7. The AC grid considered is modeled by means of a balanced 

ideal star-connected three-phase generator, whereas the DC link is portrayed as a voltage generator 

associated to a resistance. Fig. 2.7 shows a generic overview of the modeled system, where the passive LCL 

filter block is selected from Fig. 2.6 and the converter legs are chosen among the ones described in Fig. 2.3, 

Fig. 2.4, or Fig. 2.5. The illustration shows a FC leg. 

To be consistent with the topologies, in the NPC and FC cases, the DC side voltage generator is 

lone and connected in parallel to the three DC sides of the converter legs, while in the CHB case a different 

generator is connected to each leg. The 9 combinations of topology and filter can be implemented with this 

same structure, minding the property explained previously. The electrical parameters considered for the 

overall system are displayed in Table 10. 

TABLE 2.10 

NUMERICAL VALUES OF THE PARAMETERS 

 

Parameter Value Unit 

𝑅𝐹𝑗 

𝑅𝐺𝑗 

𝐿𝐹𝑗 

10 
10 

30 

Ω 
Ω 

mH 

𝐿𝐺𝑗 30 mH 

𝐶𝐹𝑗 1 mF 

𝐶𝑗 1 mF 

𝐶1 3.3 mF 

𝐶2 3.3 mF 

𝑉𝐺𝑗 230 V (rms) 

𝑖𝐷𝐶 10 A 

𝑇 100 μs 
 

The capacitors of the DC link of the CHB topology are chosen equal to 𝐶1 and 𝐶2. In the present case, the 

𝑖𝐷𝐶 value from the previous table is applied for 𝑖𝐷𝐶1 and −𝑖𝐷𝐶2. For the case of CHB, the three DC 

generators are identical to the one used for NPC and FC.  

Aiming at assessing the accuracy of the SSSR, its continuous and discrete-time versions are 

compared to each other as well as to the aforementioned Simscape Power SystemsTM model (SPSM). All 

three models —SPSM, continuous SSSR (CSSSR) and discrete SSSR (DSSSR)— undergo identical 

disturbance inputs and are driven by the same switching sequence. The sequence has been chosen to cover 

a large spectrum of possible switching positions and is not relevant in terms of control. Fig. 2.8, Fig. 2.11 

and Fig. 2.14 present the switching sequences used for the different topologies. An important number of 

transitions are performed, with a representative diversity. This is crucial to draw a conclusion on the accuracy 

of the models: they have to be confronted to a maximal number of cases.  
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Fig. 2.7.  Overview of the context of the study, particularized for the example of 3L-FC with LCL filter 

 

For the evaluation test, only a 30-millisecond window of the 1-second test performed is displayed, 

during which a particularly high number of all the possible switching states takes spontaneously place. 

Among the state variables, only the interface ones are shown here. The current flowing through the 

inductance closest to the grid is one of them, the other one is the voltage across the terminals of the DC 

link capacitors. Each topology is associated to the three different filters, so three sets of data are extracted 

for each topology. To gain clarity, those sets are generated with the exact same inputs, both the control and 

the uncontrolled ones. Contrary to the uncontrolled inputs, which are defined by external elements, found 

in Table IX, the control sequence has to be topology-specific. Therefore, the same control sequence is used 

for the three applications of each topology, but different ones are generated for the different topologies. 

 

 

Fig. 2.8.  Switching sequence applied to the 3L-CHB model 
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Fig. 2.9.  Currents flowing through the connection point between the AC side and the associated filters, 3L-CHB 

 

 

Fig. 2.10.  Voltages at the terminals of the DC capacitors, 3L-CHB 

 

The states are displayed in parallel: horizontal lines show the results for one filter, L at the top, LC 

in the middle and LCL at the bottom, while the rows exhibit the different phases of the converter, R, S and 

T from left to right, corresponding to the notations used in Fig. 2.7. 
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Fig. 2.11.  Swithcing sequence applied to the 3L-FC topology 

  

 

Fig. 2.12.  Currents flowing through the connection point between the filter and AC side of the 3L-FC topology 
 

The information is disposed with the same scheme for all topologies: first the control sequence, 

then the currents at the interface with the grid, and finally the voltages across the DC-link. The 3L-CHB 

topology is presented in Figs. 8-10, the 3L-FC is shown Figs. 11-13, and the 3L-NPC in Figs. 14-16. 
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Fig. 2.13.  Voltages at the terminals of the DC side capacitors of the 3L-FC topology 
 

For each topology, the proximity between the performances of the three models is highlighted. The 

juxtaposition in Figs.9, 10, 12, 13, 15 and 16 and each of their subfigures of the signals coming from all 

three simulation models allows validating the proposed modeling technique. It also corroborates the 

suitability of the discretization method selected, as the discrete and continuous systems are coherently 

obeying the same dynamics. 

 

 

Fig. 2.14.  Switching sequence applied to the 3L-NPC topology connected to the different filters 
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Fig. 2.15.  Currents flowing trhough the connection point between the AC side and the filters for the 3L-NPC topology 
 

 

Fig. 2.16.  Voltages across the terminals of the capacitors of the DC side, 3L-NPC 

 

However, certain inconsistencies also appear. The currents presented in Fig. 2.9, Fig. 2.12 and Fig. 

2.15 behave identically, independently from the model used. A close examination shows small neglegible 

differences, always inferior to a half percent. However, the voltages, presented in Fig. 2.10, Fig. 2.13, and 

Fig. 2.16, highlight a more concerning behavior. First, the continuous and discrete models differ from one 

another. The CSSSR is closer to the SPSM, while a bias seem to have formed on the DSSSR. Actually, the 

difference between the CSSSR and SPSM grows for the whole duration of the simulation, but keeps at 

sufferbale amounts, inferior to a percent, even after 4s of it. The discrete model behaves similarly but the 
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differences are much more outstanding, growing up to 10 percent in only 1s in the case of CHB topology 

and L filter. For both the FC and CHB topologies, the error on the L filter is much more considerable than 

for the two other filters, while the exact opposite is shown Fig. 2.16 in the NPC case.  

 

Fig. 2.17.  Absolute values of the relative errors for different discretizing strategies for all the topologies and filters 

 

A plausible explanation for the difference between the continuous and the discrete models could 

be an incorrect choice of discretizing method. Remembering Section 3, the zero-order hold method has 

been preferred because it matches with the operation of discrete controllers. However, tests with other 

methods such as first-order hold, impulse method or Tustin method led to no noticeable improvement. 

This result is presented in Fig. 2.17, where the absolute values of the relative errors of the four methods 

evoked are superimposed for the voltage of one of the DC-link capacitors, and so for all three topologies, 

on the lines, and the three filters, along the columns. Even though they do not provide the exact same 

results, none of the strategies appears to be better than the others. The use of ZOH method is then 

maintained. 

The hypothesis of a wrongful discretizing method is ruled out by Fig. 2.17. Another explanation 

comes from the very nature of the model. When the system switches from a subsystem to a new one, the 

possible differences between the model and the reality at the switching moment entail different initialization 

points for the new subsystems. These variations can not be corrected and can both add up or cancel one 

another. The closer the sample period considered is to the switching frequency, the more impact these errors 

have. This explains why the continuous model, which has a virtually infinite sample frequency, suffers much 

less from this issue than the discrete model, whose sampling time is equal to the minimal period between 
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two change of the switching variables. There is no appropriate answer to this phenomenon apart from 

reducing the sample period of the model, which is not coherent with the operation of the controller.  

Nonetheless, the results presented in the different figures show that the models are fitting for 

prediction for low time ranges. The NPC case (Fig. 2.14, Fig. 2.15 and Fig. 2.16) is the only one presenting 

less fitting results for the LC and LCL filters in comparison to the L filter. The evolution of the bias is 

crescent, slightly limiting the validity of the model presented. Nevertheless, the discrepancy evolution shown 

here is extremely slow from the switching point of view, and thus from the controller’s point of view: it 

takes several thousands of sample period steps to notice this gap, which is an astronomical number 

compared to the realistic objectives of the controller. In the case of a computationaly costless optimization, 

hence an infinite horizon optimization, the models might need some tuning to be acceptable. However, for 

more plausible values, under a dozen switching orders per call of the controller, the precision seen in the 

different figures is amply sufficient. 

7 Conclusion 

In this chapter, the necessity of designing a new pair of model and optimization algorithm has been 

highlighted, and a canonical model was selected. Based on Switched State-Space Representation, this 

definition describes any power converter application down to the state of its switching devices. Such a 

description means that an algorithm dedicated to solve optimization problems based on this particular 

canonical approach can be implemented to any power conversion system. The design of this algorithm is 

described in the next chapter. 
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Chapter III: Model Predictive Control 
Algorithm 

1. Finite Control Set MPC 

As stated in the previous chapter, time is the most important constraint for the MPC controller. 

Indeed, to eliminate the modulation stage, the control algorithm should be able to directly output the 

switching states by updating its command signal at the switching frequency of the power converter, on the 

scale of 100 µs. This technique implies very short time to perform the required control computations. Thus, 

the main limitation of MPC is the computation time; as it performs optimization, it requires more 

computation time compared to classical controllers. The Finite Control Set MPC (FCS-MPC) [1], [2] is often 

implemented for solving optimization problems due to its ability to take advantage of the limited number 

of switching states of the power converter. It relies on a look-ahead strategy —prediction of system 

behaviour— to virtually gain at least a full sample period to finish computing the solution. 

The algorithm is depicted in Fig. 3.1. When called, it receives the current state of the system and 

the optimal control sequence planned to be applied at the previous call of the controller. They are used to 

predict the state of the same system after application of said control sequence. Let us define 𝑁𝑝𝑟𝑒𝑑 as the 

horizon of prediction related to this operation, applied prior to any optimization step. The computation 

effort associated with such prediction is low, which means that the 𝑡1 − 𝑡0 time needed to perform these 

𝑁𝑝𝑟𝑒𝑑 predictions is small in comparison to the advance in time it actually permits. Instead of having to 

deliver the control sequence to be applied immediately, the optimization block focuses on selecting the 

optimal control sequence required 𝑁𝑝𝑟𝑒𝑑 sample times later. The former approach would imply solving the 

optimization problem in an as short as possible fraction of the sample time, while the proposed strategy 

gives the controller more time to perform computations. The pressure on the computation time of the 

algorithm is significantly reduced with this strategy. This look-ahead approach is similar to walking, where 

the next step is planned while the previous one is still mid-air. 

The bigger 𝑁𝑝𝑟𝑒𝑑 is, the more time is gained. However, this growth also entails a modification of 

the period between two consecutive calls of the controller: although it generates control signals with a 

sample period of 𝑇𝑠, it actually updates these orders on a 𝑁𝑝𝑟𝑒𝑑𝑇𝑠 basis. This implies a delay on the reaction 

to variations from the exterior, and requires posing an operational hypothesis: the dynamics of the plant 

and its uncontrolled inputs have to be much slower than 𝑁𝑝𝑟𝑒𝑑𝑇𝑠 instead of in comparison with just the 

sample time. In the case of power converters, this property is verified, as the dynamics considered, from the 

grid or the various possible loads, are on a scale of a few tens of Hz, while the power switches operate at a 

frequency of kHz. This means that the uncontrolled inputs can be considered as constants for all the 

estimations made by the controller until the next call. Such property may prove to be false if the horizon is 
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chosen too big, over a hundred, for example. This is not the case for this application, and so the impact of 

large prediction horizons will not be discussed further, though it might be interesting for a different 

application. 

 

Objectives

Current plant state

Constraints

Prediction
Prediction

Online optimization loop

Optimization

Optimal 
sequence

t=t0 t=t0+NpredTs t=t0+(Npred+Nopt)Ts

t=t0 t=t0+NpredTst=t1<<t0+NpredTs

Controller 
time

Real time
 

Fig. 3.1:  Operation of Finite Control Set Model Predictive Algorithm  
 

FCS-MPC is initially planned to present a one-step optimization and prediction, but it is also 

extendable to further optimization and prediction algorithms. It often designates the whole MPC algorithm, 

but it is closer to an internal strategy to enable complex computations. This way, it is possible to 

acknowledge developing more advanced algorithms and, for example, include further control 

considerations, with longer prediction and optimization horizons. Let us define the optimization horizon, 

𝑁𝑜𝑝𝑡 , as the length of the optimal control sequence, and the control horizon, sum of the prediction and 

optimization horizons, representative of the depth of prediction of the complete algorithm. In the first 

implementations of FCS-MPC, both the optimization and prediction horizons were unitary, showing limits 

in the treatment of the data and of the constraints. 

Because the algorithm relies on the control sequence previously computed to perform its look-

ahead predictions, the optimization horizon has to be greater than the prediction horizon for the FCS 

strategy to operate. Indeed, would the length of the optimal sequence be shorter than the prediction depth 

desired, it would not be possible to properly predict the behavior of the system all the way to the wished 

horizon. Therefore, the control sequence computed has to be compatible with the prediction length, leading 

to the following equation: 

 𝑁𝑜𝑝𝑡 ≥ 𝑁𝑝𝑟𝑒𝑑 .  

 

The bigger 𝑁𝑝𝑟𝑒𝑑 is, the more time is allotted to the optimization algorithm. However, it also entails 

longer computations for the optimization algorithm because of (3.1). The interest of increasing the 

optimization horizon is mainly to enhance the performance of the MPC. From a theoretical point of view, 
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precision and results grow accordingly to 𝑁𝑜𝑝𝑡 . Because the computation also follows the same tendency, it 

is necessary to find an adequate balance between the optimization horizon and the computation time. This 

balance is what helps to decide the values of the various horizons. So far, because of the complexity of the 

optimal problems considered and the infinitesimal time to solve them, the control horizon is usually of 2 to 

5 steps, 2 being the most simple case where both the prediction and the optimization horizons are unitary. 

The results obtained show an important progress from a unitary control horizon (therefore without the 

FCS-MPC) to a double one, but less interest when going from two to three. However, enabling higher levels 

can only be beneficial, whether by improving overall hardware performances or by enhancing the control 

algorithm’s efficiency. 

2. Optimization algorithms 

2.1 Consequences of the model and tree definition 

A canonical converter model has been defined in the previous chapter. This model brings about a 

linear by piece definition of converters. Therefore, from a given state at a given time, the model linearly 

predicts the upcoming state by considering that the control applied is constant during the whole sample 

period. The hybrid nature of the converters and the finite number of combinations for the switching entail 

a limited number of possible different linear predictions. Possible states branch out of an initial state, defined 

by the sample period and the switch inputs applied during such period. 

This vision leads to a graph definition, or a tree: from any given state, all the accessible switching 

positions form a tree of possibilities. The nodes of this tree are the different accessible states, and its edges 

the corresponding switching inputs required to reach them. It is easy to associate a cost to the change of 

state resulting from the control input, i.e. to weight the edges of the graph. The canonical model proposed 

in Chapter II intrinsically leads to a graph definition of the system, as depicted in Fig. . 
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Fig. 3.2:  Tree depiction of the model 
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The general objective of the optimization algorithm is to find [𝑈(𝑡0) … 𝑈(𝑡0 + 𝑁𝑜𝑝𝑡𝑇𝑆)], the 

sequence that best agrees with the control objectives and constraints. Note that the 𝑡0 used here is not 

necessarily the one of Fig. 3.1, according to which this initial time would actually be 𝑡0 + 𝑁𝑝𝑟𝑒𝑑 when the 

complete algorithm is in operation. Finding such a switching sequence is equivalent to reaching the 

appropriate 𝑁𝑜𝑝𝑡th layer of the tree. Considering that the weights associated to the edges of the graph are 

images of the control objectives and constraints —built so that moving away from such requirements 

increases the weight—, the goal of the optimization algorithm becomes to find the path to the 𝑁𝑜𝑝𝑡th layer, 

or the control sequence, that minimizes the total wieght. Therefore, the canonical model defined in Chapter 

II underlies the use of a shortest path algorithm for the optimization block of the MPC displayed in Fig. 

3.1. The model and the algorithm are closely related: would it be a different kind of model, the choice of 

the optimization algorithm would change, and vice versa. 

There are no structural limitations on the cost function from the definition of the optimization 

problem. Contrarily to quadratic or linear problems that force the cost function to be itself quadratic or 

linear to properly apply the solvers, the pathfinding approach does not require any particular trait. Different 

such algorithms exist, and they may demand certain traits, such as positive costs, but there is no constraint 

on linearity at all. It enables some flexibility concerning the implementation of the control objectives and 

constraints. As such, this property is already very interesting for control design and will be discussed more 

in-depth later on. 

The causality implies that the edges are oriented: it is not possible to progress backwards, henceforth 

against the flow of time. For the same reason, the graph is not cyclic: there is no way to create a loop or 

interconnections without breaking the laws of causality. The plane graph developed is much wider than 

long: the relation between 𝑁𝑣𝑒𝑟𝑡𝑒𝑥(𝑘) the number of nodes at the level 𝑘, 𝑁𝑝𝑜𝑠𝑠 and 𝑁𝑙𝑒𝑔𝑠, as presented in 

Chap.II, for any power converter is given by 

 𝑁𝑣𝑒𝑟𝑡𝑒𝑥(𝑘) = 𝑁𝑝𝑜𝑠𝑠

𝑁𝑙𝑒𝑔𝑠
𝑘

 .  

This expression is exponential, leading to a very large graph, in which accessing deeper levels is 

exponentially difficult. Numerical values are provided in Table 3.1 for the particular case of 𝑁𝑙𝑒𝑔𝑠 = 3, to 

highlight how the topologies strongly impact the complexity of control. 

TABLE 3.1 

NUMERICAL VALUES OF 𝑁𝑣𝑒𝑟𝑡𝑒𝑥(𝑘) 

 
3L-NPC 3L-FC 3L-CHB 

27𝑘 64𝑘 27𝑘 

4L-NPC 4L-FC 4L-CHB 

81𝑘 256𝑘 81𝑘 
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It appears that the Flying Capacitor topology, because it proposes more distinct switching positions, 

leads to wider trees, which are much more difficult to develop. This property is generalized to the levels of 

the topology: higher levels imply a more diverse set of switching positions, which in turns entails a much 

more explosive growth of the tree. The graph to be explored expands quickly when considering a large 

optimization horizon and when the controlled topology allows more switching possibilities. The difficulty 

of finding the optimal control sequence in such a tree evolves similarly. Coincidentally, the applications 

relying on a more diverse set of possibilities are often those that offer the best control options and require 

advanced intelligent control. The most interesting targets for optimal control and direct switching sequence 

generation are also the less simple to adapt to. 

2.2 Shortest path algorithms 

Due to the unitary horizons used and because the number of possibilities to explore was reasonable, 

a brute force algorithm was deployed in the first iterations of FCS-MPC. However, since the number of nodes 

grows exponentially with the value of the optimization horizon, leading to a similar expansion of the time 

needed to compute the optimal path, brute force can not be relied on for non-unitary horizons. The brute 

force is often the most intuitive way to solve finite optimization problems: it consists in exploring the 

entirety of the possibilities before taking an informed decision. This strategy ensures the discovery of the 

global optimal solution of the problem, but the number of operations and thus the time required to solve 

the problem grow as fast as the number of possibilities. From the previous subsection, the graphs generated 

quickly expand: their growth is exponential, as evidenced by (3.2). Consequently, while it is relevant for 

small 𝑁𝑜𝑝𝑡 values, brute force is an non-adapted solution for higher figures. In fact, for an optimization 

horizon of 3, the number of possibilities is already close to twenty thousand —precisely 19683— for the 

simplest application considered so far, which yields an expansion rate of 27 per node, as stated in Table 3.1. 

Another common solution is the greedy algorithm. This strategy is the polar opposite of the brute 

force. While the latter explores all potentialities indiscriminately, the greedy algorithm jumps to the first best 

visible solution and never looks back. This behavior signifies a fast pace in the graph solution. It is the most 

cost-effective way to proceed through such a graph, as the number of steps required to solve the shortest 

path problem is exactly equal to the depth or the horizon desired. This performance is unbeatable. 

Nevertheless, it does not guarantee finding of the global optimal path. This is because it only selects the 

immediate best answer: and, consequently, it does not have access to other alternative ones that may prove 

to be more satisfying afterwards. 

Thankfully, other approaches to solve shortest path problems in oriented graphs exist. The best-

known ones are the Bellman-Ford algorithm [3] and the Dijkstra algorithm [4].  

Described in 1958 by Richard Bellman, this algorithm is meant to find the shortest path between 

any two given nodes of a weighted oriented graph. It was initially devised for route planning between cities. 

To do so, it computes the shortest distance between all vertices iteratively: at the beginning, the total distance 



66 
 

to all nodes is set as infinite, then iteratively updated with the smallest weight accessible. This method, called 

relaxation, is based on the definition of the distance between two nodes. Any given graph is characterized 

by its vertices, forming the set 𝑉, and its edges defined by their weight. The notation 𝑤(𝑢, 𝑣) designates the 

weight of the edge bridging the vertices 𝑢 and 𝑣, nodes belonging to the set 𝑉. This variable is inherent to 

the graph and can not change. Hence the introduction of the distance 𝑑(𝑢, 𝑣) between two nodes. This 

distance is not relevant to an individual edge but to a path, potentially passing by several nodes and edges. 

Admiting that the distance 𝑑(𝑢, 𝑢) is null, let us define 𝑑(𝑢) as the distance from the source vertex to the 

node 𝑢. The objective of the optimization is to minimize this distance for 𝑢, the destination node, linked to 

all the nodes of the 𝑁𝑜𝑝𝑡th layer with weightless edges. As pointed out in Fig. 3.2.3(a), the relaxation step is 

repeated as many times as there are elements in 𝑉. This value is demonstrated as sufficient by Bellman to 

define and minimize all the 𝑑(𝑢, 𝑣), (𝑢, 𝑣) ∈ 𝑉². Though sufficient, the condition is not necessary and other 

variants exist to try and decrease the number of incrementations of the distance necessary. An interesting 

property of the algorithm is the potential to handle negative weights and to detect cycles with negative 

costs[3]. This aspect is not specifically important for the application described earlier, as it does not present 

any cycle, but it can be critical for many other cases. 

Described in 1959, the Dijkstra algorithm is slightly faster than its predecessor, but it does not 

support negative weights and negative cycles. This algorithm divides the graph into two sets, 𝑆 and 𝐹, the 

first one referring to a visited set, and the second one to a yet-to-be-explored set. These two sets are mutually 

exclusive and complementary in 𝑉: their intersection is empty, and their union forms the total set nodes of 

the graph. It is impossible for a vertex to be both visited and unexplored. Initially, the set 𝑆 only contains 

the source node, 𝑠. For a generic application, this initial node can be chosen randomly, but here it 

corresponds to the level 0 of Fig. . Then, the different paths exiting from that node are considered and the 

shortest one is selected. The corresponding node is then extracted from 𝐹 and added to 𝑆. The operation 

is then repeated: all the paths exiting from 𝑆 to 𝐹 are considered, the best node selected, extracted from its 

initial set and added to the other one. This operation is repeated until the destination node has been reached, 

as portrayed in Fig. 3.2.3(b). 
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To illustrate the algorithms described earlier, let us consider a clarifying example on the tree 

described in Fig. 3.3. It is a simplified situation where the objective is to select the optimal input among a 

set {1, 2, 3} of possible choices at every step, three steps in advance, which is equivalent to 𝑁𝑝𝑜𝑠𝑠 = 3 and 

𝑁𝑜𝑝𝑡 = 3. Another way of illustrating the optimization horizon is to consider a destination node linked to 

all the nodes at the desired depth —confounded with the horizon in this case—, with edges of null weight, 

as previously suggested. Therefore, once it reaches the wished depth, the algorithm automatically reaches 

its destination. The algorithm should provide the sequence with the smallest overall cost on the time period 

considered. 
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Fig. 3.3:  Weighted tree 

 

Initialization
d(s)=0; d(j)=∞ ∀j ∈ V

Relaxation
for i = 1: |V|-1

for (u, v)∈V-{s}  
if d(v)>d(u)+w(u,v)
d(v)=d(u)+w(u,v)

    end
end

 end

Negative Edge Detection
∀(u,v)∈V, if d(v)>d(u)+w(u,v), Negative 

Edge Detected

 

(a) 

Initialization
d(s)=0; S={∅}; F=V

Update of S and F
Find u=Argminv∈F(d(v))

S=S∪u
F=F-{u}

Refresh Distances
∀v in contact with u

d(v)=d(u)+w(u,v)

while F≠{∅}

 

(b) 

Fig. 3.2.  Bellman (a) and Dijkstra (b) algorithms 
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First of all, the brute force algorithm will determine the distance separating each node from the initial 

vertex. This amounts to summing up the weights of the edges leading to the nodes. By doing so, all the 

paths leading to the desired layer are known. The only thing left is to select the lesser one, revealing in this 

example that the sequence [313] is the best, with a total cost of 11. The algorithm computed all sums, hence 

39 counting the initial three weights, summed with 0. This approach is summarized in Fig. 3.4, with the 

weights 𝑤(𝑢, 𝑣) in blue and the distances 𝑑(𝑢) in red. This strategy is often used for simple applications 

involving only a low number of possibilities. It is extremely simple to program and to implement. As evoked 

earlier, if the graph is exponentially big, the algorithm quickly shows its limits. 
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Fig. 3.4:  Application of brute force 
 

The greedy algorithm, depicted in Fig. 3.5, proceeds differently and progresses in the graph much 

faster than the brute force. It is the fastest possible algorithm. This is similar to not developing the tree and 

computing one step ahead three times in a row. Because it never considers previous possibilities again, it 

may miss better solutions. This algorithm selects local optima in the hope of reaching the global optimum 

at the end. The example illustrates this property: the algorithm explored only 9 edges, meaning more than 

75% economy compared to the previous case. However, it delivered path [211] as solution, with a total cost 

of 14. This route is less interesting than the [313] and its 11 final distance. In addition, this example perfectly 

illustrates the advantages of increasing the optimization horizon, as it mitigates the risks of choosing local 

optimal solutions as opposed to global ones. It is the equivalent of applying several low-horizon 

optimizations in a row, while the other strategies discussed actually perform a long-horizon optimization. 

This aspect is important for the controller: implementing this strategy is fast, but changing the value of the 

horizons does not entail any difference. Indeed, in this situation, the optimization loop behaves the same as 

the controller loop from Fig. 3.1. 
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Fig. 3.5:  Application of the greedy algorithm 
 

The Dijkstra algorithm is a compromise between the two previous strategies. It does not necessarily 

explore the entirety of the possibilities, but always provides the global optimal solution. Fig. 3.6 traces the 

path followed by the algorithm. Ten iterations are required here to solve the graph. At the first iteration, the 

closest node is 02. From the set {[0] [02]}, the most satisfying destination is [03], which is therefore added 

to the set. Then, [01] is the closest node from the set {[0] [02] [03]}, and so on. The initial node is represented 

in red, while the nodes added to the visited set are encased in red, and coloured in contrast according to the 

order they were reached, darker shades amounting to earlier addition. The green hues depict the 3 first 

extensions, while the orange ones portray the next 6. The nodes whose edges were considered but were not 

put in the visited set are encased in yellow. Overall, 30 edges were considered out of the total 39, therefore 

implying a 23% economy compared to brute force. This indicator is more interesting than the simple 

number of nodes added to the set, which would give 75% of economy, because it thoroughly exposes the 

real computation cost of the algorithm. A detrimental aspect is the impossibility to quantify the number of 

steps needed to solve the problem: a different weight repartition would mean a different number of steps, 

either smaller or bigger. It can never be higher than what brute force proposes, and never smaller than what 

greedy algorithm offers. 

The Bellman-Ford algorithm follows similar steps, without defining sets, and adjusting the distance 

exactly 38 times. The economy is not as consequent as wished, because the distance has been computed and 

relaxed for all paths: the nodes are all accessible via only one other node, case in which the interest of the 

algorithm is slighter. 
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Fig. 3.6:  Application of Dijkstra algorithm 

 

Only a few algorithms have been described here. It could be possible to define the optimization 

problem differently and to solve it with other approaches. The main idea here is to exploit graph theory and 

operational research as a logical consequence to the piece-wise linear definition that comes naturally from 

the hybrid nature of all power converters. 

The advantages and limitations of the four algorithms introduced are listed in Table 3.2. 

TABLE 3.2 

LIMITS AND INTERESTS OF THE ALGORITHMS 

 
Algorithm Number of operations Global optimal solution 

Brute Force Maximal: size of 𝑉 YES 

Greed Minimal: 𝑁𝑜𝑝𝑡 + 1 NO 

Bellman-Ford High: |𝑉| − 1 YES 

Dijkstra Undefined number YES 

 

3 Algorithm deployed 

The developed MPC algorithm is based on the canonical model described in Chapter II, on the step 

ahead strategy explicated in Section 1 of this chapter and on a variation of the Dijkstra algorithm adapted 

to dynamic graph. Indeed, underlying the previous subsection is the difficulty to compute the complete tree 

of possibilities, and specifically to weight its edges. The weights are computed using predictions which, 

thanks to the linearity, are cost-efficient, but their quantity tends to overcharge the computations. The main 

advantage of the Dijkstra algorithm for the present application is that it does not need to know the entirety 

of the graph to perform accurately. The greedy algorithm does not either, but it brings no advantage 

whatsoever compared to one-step optimization, which is already well-established. As a matter of fact, the 
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algorithm adopted is the A* algorithm, developed in 1968 based on the Dijkstra algorithm for path searching 

applications [5]. It increments the visited set very similarly to the Dijkstra algorithm, but it also uses a 

function to estimate the weights of the edges outside of the visited known set. In the present case, this 

function can be a prediction and a cost function associated with the states or the change of states. It is the 

principle of the branch and bound algorithms, which could all be fitting for the application under 

consideration. The chosen implementation is very light code-wise and can be improved at any time. 

The final algorithm relies on four main steps. At the very beginning, it starts by predicting the state 

of the plant after 𝑁𝑝𝑟𝑒𝑑 sample periods. To do so, it needs the initial state and the control sequence planned 

to be applied during the first 𝑁𝑝𝑟𝑒𝑑 steps. This sequence of orders is supposed to have been initially 

computed at the previous execution of the controller. 

The second step is the optimization, as shown in Fig. 3.1. This block uses the tree definition and 

the principles of the Dijkstra algorithm described in the previous subsection. Practically, the graph is built 

progressively as the algorithm explores it. The goal of the pathfinder is to reach a certain level, a certain 

depth characterized by 𝑁𝑜𝑝𝑡 . The progression of the tree is in fact done by incrementing the number of 

vertices known to the controller, similar to the visited set of the Dijkstra algorithm. These nodes are defined 

as structures whose fields are summed up in Table 3.3, where 𝑁𝑠𝑡𝑎𝑡𝑒𝑠 designates the dimension of the state 

vector for any node. 

TABLE 3.3 

FIELDS DEFINING THE NODE’S STRUCTURE 

 
Name of the field Initial value 

Level/depth 0 

Accessible nodes 𝕆𝑁𝑣𝑒𝑟𝑡𝑒𝑥(1)×1 

Cost to reach 0 

State of the node 𝒙(𝑡0) 

Costs to reach the accessible nodes 𝕆𝑁𝑣𝑒𝑟𝑡𝑒𝑥(1)×1 

Control sequence to reach the node 𝒖0 

States of the destination nodes 𝕆𝑁𝑣𝑒𝑟𝑡𝑒𝑥 (1)×𝑁𝑠𝑡𝑎𝑡𝑒𝑠
 

Flag on complete predictions 0 

 

The most fundamental fields for the controller are, of course, the cost and the control sequence to 

reach the node, along with the state of the vertex. The depth indicator’s purpose is to manage the 

optimization horizon and to stop the algorithm when this objective is reached. The states of all the nodes 

accessible are computed and stored to progress in the tree. Finally, a flag on completion of the predictions 

is used to ensure the correct operation of the algorithm. 
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The tree is initialized with a source node, whose fields are filled as summarized in Table 3.3. From 

this only node, the tree is expanded until the desired level is reached, at which a node presents the correct 

value on its depth field, as presented in Fig. 3.7. The expansion of the tree consists in three steps: first extract 

the possible destinations from the known set of nodes, then select the best one amongst them and, finally, 

update the tree. This last step allows creating a new node and ensures a path can not be crossed twice, as it 

could lead to an infinite loop. This is the function that actually implements mathematically the graph aspect 

of the problem. 

Identifying destinations can be done in various ways. First of all, it is necessary to note that the 

latest node to have been integrated to the graph is not complete: as the initial node does not contain the 

predicted possibilities, the actualization block does not compute anything and thus leaves the predicted 

destinations uncompleted. Henceforth, the heavy work of the calculations is performed in the “Identify the 

destinations” block. This solution diminishes the total computation time by compartmenting the operations. 

Another cost-effective measure is to store only the best destination from each node instead of 

keeping them all. This greatly reduces the size of the elements handled by the algorithm. The economy 

depends on how many times the algorithm crosses a same node and follows a different edge. In the ideal 

case, where all nodes considered are passed only once, the economy is of 𝑁𝑝𝑜𝑠𝑠

𝑁𝑙𝑒𝑔𝑠
-the number of potential 

nodes not stored if the algorithm only crosses one node once-, but in a situation where the same vertices 

are solicited numerous times, though the storing economy is still real, the need to find again and again the 

best destination from each node counterbalances this profit. 

Ultimately, the objective is to make the algorithm as light as possible. The identification block thus 

verifies for each known node that the possible destinations have been computed, calculates them if 

necessary, and finally stores the best destination to send it to the next step, as depicted in Fig. 3.8, where 

the number of known nodes is described by 𝑁𝑠𝑖𝑡 . In order to know if it is necessary to compute the predicted 

states from a given node, a flag is implemented. At the creation of the node, this flag is determined as 0, 

meaning that no prediction has been performed from this node yet. Once it has been performed, the flag 

takes a 1 value and the computation is not repeated.  
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Fig. 3.7:  Algorithm deployed 
 

The selection block consists in a searching function that finds the smallest element of the vector of 

best destinations given by the precedent function, therefore delivering a decision on the optimal node to be 

added to the graph. Finally, the most important step of the algorithm is the updating block. So far, the 

navigation compass of the algorithm has not been implemented yet. The update is the most critical function 

of the algorithm, as it decides of the strategy of the algorithm. To be more precise, the task is double: first 

create a new node and complete it with the appropriate information, from the preceding vertex, but also 

and above all, update this previous node. Depending on how the vertices are updated, the shortest-path 

algorithm implemented differs. 

For example, in order to implement a greedy strategy, it is sufficient to force to an infinite value the 

weights of all the edges starting from the node predating the new more optimal one. This way, only the 

ultimate vertex can propose finite-weight edges, therefore banishing the algorithm from exploring different 

paths from the previous iterations. As explained earlier, this implies a very low number of visited nodes 

before reaching an optimal solution, but does not guarantees finding the global optimal path. In order to 

implement a Dijkstra roadmap, the idea is to prevent browsing the exact same control sequence twice but 

to allow backtracking in search of better options. Therefore, forcing an infinite value to the followed path 

and only to this path entails implementing the Dijkstra algorithm. 
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Fig. 3.8:  “Identify the destinations” block details 

 

4 Evaluation of the algorithm performance 

In order to properly quantify the interest of the algorithm in terms of computation economy, it is 

pushed to solve random trees, i.e. graphs in which the weights of the edges are randomly generated. The 

objective is to highlight the computation cutbacks enabled by this algorithm. To begin with, it stands out 

that the algorithm proposed does not guarantee a fixed number of visited nodes. It highly depends on the 

proximity of the nodes cost-wise: the bigger the cost difference, the better the algorithm navigates the graph. 

In contrast, if edges share very similar values, the algorithm has to visit a greater number of nodes to sink 

deeper in the tree. The fastest progress is made when a path similar to the greedy algorithm one is possible, 

and the slowest one corresponds to the brute force case, where all nodes have to be considered prior to 

finding the optimal path. From there, 𝑁𝑛𝑜𝑑𝑒𝑠, the number of nodes added to the visited set of the algorithm, 

obeys to: 

 𝑁𝑜𝑝𝑡 + 1 < 𝑁𝑛𝑜𝑑𝑒𝑠 < 1 + ∑ 𝑁𝑣𝑒𝑟𝑡𝑒𝑥(𝑘)

𝑘=0…𝑁𝑜𝑝𝑡−1

, 
 

as the left-hand side of the equation represents the minimal number of visited nodes, i.e. one by 

level plus the initial one, counted as level 0 as portrayed in Fig. , while the right-hand side displays the total 
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number of vertices of the graph when all the nodes prior to the aimed-at level have been completely 

explored. 

The size of the visited set is an important mark of the efficiency of the path searching algorithm. 

However, in terms of computational effort, the most important aspect is in fact the number of predictions 

and cost computations. From the way the algorithm operates, the same number of predictions and cost 

evaluations takes place for each node added to the set, except for the last one, as it signals the end of the 

tree. Therefore:  

 𝑁𝑐𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛 = (𝑁𝑛𝑜𝑑𝑒𝑠 − 1) ∗ 𝑁𝑣𝑒𝑟𝑡𝑒𝑥(1),  

where 𝑁𝑐𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛 represents the number of predictions and cost function evaluations performed 

to reach the end of the graph and thus select the optimal control sequence. 𝑁𝑐𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛 must not be 

confused with 𝑁𝑝𝑟𝑒𝑑 , the optimization horizon, as they do not pertain to the same block of the general 

algorithm; the former is a quantitative criterion assessing the operation of the shortest-path algorithm, while 

the latter defines the depth of prediction performed before reaching such optimization step. 

The algorithm has been confronted with ten thousand (10000) random trees. Such trees are 

obtained when deploying a random cost function: according to the operation of the algorithm, the weights 

of the edges are randomly affected once the algorithm first meets the corresponding edge. The value of a 

given edge does not change once it has been attributed, but each value allotted is randomly generated, 

leading to a random tree. Such an operation is repeated thousands of times to generate as many different 

trees. Those trees are all designed and solved for 𝑁𝑜𝑝𝑡 = 3 and 𝑁𝑣𝑒𝑟𝑡𝑒𝑥(1) = 27, corresponding to a 3L-

CHB or 3L-NPC application. 

The resulting number of predictions and of cost evaluations is displayed in Fig. 3.9. The minimum 

found is 81, which is the theoretical best, while the maximum is 459, much smaller than the 20411 derived 

from (3.3) and (3.4). In fact, the mean value is close to 150 calls of the prediction and cost functions. These 

values show a rather polynomial tendency, instead of the exponential feared one. This allows a deeper 

progress in the tree and, thus, a more enlightened sequence selection. 
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Fig. 3.9:  Number of calls to the prediction and cost blocks for 10000 random trees 

 
These results are highly satisfactory, as they are heavily linked to the total computation time of the 

optimization algorithm, which consumes most of the computation time of the complete MPC program.  

The algorithm is now tested on a differently generated random tree. In this case, the costs are made 

of two components: a first random one and a second one depending on the change of control applied. The 

repartition of the cost for this second part is focused on a specific path, equivalent to never changing the 

control signal. A tree designed with only this second part is solved in exactly 4 visited nodes, hence 3 steps 

and 81 predictions, which is, as expected, the strict minimum possible. When a random behavior is added 

to this cost evaluation, it leads to a much more difficult tree to explore, where the two components of the 

cost may contradict each other. The distribution is expectedly different: the number of nodes that need to 

be visited before reaching the destination point rises consequently, from an average of 150 to 371. Likewise, 

though the minimum value is similarly capped at 81 envisioned possibilities, the maximum number of 

predictions explodes from 459 to 1350. The results are illustrated in Fig. 3.10. 

 

Fig. 3.10:  Distribution of the number of predictions needed to solve random graphs with contradictory objectives 
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Though still satisfactory, it highlights the impact of the cost function on the algorithm. Another 

interesting note is that the prediction and cost evaluation functions are still called quite often by the 

algorithm, even in the most optimistic cases. In fact, since the time allotted to the controller to perform its 

computations is very limited, around 100 µs, these functions have to be very effective. In terms of time 

consumption, the prediction step is a low-cost call thanks to the state-space representation. The complexity 

augments quickly with the number of states modeled. The last computationally heavy block left is the cost 

evaluation. It is important not to make it too complex, which will be discussed in the next chapter.  

5 Conclusion 

This chapter described in detail the operation of the algorithm used to solve the optimization 

problem of the Model Predictive Controller. The desire to generate the switching orders down to the level 

of the switches directly by the controller led to the canonical model from Chapter II, which, in turn, 

conducted to the domain of graph theory for the optimization. Several algorithms were compared, and the 

most satisfying one in terms of depth of prediction has been selected, as it stands out from the other 

algorithms found in the state of the art. The final algorithm is based on the Dijkstra and A* algorithms, and 

it is specially adapted to the model definition described in Chapter II with the aim of proposing a fast graph 

exploring optimization. The controller proposed is therefore designed to tackle any power conversion 

system and application, as well as to handle longer horizons than what is mostly found in the literature. 

However, specificities concerning control aspects, such as control design, stability and robustness are still 

to be discussed. 
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Chapter IV: Control aspects 

1. Model properties 

The modelling method presented in Chapter II, SSSR, is a useful technique allowing the definition of 

piecewise linear state-space representation. This description is particularly valuable when considering the 

case of power converters, and especially multi-level power converters. This method separates and articulates 

the non-linearities caused by the hybrid nature of switching systems. These systems are definitely not linear, 

but demonstrate linear traits nonetheless. For example, in the case of power conversion, the plant is divided 

into strictly linear sub-systems characterized by one value of the control input each. When the control is 

constant, the system is linear; the control is considered as a parameter of the system representation. This is 

undoubtedly a direct way to include the hybrid nature of power converters in the model, then to control it 

with a single controller, without any intermediary modulation. This original practical requirement has heavy 

consequences on the end result. The objective of this chapter is to study those repercussions on three levels. 

The first level concerns the properties of the model and the transposition of results on stability and 

controllability from linear state-space representation. The second level is related to the qualification and 

quantification of the opportunities brought by the algorithm proposed to perform optimization. Finally, the 

third level is connected to the general performance of the complete MPC algorithm. 

1.1 Extension of the model 

A strength of the modeling method presented is the possibility to combine its result to more 

classical state-space representations. Quite often, the objectives of control of the power converter are deeply 

connected to those of the equipment to which it is connected. For example the generators are  controlled 

using power converter according to the application, while impacting the behavior of the currents and 

voltages at their interface. This situation is very common, and the opportunity to add the dynamics of the 

loads and sources to the power conversion model brings intelligence to the control. However, this 

systematically implies rendering the final model non-linear. Also, judging from the short range of the 

predictions this type of system entails, separating levels of control can be preferred, applying a variety of 

hierarchical structure to combine different scales of interest. 

1.2 Stability and stabilisability 

The stability of a system is a property linked to its behavior when unsolicited. Several definitions 

are given, with different levels of strictness, with for example the asymptotic, exponential and Lyapunov 

stabilities. These definitions are valid for any given system, linear or not. For the rest of the discussion, 

stability will designate the asymptotical stability, which states that a system is stable if and only if it converges 

to a point of equilibrium from any given point. In the case of linear systems, the study of their eigenvalues 

is sufficient to demonstrate the stability or instability. The representation of multi-level power converters is 
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linear by piece but overall non-linear. Therefore, the criteria of stability for the global system have to be 

adapted and cannot be used as such. To begin with, the statement of no application of inputs to the system 

is irrelevant to the case of power converters, as the control is already included in the definition of the 

matrices of the system. From this declaration, the notion of stability already has to be defined differently 

for SSSRs.  

Because they are linear, the stability of each subsystem can be determined by studying the 

eigenvalues of its corresponding submatrix: if and only if all the eigenvalues of the 𝑨 matrix own strictly 

negative real parts, then the system described by the said matrix is asymptotically stable. In contrast, if one 

or more eigenvalues exhibit strictly positive real parts, the system turns out to be unstable. Finally, if one or 

more eigenvalues are placed on the imaginary axis and the rest show strictly negative real parts, stability 

cannot be determined. 

However, establishing the stability of each subsystem is not sufficient to demonstrate the stability 

of the overall system [1]. In fact, even if all submatrices correspond to asymptotically stable subsystems, it 

may exist a sequence that renders the global system unstable. Similarly, even if a system is comprised only 

of unstable submatrices, there might be a series of commutation stabilizing it [2], [3]. 

Therefore, two definitions of stability for SSSRs are found. The first one deals with the existence 

of a stabilizing sequence, whereas the second focuses on stability for any commutation sequence. The latter 

definition is close to the definition given earlier and requires all subsystems to be asymptotically stable, 

though this condition alone is not sufficient. The case of filter-connected power converters leads to just a 

few stable subsystems because of the different oscillatory phenomena they generate and the consequences 

on the model, so this first definition is judged obsolete for power converters. However, it is interesting to 

demonstrate the existence of a sequence stabilizing the system, as if such a sequence does not exist, it is 

useless to consider applying control. This notion is stabilisability: from any given initial state there exists a 

sequence that lets the system converge to a stable state. This definition is less demanding and is included in 

the first stability proposition, but is nevertheless critical. 

According to Lyapunov’s theorem, finding a convex linear combination of the subsystems is 

sufficient to prove the existence of a commutation sequence that stabilizes the overall system [4], [5]. This 

amounts to finding 

 𝛼𝑖 > 0;  ∑𝛼𝑖

𝑁

𝑖=1

= 1,   

 

with 𝑁 being the total number of subsystems, such that the equivalent system represented by matrix 
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 𝑨𝑒𝑞 = ∑𝛼𝑖𝑨𝑖

𝑁

𝑖=1

   

is stable. Accordingly, proving that such an equivalent system is stable is sufficient to demonstrate the 

existence of a switching sequence stabilizing the system. However, this method does not provide the said 

commutation sequence. A numerical approach can be employed by generating various combinations and 

testing them, brute-forcing the problem. The stability results for the topologies and filters studied in Chapter 

II are presented in Table 4.1. For each case, the number of stable, unstable and undecided subsystems is 

given, in both the continuous and discrete models, as well as if a coefficients’ vector has been found to 

demonstrate the existence of a stabilizing sequence. This combination has to generate a stable equivalent 

matrix in the continuous and the discrete realms. 

TABLE 4.1 

ANALYSIS OF STABILITY ON THE DIFFERENT TOPOLOGIES AND FILTERS 

 

Topology Filter 
Continuous Discrete Stability 

proved Stable Unstable Undecided Stable Unstable Undecided 

NPC 

L 12 0 15 12 0 15 YES 

LC 6 14 7 4 7 16 YES 

LCL 12 0 15 12 0 15 YES 

FC 

L 1 17 46 4 6 54 YES 

LC 0 49 15 0 48 16 NO 

LCL 0 18 46 2 9 53 YES 

CHB 

L 8 0 19 8 0 19 YES 

LC 0 24 3 0 12 15 YES 

LCL 8 0 19 8 0 19 YES 

 

The results presented in this table are obtained with the parameters described in Table 2.10. The 

results are destined to change with different values, preventing from generalizing them directly. However, 

certain properties and interesting traits can be extracted. 

From Table 4.1, the LC filters systematically entail reduced stability, with much more subsystems 

being unstable or undecided for this filter than for the other two filters, and so for all three topologies 

studied. Another remark concerns the difference between the continuous and discrete subsystems. 

According to the table, stable subsystems are well preserved by the discretization method, as their number 

stays the same, and so for all topologies and filters. However, the unstable and undecided systems are not 

conserved the same way. Some subsystems unstable in continuous representation are undecided in the 

discrete one, and some undecided ones either fall in the stable or the unstable category. Logically, the 

repartition varies slightly between the continuous and discrete representations of the same model.  
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The table also shows that the NPC topology presents more stable subsystems than any other 

topology shown. For L and LCL filters, 44% of its subsystems are stable, while FC has less than 2% and 

CHB about 30%. These numbers can be compared with the number of capacitors in the topologies: ignoring 

the ones from the filters, NPC contains 2, FC 5 and CHB 3. The LCL case presents a few more unstable 

systems than the L case. The difference is nevertheless, minimal when compared to the LC situations. 

Finally, in spite of a million vain attempts, no coefficient vector was found obeying (1) and implying (2) for 

the combination of the LC filter and the FC topology. This does not ensure that there is no sequence 

stabilizing this system, but it appears very unlikely, especially considering that the other topologies required 

a maximum of 5 attempts. 

1.3 Controllability 

The controllability of a system is a fundamental characteristic, defined by the possibility to reach 

any given state of the system from any other state, using the right control sequence. Incidentally, it does not 

necessarily mean that the destination state can be maintained, simply reached. For continuous Linear Time-

Invariant (LTI) systems (3), it is possible to define a controllability matrix, defined by (4), where 𝑁𝑠𝑡𝑎𝑡𝑒𝑠 is 

the number of states defining the state-space representation of the system. 

 �̇� = 𝑨𝒙 + 𝑩𝒖   
 

 𝑹 = [𝑩 𝑨𝑩… . 𝑨𝑁𝑠𝑡𝑎𝑡𝑒𝑠−1𝑩]   

If the rank of this matrix is full, henceforth equal to 𝑁𝑠𝑡𝑎𝑡𝑒𝑠, the system is controllable. This definition is 

applied to both continuous and discrete LTI systems. Given that the input vector is included in the 𝑨 matrix 

by the definition of the SSSR (5), it is impossible to leave the zero state. Considering the uncontrolled inputs 

as null, the system is defined by (6). 

 �̇� = 𝑨(𝒖)𝒙 + 𝑬𝒅   
 

 �̇� = 𝑨(𝒖)𝒙   

If 𝒙 = 0, then �̇� = 0 for all 𝑢, which in turn means that 𝒙(𝒖) = 0 for all 𝒖. This result contradicts the 

definition of controllability. The systems defined by the model from Chapter II are therefore not 

controllable. However, the situation where both 𝒅 and 𝒙 are null is not sensible in the case of power 

conversion: if the current and voltages flowing through a converter are equal to zero, it means that the 

converter is not  in operation. Consequently, the converter is unable to control the power flow, or anything 

else. It is not judicious to apply the definition given earlier for the controllability of such a system as power 

converters.  

In the case of power converters, the study of the system separated from all inputs, be it the states 

of the switches or the currents and voltages provided by the different sources and loads, is physically unfit. 

These two inputs are separated from the control point of view, as the first one corresponds to the control 
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input and the second one to disturbances, or uncontrolled input. This uncontrolled input is not irrelevant. 

From there, another approach rises: determine the controllability regarding both 𝒖 and 𝒅. This definition 

revisits the original one, considering the two inputs as relevant control-wise: the system described by (6) is 

controllable if for any given initial state 𝒙0 some inputs 𝒖 and 𝒅 exist such that their application leads to 

any state 𝒙𝑓. In other words, what was previously a disturbance is considered as a proper input, as it is 

physically. For a given control position, the situation is then brought back to the LTI situation, and the 

controllability matrix can be expressed.  

The logic behind the controllability matrix is the definition of a base in the vector space of the state-

space representation. If the vector family defined by 𝑹 is full, then it forms a base of the space, proving any 

position in this space can be reached with the proper input. While this family is only defined around the 

input 𝒖 from (3), it has to include both 𝒖 and 𝒅 from (5) to properly express the reachable space in the 

chosen SSSR by application of these inputs. The matrix family results from the combinatory logic of the 

inputs: it is formed by the concatenation of the combinations of the controllability matrices from (4). In 

order to illustrate this concatenation, let us define first  

 𝚷𝑐(𝒌) = ∏ 𝑨(𝒌(𝑖))
𝑐

𝑖=1
,   

the product of the matrices described by the vector of combinations 𝒌, representative of the sequence that 

is applied to the system. The resulting matrix is of the same size as all 𝑨(𝒖), square matrix defined by the 

number of states in the SSSR. These matrices are combined as follows: 

 𝑹 =

[
 
 
 
 
 
 
 
 
 
 
𝑬 𝚷1(1)𝑬 𝚷2(1,1)𝑬 ⋯ 𝚷𝑁𝑠𝑡𝑎𝑡𝑒𝑠−1(1,1,… , 1)𝑬

𝑬 𝚷1(1)𝑬 𝚷2(1,1)𝑬 ⋯ 𝚷𝑁𝑠𝑡𝑎𝑡𝑒𝑠−1
(1,1,… ,2)𝑬

⋮ ⋮ ⋮ ⋮ ⋮
𝑬 𝚷1(1)𝑬 𝚷2(1,1)𝑬 ⋯ 𝚷𝑁𝑠𝑡𝑎𝑡𝑒𝑠−1(1,1,… ,𝑁𝑉)𝑬

⋮ ⋮ ⋮ ⋮ ⋮
𝑬 𝚷1(1)𝑬 𝚷2(1,2)𝑬 ⋯ 𝚷𝑁𝑠𝑡𝑎𝑡𝑒𝑠−1(1,2, … ,1)𝑬

⋮ ⋮ ⋮ ⋮ ⋮
𝑬 𝚷1(1)𝑬 𝚷2(1,2)𝑬 ⋯ 𝚷𝑁𝑠𝑡𝑎𝑡𝑒𝑠−1(1,2,… ,𝑁𝑉)𝑬

⋮ ⋮ ⋮ ⋮ ⋮
𝑬 𝚷1(𝑁𝑉)𝑬 𝚷2(𝑁𝑉 , 𝑁𝑉)𝑬 ⋯ 𝚷𝑁𝑠𝑡𝑎𝑡𝑒𝑠−1(𝑁𝑉 , … , 𝑁𝑉)𝑬]

 
 
 
 
 
 
 
 
 
 

,   

where the notation 𝑁𝑉 is chosen to abbreviate the 𝑁𝑣𝑒𝑟𝑡𝑒𝑥(1) value introduced in Chapter III. The size of 

this new controllability matrix is determined by the number of possible combinations, namely 

𝑁𝑉
𝑁𝑠𝑡𝑎𝑡𝑒𝑠−1

𝑁𝑠𝑡𝑎𝑡𝑒𝑠 × 𝑁𝑠𝑡𝑎𝑡𝑒𝑠𝑁𝑑 , with 𝑁𝑑 the number of elements in the disturbance vector. The size of the 

matrix is then very  large, and the objective is to determine whether the rank of this matrix is equal to the 

number of states or not. This operation is hardly performed, and though sufficient and necessary, this 

criterium does not seem easy to apply on systems such as power converters, where the size of this 

controllability matrix quickly gets too big for computations. However, the discrepancy between the size of 

the matrix and the desired rank is enormous and corroborates in a way the intuition that such systems are 

always controllable, because of the multitude of dynamics they propose.  
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Another approach consists in studying each subsystem. If even one of them is, then the global 

system is controllable: if there is at least one subsystem designated by 𝒖 for which for any initial state an 

input 𝒅 exists leading to any destination state when applied, then the same property can be transmitted to 

the global system formed by the different subsystems. This condition is sufficient but not necessary: the 

same way transposition of the properties of stability is not as direct as they may seem, it is not possible to 

affirm that because none of its subsystems is controllable, then the general system is not either. Especially 

because the combination and sequencing of the subsystems is the actual control input. This new condition 

can then be used to quickly prove that if one of its subsystems is controllable by 𝒅 then the general system 

is controllable by 𝒅 and 𝒖. 

The definition used is strong and not quite adequate. The disturbances, though crucial to the system 

behavior, are still uncontrolled and deducing the controllability regarding them is not exactly fitting. The 

perfect situation would be to fully determine the disturbances and demonstrate the existence of a control 

input leading from any initial state to any final state in finite time under this disturbance profile, finding a 

middle point between the different definitions introduced earlier. 

2 Cost Function Design 

2.1 General expression 

The aim of the cost function is to accurately represent the different control objectives in the 

optimization block of the controller. From a theoretical point of view, the expression of this function to 

minimize is strongly related to the algorithms used. For example, a quadratic programming algorithm 

requires a quadratic cost function to  operate properly. This quadric also has to be a paraboloid with a 

minimum, leading to various criteria on the expression of the cost function when dealing with quadratic 

programming.  

This limitation is different from the situation described in Chapter III. Indeed, there is no restriction 

on the format of the costs, thanks to the graph definition of the optimization problem. The only relevant 

rule is the need to have a limited number of minima. It is preferable to show only one minimum, 

guaranteeing any local minimum encountered to be the global minimum of the function. However, this 

condition is difficult to implement strictly in the definition. For this reason, according to the way the 

function is defined, it may lead to several local minima. 

Critically, the cost function discussed here is not the cost function of the controller like it could be 

for a common MPC algorithm, but the function used to determine the weight of the edges of the graph 

solved by the shortest path algorithm described in the previous chapter. For clarification issues, let us note 

Γ𝑐𝑜𝑛𝑡 the cost function eventually solved by the algorithm and Γ the one used to predict the weights of the 

edges. The relation between these two costs is the same than the one linking the distances and the weights 



85 
 

of the graph, as explained in Chapter 3. As such, the controller’s cost function is the sum of the 𝑁𝑜𝑝𝑡 edges 

selected as optimal to reach the destination node from the source node: 

 Γ𝑐𝑜𝑛𝑡 = ∑ Γ(𝑘)
𝑁𝑜𝑝𝑡

𝑘𝑜𝑝𝑡=1 .   

This sum is presented as independent of the advancement of the algorithm in the graph, meaning 

that the costs of all layers have the same impact on the total distance. It is not impossible to moderate the 

influence of the furthest depths of progress in the tree, in order to emphasize on different phases of the 

control. For example, if the costs to reach a vertex from the 𝑘𝑡ℎ level to the (𝑘 + 1)𝑡ℎ layer of the tree are 

mitigated in comparison to the previous levels, the algorithms may be inclined to progress faster in-depth 

than without mitigation. Similarly, if a layer transition holds more weight than the others, the algorithm will 

have to focus more on this particular passage. The interest of this method can be discussed but does not 

seem relevant here. For this reason, (9) is applied onwards.  

The edge function is extracted from the requirement specifications of the system. Each stipulation 

leads to a sub-cost. All sub-costs are scalars, as well as all the cost functions discussed here should be. The 

general function is a linear combination of these elements:  

 Γ = ∑ 𝛼𝑚Γ𝑚𝑚 .   

Defining the sub-costs Γ𝑚 and balancing them is the main task of the control designer. The weights 

associated with the different elements of the total cost must be managed in relation to each other. There are 

no imperative rules on their attribution, but out of two sub-costs, the one with a higher 𝛼 coefficient will 

be treated prominently, as the same correction, or the same reduction of Γ𝑚1 and Γ𝑚2, leads to a bigger 

decrease in the global Γ function if 𝛼𝑚1 is superior to 𝛼𝑚2. In consequence, the minimum of Γ is more 

interesting if the correction on Γ𝑚1 is applied instead of the one on Γ𝑚2.  

There is no point in reasoning with absolute values of weights. Only relative values hold interest. 

There is no  immediate generic method to properly balance the coefficients apart from the heuristic 

approach, keeping in mind the principles enounced earlier. Adjusting the weights becomes harder with the 

accumulation of sub-functions, even more so when these sub-functions contradict one another or entail 

multiple local minima when combined. 

2.2 Different sub-costs 

The most generic control specifications can be categorized in four categories. First, tracking 

objectives on states, then tracking objectives on other variables, operational recommendations and, finally, 

system constraints. The first group is the most intuitive one, where an ideal value is expressed and compared 

to the current state of the system, as depicted in (5), where 𝒙∗ represents the desired value of 𝒙. In order to 

minimize the resulting error, the algorithm will select the states that get the system closest to the desired 

reference. The reference can be a fixed point, time-independent, or a trajectory, a line of time-bound points.  
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 Γ𝒙 = ‖𝒙∗ − 𝒙‖    

The second group is similar to this one, but with a broader definition. It allows defining complex 

objectives, functions of the different data elements available to the controller. The most generic definition 

is  

 Γ𝒚 = ‖𝒚∗ − 𝒇𝒚(𝒙, 𝒖, 𝒅, 𝑡)‖    

where 𝒇𝒚 is a function of the past and current states of the system, of the control input, of the time and the 

different uncontrolled inputs. The image of this function is also called 𝒚 and compared to a desired value 

𝒚∗. Not specifying such a value implies an objective of zero. 𝒇𝒚 can illustrate a large variety of goals, from 

simple combinations of the states and inputs to variations of those, as well as more complex definitions. 

From a purely theoretical point of view, almost any interesting variable can be expressed with such a 

function. In the case of power converters, a common use is the computation of the active and reactive 

powers and could be, with extremely powerful hardware and longer optimization horizon, the retrieval of 

the frequency and harmonics induced by the system. The main restriction lies in the computational effort. 

These functions cannot afford to be too computationally demanding, as it hinders the operation of the 

controller more than tolerable.  

The third group specializes in the control input. Because the controller directly acts on the states of 

the switches, various stipulations that would otherwise be managed by the modulation block are included 

via this class of costs. For example, the switching frequency is an important aspect, closely related to the 

switching losses of the converter and thus to its efficiency. Expressing the need to reduce the number of 

commutations is, therefore, a priority. This can be done by counting the number of state shifts induced by 

the control considered. 

As often found in the literature, another typical kind of cost is found on the input of the system. 

Since the control input is of discrete nature, the costs associated with it are necessarily different from the 

ones in continuous nature. An interesting value to monitor is the number of changes of state implied by the 

control. For example, for a 3L-NPC topology, applying the 𝑆𝑃 command from an initial 𝑆0 position, two 

switches change state, while from the 𝑆𝑁 it implies 4 state modifications and from the 𝑆𝑃 position no 

changes are made. The switching frequency is an important factor of efficiency for power converters. Each 

switching modification implies an energy loss. The characterization of these losses is a subject of research 

by itself and was not incorporated into the models described in the second chapter. However, the switching 

losses can be implemented in the cost function somehow. The switching losses can be estimated as 

proportional to the number of state changes, and counting those is sufficient to indirectly monitor these 

losses. Adding the number of switching actions to the cost function is an efficient way to control the 

efficiency of the power converter. The function counting the switches can be implemented with a look-up 

table or by associating to the switching positions manipulated by the algorithm a value: for the case raised 

up earlier, Table 4.2 illustrates this possibility. 
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TABLE 4.2 

CORRESPONDENCE BETWEEN THE SWITCHING POSITIONS AND THEIR COST 

 

Switching 

position 
States of the switches Value given 

Distance calculated with 

Real States Affected Value 

𝑆𝑃 [1 1 0 0] 1 

→ 𝑆𝑃: 0 → 𝑆𝑃: 0 

→ 𝑆𝑁: 4 → 𝑆𝑁: 2 

→ 𝑆0: 2 → 𝑆0: 1 

𝑆𝑁 [0 0 1 1] −1 

→ 𝑆𝑃: 4 → 𝑆𝑃: 2 

→ 𝑆𝑁: 0 → 𝑆𝑁: 0 

→ 𝑆0: 2 → 𝑆0: 1 

𝑆0 [1 0 1 0] 0 

→ 𝑆𝑃: 2 → 𝑆𝑃: 1 

→ 𝑆𝑁: 2 → 𝑆𝑁: 1 

→ 𝑆0: 0 → 𝑆0: 0 

 

Table 4.2  explains how to simplify the counting of the switching actions for the case of 3L-NPC. 

It shows that a coefficient of proportionality of 2 appears here. As long as this coefficient is the same for 

all transitions, the transformation is satisfying. This exercise becomes more difficult with more switching 

positions. It is interesting to affect the values in a bijective manner to conserve the properties of the 

designations of the switching positions. This bijectivity cannot be achieved for the 3L-FC topology: the only 

way to fulfill the condition of constant proportionality is to give the two switching positions 𝑆𝐶𝑃 and 𝑆𝐶𝑁 

the same value, which contradicts bijectivity. The look-up table can be implemented with a fairly low cost 

for the algorithm and is here preferred. 

Including such a cost leads automatically to an inaction influence: if it is the only one taken into 

consideration, this cost prevents any change of position of the system switches from occurring. Defining 

𝒇𝒖 a function of the control input 𝒖 properly representing the control specifications on the switching 

patterns, the input cost is of the form:  

 Γ𝒖 = 𝒇𝒖(𝒖, 𝑡)   

The function 𝒇𝑢 can present various properties. A critical illustration is its sign: taking the state switching 

count function, assigning it a positive sign orientates the algorithm to an economy of switches, while a 

negative sign directs it towards an extravagance of them. 

Finally, the algorithm developed is able to manage constraints. Constraints are hard limitations and 

rules, unlike the previously introduced objectives, considered as directions by the algorithm. Constraints 

permanently block branches in the tree of possibilities. The correct way to do so is to implement an infinite 

cost of transition on an edge when the node it leads to does not respect the constraints. This way, the 

algorithm is strictly incapable of proposing control sequences leading to the non-respect of the constraints. 
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It leads to a definition of a constraint cost, either null when all conditions are respected or infinite as soon 

as one is not. 

2.3 Evaluation of the performances of the algorithm 

The design of the cost function is difficult and there is no generic strategy other than trial and error. 

Some principles can be kept in mind to manipulate the different sub-costs cleverly. But first of all, it is 

necessary to define performance criteria. Two kinds of criteria emerge: first, the performance of the 

controller according to the specifications, and then, the internal factors such as the behavior of the 

optimization algorithm. The first category illustrates the quality of the cost function and its weighing, and is 

quantified by studying the tracking results and, overall, the decrease of the cost. The first two sub-costs 

presented, Γ𝑥 and Γ𝑦 naturally have a global minimum at zero, a situation where the real value is strictly 

equal to the desired reference. The other cost (13) may not have such a behavior. Either way, if the 

optimization problem is well-posed, meaning the cost function is well defined, then the optimal cost 

determined by the algorithm decreases over time. The only situation in which an increase in the cost is 

acceptable is when references undergo sudden variations, such as steps of reference.  

The shortest path algorithm always provides the best path according to the cost function. If the 

cost increases, it can only mean two things: either the global cost function does not lead to a clear minimum 

or one of the sub-costs is not properly controlled. To put it simply, the latest possibility is the sign of a 

wrongly defined sub-function that prevents the existence of a minimum stable in time, such as what a 

random sub-cost would imply, and the first case corresponds to an equilibrium that cannot be reached. 

Perfectly accessible objectives can contradict one another and prevent the system from properly achieving 

any of them. The criterion is the first qualifier of success, and can also be used as a quantifier of success, as 

the faster it decreases, the better the performances are. However, the general cost is not always sufficient to 

properly evaluate the behavior of the control. Observing the objectives separately is also interesting, as, like 

in a tug-of-war, a compromise can be found in which neither of the objectives is attained and a middle point 

is selected instead. This is rarely an interesting situation control-wise.  

The second category rates the feasibility of the cost function and its impact on the internal operation 

of the MPC algorithm. The main limitation is computation. The cost function affects the total computation 

time in two ways. To begin with, it is the most called upon element of the algorithm, with the prediction. 

The complexity of the determination of the cost strongly impacts the complete MPC computation effort. 

The other aspect is linked to the behavior of the graph. Because it is defined by the cost function, the 

explored graph and the number of steps needed to solve it both depend on the cost function. To quantify 

the first aspect, measuring the operating time is sufficient. It is better to perform a high number of measures 

and mean the results. Concerning the second aspect, the most efficient way is to retrieve the number of 

nodes crossed by the algorithm before solving the optimization problem. 
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As a reminder, the best graph in terms of steps necessary is the one where edges are clearly 

discriminated with distant weights. Indeed, different paths with similar costs have to be travelled the same 

way: if several routes exhibit identical or close total costs, they will all be considered by the algorithm the 

same way. This trait is what gives the power to the algorithm to always find the global optimal, but it is also 

a cause of longer computation times. To put it shortly, the cost function has to be chosen to trim the tree.  

An example of the three performance evaluations described is developed onward on the choice of 

the norm used to measure the distance between the reference and the current state of the system. So far, 

the norm in (11) and (12) has not been defined. There are three mainly used norms: the taxicab norm, the 

Euclidean norm and the infinity norm. Mathematically, they correspond to the 𝐿1, 𝐿2 and 𝐿∞ norms. The 

first one is given by the absolute value as  

 ‖𝒙‖1 = ∑ |𝑥𝑖|𝑖 ,   

the second is obtained by the square root of the square product, i.e.  

 ‖𝒙‖2 = √𝒙′𝒙,   

and finally, the ultimate one is determined by the maximum value, as given next:  

 ‖𝒙‖∞ = max (𝒙).   

These norms are metrics used to determine how close two comparable elements are. Judging from the way 

they are defined, these distances are not strictly equivalent. An illustration of this is the “circle” of unitary 

radius, i.e. the set of points defined by (17) in the 2D plane and presented in Fig. 4.1.  

 ‖𝑥‖ = 1   

x2

x1

∞ 
2

1

 

Fig. 4.1.  Unity circle with the 1, 2 and ∞ norms 
 

Intuitively, computing absolute values and summing them seems more economical than computing 

the square root of a cross product. Finding the maximum value of a vector being different from ordering it, 

this calculation should not require too much effort either. This affirmation is not necessarily true. For 
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example, many graphic cards consider the Euclidean norm operations as basic operations, rendering all three 

norms very similar when it comes to computation time.  

To illustrate this observation, all three norms where computed and timed in MATLAB. The three 

norms were all computed in meantime of 3 µs when using the built-in norm function, while the application 

of the direct expressions put the taxicab norm and the infinite norm slightly faster than the Euclidean norm, 

with respectively 4, 3 and 7 µs to completion. Though minuscule, this difference implies a 100% increase in 

the time needed. The first conclusion is that the existence of a fastest norm depends on the hardware 

implementation and has to be considered when defining the cost function. 

In order to test the second criterium, the controller is put in a situation similar to that studied in 

Chapter II, for 3L-FC converter associated with an LCL filter. The controller receives references to control 

the voltages of the inner capacitors of the topology, and instates a cost function of the form  

 Γ = ‖𝑼𝑪
∗ − 𝑼𝑪‖,   

where 𝑼𝑪
∗  represents the voltage references and 𝑼𝑪 the current state of the inner capacitors’ voltages. The 

norm is not given expressly in (18) as the objective is to implement all three of them and check if the number 

of nodes or the number of calls to the cost function is influenced by the norm selected. The algorithm is 

used with 𝑁𝑜𝑝𝑡 = 2. Therefore, the number of nodes explored is contained between 3 and 757 by numerical 

application of (3.3) from Chapter III.  

 

Fig.4.2.  Comparison of the impact of the choice of the norms on the performance of the algorithm 
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From the simulation results presented in Fig.4.2, it is difficult to properly establish a preference 

between the 𝐿1 and 𝐿2 norms. This figure first shows the objective 𝒖∗ on the three phase-capacitor voltages 

and the behavior of the controlled voltages. This first part illustrates an interesting property: the signals 

generated by the first two norms are quite similar. It is actually difficult to distinguish them. The infinite 

norm behaves strangely, as it seems to neglect one of the voltages for a while before finally acting after 0.2 

s. This is coherent with the definition of the norm: this timestamp corresponds to the moment when the 

error on 𝑈𝐶𝑆
∗  becomes smaller than the one on 𝑈𝐶𝑅

∗ , which coincides with the definition of the infinite norm: 

the algorithm ends up focusing its attention on only one of the three references at a time, instead of treating 

them altogether as do the other two norms. For this reason, this norm is not well adapted to the aspirations 

of the controller, particularly the one concerning balancing multiple objectives.  

It is also possible to see on Fig.4.2 the evolution of the cost and of the number of steps needed by 

the research algorithm to find the optimal control sequence. The first conclusion from these is that the three 

costs are following very similar evolutions: even though the tracking behavior appears very different, the 

costs do not. The second conclusion is that all three norms require the same number of steps (66 in the 

situation presented) to solve the trees they form as long as the cost is strictly superior to zero. In 

consequence, it is possible to claim that the norms discussed previously do not impact the difficulty to solve 

the optimization problem. However, though the three norms entail the same effort profiles, the duration of 

this effort varies. The 𝐿1 norm shows slightly superior performances than the 𝐿2 norm, while the 𝐿∞ 

performs poorly in comparison. For this reason, it is wise to prefer the first two to the last one. Otherwise, 

no element suffices to push away any of the other two possibilities. Therefore, all objectives on references, 

or rather on errors, can be expressed with any of them.  

The previous figure also illustrates the specific situation where the cost is already equal to zero. The 

number of nodes needed to solve the shortest path problem appears then random, between 7 and 18 nodes 

crossed. This corroborates the affirmation that a graph with several identical paths is solved in a random 

number of steps. In the present situation, 18 is the number of paths all conserving the cost at its null state, 

and the algorithm solves the tree in a number of steps only constrained by this value.  

3 Controller traits 

The particularities of the MPC methods used so far accumulate themselves when considering the 

higher point of view of the controller and the controlled plant. A critical aspect resulting from this harvest 

is the difficulty to study the behavior of the strategy developed based on theory. The open and closed-loop 

stability of the system combined with the MPC controller are very difficult to characterize and study. Even 

though the Lyapunov methods are still applicable, the graph-oriented optimization is particularly difficult 

to adapt to. Various techniques can be used when the switching sequence is known, as sometimes found 

for modulation-based controllers [6] [7]. How difficult the theoretical approach may be, nothing prevents 
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heuristic study and methods, as well as applicative results. For example, the robustness and sensitivity of the 

controller can be determined and exposed from practical results. 

3.1 Robustness 

The robustness of a controller is its capacity to conserve performances when the system varies. A 

typical situation where this property is interesting is for aging systems: with time, the values of the parameters 

of the system are bound to change slightly. The question is whether the controller, left unchanged and 

therefore attempting to control a different system, still performs its control correctly or not. It is not easy 

to properly qualify or quantify this property for a generic case, but will be observed and scrutinized for a 

specific situation, the same as the one described in Subsection 2.3 of this chapter. As a reminder, the 

controller uses the model of a 3-legged FC topology associated with an LCL filter to control the voltages of 

its inner capacitors. The objective in this part is to employ a degenerated model for the MPC where the 

different variables show a certain error and to see how the performances evolve. The results are presented 

in the following figure, where the control results are superposed for ten different percentage errors on the 

parameters. 

 

Fig. 4.3.  Comparison of tracking performances with model errors, reference in purple, error given in % 
 

Figure 4.3 shows optimistic results: the controller displays strong robustness, managing to perform 

its objectives even with an inner model in which all values were the double of the parameters of the 

controlled plant. MPC is often praised for leading to very robust controllers, thus making this result not 

necessarily surprising. As long as the dynamics are respected and somewhat similar to real behavior, the 

controller is able to steer the system in the right direction. The figure shows that the performances are not 

identical, which is to be expected, with lower errors leading to better tracking speedtime-independentfor 

example. However, this difference is only substantial.  
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The conclusions from the simplified situation used have to be moderated: the control objectives 

are simplistic and do not use all the states and all the dynamics of the model. For a more complex situation, 

where several objectives combine and form a much more demanding control problem; the impact may well 

be much more visible.  

3.2 Sensitivity 

The sensitivity of a controller is parallel to its robustness: where the latter designates the ability to 

keep operating with a different system like the one originally planned. Sensitivity evaluates the impact of 

changes internal to the controller. For PI controllers, this means modifying the different gains of the control 

transfer function. This is actually crucial for analogue controllers, as the components responsible for these 

parameters are physical components prompt to fatigue and deterioration, where their value change, 

therefore modifying the controller’s parameters. In the MPC case, the control aspects and characterization 

are all found in the cost function. Variations of the values of the coefficients can entertain miscellaneous 

consequences in the resulting controlled system. These changes may occur “naturally” with errors of 

communication between blocks of the controller, or in the case of communications with an external 

component, potentially another controller in a hierarchical or distributed control structure. These events are 

represented by modified values for the coefficients of the cost function (10). The impact of changes on 

these values has already been qualified in previous subsections. The quantification is a harsher task: 

numerous sub-costs steering the controller in different directions leads to a specific equilibrium. Observing 

the impact of the change of one coefficient out of 2 is already subject to skepticism, as the nature of the 

two sub-functions associated has to be considered before any conclusion: if the two pull the system towards 

the same state, the sensitivity will be very different from when they lead towards opposite or misaligned 

directions. With two sub-functions, the logic is rather easy to fathom, but when their number increases, it 

quickly becomes difficult to properly study the sensitivity of the controller.  

From there, the sensitivity question can only be answered from a practical point of view, based on 

a specific set of objectives, constraints and requirements. So far, no analytical approach has been found to 

determine the best coefficients for the cost function, leaving the heuristic method as the only applicable 

one. This property is transposed directly to the study of sensitivity: only heuristic results can be extracted 

and only for specific situations.  

4 Conclusion 

In this chapter, various traits and properties of the controller were studied theoretically and in 

practice, particularly the stability and the controllability of the models deployed, the quantification and 

qualification of the algorithm performance with the method to affect them for the control designer, and 

finally the behavior of the controller under certain modifications of its environment. Now that the general 

behavior of the controller is known, we propose to confront it to applications we judge fit to reveal its 



94 
 

capacity and interests in the domain of power conversion and especially weak grids and distributed 

generation.  
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 Chapter V: Case studies 

1. Introduction 

The controller presented in the previous chapters is developed to control any power converter 

down to its power switches. The main purpose of this characteristic is to add flexibility and polyvalence to 

the controller, but also and mostly to the control structure. In fact, with the control scheme proposed in 

Chapter III, the same MPC controller can theoretically tackle a wide range of different situations, provided 

that an adaptation of the models and of the cost function is carried out, with no other impact on the 

structure. Several questions have already been tackled theoretically, about controllability, stability or 

robustness, but the validation of the proposed controller both in simulation and experimentation is still 

pending. The objective of this chapter is to address the question of validation in simulation, and particularly 

to illustrate and demonstrate the abilities of the developed MPC controller.  

This demonstration will be performed in three stages, corresponding to four different cases of 

study. The first one has a vocation to illustrate the polyvalence of the controller, by confronting it to multiple 

objectives in a simplified, yet relevant, control situation. The chosen example is a standalone application. 

The second and third ones explore more specific situations, which highlight the flexibility and intelligence 

of the controller, focusing respectively on a grid-connected inverter associated with power objectives and 

on a rectifier mode, with unbalanced loads. Finally, the fourth example aims to investigate a more complete 

situation, with an isolated grid and a combination of the two previous applications, where the controller has 

to manage objectives from both the AC side and the DC side of the converter. 

For all the applications cited above, the MPC controller used is described in Chapter III, with the 

A* search algorithm, 𝑁𝑝𝑟𝑒𝑑 = 1 and 𝑁𝑜𝑝𝑡 = 2. The models used for prediction and optimization are the 

switched state-space models presented in Chapter II, chosen among the ones presented in function of the 

application studied. The elements of the cost functions and their coefficients change with the cases and are 

therefore discussed separately for each of them. 

2. Inverter stand-alone case study 

2.1. Context 

To begin with, the controller is confronted to an isolated inverter. The controlled system consists 

of an AC load connected to a multi-level converter through an LCL filter, converter fed by a DC voltage 

source, as illustrated in Fig. 5.1. As presented in Chapter II, the three studied topologies have different DC 

links. In particular, for the CHB topology, three isolated DC voltage sources are connected to the converter, 

leading to a different scheme for the DC-side, similar to the ones displayed in Chapter I. The parameters 
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used for simulation, taken from [1], are given in Table 5.1, where 𝑅𝑑𝑐 designates almost negligible resistances 

added to the DC sources to allow parallel connection with the capacitors. 
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Fig. 5.1.  Controlled system: stand-alone inverter, example with 3L-FC 
 

The objective of the controller is to generate appropriate switching orders so that the currents of 

the AC branches follow the given references. This case study allows investigating three operating conditions: 

first, the ideal situation, with balanced load and common references, then, an unbalanced case or unusual 

references, and finally, a study of the impact of the weights of the cost functions. Additionally, the controller 

is evaluated using the three topologies presented in the previous chapters. 

TABLE 5.1 

NUMERICAL VALUES OF THE PARAMETERS 

 

Parameter Value Unit 

𝑅𝐹𝑗 

𝑅𝐺𝑗 

𝐿𝐹𝑗 

10 
10 

30 

µΩ 
µΩ 
mH 

𝐿𝐺𝑗 30 mH 

𝐶𝐹𝑗 1 mF 

𝐶𝑗 1 mF 

𝐶1 = 𝐶2 = 𝐶3 3.3 mF 

𝑅𝑅 = 𝑅𝑆 = 𝑅𝑇 100 Ω 

𝑅𝑑𝑐 10 µΩ 

𝑈1, 𝑈2 for NPC & FC 600 V (rms) 

𝑈1, 𝑈2, 𝑈3 for CHB 400 V 
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2.2. Scenarios, objectives and associated cost functions 

Three scenarios are to be tackled, according to the complexity they address. The first case study is 

ideal, involving a balanced load and classical instructions for three-phase systems. The second one goes 

further by considering the case of an unbalanced load, and, consequently, of more complex objectives to 

reach. Finally, the third situation focuses on the impact of the weighting of the cost function to study the 

sensitivity of the controller. 

Remarkably, the choice of the objectives has to be made according to the model of the system 

present in the MPC controller. To begin with, it is not causal to try and control an uncontrolled input of the 

modelled system. As evoked in Chapter II, the uncontrolled inputs when considering LCL filters are the 

AC phase-voltages, as well as the DC side currents. Consequently, these variables cannot be controlled 

directly by the MPC algorithm developed. Accordingly, the cost function is chosen with controllable states, 

as stated below: 

 Γ = 𝛼𝑖‖𝒊∗ − 𝒊‖ + 𝛼𝑠𝑤𝑖𝑡𝑐ℎΓ𝑠𝑤𝑖𝑡𝑐ℎ  
 

where 𝛼𝑖 represents the coefficient allocated to the objective on the error on the currents, 𝒊. In this equation, 

𝒊∗ = [𝑖𝑅
∗  𝑖𝑆

∗ 𝑖𝑇
∗ ]𝑇 and 𝒊 = [𝑖𝑅 𝑖𝑆 𝑖𝑇]𝑇. The norm used in the simulations to follow is the quadratic norm, but 

others can be selected. The switching sub-cost function is the one described in Chap. IV. 

In the first two situations, the 𝛼𝑠𝑤𝑖𝑡𝑐ℎ coefficient is chosen negligible compared to the 𝛼𝑖 one. The 

current references are chosen in order to ensure various properties of the grid voltage, such as its amplitude 

and frequency. It appears that the control of the voltages is jeopardized, though it usually is the main 

objective in such a situation. However, knowledge of the load can be injected into the controller in two 

ways. The first approach consists in generating intelligent references, computed according to the loads and 

to the different quality properties sought for. The second solution provides this information directly to the 

controller, technically expanding the internal prediction model to incorporate the dynamics of the load. In 

the case of a simple resistive load, the relation between the current and the voltage is extracted from the 

Ohm’s law. This relation is transcribed in the cost function by changing the reference. For example, if the 

main objective of control is to follow voltage references, a new cost function can be 

 Γ = 𝛼𝑈‖𝑼∗ − 𝑹𝒊‖ + 𝛼𝑠𝑤𝑖𝑡𝑐ℎΓ𝑠𝑤𝑖𝑡𝑐ℎ.  

where 𝑹 = 𝒅𝒊𝒂𝒈(𝑅𝑅 , 𝑅𝑆, 𝑅𝑇) is a diagonal matrix representing the phase resistances of the three-phase 

load and 𝑼∗ = [𝑈𝑅
∗  𝑈𝑆

∗ 𝑈𝑇
∗]𝑇 . For different load profiles, it is possible to adapt the expression (2) to include 

the impedance of the load instead of limiting it to its resistive aspect. This formula requires knowledge of 

the load and can be extended to other load profiles, but it inherently damages the robustness of the 

controller. 
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Both of these solutions rely on the same principle: injecting additional knowledge to the controller, 

directly or indirectly. Neither of them stands above the other: the choice of one approach instead of the 

other is philosophical, depending on the level of autonomy desired for the controller. If the identification 

of the load is correct, the results are identical for both methods. The main difficulty resides in this 

identification: this operation requires an observation of the behaviour of the grid. Even though the operation 

itself is not necessarily complex or difficult, as it is performed by analysing the relation between the currents 

and the voltage of the component. An identification can thus be performed according to the time scale of 

the dynamics of said component. This time scale is systematically much larger than the sampling time of the 

controller, which means the controller designed so far is not adapted to perform a load identification, 

therefore favouriting an external approach. This indirect method is close to the hierarchical command’s 

principles, where different controllers handle different time scales of the system and of the control 

objectives. 

Overall, the most important difference between the balanced and unbalanced load case studies is 

the reference profiles fed to the controller: if the inverter feeds an unbalanced load with the objective of 

keeping a balanced voltage, the currents are modified accordingly. Since the currents are ultimately the states 

on which the controller acts, managing the balanced and unbalanced cases only means managing different 

current references on the three phases. This exercise is then stretched by imposing unrealistic trajectories, 

not related to any particular application or case study, in order to further emphasize the potential of the 

controller. 

2.3. Results 

2.3.1. Balanced load 

The objective in this subsection is to generate a balanced 50-Hz sinusoidal voltage signal. The load 

is considered to be known and, therefore, the cost function described in (2) is preferred. The values of the 

load resistances are integrated into the MPC controller via the cost function, as depicted earlier. The same 

cost function, with 𝛼𝑈 = 1 and 𝛼𝑠𝑤𝑖𝑡𝑐ℎ = 0.01, is employed for the three topologies. The results are 

presented in Figs. 5.2 to 5.4.  
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Fig. 5.2. Voltage tracking performances, inverter mode, balanced AC load for NPC, FC and CHB 
  

Fig. 5.2. presents the tracking performance of the controller, with the sinusoidal reference presented 

in red in each graph. The figure is built so that each column is associated with a topology and each row to 

a phase of the AC load. The left column corresponds to the NPC topology, the centred one to the FC, and 

the right to CHB. Similarly, the top row illustrates the R phase, while the centre and lower lines picture 

respectively the S and T phases, as shown in Fig. 5.1. This format for the repartition of the signals and 

topologies is repeated throughout all the chapter. 

This figure highlights the ability of the controller to follow the given references, and thus its capacity 

to generate the appropriate switching signals, presented in Fig. 5.3. This last figure emphasizes the difficulty 

to design a controller operating for any topology without incorporating specific models, as the switching 

profiles are clearly distinct for identical references. The switching actions are correlated to the frequency 

and phase of the desired references, but they differ from one topology to another. This has to be put in 

front of the complexity of the modulation techniques briefly described in Chapter I. 
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Fig. 5.3.  Switching orders for each leg of each topology: NPC, FC and CHB 
 

Fig. 5.4. shows the frequency spectra of the produced currents. This figure helps to evaluate the 

accuracy of the tracking results. As expected, the fundamental frequency is at 50 Hz. The other harmonics 

are caused by the switching operation, around 2 kHz, and the nature of the filter. Overall, the harmonic 

content provided is according with the standards. The reference norm used in this study is [2], for both 

harmonic characteristics, voltage falls and frequency qualification. The Total Harmonic Distortion (THD) 

for all topologies is lower than 2% and even smaller than 1% for the FC topology, as explicitly displayed in 

Fig. 5.2. The difference in performance between the NPC and FC topologies and the CHB one is related to 

the different DC sources. It must be noted that this quality aspect obeys the same laws as more common 

modulation methods: higher desired amplitudes or frequencies lead to poorer harmonic content, depending 

on the converter’s maximum switching frequency and the DC side source. 



101 
 

  

Fig. 5.4.  Frequency performance for balanced AC load: NPC, FC and CHB 

2.3.2. Unbalanced load 

In this second case, the values of the resistive loads are not balanced, as described in Table 5.2. The 

relationship between the currents and the voltages is treated by an external block, not described. This block 

is considered as an external intelligence, actually performing the same computations as previously used in 

the balanced load case. The difference is that, in this case, this outsider possesses the knowledge of the 

values of the resistances, by identification for example. In fact, identifying such a value over time is not 

necessarily difficult, but cannot be done in the time scale in which the MPC controller evolves. As a matter 

of fact, tasks such as parameter identification, frequency and harmonics study or mean values control require 

long time scales, compared to the refreshing frequency of the MPC controller, and are therefore performed 

better when delegated to the outside of the controller. 
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Fig. 5.5.  Current tracking performances for the three topologies: NPC, FC and CHB, reference in blue. 
 

Figs. 5.5 to 5.7 present the results obtained when trying to balance an unbalanced system. Fig. 5.5 

shows the tracking of the current reference and Fig. 5.6 illustrates the consequences on the voltages. Finally, 

Fig. 5.7 shows the switching orders generated by the controller and sent to the converter’s power switches, 

for each topology. These figures respectively demonstrate the ability of the controller to follow different 

current references on each phase, the possibility to use this capability to balance the voltages of an 

unbalanced system and the aptitude to generate coherent switching signals for different topologies. 

TABLE 5.2 

NUMERICAL VALUES OF THE PARAMETERS 

 
Parameter R S T Unit 

𝑅 8 10 12 Ω 

𝑃 6.613 5.290 4.408 kW 

𝐼 28.75 23 19.16 A 

 

The unbalance chosen between each phase is of 20% impedance-wise, leading to around 1 kW 

difference between phases R and S and phases S and T, as summarized in Table 5.2, where 𝑃 represents the 

powerflowing through the phase and 𝐼 the current. Fig. 5.5 illustrates the consequences on the controlled 

system. The THD values are slightly different between each phase, and the CHB topology offers the lowest 

THDs of the three topologies studied. 
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Fig. 5.6. Voltage balance: NPC, FC and CHB 
 

   

Fig. 5.7.  Switching orders: NPC, FC and CHB 
 

The set of results displayed in Figs. 5.5 to 5.7 confirms the adaptability of the converter to deal with 

unbalance loads. The THDs presented in Fig. 5.6 demonstrate the potential of the controller, as they are 

comparable to the ones obtained in the balanced case in Fig. 5.2. Obtaining these results did not require any 

modification of the MPC algorithms or of the modulation laws: the adaptation was completed by modifying 

the set-points, the references and the cost function. The exact same state-space model is used for both the 

balanced and unbalanced case-studies. It is crucial to note that the state variables define the realm of 

possibilities of the controller. If the objective is to control a variable seen as an uncontrolled input by the 

model, an adaptation will be necessary. This difficulty remains for all filters and models, but it is transferred 

to different variables. For example, for the LCL and L filters and their corresponding models, the grid 
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voltages are uncontrolled inputs and necessitate arrangement, but for the LC filter, the difficulty comes from 

the control of the grid currents instead, without any difficulties concerning the voltages, as they are state 

variables of the model for that particular case. 

In order to further demonstrate the versatility of the developed controller, it is now asked to follow 

uncommon current references, with different phases, frequencies, biases and amplitudes for each phase. 

This example was not designed for a specific load profile, as it is meant to highlight the diversity of 

possibilities and to insist on the ability of the MPC controller to generate complex switching sequences for 

complex objectives. The properties of the signals inputted as references are summed up in Table 5.3, and 

the tracking performances are presented in Figs. 5.8 and 5.9. The parameters describing the signals in Table 

5.3 are based on:  

 𝑖𝑗
∗ = 𝐴𝑗 sin(2𝜋𝑓𝑗𝑡 + 𝜙𝑗) + 𝐵𝑗 ,   𝑗 = 𝑅, 𝑆, 𝑇.  

 

TABLE 5.3 

REFERENCE CHARACTERISTICS FOR FIG. 5.8 

 

Parameter Value Unit 

 0 ≤ 𝑡 < 0.2 0.2 ≤ 𝑡 ≤ 0.4  

𝐴𝑅 30 15 A 

𝐴𝑆 30 30 A 

𝐴𝑇 30 15 A 

𝑓𝑅 50 50 Hz 

𝑓𝑆 50 50 Hz 

𝑓𝑇 20 75 Hz 

𝜙𝑅 0 0 rad 

𝜙𝑆 0 0 rad 

𝜙𝑇 2𝜋/3 2𝜋/3 rad 

𝐵𝑅 0 0 A 

𝐵𝑆 0 -5 A 

𝐵𝑇 0 0 A 
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Fig. 5.8.  Tracking performance with unusual reference profiles: NPC, FC and CHB, reference in blue 

 

   

Fig. 5.9.  Switching orders for each topology: NPC, FC and CHB 
 

The results presented in Figs. 5.8 and.9 match with the theoretical conclusions: the MPC controller 

is able to generate complex switching patterns for different topologies, to comply with complex objectives. 

This specific situation highlights the advantage of the developed MPC controller in comparison to 

conventional control architectures relying on modulation, as the generated switching sequence is too unusual 

and specific for most common modulation strategies. The switching frequencies displayed in Fig. 5.9 show 

little no variations, with a mean frequency around 4.5kHz for each topology, half of the maximal predicted 

switching frequency. This value changes slightly to accommodate the change of reference but the difference 
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is minimal. The THDs presented within Fig. 5.8 are not exactly the same for each topology, but none of 

them stands out more than the others. This result further demonstrates the power of the MPC algorithm 

proposed, as it manages effortlessly these three very different topologies, with complex tracking objectives. 

2.3.3. Sensitivity 

In order to study the sensitivity of the controller, the situation investigated in Section 2.3.1 is 

reproduced with 20 values of 𝛼𝑠𝑤𝑖𝑐ℎ. The values implemented are chosen to portray an evolution from a 

very high importance towards the tracking of the reference to higher priority given to the number of 

switching actions, and follow the law given in (4). Indubitably, the preference for one or the other sub-cost 

is only relative: it is not the value of 𝛼𝑠𝑤𝑖𝑡𝑐ℎ that matters, but the ratio 𝛼𝑠𝑤𝑖𝑡𝑐ℎ/𝛼𝑖. Because the coefficient 

related to tracking the current references remains unchanged, the evolution of the ratio and the switching 

sub-cost’s weight are equivalent. 

𝛼𝑠𝑤𝑖𝑡𝑐ℎ(𝑖) = 10−2+
𝑖
5,    𝑖 = 1 … 20  

  

The results are presented by means of Figs. from 5.10 to 5.12. First, Fig. 5.10 displays the 

superposition of the tracking performances for three different values of 𝛼𝑠𝑤𝑖𝑡𝑐ℎ, one extremely in favor of 

the tracking objective, one overriding it for the benefit of switching economy goal, and another one in 

between. The current reference is a 50-Hz and 25-A sinusoidal wave. 

 

 

Fig. 5.10.  Impact of 𝛼𝑠𝑤𝑖𝑡𝑐ℎ on the current tracking performance: NPC, FC and CHB 
 

This figure underscores the importance of properly balancing the different sub-costs, as it shows 

harmonic deterioration of the signal, caused by the will of the controller to minimize the number of 
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switching actions. An even more extreme value of 𝛼𝑠𝑤𝑖𝑡𝑐ℎ leads to an absence of commutation. In this case, 

since many of the sub-systems are unstable, as described in Chapter IV, it is possible to render the system 

unstable. This is an extreme case and should not happen in the normal operation of the algorithm, but it 

once again highlights the necessity to properly design and weigh the cost function. It is interesting to notice 

that the deterioration rate is different for the topologies, as it is much more pronounced for the FC case 

than for the CHB one in the example provided in Fig. 5.10, with identical values of 𝛼𝑠𝑤𝑖𝑡𝑐ℎ.  

  
Fig. 5.11.  Evolution of the harmonic content of the currents for NPC in function of 𝛼𝑠𝑤𝑖𝑡𝑐ℎ 

 

Fig. 5.11 shows the evolution of the harmonic content of the currents with the coefficients’ ratio, 

via Fourier transforms. It brings to light the appearance of new harmonics when diminishing the importance 

of the tracking objective. To counterbalance this figure, it is important to actually perceive the other 

consequence from this sub-cost balance. To that end, the number of switching actions is presented in Fig. 

5.12. As expected, this number falls when 𝛼𝑠𝑤𝑖𝑡𝑐ℎ increases. The evolution is divided in three parts. First, 

the case studied here shows a decrease of the number of switching actions, with irregularities demonstrating 

that the influence of this coefficient alone is not necessarily obvious. After a while, the line collapses rapidly 

to 0 switching actions, remaining at 𝑁𝑠𝑤𝑖𝑡𝑐ℎ = 0 for all higher values of 𝛼𝑠𝑤𝑖𝑡𝑐ℎ. It is interesting to see that 

the three topologies have a very similar qualitative and quantitative behaviour. Considering the switching 

losses proportional to the number of switching actions, this figure shows the ability of the controller to 

reduce these losses, therefore increasing the overall efficiency. This is particularly interesting when watching 

the deterioration of the harmonic quality of the signal, as, for certain values of the weight, the signal is still 

following very closely its references with lower energy losses. However, the tuning of this ratio is difficult, 

as the graph shows a less linear behaviour than expected. 

Fig. 5.12 displays the evolution of the number of switching actions performed in function of the 

weight attributed to Γ𝑠𝑤𝑖𝑡𝑐ℎ. The three topologies show the exact same trend, an expected fall leading to no 

switching actions at all after a certain value for 𝛼𝑠𝑤𝑖𝑡𝑐ℎ. This value can change for different topologies, and 

the collapse does not happen at the same speed either. For example, the FC topology falls slightly faster 
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than for the other topologies, while the CHB topology reaches the zero actions point later than the other 

two. 

  

Fig. 5.12.  Number of switching actions in function of 𝛼𝑠𝑤𝑖𝑡𝑐ℎ 
 

This sensitivity study was performed for only two competing sub-costs. The conclusions are simple 

to draw for such a low number of competing objectives, but become much more complicated to generalize 

for high numbers. The competition between the different objectives is not necessarily uncoupled: the ratio 

between two sub-costs may impact a third one. Consequently, the heuristics method is often the only 

operating method. 

2.4. Discussion 

This second section illustrates the efficacy of the developed controller when dealing with state 

references. It has been proved that the controller is able to generate the switching sequences for a large 

variety of such references, with unrelated objectives for each phase. Its ability to follow complex references 

and to compose a different input sequence when asked to minimize the energy losses has also been shown, 

adding more depth to its capabilities. However, this section highlighted a few limitations as well. Mainly, 

not all phenomena are treated equally by the controller, for various reasons. The most common one is the 

absence of knowledge: MPC, as a control methodology, is very powerful, but relies heavily on its ability to 

model and thus predict the behaviour of the controlled system. De facto, when the objectives concern 

unmodeled aspects of a larger system comprising the modelled one, as is the case with the AC voltage in 

the example tackled here, the algorithm must be fed with the missing information and rely on external 

resources. The case studied earlier shows that there are several ways to inject knowledge into the MPC 

controller without modifying its inner operation and models. One approach consists in procuring 
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“intelligent” references on the states, determined by an external element, while the other approach prefers 

including the expression of the objective directly into the cost function.  

The difference between the two approaches is thin, yet critical. The second point of view simplifies 

the control structure, but increases the tasks of the MPC. The first option does the opposite: by relocating 

part of the intelligence outside of the controller, it makes the control architecture more complex, but can 

enhance the overall intelligence of the control. This leads to a second limitation: the time scale and prediction 

depth of the controller. With the algorithms developed and the physical computational limitations, it is 

unrealistic to even consider a millisecond of depth of vision for the controller. Many phenomena happening 

in grid systems have much larger time scales than this, starting from the frequency analysis. Consequently, 

it is difficult for the controller to identify the frequency of any variable, if not impossible. It becomes then 

useless to propose frequency-based objectives. Similarly, determining the amplitude of an alternative signal 

is impossible for the controller as is, and has to be either given up upon or delegated to an external identifier. 

This prediction depth limitation is, as that regarding external variables, solved by adding another 

block to the control architecture, whose time scale is much larger than the MPC one. Such a module 

generates appropriate references to fulfil the objectives the MPC controller is unable to master, similar to 

what was done here when feeding the algorithms with already sinusoidal signals as references, with the right 

frequency, phase and amplitude. Another looming limitation of the controller is the balance of the weights, 

seeing how strongly they impact the general behaviour and performance of the controlled system. Once 

again, it is possible to propose an external unit managing this equilibrium. This can become indispensable 

when considering important modifications of the environment, such as grid connection/disconnection, load 

modification, or swap of inverter mode to rectifier or bidirectional mode. 

3. Grid-connected inverter case study 

3.1. Grid-connected operation 

This next study sees the addition of the grid to the previous context of work, as presented in Fig. 

5.13. The grid is considered infinite, without line impedance. It thus imposes the phase voltages, with a 230-

V and 50-Hz sinusoid. The filter implemented is of L type. The different parameters, also from [1], are 

gathered in Table 5.4. In this situation, various objectives can be encountered. It is common to find 

requirements related to ancillary services, such as harmonics filtering, voltage and frequency quality. 

Handling of potential faults from the grids, such as unbalance or momentaneous disruption of the service, 

can be added. Some of these aims are directly linked to the active and reactive powers transmitted from the 

DC sources to the grid through the power converter. Therefore, power regulation becomes primordial when 

considering grid-connected case studies. Apart from the power related objectives, the grid synchronization 

is another critical aspect of the control of grid connected power converters. Several kinds of aims are found: 

ones related to the powers exchanged and others involving the voltages and currents alone. 
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Fig. 5.13.  Grid-connected inverter, example with 3L-NPC 
 

TABLE 5.4 

PARAMETERS USED IN THE CASE STUDY REPRESENTED BY FIG. 5.13 

 

Parameter Value Unit 

𝑅𝐹𝑗 10 mΩ 

𝐿𝐹𝑗  1.2 mH 

𝐶1 = 𝐶2 = 𝐶3 3.3 mF 

𝐶𝑗 3.3 mF 

𝑓𝑔𝑟𝑖𝑑 50 Hz 

 

In order to handle all these different objectives and requirements, two approaches can be applied. 

The first one, unrealistic, directly states all of them and includes them into the cost function. As discussed 

in Section 2, many objectives are impossible to incorporate into the cost function, especially the ones 

requiring long time spans to observe and/or influence. For example, all energy related objectives are too 

slow for this controller to perceive, let alone control. Similarly, it is difficult for a controller with such a 

short control horizon to tackle system identifications, making it impossible to include any consideration 

related to the grid model and parameters. 

The model used in this MPC algorithm is entirely focused on the power converter itself and has no 

understanding of what it is connected to: all AC loads/sources are perceived as uncontrolled inputs, 

whatever may their profile be. Similarly, a DC voltage source is seen the same way as a resistive load, or a 

complex one, or a storage element… This means that modifications of the environment of the controlled 

system do not necessarily have consequences on the operation and structure of the controller. This can be 

advantageous, as the controller is then supposed to behave the same way with all possibilities (under 

conditions of feasibility), but it also limits specific adaptation to these possibilities, for which the control 

can be very different depending on the case. The MPC algorithm developed in these works does not model 

the behaviour of the grid or of the different components the converter is connected to. This is meant to 

enable operation under any disposition, but it also reduces the specialization of the controlled system. 
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Another approach consists in delegating part of the intelligence to a different layer of control, more 

adapted. Depending on the quantity of intelligence diverted, the type of references set to the controller is 

bound to change. Typically, two kinds are dominant: active and reactive power references, or current and 

voltage references. That last one essentially brings the cost function back to the one used in Section V.2. 

For the first case, it is necessary to adapt the cost function. 

3.2. Translation into the cost function 

The multiple objectives related to grid integration can be translated into either power or current 

references. The philosophical difference between these two possibilities resides in the location and type of 

intelligence of the control architecture. The second approach receives current or voltage objectives 

computed beforehand, considering various elements, such as the uncontrolled inputs or other measures. In 

this case, most of the knowledge and intelligence is situated in an external controller, which provides the 

reference values to the MPC controller. In the other case, a different controller is still needed, to consider 

energy-related problems for example, but an important part of the computations, the intelligence and the 

responsibilities are transmitted to the developed controller.  

Considering the situation where the references are currents, or any states of the prediction models, 

the situation is equivalent to the one discussed and studied in Section 2 of this chapter. However, the power 

references infer adaptation of the cost function. Computation of both the active and reactive powers is 

required, and, even though it can be performed in several ways, only those which are instantaneous can be 

used by the MPC controller. For this reason, either the stationary α-β or the synchronous d-q reference 

frames could be used to compute the power. However, given that transformation to the d-q reference frame 

requires information on the angle of the grid voltage vector, the α-β representation has been selected. 

Because this decision is entirely based on the power expression, the matrix used to translate the 

instantaneous three-phase variables to the α-β reference frame is the Concordia matrix, given in (5). The 

expression of this translation is also presented in (6), with 𝑥 representing either the currents or the voltages. 

 𝑇𝑐 = √
2

3
[

1 −1/2 −1/2

0 √3/2 −√3/2

1/√2 1/√2 1/√2

]  

 [

𝑥𝛼

𝑥𝛽

𝑥0

] = 𝑇𝑐 [

𝑥𝑅

𝑥𝑆

𝑥𝑇

]  

 

The active and reactive powers exchanged with the grid are then expressed as follows:  

 𝑃 = 𝑢𝛼𝑖𝛼 + 𝑢𝛽𝑖𝛽  

 𝑄 = 𝑢𝛼𝑖𝛽 − 𝑢𝛽𝑖𝛼.  
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With this formulation, both the current and predicted powers can be included in the cost function with two 

sub-costs such as in (9) and (10). The final cost function is given in (11). 

 Γ𝑃 = ‖𝑃∗ − 𝑃‖   

 Γ𝑄 = ‖𝑄∗ − 𝑄‖  

 Γ = 𝛼𝑃Γ𝑃 + 𝛼𝑄Γ𝑄 + 𝛼𝑠𝑤𝑖𝑡𝑐ℎΓ𝑠𝑤𝑖𝑡𝑐ℎ  
 

The cost function (11) leads to satisfying results concerning the three objectives, but does not 

include any information or restriction concerning grid synchronization. In consequence, the controller is 

not constrained to generate sinusoidal or balanced currents. An illustration of the aftereffects is shown in 

Figs. 5.14 and 5.15, portraying respectively the tracking performance for the active and reactive powers, and 

the currents profile obtained. These results were produced with 𝛼𝑃 = 𝛼𝑄 = 1 and 𝛼𝑠𝑤𝑖𝑡𝑐ℎ = 0.01 The 

behaviour is not the same for the three topologies considered, but the NPC and FC cases clearly evidence 

a shortcoming: the resulting currents are not sinusoidal and, what is worse, they are not stable, which is 

absolutely inacceptable. 

In such context, it is possible to add sub-costs such as (12) and (13) to include the angle estimation 

and angle synchronization to the cost function (14), as well as the balance of the currents. Both aspects were 

not acknowledged by the controller yet, as they did not appear anywhere in the previous cost function. 

 

Fig. 5.14  Power tracking obtained with cost function (11) 
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Fig. 5.15  Currents produced when using cost function (11) 

 

 Γ𝑏𝑎𝑙𝑎𝑛𝑐𝑒 = ‖𝑖𝑅 + 𝑖𝑆 + 𝑖𝑇‖  
 

 Γ𝜃 = ‖arctan (
𝑈𝑆−𝑈𝑇

√3𝑈𝑅
) − arctan (

𝑖𝑆−𝑖𝑇

√3𝑖𝑅
)‖   

 

 Γ = 𝛼𝑃Γ𝑃 + 𝛼𝑄Γ𝑄 + 𝛼𝑏𝑎𝑙Γ𝑏𝑎𝑙𝑎𝑛𝑐𝑒 + 𝛼𝜃Γ𝜃 + 𝛼𝑠𝑤𝑖𝑡𝑐ℎΓ𝑠𝑤𝑖𝑡𝑐ℎ   

 

Equation (13) is based on Phase-Locked Loop (PLL) considerations, and its objective is to synchronize the 

angle of the currents with that of the grid voltages. This expression is not correct unless the system is 

balanced, which justifies the need for the sub-cost provided in (12). The sub-cost from (13) leads to an 

absolute synchronization of the voltage and the current, which is generally not the objective, except if 𝑄 =

0 is sought. For this reason, its coefficient in (14) must be selected carefully: strong enough to enforce a 

sinusoidal waveform to the currents, yet sufficiently small not to hinder the power-related costs, more 

important control-wise.  

3.3. Results 

The first results displayed in Fig. 5.16 are obtained by feeding the MPC controller with externally 

computed current references to fit the desired active and reactive powers. The currents and their respective 

references are illustrated in Fig. 5.17. Similar to the previous results, the current tracking shows very slight 

error. A close-up is presented in Fig. 5.18 to corroborate this statement. Consequently, the powers are well 

controlled. 
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Two parameters have a major effect on the variance of the powers: the inductance used in the filter 

on the one hand, and the 𝛼𝑠𝑤𝑖𝑡𝑐ℎ ratio on the other. For Fig. 5.16 to Fig. 5.18, the cost function is (5.1), 

with 𝛼𝑠𝑤𝑖𝑡𝑐ℎ = 0.01. This value is meant to prioritize the quality of tracking of the current over the number 

of switching actions, and its influence over the power and its variance can be complex: both over switching 

and under switching have consequences on the powers. For example, an overly chopped signal can lead to 

oscillations on the active and reactive powers, while the opposite situation will lead to poor tracking 

performance. The balance between these two poles has to be performed carefully. 

  

Fig. 5.16.  Active and reactive powers obtained with precomputed current references 
 

 

  

Fig. 5.17.  Current references and tracking performance for power control 
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Fig. 5.18.  Close-up of the current waveforms 

 

The results obtained with the cost function described in (14) are compiled in Fig. 5.19 and Fig. 5.20, 

for 𝛼𝑃 = 1, 𝛼𝑄 = 1, 𝛼𝑠𝑤𝑖𝑡𝑐ℎ = 0.01, 𝛼𝑏𝑎𝑙 = 10 and 𝛼𝜃 = 10. They match the ones obtained with the 

previous method, with slightly improved performances for the FC topology, as the chatter is slightly less 

important. This is related to the current profiles, which vastly differ, in spite of the cost function. They can 

also be compared to the ones presented in  

Fig. 5.15, in which the currents were not considered in the optimization process. Different current 

profiles can therefore lead to the same powers when applying the expressions in (7) and (8), which 

emphasizes the need to include other terms to the cost function for grid synchronization, where these 

profiles are paramount. Another distinctive feature in these last figures is the coupling between the active 

and reactive powers, the value of one affecting the other. 
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Fig. 5.19.  Power tracking with cost function (14): NPC, FC and CHB 
 

  

Fig. 5.20.  Current profiles with cost function (14): NPC, FC and CHB 
 

This coupling effect is not exactly related to the cross-coupling voltage terms depending on 𝜔𝐿, as 

the resulting coupling values do not coincide with those due to such terms. Furthermore, different values 

of the grid filter inductance deeply changed the levels of chatter un active and reactive power, but did not 

affect this coupling factor in any way. This issue appears to be related to the inner operation of the MPC 

controller developed, and needs further consideration. In any case, a corrective coefficient is applied to 

compensate for the noticed coupling effect, according to (15) and (16). 

 𝑃 = 𝑢𝛼𝑖𝛼 + 𝑢𝛽𝑖𝛽 + 0.06(𝑢𝛼𝑖𝛽 − 𝑢𝛽𝑖𝛼)   
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 𝑄 = 𝑢𝛼𝑖𝛽 − 𝑢𝛽𝑖𝛼 − 0.06(𝑢𝛼𝑖𝛼 + 𝑢𝛽𝑖𝛽)   

 

The value of the coefficient is deduced from the measures and observations made previously. This 

value does not vary with either frequency or grid filter inductance modifications, highlighting a phenomenon 

deserving deeper investigation. However, the results obtained with this countermeasure are corrected, as 

illustrated in Fig. 5.21.  

  

Fig. 5.21.  Power tracking with coupling compensation from (15)-(16): NPC, FC, CHB 

4. Rectifier mode operation 

So far in this document, the converters have only been studied operating as inverters. This section 

focuses on the rectifier and four-quadrant operation of the converters with MPC control. The scheme of 

the context is presented in Fig. 5.22. In this situation, the AC side is once again considered to be infinite. 

The DC side, however, can be interpreted in different ways. The DC-link is considered as two pure loads 

for the NPC and FC topologies, three for the CHB one. These loads are theoretically separate and do not 

necessarily share their properties. This is precisely the case when considering that the converter manages 

two different storage devices. A critical example that combines storage systems with significantly different 

time constants, such as supercapacitors and batteries, is addressed.  
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Fig. 5.22. Context of study, rectifier mode, example with 3L-CHB topology 
 

From the MPC controller’s point of view, the dynamic differences between the storage devices are 

unperceived, as they are not contemplated by its inner model. Furthermore, the dynamics of these elements 

are still very slow compared to the sampling time of the models used by the MPC controller, meaning they 

can be seen as constants from the latter’s perspective. This hypothesis may prove false for specific 

applications such as supercapacitors, for example, and needs to be verified case by case. With these 

hypotheses, the rectifier control objectives concern the separate control of the DC-link and/or the DC 

power exchange for each DC element. In order to demonstrate the effectiveness of the MPC controller, 

two sub-costs are introduced, related to the sum of the voltages of the DC-link and to their difference; 

namely: 

 ΓΣ𝐷𝐶 = ‖Σ∗ − ∑ 𝑈𝐶𝑖𝑖 ‖   
 

 ΓΔ𝐷𝐶 = ‖Δ∗ − (𝑈𝐶2 − 𝑈𝐶1)‖for NPC and FC; ΓΔ𝐷𝐶𝑖 = ‖Δi
∗ − (𝑈𝐶𝑖 − 𝑈𝐶(𝑖−1))‖ for CHB  
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TABLE 5.5 

PARAMETERS USED IN THE CASE STUDY REPRESENTED BY FIG. 5.22 

Parameter Topology Value Unit 

𝑅𝐹𝑗 all 10 µΩ 

𝐿𝐹𝑗  all 3 mH 

𝐶1 = 𝐶2 NPC, FC 3.3 mF 

𝐶1 = 𝐶2 = 𝐶3 CHB 3.3 mF 

𝐶𝑗 FC 3.3 mF 

𝑓𝑔𝑟𝑖𝑑 all 50 Hz 

𝑅𝑑𝑐1 
NPC; FC 100 

Ω 
CHB 150 

𝐶𝑑𝑐1 all 0 mF 

𝑅𝑑𝑐2 all 50 Ω 

𝐶𝑑𝑐2 all 50 µF 

𝑅𝑑𝑐3 CHB 100 Ω 

𝐶𝑑𝑐3 CHB 0 mF 

 

While the results were so far similar for the studied topologies, they are fairly different when it 

comes to rectifier mode. The first distinction comes from the difference of the DC-links, as the CHB 

topology presents a very different one from the two others. As a result, the cost function is not exactly the 

same for the three topologies. An additional term is used for CHB to include all the differences between 

voltages. Another result is the need to adjust the weight factors. So far, the weighting had been the same for 

the different converters, but experience shows that it is not the case here.  

 

Fig. 5.23.  Tracking results in rectifier mode for NPC, FC and CHB 
 

Fig. 5.23 shows that the control of the different DC elements, related to the topology and the 

number of levels, can be performed independently. The cost function adopted has to change accordingly, 
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with different sub-costs and different weights. The results shown in Fig. 5.23 have been obtained with the 

three cost functions described in (19), (20) and (21) respectively for the NPC, FC and CHB topologies. First 

experimental results revealed a phenomenon similar to the previous issue with the power: in the case of the 

NPC topology, simply including a cost on the primary objectives led to highly disturbed current profiles. in 

order to address this issue, the same solution was used, with the addition of subcosts (12) and (13). No 

evidence of this issue was found for the other two topologies and as such no such modification was 

performed, resulting in (20) and (21). The cost function used for the CHB topology contains two subcosts 

related to the difference between the DC voltages in order to align with the three DC voltages. 

 Γ𝑁𝑃𝐶 = 2000ΓΔ𝐷𝐶 + 5ΓΣ𝐷𝐶 + 100Γ𝑏𝑎𝑙𝑎𝑛𝑐𝑒 + 50Γ𝜃  

 Γ𝐹𝐶 = ΓΔ𝐷𝐶 + ΓΣ𝐷𝐶  

 Γ𝐶𝐻𝐵 = ΓΣ𝐷𝐶 + ΓΔ𝐷𝐶2
+ ΓΔ𝐷𝐶 3

  

The dynamics portrayed in the results are fast compared to other modulation-based methods, 

especially for the NPC topology, which shows only 10 ms between the change of reference and its tracking. 

This is made possible by the switching decisions made by the controller, exploiting the redundancy and the 

depth of modulation.  

5. Grid forming application 

This next case-study aims to further challenge the controller developed with a more complex and 

realistic situation. A multi-level converter is used as a voltage generator feeding an isolated grid containing 

two 2-MW resistive loads, a 15-kVAr inductive load and a 25-kVAr capacitive load. The converter is 

connected to the grid via a LC filter, and controlled by the MPC algorithm developed. Concerning the DC 

side of the converter, it is modeled as current sources in series with resistors. The configuration is depicted 

in Fig. 5.24. The parameters, gathered in Table 5.6, are extracted from similar cases depicted in Simulink’s 

demonstrative case studies, namely “250-kW Grid-Connected PV Array” and “Power SVPWM 3-Level”. 

TABLE 5.6 

PARAMETERS USED IN THE CASE STUDY REPRESENTED BY FIG. 5.24 

Parameter Value Unit 

𝑅𝐹𝑗 5 mΩ 

𝐿𝐹𝑗  500 μH 

𝐶𝐹𝑗 50 μF 

𝐶𝑗 3.3 mF 

𝑓𝑔𝑟𝑖𝑑 50 Hz 

𝐶𝑑𝑐1 50 µF 

𝐶𝑑𝑐2 50 µF 

 

In order to challenge the controller and the controlled system, several events are scheduled. One of 

the resistive loads is always connected to the AC bus. However, at the very beginning, the DC side voltage 

is not initialized at a value permitting the power exchange between the DC and AC sides. During this period, 
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the converter brings the voltages of the DC-link’s capacitors to the adequate value, while managing as well 

as possible to generate a sinusoidal waveform. Next, the different loads are added one at a time, then 

disconnected from the AC bus. The results discussed next are all obtained with the NPC topology, but can 

be extended to the two other topologies, CHB and FC, also investigated in the previous case studies. 
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Fig. 5.24.  Final case-study: isolated-grid application 
 

This generates eight time periods, each separated by 0.2 s, where the different combinations of the 

loads are made, as summarized in Table 5.7. In this table, 𝐵𝑋 = 1 means that the breaker of element X, 

which can be the resistive one R, the capacitive one C or the inductive one L, is closed. A value of 0 for the 

same parameter means it is open. All the possibilities are considered, leading to a large variety of events. 

The objective of the controller concerning the AC side is to generate a 1.5-kV (rms) balanced three-phase 

sinusoid at the Point of Common Coupling. This objective translates as the following sub-cost, which can 

be linked to the ones discussed in the first part of this chapter: 

 Γ𝐴𝐶 = ‖𝑼𝐹
∗ − 𝑼𝐹‖ ,  

where 𝑼𝐹
∗ = [𝑈𝐹𝑅

∗ 𝑈𝐹𝑆
∗ 𝑈𝐹𝑇

∗ ]𝑇 and 𝑼𝐹 = [𝑈𝐹𝑅 𝑈𝐹𝑆 𝑈𝐹𝑇]𝑇. In addition, the quadratic norm is 

adopted for the calculation of the sub-cost in (22). The desired characteristics of the AC voltage are directly 

included into the references. 
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TABLE 5.7 

EVENTS AND CONNECTION TABLE 

t (s) 0.2 0.3 0.4 0.6 0.8 0.9 1 1.2 1.3 

𝐵𝑅 0 1 1 1 1 0 0 0 0 0 

𝐵𝐶 0 0 0 1 1 1 1 0 0 1 

𝐵𝐿 0 0 0 0 1 1 1 1 0 0 

𝑃∗(MW) 2 4 4 4 4 2 2 2 2 2 

𝛽 0.5 0.5 0.515 0.515 0.515 0.515 0.475 0.475 0.475 0.5 

 
 

When it comes to the DC side, the objective is bipartite: the first part is related to the total power 

extracted from the different DC sources, and the second expresses the desired repartition between these 

sources. Contrarily to the case studied in Section 4 of this chapter, the cost function has been unified as 

shown in (23), where the total power 𝑃∗ and the coefficient 𝛽 are references received directly from the 

exterior of the converter. 

 Γ𝐷𝐶 = ‖𝑃∗ − (1 − 𝛽)𝑈𝐶2𝑖𝐷𝐶2 − 𝛽𝑈𝐶1𝑖𝐷𝐶1‖  
 

The different inputs and references provided to the cost function of the MPC controller are 

summarized in Fig. 5.25. The form of the sub-cost (23) is only one of the ways to implement such a control 

requirement, as it also may translate as two separate objectives related to the different sources. This illustrates 

the possibility to create a hierarchy of sub-costs, with base sub-costs that cannot be reduced, intermediary 

sub-costs similar to (23) that congregate several elementary sub-costs and, finally, the cost function itself. 

The interest of this classification is to ease the balancing of the coefficients, as it can prove difficult whenever 

the number of requirements translates in more than three sub-costs. These intermediate sub-costs must 

make sense: here, the AC objectives and the DC objectives are gathered together, but a random grouping 

could lead to an over complexification of the cost balancing.  

The final cost function used to obtain all the following results is of the form 

 Γ = 𝛼𝐴𝐶Γ𝐴𝐶 + 𝛼𝐷𝐶Γ𝐷𝐶 + 𝛼𝑠𝑤𝑖𝑡𝑐ℎΓ𝑠𝑤𝑖𝑡𝑐ℎ,  
 

with 𝛼𝐴𝐶 = 1, 𝛼𝐷𝐶 = 18 and 𝛼𝑠𝑤𝑖𝑡𝑐ℎ = 0.001. At a first glance, this coefficient’s arrangement greatly 

favours the AC side objectives. Nonetheless, the impact of one cost over the other is not necessarily simple, 

and having equal coefficients on two costs doesn’t mean that those sub-costs have the same impact on the 

total cost, as the cost functions discussed here are not normalized. 
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Fig. 5.25.  Cost function inputs 

 

 

Fig. 5.26.  Voltage at the PCC on phase R 
 

The results displayed in Fig. 5.26 highlight the ability of the controller to effectively control the 

voltage at the Point of Common Coupling (PCC) under various circumstances. Two major events have a 

temporary consequence on the voltage’s waveform: at 0.6s the addition of the inductive load and at 1.2s its 

removal. An immediate voltage fall is shown in Fig.5. 27, corresponding to when the inductive element is 

included. This fall is mitigated after 0.02s. Inversely, the disconnection of the inductive load leads to a 



124 
 

voltage surge, completely erased after a 0.003s period, as highlighted in Fig. 5.28. In spite of these dynamics, 

the overall THD is still of 1.782%, as displayed on Fig. 5.26, which is satisfying for isolated grid applications.  

 

Fig.5. 27.  Voltage tracking at the PCC, phase R, focus on the time of inclusion of the inductive load 
 

 

Fig. 5.28.  Voltage tracking at the PCC, phase R, focus on the time of disconnection of the inductive load 
 

Fig. 5.29 highlights the different events described in Table 5.7, as the addition of the resistive loads 

appears on the active power and the capacitive and inductive loads are put in evidence on the reactive power. 

The transitions and the events related to the AC objectives are clearly shown thanks to these two graphics.  
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Fig. 5.29.  Active and reactive powers received by the converter 
 

Both Fig. 5.29and Fig. 5.30illustrate the compliance of the controlled system to the context and 

objectives defined earlier. The DC sources behave in synchronization with 𝑃∗: the current output changes 

at the same time the power objective does, which explains how the system is able to generate such fast 

power variations with close to no dynamics. The power variations are performed accurately, without 

impacting the total power. 

  

Fig. 5.30.  DC objectives: total power and power repartition between the sources 
 

The effect of the coefficients of the cost function would be especially apparent on Fig. 5.26 and 

Fig. 5.30, with in the best case longer transition periods after events and in the worst case the strict failure 

to reach the control target. For example, if the cost related to the AC voltage tracking is too high in 

comparison to 𝛼𝐷𝐶 , the voltages at the DC-link would be left free. The controller then let these values grow 
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endlessly, which in turn seriously deteriorates the harmonic content of the AC phase voltages. The opposite 

leads to similar results: if 𝛼𝐴𝐶  is too small, the power exchange is not sensible, which prevents the controller 

from reaching the operating point defined by the DC objectives. This in turn leads to an important 

consideration: the AC and DC objectives have to be compatible, coherent and, most of all, combined. In 

fact, the controller is unable to fix by itself the AC operating point enabling its DC objectives and vice-

versa. To summarize, if given reasonable and feasible objectives properly expressed through its cost 

function, the controller developed is capable of managing both the AC and DC sides of any converter, in 

four quadrants.  

6. Conclusion 

The MPC controller presented in the previous chapters has been confronted with a variety of 

situations to demonstrate and trial its operation. The controller shows great polyvalence by handling a 

variety of different issues for different topologies, accurately generating switching orders to comply with 

various control objectives and requirements. A few possible sub-costs have been presented and used to 

reach certain goals and performance. Three operations have been treated separately extensively, namely 

inverter, rectifier and four-quadrant operation, leading to satisfying results and important considerations 

concerning the definition of the cost function. No constraints were used here as no objective was seen as 

needing such a hard limitation. This kind of requirements translates as conditioned infinite costs, which 

does not impact any of the conclusions and results already drawn. Overall, the tasks enquired to the 

controller have been performed satisfyingly. The role of the control designer is still paramount to the good 

operation of the controller and the controlled converter. Among the main difficulties arisen from these 

simulation results are the sub-costs coefficients and the localization of the intelligence, as limitations 

concerning the amount of cleverness that can be incorporated directly into the MPC controller have been 

highlighted. The main reason to these limitations is the fact that the controller operates at a very fast time 

step and with very short time to perform longer computations. 

The fact that the same MPC controller was used for the three studied topologies underlines the 

universality of the algorithm proposed, while the different applications, case studies and cost functions 

developed showed the versatility and the potency of the designed controller.  
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Conclusion and perspectives 

1. Conclusion 

The main objective of this thesis has been to develop a universal modulation-less solution aimed 

at controlling power converters to comply with the control requirements brought by the integration of RES 

in the energy mix. The algorithms and methods proposed have been subject to a theoretical analysis as well 

as to a simulation validation.  

A review of the power conversion technologies, applications and their associated control strategies 

carried out in Chapter I revealed several issues. First of all, power conversion and power electronics are 

omnipresent in all current electricity distribution paradigms, and their evolution and maturation impose 

many new control objectives. Second, these requirements are met thanks to a large array of specialized 

control strategies. Finally, these strategies generally get around the non-linear nature of power converters by 

separating the control in two phases: a modulation block managing the objectives related to efficiency and 

performance of the converter itself, and a linear structure handling its interfacing function. 

Because many of the new requirements are related to the deepest operation of the converters and 

their function altogether, it was decided to develop a controller able to handle both of these levels of control. 

To do so, the MPC family of strategies was chosen, for its potential in robustness, non-linear control and 

handling of multi-objective control problems through optimization. Two necessary elements are intertwined 

to form such a MPC controller: the model, used for prediction, and the optimization algorithms used to 

solve the control problem. This thesis proposes a possible pair of model and algorithm, which is not 

necessarily the only one. 

The modelling aspect has been detailed in Chapter II, in which a method based on Switching 

State-Space Representation is formalized for all power converters and applied to three common multi-level 

topologies (NPC, FC and CHB) and three different filters (L, LC and LCL). The obtained results were 

validated through a comparison using MATLAB/Simulink models. The hypotheses used in the SSSR model 

considered the power switches as ideal: they have no impedance. Other interesting results may emerge from 

the incorporation of these dynamics, potentially to study in-depth the conduction and switching losses 

caused by the power switches. Though only three topologies were expressed, many others deserve to be. 

Then, Chapter III introduces the FCS-MPC algorithm and reveals that the optimization problem 

described with the prediction model discussed in Chapter II is equivalent to a graph theory problem. 

Therefore, several methods from this domain are compared, and the A* algorithm, based on the Dijkstra 

one, is selected. The complete algorithm is then described thoroughly, and several performance criteria are 

proposed and evaluated, yielding promising results. Graph theory is a vast domain of research, and many 

other algorithms, more advanced, emerged from it and may present an interest for this specific MPC 

application. 
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Chapter IV approaches theoretical consequences concerning the prediction method described in 

Chapter II, the optimization algorithm defined in Chapter III and the controller resulting from their 

association. The problem of stability leads to new definitions, more adapted to the particular form of the 

models used: the stabilizability, property determining the existence of a control sequence that can bring 

stability to the system. A simple method is provided to evaluate the stabilizability of any model expressed 

with the canonical form established in the second chapter. The controllability is a problematic issue, and a 

numerical method is devised to evaluate it for the canonical form used. The question of observability was 

not addressed. The design of the cost function is another central aspect of this chapter, as several types of 

cost are defined to represent as many control objectives as possible, and as the balancing of the cost function 

is discussed. Finally, this chapter concludes on the questions of the robustness and sensitivity of the MPC 

controller developed, suggesting a practical post-design evaluation rather than a theoretical tool to design 

the controller  according to these categories. With the experience accumulated during this thesis, an 

automatic weighing tool seems unattainable, except maybe using complex advanced algorithms such as 

artificial intelligence. 

Chapter V illustrates the results obtained by investigating the operation of the proposed controller, 

with four different case studies: a standalone application, an inverter operation connected to the grid with 

and without load unbalances, a rectifier operation, and a complete case of study, with a four-quadrant 

operation of a converter in an isolated grid. The different examples are conducted for three topologies, with 

different filters and different control objectives. The same controller is used, with adjustments on the models 

and the terms of the cost function. These applications and the results obtained serve to demonstrate the 

universality, polyvalence and potential of this controller for future use in medium- to high-power 

applications with RES. A few issues appeared, such as the need to specify various operating objectives such 

as grid synchronization to the controller: the optimization sometimes does not respect this requirement, 

often considered as a given with other controllers. Another issue concerns objectives related to frequency: 

because of the short horizon of optimization and prediction, it was not possible in this work to implement 

such objectives, and a variety of other goals with more extended dynamics. Even with this limitation, the 

MPC controller developed is well adapted to mid-to-low levels of control and poses as a particularly 

interesting intermediary directly between energy management systems and power converters.  

2. Perspectives 

The experimental validation of the controller could not be performed, for various reasons, in the 

timeframe of this thesis work and represents a future priority line of research. Other perspectives listed 

below have been identified and will be investigated to improve the presented results:  

• Investigate different shortest path algorithms to eventually enhance the speed of 

resolution and the control horizon of the MPC controller. This would also expand the 

possibilities of control, including frequency analysis, more precise power quality, and 
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inclusion of ancillary services and failure management. 

• Analyze, evaluate and enhance the effect of the algorithm on power losses, with precise 

models of the power switches. This efficiency property is extremely important for current 

advances in power electronics, and the controller resulting from this thesis work shows 

promising abilities.  

• Validate the models and the controller on other power converters and/or on other case 

studies. The diversity of topologies and applications of power converters is massive and, 

even though the principles and the validity of the proposed method stay the same with 

other topologies, only a few of them were explicitly expressed in this thesis. The modular 

converters, for example, and their applications are both very interesting considering the 

current evolution of the grid paradigms and has similar demands for universality, 

efficiency and flexibility of control that motivated this thesis work. The MPC strategy 

devised seems to have a high potential for theoretically all power conversion problems, 

and it would be interesting to demonstrate further and exploit this potential. 

• Investigate the behaviour of the MPC controller when associated with more complete 

control structures, with different control loops, and especially when used in hierarchical 

control. This structure shows high potential for many applications of power converters, 

and the algorithms could form a layer of the hierarchy, bringing further intelligence and 

flexibility to it.  

• Study the limits of the MPC controller: this thesis presents the controller under its best 

light, and various dimensions could not be investigated. For example, the controller does 

not require any modelling of the grid or any other component to perform its interfacing 

task, specifically between these two undescribed elements. This dimension is extremely 

interesting and deserves an in-depth study. 

• Other modelling methods could also be considered, such as port-Hamiltonian 

approaches, which seem to be another viable take on the modelling issues evoked in 

Chapter II. Different optimization algorithms may rise to cooperate with such modelling 

methods.  
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