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Résumé

Nous étudions dans cette thèse les méthodes de décomposition de domaine spatio-
temporelles, en particulier la méthode Pararéele, la méthode de Relaxation d’Ondes
Optimisée (OSWR) et leur couplage, appliqués à la simulation numérique des équa-
tions paraboliques et des équations de Stokes.
Nous proposons et analysons dans un premier temps un couplage de la méthode
Pararéel avec la méthode OSWR. La méthode couplée Pararéel- OSWR obtenue est
une méthode parallèle, à la fois en temps et en espace, avec seulement peu d’itérations
OSWR dans le propagateur fin afin de réduire les coûts de calcul et avec un propagateur
grossier classique déduit de la méthode d’Euler implicite. L’analyse de cette méthode
couplée est présentée pour une équation d’advection-réaction-diffusion unidimension-
nelle. Pour le couplage de Pararéel avec OSWR sans recouvrement, nous prouvons un
résultat de convergence général via des estimations d’énergie. Des résultats numériques
pour des problèmes d’advection-diffusion bidimensionnels et pour une équation de dif-
fusion avec de fortes hétérogénéités sont présentés, pour illustrer les performances de
l’algorithme couplé Pararéel-OSWR. Nous présentons ensuite également un algorithme
qui couple Pararéel avec OSWR avec recouvrement, et nous analysons son facteur de
convergence en utilisant la convergence linéaire de OSWR avec recouvrement que nous
obtenons par une analyse de Fourier.
Pour les équations de Stokes, nous présentons un algorithme OSWR bien posé et une
estimation d’énergie pour la convergence des vitesses. Ensuite, nous montrons qu’en
général, la pression ne converge pas et nous proposons une correction pour remédier
à cela. Une stratégie similaire basée sur la transformée de Fourier est effectuée pour
obtenir la formulation du facteur de convergence. Des tests numériques suivent pour
illustrer les performances de la méthode OSWR avec correction. De plus, ces résultats
sont également étendus pour obtenir des résultats similaires sur l’équation d’Oseen.
Enfin, nous proposons l’algorithme Pararéel et un couplage Pararéel-OSWR pour les
équations de Stokes, et démontrons certaines de leurs propriétés de base.

Mots clés : Pararéel, Relaxation d’Ondes Optimisée, OSWR, équations
paraboliques, équations de Stokes, équations d’Oseen.





Abstract

We study in this thesis space-time domain decomposition methods, in particular, the
Parareal method, the Optimized Schwarz Waveform Relaxation (OSWR) method and
their coupling, applied to the numerical simulation of parabolic equations and of the
Stokes equations.
We first propose and analyze a coupling of the Parareal method with the OSWR method.
The obtained coupled Parareal-OSWR method is a parallel method, both in the time
and space directions, with only few OSWR iterations in the fine propagator in order
to reduce computational costs and with a simple coarse propagator deduced from the
Backward Euler method. The analysis of this coupled method is presented for a one-
dimensional advection-reaction-diffusion equation. For the coupling of Parareal with
non-overlapping OSWR, we prove a general convergence result via energy estimates.
Numerical results for two-dimensional advection-diffusion problems and for a diffusion
equation with strong heterogeneities are presented, to illustrate the performance of the
coupled Parareal-OSWR algorithm. We then present also an algorithm that couples
Parareal with overlapping OSWR, and we analyze its convergence factor by using the
linear convergence of overlapping OSWR that we obtain through a Fourier analysis.
For the Stokes equations, we present a well-posed OSWR algorithm and an energy
estimate for the convergence of the velocities. Then we show that, in general, the
pressure does not converge and we propose a correction against this. A similar strategy
based on Fourier transform is performed to get the formulation of the convergence
factor. Numerical tests follow to illustrate the performance of the OSWR method with
correction. In addition, these results are also extended to get similar ones on the Oseen
equation. Finally, we propose the Parareal algorithm and a Parareal-OSWR coupling
for the Stokes equations, and prove some of their basic properties.

Keywords: Parareal, Optimized Schwarz Waveform Relaxation, parabolic equa-
tions, Stokes equations, Oseen equations.





Acknowledgements

First and foremost, I would like to express first my deepest gratitude to my dedicated
advisors Caroline Japhet and Pascal Omnes for their guidance and support during the
last five years. Thank you, Caroline, for your enthusiasm and inspiration that encour-
aged me whenever I felt disappointed about my work. I will never forget engrossing
exchanges with you which were not just about work but also about life and many other
things. Thank you, Pascal, for easing the start of my journey in France with your in-
valuable assistance. During my PhD, it was always comfortable and fruitful to discuss
with you. Your fine pedagogy and immense patience led me to understand things in
depth many times.

I am also very grateful to Yvons Maday, the external collaborator in the first half of
my thesis. Your kindliness and energy greatly motivated me every time we met, and I
am very glad that you have accepted my invitation to be a jury member.

I am deeply indebted to Mr. Martin Gander and Mr. Julien Salomon, who generously
undertook the tedious task of being rapporteurs on this thesis. Their comments and
suggestions are greatly appreciated. I am also very honored to have Mrs. Laurence
Halpern, Mrs. Olga Mula and Mr. Gabriel Turinici to be part of the jury and I would like
to express my grateful thanks for their availability.

Sincere thanks must also go to the financial support of the project ANR-CINE-PARA,
USPN and Le Cnam Paris for my thesis. Thank you for giving me a chance to fulfill my
doctoral studies and for offering favorable conditions that facilitated my work.

I am also grateful to my professors and the organizers of French-Vietnam Master 2
(PUF) for the great courses and the opportunities to do research in France. Thanks to
this program, I had the chance to work with my advisors, which led to this thesis.

I will not forget to thank especially Mr. Nguyen Van Dong for guiding me through
my very first steps in research during university time.

I would like to extend my gratitude to the administrative team of LAGA and to Mr.
Amara Ammad (SAIC) for their help during my PhD. I am also grateful to the lecturers
that I worked with for sharing with me their invaluable experience and knowledge: Mr.
Christian Ausoni, Mr. Didier Gamblin, Mr. Rahdi Abdelmoula, Mr. Thomas Duyckaerts,
Mr. Thierry Horsin, Mr. François Dubois, Mrs. Isabelle Gil and Mrs. Agnes Carpentier.
Many thanks to the secretaries of Institute Galilée (USPN), EPN06 and CFA Saint-Denis
(Le Cnam) for their help on facilities for my courses.

I would like to show my appreciation to my Vietnamese friends who helped me
handle daily problems during my internship and first days of my PhD: Nga, Huyen
Nguyen, Huyen Nong, Phuong, Thuy, Hoang, Viet, Hieu, Thi, Diep, Nhat. I especially
give thanks to Binh for having shared with me his room in the first three weeks of my
PhD until I could find a decent room for myself. I also want to thank Mouna, my new



vi Acknowledgements

neighbor, for delicious Tunisian cakes, candies, juice and traditional dishes. And also
thanks to all many dear sisters and brothers of Vietnamese friend group in University
Paris 13 for all the great times and supports.

Finally, the special place is reserved for my family, especially my loving parents, my
elder sister and my fiancée Trâm who have always been there for me through thick and
thin. Your love and support is a source of encouragement and motivation for me to
keep working and perfecting myself. Words simply fail to express my affection for you
all.



Contents

Résumé i

Abstract iii

Acknowledgements v

1 Coupling parareal with Optimized Schwarz waveform relaxation for
parabolic problems 7
1.1 Model problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.1.1 Domain decomposition and notation . . . . . . . . . . . . . . . . . . 9
1.1.2 Existence and regularity results . . . . . . . . . . . . . . . . . . . . . 9

1.2 Parareal Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.1 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.2 Some remarks on the constants γ . . . . . . . . . . . . . . . . . . . . 12

1.3 Optimized Schwarz Waveform Relaxation Method . . . . . . . . . . . . . . 15
1.3.1 Stability and convergence . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3.2 Optimized Robin parameters . . . . . . . . . . . . . . . . . . . . . . 18

1.4 Coupled Parareal-OSWR method . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.5 Convergence of the Parareal-OSWR algorithm . . . . . . . . . . . . . . . . 20
1.6 Numerical illustrations in 1D . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.6.1 Regular Advection-Diffusion with an exact testing solution . . . . 24
1.6.2 Advection-dominated test . . . . . . . . . . . . . . . . . . . . . . . . 29
1.6.3 Large T and N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

1.7 Numerical results in 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.7.1 A rotating velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.7.2 A boundary layer case with vorticies . . . . . . . . . . . . . . . . . . 40
1.7.3 Example in an industrial context . . . . . . . . . . . . . . . . . . . . 44

1.8 Extension to overlapping subdomains : convergence factor of the
Parareal-OSWR method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
1.8.1 Domain decomposition and notation . . . . . . . . . . . . . . . . . . 47
1.8.2 Existence and regularity results . . . . . . . . . . . . . . . . . . . . . 47
1.8.3 Optimized Schwarz Waveform Relaxation Method . . . . . . . . . 48
1.8.4 Stability and convergence . . . . . . . . . . . . . . . . . . . . . . . . 49
1.8.5 Coupled Parareal-OSWR method . . . . . . . . . . . . . . . . . . . . 52
1.8.6 Convergence factor of the Parareal-OSWR method . . . . . . . . . 53
1.8.7 From the operator view point . . . . . . . . . . . . . . . . . . . . . . 58



viii Contents

2 Space-time domain decomposition for incompressible Stokes problem 63
2.1 Presentation of the model. The multidomain formulation . . . . . . . . . 64
2.2 The Stokes problem with Robin boundary conditions . . . . . . . . . . . . 66
2.3 Optimized Schwarz Waveform Relaxation Algorithm . . . . . . . . . . . . 72
2.4 First observations on the two subdomains case . . . . . . . . . . . . . . . . 74
2.5 Convergence of the velocity via energy estimate . . . . . . . . . . . . . . . 75
2.6 Recovering the pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.7 Convergence factor via Fourier transform . . . . . . . . . . . . . . . . . . . 85
2.8 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

2.8.1 Recovering the pressure: a rotating velocity example . . . . . . . 92
2.8.2 Optimized Robin parameters . . . . . . . . . . . . . . . . . . . . . . 94
2.8.3 A more realistic test case . . . . . . . . . . . . . . . . . . . . . . . . . 107

2.9 Extension to Oseen equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
2.9.1 The Oseen equations. Multidomain formulation . . . . . . . . . . . 115
2.9.2 Oseen equation with Robin boundary condition . . . . . . . . . . . 117
2.9.3 Optimzed Schwarz Waveform Relaxation Algorithm . . . . . . . . 118
2.9.4 Convergence of the velocity via energy estimate . . . . . . . . . . . 119
2.9.5 Convergence factor via Fourier transform . . . . . . . . . . . . . . . 121

2.10 Parareal for the Stokes equations . . . . . . . . . . . . . . . . . . . . . . . . 124
2.10.1 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
2.10.2 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

2.11 The coupled Parareal-OSWR Algorithm for the Stokes equations . . . . . 128
2.11.1 Convergence of the velocity via energy estimate . . . . . . . . . . . 130

Appendix 135

Bibliography 139



List of Figures

1.1 Example 1: The numerical solutions for case 1 (left) and case 2 (right) 24
1.2 Example 1: Relative errors versus Parareal iterations for case 1 (left)

and case 2 (right) for different values of L in the coupled method and
for the pure Parareal method (L =∞) . . . . . . . . . . . . . . . . . . . . . 25

1.3 Example 1: The numerical solutions for case 3 (left) and case 4 (right) 27
1.4 Example 1: Relative errors versus Parareal iterations for case 3 (left)

and case 4 (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.5 Example 2: The numerical solutions in case ∆x =∆t = 1/200 (case 1,

left) and case ∆x =∆t = 1/1000 (case 2, right) . . . . . . . . . . . . . . 30
1.6 Example 2: Relative errors versus Parareal iterations in case∆x =∆t =

1/200 (case 1, left) and case ∆x =∆t = 1/1000 (case 2, right) . . . . . 30
1.7 Example 2: The numerical solutions in case ∆x = ∆t = 1/2000 (left)

and case ∆x =∆t = 1/5000 (right) . . . . . . . . . . . . . . . . . . . . . . 32
1.8 Example 2: Relative errors versus Parareal iterations in case∆x =∆t =

1/2000 (left) and case ∆x =∆t = 1/5000 (right) . . . . . . . . . . . . . . 32
1.9 Example 3: The numerical solutions in case∆x = 5.10−3,∆t = 2.5.10−3

(left) and case ∆x = 2.5.10−3,∆t = 6.25.10−4 (right) . . . . . . . . . . . 35
1.10 Example 3: Relative errors versus Parareal iterations in case ∆x =

5.10−3,∆t = 2.5.10−3 (left) and case ∆x = 2.5.10−3,∆t = 6.25.10−4

(right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.11 Example 1: rotating velocity (left), decomposition of Ω into 4 subdo-

mains (middle), and decomposition of Ω into 9 subdomains (right) . . . 38
1.12 Example 1: Relative error versus Parareal iterations. Case ν= 0.05 with

4 subdomains (left) and case ν= 0.1 with 9 subdomains (right) . . . . . 39
1.13 Example 2: velocity field (left), and computed Parareal-OSWRG solution

at final time (right) for a uniform mesh . . . . . . . . . . . . . . . . . . . . 41
1.14 Example 2 (case 1): Relative error versus Parareal iterations, with a

zoom on the first iterations on the right . . . . . . . . . . . . . . . . . . . . 41
1.15 Example 2 (case 2): nonconforming meshes (left), and computed

Parareal-OSWRG solution at final time (right) . . . . . . . . . . . . . . . . 43
1.16 Example 2 (case 2): Relative error versus Parareal iterations, with a

zoom on the first iterations on the right . . . . . . . . . . . . . . . . . . . . 43
1.17 Geometry of the nuclear waste repository (yellow) and the clay layer

around it (light brown) on the left and its decomposition into 9 subdo-
mains on the right . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

1.18 Example of a mesh used in and around a nuclear waste repository site . 45
1.19 Example 3: Relative error versus Parareal iterations . . . . . . . . . . . . . 46



x List of Figures

2.1 Example 1: rotating velocity field (left), and pressure (right) . . . . . . . 93
2.2 Example 1: mesh 1 (left), mesh 2 (middle), and mesh 3 (right) . . . . . 93
2.3 Example 1: relative errors (for ux , uy and p) versus iterations, for mesh

1 (left) and mesh 2 (right), with the non-modified pressure . . . . . . . . 94
2.4 Example 1: relative errors (for ux , uy and p) versus iterations, for mesh

1 (top left) mesh 2 (top right) and mesh 3 (bottom), with the modified
pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

2.5 Example 2: mesh 4 (left), mesh 5 (middle), and mesh 6 (right) . . . . . 96
2.6 Case ν = 1. Left: continuous convergence factor versus α (black curve)

with theoretical optimized value αc (blue circle); Right: SDT conver-
gence factor versus α (blue curve) with theoretical optimized value α∗

(red star) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
2.7 Case ν= 1. Relative errors after 15 iterations (for ux , uy and p) versus α,

with their values at αc (blue circles) and at α∗ (red stars). Left: starting
from a random initial guess with a zero mean value on Γ × (0, T ) (with
non-modified pressure); Right: starting from any random initial guess
on Γ × (0, T ) (with modified pressure) . . . . . . . . . . . . . . . . . . . . . 98

2.8 Case ν= 0.1. Top: continuous convergence factor versus α (black curve)
with theoretical optimized value αc (blue circle); Bottom: SDT conver-
gence factor versus α (blue curve) with theoretical optimized value α∗

(red star); Left : mesh 4; Middle : mesh 5; Right : mesh 6 . . . . . . . . . 98
2.9 Case ν= 0.1. Relative errors after 15 iterations (for ux , uy and p) versus

α, with their values atαc (blue circles) and atα∗ (red stars), starting from
any random initial guess on Γ × (0, T ) (with modified pressure); Left :
mesh 4; Middle : mesh 5; Right : mesh 6 . . . . . . . . . . . . . . . . . . . 99

2.10 Case ν = 0.01. Left: continuous convergence factor versus α (black
curve) with theoretical optimized value αc (blue circle); Middle: SDT
convergence factor versus α (blue curve) with theoretical optimized
value α∗ (red star); Right: Relative errors after 15 iterations (for ux ,
uy and p) versus α, with their values at αc (blue circles) and at α∗ (red
stars), starting from any random initial guess on Γ×(0, T ) (with modified
pressure) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

2.11 Case ν = 1 (Robin-2p). Continuous (left) and semi-discrete in time
(right) convergence factors versus α and β with their respective theo-
retical optimized values (αc ,βc) (blue circle) and (α∗,β∗) (red star) . . . 100

2.12 Case ν= 1 (Robin-2p). Relative errors after 15 iterations versus α and β ,
with value at (αc ,βc) (blue circle) and at (α∗,β∗) (red star), for ux (left),
uy (right) and p (middle). Top two lines : random initial guess with a
zero mean value on Γ × (0, T ) and non-modified pressure; Bottom two
lines: arbitrary random initial guess on Γ × (0, T ) and modified pressure 101

2.13 Case ν = 0.1 (Robin-2p). Continuous (left) and semi-discrete in time
(right) convergence factors versus α and β with their respective theoret-
ical optimized values (αc ,βc) (blue circle) and (α∗,β∗) (red star) . . . . 102

2.14 Case ν = 0.1 (Robin-2p). Relative errors after 15 iterations versus α
and β , with value at (αc ,βc) (blue circle) and at (α∗,β∗) (red star), for
ux (left), uy (right) and p (middle), starting from any random initial
guess on Γ × (0, T ) and modified pressure . . . . . . . . . . . . . . . . . . . 103



List of Figures xi

2.15 Case ν = 1 (Robin-2sided). Left: continuous convergence factor versus
α and β with theoretical optimized value (αc ,βc) (blue circle); Right:
SDT convergence factor versus α and β with theoretical optimized value
(α∗,β∗) (red star) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

2.16 Case ν = 1 (Robin-2sided). Relative errors after 15 iterations versus α
and β , with value at (αc ,βc) (blue circle) and at (α∗,β∗) (red star), for
ux (left), uy (right) and p (middle). Top two lines: random initial guess
with a zero mean value on Γ ×(0, T ) and non-modified pressure; Bottom
two lines : arbitrary random initial guess on Γ × (0, T ) and modified
pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

2.17 Case ν= 1 (Robin-2sided). Zoom on the last line of Figure 2.16 . . . . . 106

2.18 Case ν= 0.1 (Robin-2sided). Left: continuous convergence factor versus
α and β with theoretical optimized value (αc ,βc) (blue circle); Right:
SDT convergence factor versus α and β with theoretical optimized value
(α∗,β∗) (red star) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

2.19 Case ν= 0.1 (Robin-2sided). Relative errors after 15 iterations versus α
and β , with value at (αc ,βc) (blue circle) and at (α∗,β∗) (red star), for
ux (left), uy (right) and p (middle), starting from any random initial
guess on Γ × (0, T ) (with modified pressure) . . . . . . . . . . . . . . . . . 107

2.20 Example 3: mesh and domain decomposition into 2 subdomains (green
and yellow parts for domain 1, and black part for domain 2) . . . . . . . 108

2.21 Example 3 (Robin). Left: continuous convergence factor versus α with
theoretical optimized value αc (blue circle); Right: SDT convergence
factor versus α with theoretical optimized value α∗ (red star) . . . . . . . 108

2.22 Example 3 (Robin-2p). Left: continuous convergence factor versus α and
β with theoretical optimized value (αc ,βc) (blue circle); Right: SDT con-
vergence factor versus α and β with theoretical optimized value (α∗,β∗)
(red star) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

2.23 Example 3 (Robin-2sided). Left: continuous convergence factor ver-
sus α and β with theoretical optimized values (α0

c ,β0
c ) (blue circle) and

(α1
c ,β1

c ) (green diamond); Right: SDT convergence factor versus α and
β with theoretical optimized value (α∗,β∗) (red star) . . . . . . . . . . . . 110

2.24 (Case f constant) - Horizontal component of the velocity ux at t =
1,2, 3,4 and at final time t = T = 5. The colorbar is the same for all
figure and is shown on the bottom right . . . . . . . . . . . . . . . . . . . . 110

2.25 (Case f constant) - Vertical component of the velocity uy at t = 1,2, 3,4
and at final time t = T = 5. The colorbar is the same for all figure and
is shown on the bottom right . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

2.26 (Case f constant) - Pressure p at t = 1 and at final time t = T = 5 . . . . 111

2.27 (Case f constant) - Relative errors (for ux , uy and p) versus iterations,
with modified pressure and optimized Robin parameters αc (blue, red,
and cyan curves) and α∗ (green, magenta and black curves) . . . . . . . . 112

2.28 (Case f variable in time) - Horizontal component of the velocity ux at
t = 1, 2,3, 4 and at final time t = T = 5. The colobar is the same for all
figure and is shown on the bottom right . . . . . . . . . . . . . . . . . . . . 113

2.29 (Case f variable in time) - Pressure p at t = 1 and at final time t = T = 5 113



xii List of Figures

2.30 (Case f variable in time) - Vertical component of the velocity uy at t =
1,2, 3,4 and at final time t = T = 5. The colobar is the same for all
figure and is shown on the bottom right . . . . . . . . . . . . . . . . . . . . 114

2.31 (Case f variable) - Relative errors (for ux , uy and p) versus iterations,
with modified pressure and optimized Robin parameters αc (blue, red,
and cyan curves) and α∗ (green, magenta and black curves) . . . . . . . . 114



List of Tables

1.1 Example 1 (case 1) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.2 Example 1 (case 1) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver . . . . . . . . . . . . . . . . . . . . 25

1.3 Example 1 (case 2) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.4 Example 1 (case 2) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver . . . . . . . . . . . . . . . . . . . . 26

1.5 Example 1 (case 3) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.6 Example 1 (case 3) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver . . . . . . . . . . . . . . . . . . . . 28

1.7 Example 1 (case 4) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.8 Example 1 (case 4) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver . . . . . . . . . . . . . . . . . . . . 28

1.9 Example 2 (case 1) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L . . . . . . . . . . . . . . . . . . . . . . . . . 31

1.10 Example 2 (case 1) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver . . . . . . . . . . . . . . . . . . . . 31

1.11 Example 2 (case 2) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L . . . . . . . . . . . . . . . . . . . . . . . . . 31

1.12 Example 2 (case 2) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver . . . . . . . . . . . . . . . . . . . . 32

1.13 Example 2 (case 3) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.14 Example 2 (case 3) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver . . . . . . . . . . . . . . . . . . . . 33

1.15 Example 2 (case 4) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.16 Example 2 (case 4) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver . . . . . . . . . . . . . . . . . . . . 33

1.17 Example 2 (case 3) Number of Parareal iterations after (k − N + 1) and
total number of OSWR iterations (k−N+1)∗k, versus L, stopping criteria
5.10−7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

1.18 Example 3 case ∆x = 5.10−3,∆t = 2.5.10−3: Number of Parareal itera-
tions k and total number of OSWR iterations L ∗ k, versus L . . . . . . . . 36



xiv List of Tables

1.19 Example 3 case ∆x = 5.10−3,∆t = 2.5.10−3 Gain factor for Parareal
and coupled Parareal-OSWR methods compared to the OSWR solver . . 36

1.20 Example 3 case ∆x = 2.5.10−3,∆t = 6.25.10−4 Number of Parareal
iterations k and total number of OSWR iterations L ∗ k, versus L . . . . . 37

1.21 Example 3 case∆x = 2.5.10−3,∆t = 6.25.10−4: Gain factor for Parareal
and coupled Parareal-OSWR methods compared to the OSWR solver . . 37

1.22 Example 1 (case 1): Number of Parareal iterations k and total number
of OSWRG iterations L ∗ k, versus L . . . . . . . . . . . . . . . . . . . . . . . 39

1.23 Example 1 (case 1): Gain factor for Parareal and coupled Parareal-
OSWRG methods compared to the OSWRG solver for solving prob-
lem (1.56) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

1.24 Example 1 (case 2): Number of Parareal iterations k and total number
of OSWRG iterations L ∗ k, versus L . . . . . . . . . . . . . . . . . . . . . . . 40

1.25 Example 1 (case 2): Gain factor for Parareal and coupled Parareal-
OSWRG methods compared to the OSWRG solver for solving prob-
lem (1.56) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

1.26 Example 2 (case 1): Number of Parareal iterations k and total number
of OSWRG iterations L∗k, versus L to reach 3 different relative accuracy
values: 10−2 (top left), 10−3 (top right) and 10−4 (bottom) . . . . . . . . 42

1.27 Example 2 (case 1): Gain factor for Parareal and coupled Parareal-
OSWRG methods compared to the OSWRG solver for solving prob-
lem (1.56) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

1.28 Example 2 (case 2): Number of Parareal iterations k and total number of
OSWRG iterations L ∗ k, versus L to reach 3 different values: 10−2 (top
left), 10−3 (top right) and 10−4 (bottom) . . . . . . . . . . . . . . . . . . . 44

1.29 Example 2 (case 2): Gain factor for Parareal and coupled Parareal-
OSWRG methods compared to the OSWRG solver for solving prob-
lem (1.56) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

1.30 Example 3: Number of Parareal iterations k and total number of OSWRG
iterations L ∗ k, versus L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

1.31 Example 3: Gain factor for Parareal and coupled Parareal-OSWRG meth-
ods compared to the OSWRG solver for solving problem (1.58) . . . . . . 46



Introduction

Motivation

The numerical simulation of Partial Differential Equations (PDEs) is an important do-
main of research and development, both in Academia (ranging from the development
and analysis of new, fast, accurate and efficient numerical schemes to applications like
ab initio calculation in quantum chemistry, simulation in porous media with application
in ecology, computational electromagnetics and plasma physics, fluid flows in various
regimes, etc) and in Industry (oil recovery in the oil industry, Computational Fluid
Dynamics for example in Aeronautics, combustion in motor engineering and thermo-
hydraulics and neutron transport in nuclear engineering, among many other fields).
High performance computers are now able to simulate the fundamental laws repre-
senting the behavior of the phenomenon under consideration. Simulations are more
and more reliable, close to the real experiments and have become a major tool to better
understand complex situations, and then allow to optimize and control processes.

From 1970s to 2000s, the power of chips and processors increased significantly.
However, this power seems to reach its limits: the power of a single CPU has not been
improved much recently. Parallel computing approaches are then proposed to over-
come these limits. In parallel architectures, the main objective is broken into smaller
tasks that can be executed independently on different processors. The outputs are then
regrouped to construct an approximate solution to the main problem. This process usu-
ally repeats several times before an acceptable solution is reached. One then has to give
a good strategy to reduce the number of iterations needed.

One of the applications envisioned by the ANR CINE-PARA project that supports this
thesis is the numerical studies in the nuclear industry, among which the interaction of
turbulent flow with the solid structures of nuclear reactors. These matters are currently
investigated by using a CFD code developed in the Nuclear Energy Division of the CEA,
called TrioCFD (see [27], [26], [15], also [30], [13] for the applications). The code
is developed for local and fine-scale calculations using especially Reynolds-Averaged
Navier-Stokes (RANS) ( [98]) and Large Eddy Simulation (LES) models ( [14], [12])
that lead to very large systems consisting of more than 150 million cells and one billion
degrees of freedom over hundreds of thousands of time steps. Therefore, massive par-
allelism is designed to handle such simulations, and the code TrioCFD may use more
than 10,000 processors (see [14]).

Up to now, this parallelism only concerns the heavy algebra (matrix-vector prod-
ucts and vector scalar products in high dimensions) involved in the iterative algorithms
(Conjugate Gradient, GMRES) used to find approximate solutions of large linear sys-
tems. The aim of this thesis is to lead preliminary studies on simpler models, such as
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the advection-diffusion equations or the Stokes equations, in order to pave the way for
the introduction in that code of space-time domain decomposition techniques at the
PDE level that we are going to review in the next paragraphs. The aim would be to
further speed-up the execution of heavy CFD computations.

Bibliography and previous studies

Parallel-in-time methods

The idea of parallelization in the time direction has a long history of more than 50 years,
which is presented in details in [47]. The very first idea was introduced by Nievergelt
in [94], based on a multiple shooting technique. This multiple shooting technique
consists in solving the evolution problems in parallel, splitting the whole time interval
into smaller sub-intervals, on which one gets smaller sub-problems. Each sub-problem
can be distributed independently to a processor. As we used inaccurate inputs for these
processors at the start, the output generally does not match with the solution, hence
a correction process is then performed to correct those errors. The method is then
formalized in a form of an iterative method, first at the discrete level by Bellen and
Zennaro in [8], and then at the continuous level for dissipative ODEs by Chartier and
Philippe in [31]; for the latter case, the authors also proved a quadratic convergence.

The Parareal algorithm was independently introduced first by Lions, Maday, and
Turinici in their short note [82]. The long time interval is divided into smaller windows,
the original problem is divided into smaller sub-problems. Instead of solving these
sub-problems sequentially, one could start from random initial conditions (as input)
and perform fine solvers in parallel to get new initial conditions (as output). A coarse
and cheaper solver is then performed sequentially to correct and improve accuracy of
those new initial conditions. This process is repeated until sufficiently accurate initial
conditions are obtained. Later, in [56], Gander and Vandewalle pointed Parareal as
a multiple shooting method and proved its superlinear convergence. Other important
propositions and analyses on Parareal were also achieved: for non-exact fine solvers
for ODEs [7]; for the non-linear case [48]; for hyperbolic equations ([37]), for Navier-
Stokes equations ([107], [43]).

There is another approach for parallel-in-time method - the waveform relaxation
technique. It was first introduced by Picard ([96]) and Lindelof ([81]), then an inter-
esting variant was developed by Lelarasmee, Ruehli and Sangiovanni-Vincentelli ([79]).
They defined the waveform relaxation as "an iterative method for analyzing non-linear
dynamical systems in the time domain, which, at each iteration, decomposes the system
into several dynamical subsystems, analyzed for the entire given time interval". Inher-
iting those initial ideas, Gander then showed that one can use overlapping domain
decomposition to obtain a waveform relaxation algorithm ([45]).

Domain decomposition methods

The key of domain decomposition methods is to divide a large domain into smaller
sub-domains, in space direction. When the model is non stationary, then the original
problem is transformed into multi-domain space-time sub-problems. These ideas origi-
nated from the work of H. A. Schwarz [102] in 1870, in which he proposed an iterative
method to show the existence and uniqueness of the solution for the harmonic problem



List of Tables 3

on an unusual domain made of a union of a rectangle and a disk. The algorithm starts
from a trace on the interface of the left sub-domain, the solution on the left sub-domain
is calculated, then used to calculate the trace on the interface of the right sub-domain.
The solution on the right sub-domain is calculated, then the information is exchanged
back, and the process continues. This method is now called Schwarz alternating or
Schwarz multiplicative method.

In [85], P. L. Lions introduced a parallel version of this algorithm, called additive
Schwarz method. This idea received much attention due to the development of paral-
lel computer architectures and multiprocessor super-computer designs. One drawback
at that time, as pointed out by Lions in [86] was that it only worked for overlapping
sub-domains, which could limit the application of these methods. In consequence, he
proposed to replace the Dirichlet traces by the Robin interface transmission conditions.
He also noticed that in the one dimensional case, the Robin parameter can be cho-
sen to get an optimal convergence of the method. The method was then analyzed in
[71], [73], [74], [46], with Robin or Ventcell transmissions conditions, where a general
methodology, based on the optimization of the convergence factor of the algorithm was
proposed, to calculate the Robin or Ventcell parameters (see [46] for a review on this
method). We call it the Optimized Schwarz method. More recent studies of such algo-
rithm with Ventcell transmission conditions are given for example in [63], [114]. An
extension of the optimized Schwarz method to the Stokes equations is given in [40],
and in [33, 16] for the semi-discrete in time Navier-Stokes equations, in [87] for the
fully discrete Navier-Stokes equations. Robin–Robin methods have also been used to
improve the transmission condition for the Stokes-Darcy coupling, see [38], [32]. For
domain decomposition methods on the Stokes problem for incompressible and com-
pressible fluids, see also [97, 39].

Originally, Schwarz methods were made for spatial problems. Then, to extend their
usage to evolutionary ones, a natural approach is to discretize in time to get a station-
ary problem for each time step, then to apply Schwarz methods on this steady problem
(see, e.g. [25], [77]). This approach requires the same time discretization in all sub-
domains, hence limits the possibilities of using numerical approximations adapted to
the physics of the subdomain problem. In the framework of parallel calculation, it is
expensive as data have to be exchanged at every time step of the discretization. The
Waveform Relaxation technique can be applied to overcome this downside, and the
corresponding methods are called Schwarz Waveform Relaxation.
Like in the original Schwarz method, in Schwarz Waveform Relaxation methods the spa-
tial domain is decomposed into overlapping or non overlapping subdomains. The algo-
rithm computes independently in the subdomains on the whole time interval, exchang-
ing space-time boundary data through transmission operators. These operators can be
Dirichlet ([57]), or optimized Robin or Ventcell ([52], [91], [50]) and the method is
called Optimized Schwarz Waveform Relaxation (OSWR) method. Such method is an-
alyzed in [68], [69] in the context of mixed formulation. The algorithm being global in
time, using projection techniques ([53]), one can freely choose different time discretiza-
tions for each subdomain ([64], [68], [69]). An adaptive OSWR algorithm, based on
an a posteriori stopping criteria, is proposed and analyzed in [4], [5], wherein the iter-
ations are stopped when the domain decomposition error does not affect significantly
the global error.

The OSWR method have been developed and successfully used for advection reac-
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tion diffusion problems ([91], [50], [9], [64]) with applications to porous media flow
and transport ([61], [11], [68],[69]), hyperbolic problems ([52], [49], [62], [65]) and
the viscous Shallow Water system ([92]). This approach was extended to nonlinear
reaction diffusion equation in [24] and in [61] in the context of coupling transport and
chemistry in porous media. Schwarz waveform relaxation method has been extended
to compressible Navier-Stokes equations in [34], [35]. The OSWR method as been re-
cently extended and analyzed in [2, 3] for a nonlinear and degenerate parabolic prob-
lem, with nonlinear and discontinuous transmission conditions on the interface. OSWR
have also been used to improve the transmission condition in coupled problems, see for
instance [17], [95], [109], [111, 110] for ocean–atmosphere models. However, there
has not been up to now any complete study of this type of method for the time depen-
dent incompressible Stokes and Navier-Stokes equations.

Coupling domain decomposition and Parareal type methods

Choosing suitable solvers for Parareal could significantly enhance the overall perfor-
mance. At first glance, one may use domain decomposition methods as fine and coarse
solvers for Parareal iterations, which allows a two-level parallelization process in both
space and time direction (see [43], [36], [44], [90], [108]).

On the other hand, when iterative methods are used as solvers, the overall
process would then be composed of outer Parareal iterations and inner iterations of
the chosen method. To reduce the cost of the process, Maday and Turinici in [89]
suggested that few inner iterations are enough for solvers, the overall convergence is
still finally achieved via Parareal iterations (see, e.g., [93] for Jacobi method, [59],
[55], [54] for SWR methods, [23] for Waveform Relaxation methods, and [105] for
Dirichlet-Neumann/Neumann-Neumann waveform relaxation method).

Based on these two observations, we are interested in a coupling model for Parareal
and the non-overlapping Optimized Schwarz Waveform Relaxation method, whose con-
vergence analysis has not been given yet.

Aims of the thesis

In this thesis, we first study the coupling of Parareal and OSWR methods on advection
reaction diffusion problems, in one and two dimensions. A remarkable challenge is
that, while OSWR converges much faster than Dirichlet SWR, it also amplifies the dif-
ficulties in the convergence analysis, which cannot be performed using the same tech-
niques as for Dirichlet SWR like in [59]. After giving a convergence analysis, we test
its performance and give some comments on its parameters by performing numerical
illustrations.

In the next step, we extend the proof of convergence of the OSWR method to the
Stokes equations, and then, to the Oseen ones. We also take a look at the Parareal
method, as well as at the Parareal-OSWR coupling, for these equations.



List of Tables 5

Outline

The thesis is organized as follows: In the first chapter, we study the coupled Parareal-
OSWR method on parabolic equations. We start by presenting the model problem, then
we reintroduce the Parareal method and the OSWR methods, and we extend some of
their properties which we will use for our coupled method. The algorithm of the cou-
pling of Parareal with non-overlapping OSWR is then presented, followed by an en-
ergy analysis and numerical experiments in 1D and 2D. The coupling with overlapping
OSWR is introduced also, and its convergence is then given by using the convergence
factor of the overlapping OSWR.

In the second chapter, we analyze the Schwarz Waveform Relaxation method for the
two dimensional Stokes equations. We present first the Stokes equations, then the algo-
rithm. Some observations are shown next to illustrate the difference with the parabolic
case, which can lead to the non-converging behavior of the pressure, even though the
convergence of the velocity is always guaranteed by the energy estimate. We then pro-
pose a correction that helps us quickly get a converged pressure. The convergence
factor using Fourier transform follows. Next, we perform some numerical experiments
to verify the method and to show the existence of optimized coefficients to be used in
the Robin transmission conditions. Finally, we extend those theoretical observations
to the Oseen equations, and we propose a coupled Parareal-OSWR algorithm for the
Stokes equations.





Chapter 1

Coupling parareal with Optimized
Schwarz waveform relaxation for
parabolic problems

The Parareal algorithm is a time-parallel method that was proposed by Lions, Maday,
and Turinici to solve evolutionary problems in parallel, see [82]. The algorithm is con-
structed using two solvers: the coarse solver, which is fast but not very accurate, and
the fine solver, which is slower but more accurate. The long time interval is divided
into smaller windows, the fine solver is performed on each window, using some input
initial conditions. The outputs are then corrected by the coarse solver and used as the
inputs for the next iteration.

In the most simplified convergence analysis, the initial value problem was consid-
ered to be an ODE, the fine solver was exact and the coarse solver was the Backward
Euler method; in that analysis the outputs were computed exactly and so was the error.
More complex analyses of the performance of Parareal were also achieved: for non-
exact fine solvers for ODEs [7], for linear ordinary and partial differential equations
[56]; for the non-linear case [48].

In the construction of Parareal, one may choose suitable coarse and fine solvers to
fasten the process, for example by using an iterative method like, e.g., the Schwarz
waveform relaxation (SWR) method. As Parareal itself is also an iterative method, the
overall process would then be composed of outer iterations (Parareal) and inner iter-
ations corresponding to the coarse and fine solvers. In order to save CPU resources,
we might think of stopping the inner iterative solvers after a small number of itera-
tions, well before convergence, and hope that the overall convergence could be car-
ried through Parareal iterations. This idea was first raised in [89] for general iterative
methods; it was then developed for some iterative methods: for the Jacobi method (see
[93]), for SWR methods (see [59], [54]). In this contribution, we are more interested
in the latter, which will be recalled next.

SWR algorithms are based on a spatial domain decomposition. The spatial domain
is decomposed into overlapping or non overlapping subdomains; then the original prob-
lem is transformed into multi-domain space-time sub-problems. Starting from initial
fluxes on the space-time interfaces, each sub-problem can then be solved in parallel
over the whole time range; then the data are exchanged through the interfaces to cre-
ate better fluxes. The transmission conditions for the fluxes play an important role in
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the convergence process and several possibilities can be used, e.g., Dirichlet [57], Robin
[91, 50] or Ventcell [74]. The last two types of conditions contain free parameters that
can be chosen to optimize the convergence factor of the algorithm. While in the classi-
cal Schwarz method, exchanged fluxes are spatial functions only [46], the space-time
fluxes in the SWR method leave a wide range of choices for the discretization method
in the time direction in each sub-problem, which is quite useful in practice (see e.g.
[64, 68, 69]).

With all their properties mentioned above, SWR methods are already promising
choices for the solvers whenever one wants to use the Parareal methods, which allows
a two-level parallelization process: one level in Parareal iterations, and the other in
the SWR iterations. On the other hand, being seen as iterative methods, SWR could
be even more efficient to use with Parereal in a coupling framework. The idea is also
natural: as we do not run the solvers until convergence, we shall need to keep additional
intermediate outputs from the solvers during Parareal iterations, which, in the case of
SWR solvers, are fluxes on the interface.

As far as the coupling of Parareal with SWR is concerned, there exist up to now two
main references, both use SWR with Dirichlet transmission conditions:

• The PhD thesis [59] which proposed several choices of coupling but focused on
the one that uses non-converged classical SWR (i.e. with Dirichlet transmission
conditions) in the fine solver and leaves the coarse solver unchanged (like in the
classical Parareal).

• The article [54] (see also its earlier version, the proceeding paper [55]). In these
works, the coupled methods are call Parareal Schwarz Wavform Relaxation meth-
ods, or PSWR, and the coarse and fine solvers are both modified such that the
inner iterative process is now stopped after only 1 iteration.

In this chapter, we would like to couple Parareal with SWR with optimized Robin
or Ventcell transmission conditions (i.e. with “Optimized SWR”, also called OSWR
method). It has been shown in the existing references about SWR methods that the
Robin or Ventcell conditions give a much faster convergence than the Dirichlet ones.
For simplicity we will present and analyze the coupled method with Robin transmission
conditions. Obviously, the change in the transmission condition also amplifies the dif-
ficulties in the convergence analysis of the coupling algorithm, and we will inherit and
modify the techniques used in the two existing references mentioned above. However,
we will present numerical results both with Robin and Ventcell transmission conditions.

The chapter is organized as follows. In Section 1.1, we introduce the model problem
and state some stability and regularity properties of the solutions of the whole space-
time domain problem and of the sub-space-time-domain problems. In Section 1.2 we
recall basic ingredients of the Parareal method and give some observations which will
be useful to understand the numerical tests. In Section 1.3, the OSWR method is in-
troduced and we give an extension of known convergence results that we will use for
the analysis of the coupled method. In Section 1.4, we introduce the coupled Parareal-
OSWR algorithm and then, prove a general convergence result for the method via en-
ergy estimates in Section 1.5. Section 1.6 is for numerical illustration in 1D, in which
we also compare numerically our method to the one in [54], and in Section 1.7 we
present numerical experiments in 2D. After that, in Section 1.8, we give an extension
of the coupled method in the case of overlapping subdomains, where a bound for the
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convergence factor can be obtained, and which is almost linear. In addition, we also
get a bound for the operator matrix, by trying a different approach for the analysis.

The principal part of this chapter comes from an article in preparation, in collabo-
ration with Caroline Japhet (University Sorbonne Paris Nord), Yvon Maday (Sorbonne
University), and Pascal Omnes (CEA1).

1.1 Model problem

Denote L u := ∂tu− ν∂x xu+ a∂xu+ bu, Ω =R . For T > 0, we consider the following
problem

L (u) = f , in Ω× (0, T ), (1.1a)

u(·, 0) = u0, in Ω, (1.1b)

where ν, a and b are constants, with ν > 0 and b > 0. The source term f and the initial
condition u0 will be specified in Section 1.1.2.

1.1.1 Domain decomposition and notation

We consider a decomposition of Ω into two non-overlapping subdomains

Ω1 = (−∞, 0), Ω2 = (0,+∞),

and introduce the Robin interface operator for i = 1,2 as follows (see [84, 50]):

B1 = ν∂x −
a
2
+

p
2

, B2 = −ν∂x +
a
2
+

p
2

, (1.2)

Then, problem (1.1) can be reformulated as the following equivalent multi-domain
problem [86], with fi = f|Ωi

, ui = u|Ωi
, and u0,i = u0|Ωi

, i = 1,2:

L ui = fi in Ωi × (0, T ),
ui(·, 0) = u0,i in Ωi ,

(Biui)(0, ·) = ξi on (0, T ),
i = 1, 2, (1.3)

with
ξi := (Biu j)(0, ·) on (0, T ), j = 3− i, i = 1,2. (1.4)

In (1.2) p is a free parameter chosen such that : a) a Robin subdomain problem of
type (1.3) is well-posed, b) it leads to a fast converging algorithm (see Section 1.3).
Both issues will be specified later.

In what follows we will use the notation ξξξ := (ξ1,ξ2) for the Robin data on (0, T )
associated to the solution u of (1.1).

1.1.2 Existence and regularity results

We introduce the following spaces corresponding to the subdomain problems,

Xi = H1(Ωi), i = 1, 2, Y = H
1
4 (0, T ),

1The French Alternative Energies and Atomic Energy Commission
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and the local-regular space

X := {U ∈ L2(Ω) : U|Ωi
∈ Xi},

equipped with the norm ‖U‖X =

�

∑

i

‖U|Ωi
‖2Xi

�
1
2

.

With the Robin transmission conditions, we will need more regularity in our
analysis, in the anisotropic Sobolev spaces H r,s(Ω × (0, T )) = L2(0, T ; H r(Ω)) ∩
Hs(0, T ; L2(Ω)) defined in [83].

We recall below some useful regularity properties from [84].

Lemma 1.1. (Regularity of problem (1.1))
If u0 ∈ H1(Ω) and f ∈ L2(0, T ; L2(Ω)), problem (1.1) has a unique solution u in

H2,1(Ω× (0, T )) and there exists a constant C independent of u0 and f s.t.

‖u‖H2,1(Ω×(0,T )) ≤ C(‖u0‖H1(Ω) + ‖ f ‖L2(0,T ;L2(Ω))). (1.5)

Lemma 1.2. (Regularity of problem (1.3))
Let i = 1 or i = 2. If u0,i ∈ Xi , fi ∈ L2(0, T ; L2(Ωi)) and ξi ∈ Y , problem (1.3) has a

unique solution ui in H2,1(Ωi × (0, T )) and there exists a constant C independent of u0,
f , and ξi s.t.

‖ui‖H2,1(Ωi×(0,T )) ≤ C(‖u0,i‖Xi
+ ‖ fi‖L2(0,T ;L2(Ωi)) + ‖ξi‖Y ).

Lemma 1.3. (Trace theorem)
If u ∈ H2,1(Ω× (0, T )), then u(·, T ) ∈ X , (Biu)(0, ·) ∈ Y , i = 1,2, and there exists a

constant C s.t.2

‖(Biu)(0, .)‖Y ≤ C‖u‖H2,1(Ω×(0,T )), i = 1,2.

Similar estimates hold by replacing Ω by Ωi , u by ui , and X by Xi , for i = 1,2.

1.2 Parareal Method

The Parareal method introduced in [82] is a numerical method designed to solve evo-
lution problems in parallel. It is based on a decomposition in time of (0, T ) into subin-
tervals : (0, T ) = ∪N−1

n=0In, with In = (Tn, Tn+1), 0 ≤ n ≤ N − 1, and 0 = T0 < T1 <

. . .< TN−1 < TN = T. Over each such interval generically noted as I := (t0, t1), it uses
two propagation operators :

• G (I , U0) that provides a rough approximation of u(·, t1), where u is the solution
of (1.1), with initial condition u(·, t0) = U0.

• F (I , U0) that provides a more accurate approximation of u(·, t1).

For simplicity, we will consider a regular decomposition of (0, T ), i.e. such that
Tn+1 − Tn = ∆T , and we set In := (Tn, Tn+1), ∀n ∈ ¹0, N − 1º. The plain Parareal
algorithm [82] is as follows :

2Note that we have a better result : u(·, T ) ∈ H1(Ω).
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Algorithm 1 (Parareal)

Choose an initial data (U0
n )n∈¹0,Nº with U0

0 = u0 and U0
n an approximation of u(·, Tn), for

example : U0
n := G (In−1, U0

n−1), for n= 1, 2, . . . , N .

for k = 0, 1,... (Parareal iterations)
Set Uk+1

0 = u0 and perform the correction iterations

Uk+1
n+1 = G (In, Uk+1

n ) +F (In, Uk
n )−G (In, Uk

n ), n= 0, 1, . . . , N − 1. (1.6)

end for

We denote by un the solution of the (sequential) fine propagator at time Tn:

un =F ((0, Tn), u0), un =F (In−1, un−1), ∀n ∈ ¹1, Nº.

In practice, F will be close to exact, and thus, for the analysis presented here, we
suppose that F is the exact propagator, i.e.: F ((t0, t1), ũ0) = û(t1) where û is the
solution of (1.1a) with initial condition ũ0 at t = t0. In particular we can identify un

with u(·, Tn), where u is the solution of (1.1).

1.2.1 Convergence

We recall results from [56]. Let O be either L2(Ω), H1(Ω), or X . Suppose that there
exist γ1,γ2 depending on |I |= t1 − t0, such that, for all w, v ∈ O

‖G (I , w)−G (I , v)‖O ≤ γ1‖w− v‖O , (1.7)

‖(F −G )(I , w)− (F −G )(I , v)‖O ≤ γ2‖w− v‖O . (1.8)

Denoting Ek
n = Uk

n − un, 1≤ n≤ N , k ≥ 0, then (1.6), (1.7) and (1.8) imply

‖Ek+1
n+1‖O ≤ γ1‖Ek+1

n ‖O + γ2‖Ek
n‖O . (1.9)

Using the fact that Uk
0 = u0 for all k ≥ 0 and the fact that u1 = F (I0, u0), we obtain

from (1.6) that Ek+1
1 = 0, k ≥ 0. From this and (1.9), we obtain by induction the

following bound for k ≥ 0 and n≥ 1

‖Ek+1
n+1‖O ≤ γ2

n
∑

j=1

γ
n− j
1 ‖Ek

j ‖O . (1.10)

For a matrix A∈ Rm×n, we denote At the transpose of A, and we use the notation 0≤ A
if all elements of A are non-negative. We also use the notation A≤ B if 0≤ B − A.
Our notation leads to the following basic properties (provided the matrix operations
make sense)

A≤ B, B ≤ C ⇒ A≤ C ,
A≤ B, 0≤ C ⇒ AC ≤ BC .

Let Ek :=
�

‖Ek
1‖O ,‖Ek

2‖O , . . . ,‖Ek
N‖O

�t
, and M ∈ RN×N the Toeplitz matrix defined by

Mi j =

�

γ
i−1− j
1 if j < i,

0 if j ≥ i.
(1.11)
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Then (1.10) can be expressed in vector form as

Ek+1 ≤ γ2MEk, ∀k ≥ 0, (1.12)

which, by induction, implies

Ek ≤ (γ2M)kE0, ∀k ≥ 0. (1.13)

We recall the following property of M, which is shown in [56]

Lemma 1.4. If γ1 < 1 then

‖Mi‖∞ ≤
�

N − 1
i

�

. (1.14)

Remark 1.5. In the classical Parareal, O can be L2(Ω) or H1(Ω). In those cases, it is easy
to verify the Lipschitz properties (1.7)–(1.8) with the Lipschitz constant depending on O .
In Section 1.5 we will consider the convergence in L2(Ω), thus we will use condition (1.7)
with O = L2(Ω). In Section 1.8 we will consider the convergence in X ; in that case the
Lipschitz properties of G still hold, and we will have a similar property for the incomplete
OSWR fine solver.

1.2.2 Some remarks on the constants γ

We recall now the homogeneous problem on a time window (0,∆T )

∂tu− ν∂x xu+ a∂xu+ bu= 0, in R× (0,∆T ),

u(·, 0) = u0, in R.

Under Fourier transform, denoting k the wave number, the above problem becomes the
following ODE

∂t û+ νk2û+ aikû+ bû= 0,

û(0) = û0.

We suppose that G is deduced from the one step backward Euler method. Thus, for an
initial condition u0, setting U = G (u0), then Û is the solution of the following equation

Û − û0

∆T
+ (νk2 + aik+ b)Û = 0,

whose solution is Û = (1 + (νk2 + aik + b)∆T )−1û0. If F is the exact solver, then
u=F (u0) and

û= exp(−(νk2 + ail + b)∆T ).

We recall here that we are looking for the Lipschitz constants γ1 and γ2 of G andF−G ,
i.e., such that, ∀U , V

‖G (U)−G (V )‖ ≤ γ1‖U − V‖,
‖(F −G )(U)− (F −G )(V )‖ ≤ γ2‖U − V‖.
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The norm can be that of L2, H1 or of X , which does not change the values of γ1 and
γ2 in this case. We then get

γ1 =max
k
|(1+ (νk2 + aik+ b)∆T )−1|,

γ2 =max
k
|(1+ (νk2 + aik+ b)∆T )−1 − exp(−(νk2 + aik+ b)∆T )|.

Through a change of unknown function in the model ODE, it is always possible to come
back to the case in which b = 0; therefore, for the sake of simplicity, we shall restrict
the study to that case.

We have also γ1 ≤ 1 and the equality happens at k = 0. In practice, the discrete
wave number is bounded away from 0, hence we get γ1 < 1. We only need to study γ2.
We define the function

γ2(k) = |(1+ (νk2 + aik)∆T )−1 − exp(−(νk2 + aik)∆T )|.

1.2.2.1 The heat equation case

We consider first the case a = 0. For this case, the function γ2(k) is

γ2(k) = (1+ νk2∆T )−1 − exp(−νk2∆T ).

We have γ2(0) = lim
k→∞

γ2(k) = 0. As γ2(k) is continuous, the maximum can only be

at the points verifying γ′2(k) = 0. Setting x = νk2∆T we have γ2(k) = γ̃2(x) :=
(1+ x)−1 − exp(−x) and we have γ̃′2(x) = −(1+ x)−2 + exp(−x). Let x0 be such that
γ̃′2(x0) = 0, i.e. x0 satisfying exp(−x0) = (1+ x0)

−2. Hence, we conclude that

sup
k
γ2(k)≤ γ̃2(x0) = (1+ x0)

−1 − exp(−x0)

= (1+ x0)
−1 − (1+ x0)

−2 = x0(1+ x0)
−2 ≤

1
4

.

1.2.2.2 The case a > 0

Let

A(k) = exp(−νk2∆T ) cos(ak∆T ), B(k) = exp(−νk2∆T ) sin(ak∆T ),

C(k) =
1+ νk2∆T

(1+ νk2∆T )2 + a2k2∆T2
, D(k) =

ak∆T
(1+ νk2∆T )2 + a2k2∆T2

.

Then, it holds that

γ2
2(k) = (A(k)− C(k))2 + (B(k)− D(k))2.

We shall split the analysis into three different cases

• For large wave numbers: k ≥
1

p
ν∆T

We have that

γ2
2(k)≤ 2(A2(k) + B2(k) + C2(k) + D2(k))
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≤ 2
�

exp(−2νk2∆T ) +
1

(1+ νk2∆T )2 + a2k2∆T2

�

≤ 2

�

exp
�

−2ν∆T
1
ν∆T

�

+
1

(1+ ν∆T 1
ν∆T )2 + a2∆T2 1

ν∆T

�

≤ 2
�

1
e2
+

1
4

�

< 1

• For small k:

As γ2(k) is a continuous function in k and γ2(0) = 0, there exists k1 s.t., ∀ k ≤ k1,
γ2(k)< 1.

• For intermediate k: consider the case k1 < k <
1

p
ν∆T

We suppose first that

a ≤
p
ν

p
∆T

, (1.15)

which implies ak∆T ≤ 1. Then, cos(ak∆T ) > 0 and sin(ak∆T ) > 0. We next show
that 0≤ A(k)≤ 2C(k) and 0≤ B(k)≤ 2D(k). We have

A(k) = exp(−νk2∆T ) cos(ak∆T )≤ exp(−νk2∆T )≤
1

1+ νk2∆T
.

Hence, it is sufficient to show that

1
1+ νk2∆T

≤ 2
1+ νk2∆T

(1+ νk2∆T )2 + a2k2∆T2
,

or equivalently

1
2
≤

(1+ νk2∆T )2

(1+ νk2∆T )2 + a2k2∆T2
=

1

1+
a2k2∆T2

(1+ νk2∆T )2

.

Thus, it remains to prove

a2k2∆T2

(1+ νk2∆T )2
≤ 1,

which is trivial under the condition ak∆T ≤ 1. Therefore, 0≤ A(k)≤ 2C(k).
It remains to show that B(k) ≤ 2D(k). Multiplying both sides of this inequality by

exp(νk2∆T )
ak∆T

, the new equivalent inequality to be proven is then

sin(ak∆T )
ak∆T

≤
exp(νk2∆T )

ν2k4∆T2

2 + νk2∆T + 1
2 +

(ak∆T )2
2

(1.16)

The condition ak∆T ≤ 1 implies ν
2k4∆T2

2 +νk2∆T+ 1
2+
(ak∆T )2

2 ≤ ν2k4∆T2

2 +νk2∆T+
1.

In addition, one has
sin(ak∆T )

ak∆T
≤ 1 and exp(νk2∆T )≥ 1+(νk2∆T )+

(νk2∆T )2

2
.

Therefore, the inequality (1.16) is true.
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Now, we have 0≤ B(k)≤ 2D(k). Therefore, we obtain

γ2
2(k) = (A(k)− C(k))2 + (B(k)− D(k))2 ≤ (C(k))2 + (D(k))2 ≤ 1.

We have (C(k))2 + (D(k))2 = 1 if and only if k = 0. As k is bounded away from 0, the
equality cannot happen, thus γ2 =max

k
γ(k)< 1.

One may probably obtain a less restrictive bound on a than (1.15) by performing
a more dedicated analysis, but an hypothesis of the type "a small enough" is necessary.
Indeed, if a is large enough, there are values of k such that we have both νk∆T ≈ 0,

and ak∆T ≈
3π
2

. Then A(k)≈ 0, B(k)≈ (−1) and

γ2
2 ≈ C2(k) + (D(k) + 1)2

≈ C2(k) + D2(k) + 2D(k) + 1

≈
1

1+ 9π2

4

+
3π

1+ 9π2

4

+ 1

≈ 1.44.

Hence, if a is arbitrary large, one can find k such that γ2(k)> 1, i.e. γ2 > 1.

1.3 Optimized Schwarz Waveform Relaxation Method

The OSWR method [51, 52, 91], for solving problem (1.1) is a space-time parallel
method based on a domain decomposition in space only

Ω1 = (−∞, 0), Ω2 = (0,+∞).

Let I = (0, T ), and I+ the set of intervals of R+. The method solves iteratively sub-
problems on Ω1 ×I and Ω2 ×I , exchanging space-time boundary data3 through the
Robin operators B1 and B2 (defined in (1.2)), where the parameter p is chosen to
optimize the convergence factor of the algorithm. The method is thus defined using a
subproblem solution operator and a transmission operator: for i = 1, 2 :

• the solution operatorMi(I , u0,i ,ξi), i = 1, 2, that maps the available Robin con-
dition ξi and initial condition u0,i to the subdomain solution ui

4:

Mi :
I+ ×H1(Ωi)×Y → H2,1(Ωi ×I )
(I , u0,i ,ξi) → ui ,

(1.17)

where ui is the solution of the following Robin problem in Ωi ×I

L ui = f in Ωi ×I ,
ui(·, 0) = u0,i in Ωi ,

(Biui)(0, ·) = ξi on I .
i = 1,2, (1.18)

3In the 1d case considered here, the interface is reduced to one point in space, thus the exchanged data
depend on time only.

4the operatorMi should depend also on f but we omit it here to simplify the notations.
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• the transmission operator Bi , i = 1, 2, that maps the available neighbor subdo-
main solution u j ∈ H2,1(Ω j × I ), j = 3 − i, to a new Robin datum ξi ∈ Y :
ξi = (Biu j)(0, ·) on I .

Using the definition ofMi , problem (1.3)-(1.4) can be rewritten as

ui =Mi(I , u0,i ,ξi), i = 1, 2, (1.19a)

ξi = (Biu j)(0, ·) on I , j = 3− i, i = 1,2. (1.19b)

The OSWR algorithm for solving problem (1.19) (or equivalently (1.1)) is as follows.

Algorithm 2 (OSWR)

Choose an initial Robin data ξξξ0 = (ξ0
1,ξ0

2) on I , for example ξ0
i =

(Biu0,i)(0, ·), on (0, T ), i = 1, 2.
for `= 1,2,... (OSWR iterations)

1. Solve the local space-time Robin problems by calculating

u`i =Mi(I , u0,i ,ξ
`−1
i ), i = 1, 2. (1.20)

2. Update the Robin interface term ξξξ` = (ξ`1,ξ`2), with

ξ`i = (Biu
`
j)(0, ·) on I , j = 3− i, i = 1,2. (1.21)

end for

Remark 1.6. By definition ofMi and u`i in (1.20), the interface condition is

(Biu
`
i )(0, ·) = ξ`−1

i , i = 1,2. (1.22)

Then, from (1.21), and using thatBi = −B j + p, we obtain, for `≥ 1

ξ`i = −ξ
`−1
j + pu`j , j = 3− i, i = 1,2. (1.23)

Let L ∈ N∗. In the sequel we will denote in compact form

(uL ,ξξξL) = OSWRL(I , u0,ξξξ0), (1.24)

where uL ∈ L2(Ω × I ) with uL|Ωi
= uL

i , i = 1,2, and ξξξL = (ξL
1 ,ξL

2) are the output
after L iterations of algorithm (1.20)–(1.21) with initial condition u0 and initial Robin
datum ξξξ0 on I .

1.3.1 Stability and convergence

We suppose that f ∈ L2(0, T ; L2(Ω)). For simplicity, we will use the notation ‖ · ‖ for
the L2-norm in Ω or in Ωi , i = 1, 2, and ‖ · ‖I for the (L2(I ))2-norm.
Let (u`i ,ξ

`
i ), i = 1,2 be defined by (1.20)–(1.21). For the convergence analysis below,

we introduce the following notations for the errors, for i = 1,2 and `≥ 1:

ζ`i := ξ`i − ξi , where ξi is defined in (1.4), and we set ζζζ` := (ζ`1,ζ`2), (1.25)

e`i := u`i − u, where u is the solution of (1.1), (1.26)

e` := the function in L2(Ω× (0, T )) s.t. e`|Ωi
= e`i , i = 1,2. (1.27)
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Theorem 1.7. Let L ∈ N∗. If u0 ∈ H1(Ω) and ξξξ0 ∈ Y 2, then, Algorithm 2 is well-defined
and we have

L
∑

`=1

�

1
2‖e

`(., T )‖2 +
∑

i

‖e`i ‖
2
L2(0,T,H1(Ωi))

�

+ 1
2p‖ζζζ

L‖2I =
1

2p‖ζζζ
0‖2I .

Hence, Algorithm 2 converges for p > 0 in L∞(0, T ; L2(Ω1)) ∩ L2(0, T ; H1(Ω1)) ×
L∞(0, T ; L2(Ω2))∩ L2(0, T ; H1(Ω2)) to the solution u of (1.1).

Proof. We proceed by recurrence. We have u0,i ∈ Xi independently of `. Moreover,
let us suppose that ξ`−1

i ∈ Y (this is true for ` = 1). Then from Lemma 1.2 we have
u`i ∈ H2,1(Ωi × (0, T )). Then from Lemma 1.3, or using (1.23) and the Trace theorem,
we have ξ`i ∈ Y , thus Algorithm 2 is well-defined. The proof of the energy estimate is
done in [50] (Theorem 5.15) and we recall it in Appendix 2.11.1.

In the context of the coupled Parareal-OSWR method in Section 1.4, incomplete
iterations of the OSWR algorithm are performed at each Parareal iteration. This implies
that the new initial condition for the OSWR algorithm, through Parareal iterations, will
no more be in H1(Ω), but only inX . Therefore we need the following extended result,
that will be used to prove the convergence of the coupled Parareal-OSWR method later.

We still use notations (1.25)–(1.27) for the errors. We suppose that the initial con-
dition of Algorithm 2, denoted now by ū0, verifies ū0 ∈ X , ū0 6= u(·, 0) (where u is the
solution of (1.1)), and we introduce the additional notation for the error at time t = 0
:

e0 := ū0 − u(·, 0),

with e0,i := e0|Ωi
, i = 1,2.

Theorem 1.8. Let L ∈ N∗. If the initial condition of Algorithm 2 is ū0 ∈ X , ū0 6= u(·, 0),
and if ξξξ0 ∈ Y 2, then, Algorithm 2 is well-defined and we have

L
∑

`=1

�

1
2‖e

`(., T )‖2 +
∑

i

‖e`i ‖
2
L2(0,T,H1(Ωi))

�

+ 1
2p‖ζζζ

L‖2I =
L
2‖e0‖2 +

1
2p‖ζζζ

0‖2I . (1.28)

Proof. For i = 1,2, let (u`i ,ξ
`
i ) be defined by (1.20)–(1.21) with initial condition ū0.

We set ζ`i := ξ`i − ξi , where ξi is defined in (1.4), and e`i := u`i − u|Ωi
, where u is the

solution of (1.1).
With (ζ0

1,ζ0
2) given, the error e`i , i = 1, 2, satisfies, for `≥ 1 :

L e`i = 0 in Ωi ×I ,
e`i (·, 0) = e0,i in Ωi ,

(Bie
`
i )(0, ·) = ζ`−1

i on I ,
i = 1,2, (1.29)

where ζ`i = (Bie
`
j )(0, ·), `≥ 1, j = 3− i, i = 1, 2. (1.30)

Then we follow the same steps as in the proof of Theorem 1.7 in Appendix 2.11.1 until
estimate (144), which is written, using that e`i (·, 0) = e0,i ,∀`≥ 1 :

L
∑

`=1

�

1
2‖e

`(., T )‖2 +
∑

i

‖e`i ‖
2
L2(0,T,H1(Ωi))

�

+ 1
2p‖ζζζ

L‖2I =
L
2

∑

i

‖e0,i‖2 +
1

2p‖ζζζ
0‖2I ,

which ends the proof of Theorem 1.8.
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1.3.2 Optimized Robin parameters

In this section we give the methodology to calculate the Robin parameter p involved
in the OSWR method. This parameter is chosen to optimize the convergence factor of
the algorithm, and is thus called "optimized parameter".

The calculation of the convergence factor extends the one of Lemma 5.7 in [50],
obtained for u0 ∈ H2(Ω), to the case u0 ∈ H1(Ω). By linearity of Mi , from (1.19a)
and (1.20), the error e`i := u`i −u, i = 1,2, at iteration ` of the OSWR method, satisfies
e`i =Mi(I , 0,ζ`−1

i ), with ζ`−1
i = ξ`−1

i − ξi and f = 0. Equivalently, e`i is solution of
the following problem

L e`i = 0 in Ωi ×I ,
e`i (·, 0) = 0 in Ωi ,

(Bie
`
i )(0, ·) = ζ`−1

i on I .
i = 1, 2, (1.31)

From (1.19b) and (1.21), we have ζ`i =Bie
`
j (0, ·), i = 1, 2, and thus the transmission

conditions on I in (1.31) also reads

(Bie
`
i )(0, ·) = (Bie

`−1
j )(0, ·) on I , j = 3− i, i = 1, 2. (1.32)

Now, in order to use the Fourier transform, we extend (1.31)– (1.32) to R in the
following way :
• for ` = 1, the Robin condition in (1.31) is with ζ0

i ∈ Y and we can extend ζ0
i

by zero to H
1
4 (R) to obtain a function, denoted by ζ̃0

i , vanishing on (−∞, 0), and on
(T,+∞), for i = 1,2. Then we can extend equations (1.31) to R , and their solutions,
denoted by (ẽ1

1, ẽ1
2), vanish on (−∞, 0) and coincide with (e1

1, e1
2) on (0, T ).

• for ` ≥ 2, we define the Robin trace ζ̃`−1
i := (Bi ẽ

`−1
j )(0, ·) on {0} × R , which

belongs to H
1
4 (R), vanishes on (−∞, 0) and coincides with (Bie

`−1
j )(0, ·) on {0} ×

(0, T ), for i = 1, 2. The subdomain problems (1.31) are extended on Ωi ×R as follows
:

L ẽ`i = 0 in Ωi ×R ,
ẽ`i (·, 0) = 0 in Ωi ,

(Bi ẽ
`
i )(0, ·) = ζ̃`−1

i on R ,
i = 1, 2, (1.33)

and their solution vanish on (−∞, 0) and coincide with (e`1, e`2) on (0, T ). In particular,
by the definition of ζ̃`−1

i above, the transmission condition (1.32) has been extended
on {0} ×R in (1.33) as follows :

(Bi ẽ
`
i )(0, ·) = (Bi ẽ

`−1
j )(0, ·) on R , j = 3− i, i = 1, 2. (1.34)

Note that for ` ≥ 1, the property ζ̃`−1
i ∈ H

1
4 (R) implies that the solution e`i of

problem (1.33) is in H2,1
loc (Ωi×R) 5 (using Lemma 1.2), and thus the new Robin datum

ζ̃`i , defined above, is in H
1
4
loc(R) (using Lemma 1.3).

5Here we set H2,1
loc (Ωi ×R) =

�

H2,1(Ωi × (T1, T2)),∀T1, T2 ∈ R
	

, i = 1, 2.
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In what follows, we use Fourier transform in time, in the sense of tempered distri-
butions.

Then, we solve in each subdomain the ordinary differential equation

iωê`i − ν∂x x ê`i + a∂x ê`i + bê`i = 0, i = 1, 2, (1.35)

with the characterisitic roots

r− =
a−
p

d
2ν

, r+ =
a+
p

d
2ν

, d = a2 + 4ν(b+ iω), (1.36)

where
p

d is the complex square-root with positive real part :
let d̃ =

Æ

(a2 + 4νb)2 + 16ν2ω2, then

p

d =

√

√ d̃ + a2 + 4νb
2

+ i sign(ω)

√

√ d̃ − a2 − 4νb
2

.

Thus,Re(r+)> 0 andRe(r−)< 0, and the solutions ê`i ∈ L2(Ωi), i = 1, 2 are given
by6

ê`1 =
2

p
d + p

ζ̂`−1
1 (ω)er+x , ê`2 =

2
p

d + p
ζ̂`−1

2 (ω)er−x , `≥ 1. (1.37)

Then, replacing (1.37) in the transmission conditions (1.34) leads to

∀`≥ 1,

�

ζ̂`1
ζ̂`2

�

=

�

−
p

d + p
p

d + p

��

ζ̂`−1
2
ζ̂`−1

1

�

. (1.38)

Setting ζ̂ζζ
`

:= (ζ̂`1, ζ̂`2), from (1.38), we have

∀`≥ 2, ζ̂ζζ
`
= ρ0(ω, p) ζ̂ζζ

`−2
, with ρ0(ω, p) :=

�

−
p

d + p
p

d + p

�2

. (1.39)

From (1.39), by induction on ` we obtain,

ζ̂ζζ
2`
= (ρ0(ω, p))` ζ̂ζζ

(0)
, ∀`≥ 1. (1.40)

From (1.40), the convergence factor of the algorithm is ρ0(ω, p), defined in (1.39).
Note that from (1.38) we have, for all ω ∈ R , and for `≥ 1

|ζ̂`i (ω)| ≤ |ζ̂
`−1
3−i (ω)|, for i = 1, 2.

Using that ζ̃ζζ
0
∈ H

1
4 (R), the above inequality implies, by induction, that

ζ̃ζζ
`
∈ H

1
4 (R), ∀`≥ 1.

While we have max
ω∈R
|ρ0(ω, p)| = lim

ω→∞
|ρ0(ω, p)| = 1, we can use the continuous

convergence factor ρ0(ω, p) to calculate an efficient Robin parameter for the discrete
setting (see e.g. [73, 91, 46, 50]).

6Note that here the term “∂x " in Bi is multiplied by ν while this is not the case in [50]. Thus ê`i is
slightly different here, from the one of [50].
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Indeed, in numerical computations, the frequency ω is bounded, i.e. we have

ωmin ≤ ω ≤ ωmax where ωmax =
π

∆t
is the largest discrete frequency supported by

the numerical time grid, and ωmin =
π

T
is smallest frequency relevant to the global

time interval. Defining
ρc(p) := max

π
T ≤ω≤

π
∆t

|ρ0(p,ω)|,

then the optimized Robin parameter pc is chosen such that it verifies

ρc(pc) =min
p>0
ρc(p). (1.41)

In practice, the minimization problem (1.41) is solved numerically, using the fmin-

search function in MATLAB.

1.4 Coupled Parareal-OSWR method

Coupling Parareal with domain decomposition was introduced in [59, 55, 54].
Like in Section 1.2, we set (0, T ) = ∪N−1

n=0In. Then the Parareal-OSWR algorithm is
defined using the coarse propagator G of Section 1.2 and the incomplete7 fine propa-
gator OSWRL defined by (1.24) as follows :

Algorithm 3 (Coupled Parareal-OSWR)

1. Choose an initial data (U0
n )n∈¹0,Nº with U0

0 = u0 and U0
n an approximation of u(·, Tn), for

example U0
n := G (In−1, U0

n−1), for n= 1, 2, . . . , N .

2. Choose an initial Robin data (ξξξ0,0
n )n∈¹0,N−1º, with ξξξ0,0

n := (ξ0,0
1,n,ξ0,0

2,n) on In, for example

ξ0,0
i,n = (BiU

0
n )(0, ·), i = 1,2.

for k = 0, 1,... (Parareal iterations)
1. On each time interval In, n= 0, 1, . . . , N − 1 :

Calculate (uk,L
n ,ξξξk,L

n ) = OSWRL(In, Uk
n ,ξξξk,0

n ). (1.42)

2. Set Uk+1
0 = u0 and do Parareal corrections:

Uk+1
n+1 = uk,L

n (·, Tn+1) +G (In, Uk+1
n )−G (In, Uk

n ). (1.43)

Update the interface term: ξξξk+1,0
n = ξξξk,L

n . (1.44)

end for

Remark 1.9. In (1.42), if L =∞, then uk,L
n ∈ H1(Ω), for all n ≥ 0, k ≥ 0. However, if

L <∞ and chosen small (e.g. L = 2), then uk,L
n ∈ X , for all n ≥ 0, k ≥ 0, but there is

very few chance that uk,L
n be in H1(Ω). Thus, using (1.43) and that u0 ∈ H1(Ω) ⊂X , we

will have Uk
n ∈ X , for all n≥ 0, k ≥ 0.

1.5 Convergence of the Parareal-OSWR algorithm

We will consider the convergence in the L2(Ω)-norm. As in Section 1.3, ‖ · ‖ will stand
for the L2-norm in Ω or in Ωi , i = 1,2, and ‖ · ‖I the (L2(I ))2-norm. Let eG be the
coarse propagator associated to the source term f = 0. We have the following result

7In the sense that L will be smaller than the number of iterations required for convergence.
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Theorem 1.10. We suppose that there exists a constant γ1 such that eG satisfies for each
n= 0,1, . . . , N

‖ eG (In, U)‖ ≤ γ1‖U‖, ∀U ∈ L2(Ω). (1.45)

Then, when k→∞

• Uk
n converges to u(., Tn) in L2(Ω),

• uk,`
i,n converges to u|Ωi×[Tn,Tn+1] in L2(Tn, Tn+1, H1(Ω)) for all `= 1,2, . . . , L.

In order to prove Theorem 1.10, we first introduce some notation and prove the
following lemmas.

Notation for error estimation

Let u be the solution of problem (1.1), and (uk,`
n ,ξξξk,`

n )1≤`≤L be the sequence of iterates
through the OSWR step (1.42). We define, for k = 0,1, . . ., and n= 0, . . . , N − 1:

• Ek
n := Uk

n − un, n= 0, . . . , N , where un = u(., Tn),

• ek,`
n := uk,`

n −u, the error in L2(Ω×In) at each iteration ` inside step (1.42), with
ek,`

i,n := ek,`
n |Ωi

, i = 1, 2, for `= 1, . . . , L,

• ζζζk,`
n := ξξξk,`

n −ξξξn, for `= 1, . . . , L, where ξξξn = ((B1u)(0,In), (B2u)(0,In)).

Then, by linearity, the algorithm on the error reads

Algorithm 4 (Coupled Parareal-OSWR algorithm on the error)

1. Define initial data (E0
n)n∈¹0,Nº with E0

0 = 0, E0
n := G (In−1, U0

n−1) − un, where U0
0 = u0,

n= 1,2, . . . , N .
2. Define initial Robin data (ζζζ0,0

n )n∈¹0,Nº, with ζζζ0,0
n := (ζ0,0

1,n,ζ0,0
2,n) on In, where ζ0,0

i,n =
(Bi E

0
n)(0, ·), i = 1,2.

for k = 0, 1,... (Parareal iterations)
1. On each time interval In, n= 0, 1, . . . , N − 1 :

Calculate (ek,L
n ,ζζζk,L

n ) = OSWRL(In, Ek
n ,ζζζk,0

n ). (1.46)

2. Set Ek+1
0 = 0 and do Parareal correction:

Ek+1
n+1 = ek,L

n (·, Tn+1) + eG (In, Ek+1
n − Ek

n). (1.47)

Update the interface term: ζζζk+1,0
n = ζζζk,L

n . (1.48)

end for

Lemma 1.11. For all n ∈ ¹0, N − 1º, we have:

K
∑

k=0

‖ek,L
n (., Tn+1)‖2 ≤ L

K
∑

k=0

‖Ek
n‖

2 + 1
p‖ζζζ

0,0
n ‖

2
In

. (1.49)
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Proof. Step (1.46) corresponds to the OSWR algorithm, on I := In, with initial con-
dition Ek

n ∈ X (see Remark 1.9). Thus, from (1.28) with e0 := Ek
n , e`i := ek,`

i,n , and

ζζζ` := ζζζk,`
n , we obtain

L
∑

`=1

�

1
2‖e

k,`
n (., Tn+1)‖2 +

∑

i

‖ek,`
i,n‖

2
L2(Tn,Tn+1;H1(Ωi))

�

+ 1
2p‖ζζζ

k,L
n ‖

2
In
= L

2‖E
k
n‖

2 + 1
2p‖ζζζ

k,0
n ‖

2
In

.

Moreover, in our algorithm, from (1.48) we have ζζζk,L
n = ζζζk+1,0

n , thus

L
∑

`=1

�

1
2‖e

k,`
n (., Tn+1)‖2 +

∑

i

‖ek,`
i,n‖

2
L2(Tn,Tn+1;H1(Ωi))

�

+ 1
2p‖ζζζ

k+1,0
n ‖2In

= L
2‖E

k
n‖

2 + 1
2p‖ζζζ

k,0
n ‖

2
In

.

Summing with respect to k, from 0 to K , we get a telescopic sum on the interface and
therefore

K
∑

k=0

L
∑

`=1

�

1
2‖e

k,`
n (., Tn+1)‖2 +

∑

i

‖ek,`
i,n‖

2
L2(Tn,Tn+1;H1(Ωi))

�

+ 1
2p‖ζζζ

K+1,0
n ‖2In

= L
2

K
∑

k=0

‖Ek
n‖

2 + 1
2p‖ζζζ

0,0
n ‖

2
In

, (1.50)

from which we obtain (1.49).

Lemma 1.12. We suppose that eG satisfies (1.45). Then, for all n ∈ ¹0, N − 1º,

K
∑

k=0

‖Ek+1
n+1‖

2 ≤ 8γ2
1

K+1
∑

k=0

‖Ek
n‖

2 + 2
K
∑

k=0

‖ek,L
n (., Tn+1)‖2. (1.51)

Proof. Using the triangle inequality in (1.47), and then (1.45), we get

‖Ek+1
n+1‖

2 ≤ 2‖ eG (In, Ek+1
n − Ek

n)‖
2 + 2‖ek,L

n (., Tn+1)‖2,

≤ 2γ2
1‖E

k+1
n − Ek

n‖
2 + 2‖ek,L

n (., Tn+1)‖2,

≤ 4γ2
1

�

‖Ek+1
n ‖2 + ‖Ek

n‖
2
�

+ 2‖ek,L
n (., Tn+1)‖2.

Then, summing with respect to k, from 0 to K , we have

K
∑

k=0

‖Ek+1
n+1‖

2 ≤ 4γ2
1

K
∑

k=0

�

‖Ek+1
n ‖2 + ‖Ek

n‖
2
�

+ 2
K
∑

k=0

‖ek,L
n (., Tn+1)‖2,

from which we deduce (1.51).

With these lemmas, we can now prove Theorem 1.10

Proof of Theorem 1.10. From Lemmas 1.11 and 1.12, we get

K
∑

k=0

‖Ek+1
n+1‖

2 ≤ 8γ2
1

K+1
∑

k=0

‖Ek
n‖

2 + 2L
K
∑

k=0

‖Ek
n‖

2 + 2
p‖ζζζ

0,0
n ‖

2
In

.
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Denoting γ2 = 8γ2
1 + 2L and Rn = ‖E0

n+1‖
2 + 2

p‖ζζζ
0,0
n ‖

2
In

, we can rewrite this inequality
as

K+1
∑

k=0

‖Ek
n+1‖

2 ≤ γ2

K+1
∑

k=0

‖Ek
n‖

2 + Rn, n ∈ ¹0, N − 1º.

From this inequality, by induction, we obtain

K+1
∑

k=0

‖Ek
n+1‖

2 ≤ γn+1
2

K+1
∑

k=0

‖Ek
0‖

2 +
n
∑

j=0

γ
j
2Rn− j , n ∈ ¹0, N − 1º.

Using that Ek
0 = 0, ∀k ≥ 0, we finally obtain

K+1
∑

k=0

‖Ek
n+1‖

2 ≤
n
∑

j=0

γ
j
2Rn− j , n ∈ ¹0, N − 1º. (1.52)

Since the right-hand side of (1.52) does not depend on K , this shows that, for a given

n ∈ ¹0, Nº, the sum
K
∑

k=0

‖Ek
n‖

2 is bounded with respect to K . Hence Ek
n converges to 0

in the L2(Ω)-norm when k→∞. Moreover, from inequality (1.50), we obtain, for all
`= 1, 2, . . . , L

K
∑

k=0

‖ek,`
i,n‖

2
L2(Tn,Tn+1;H1(Ωi))

≤
L
2

K
∑

k=0

‖Ek
n‖

2 + 1
2p‖ζζζ

0,0
n ‖

2
In

.

As the sum in the right-hand side of the above inequality is bounded with respect to K ,
then the sum in the left is also bounded with respect to K . Hence, ek,`

i,n tends to 0 in

L2(Tn, Tn+1; H1(Ωi)), i.e, uk,`
i,n → ui,n in L2(Tn, Tn+1; H1(Ωi)), for any `.

Remark 1.13. The proof of convergence of the nonoverlapping Parareal-OSWR algorithm
in Theorem 1.10 (using energy estimates) is done with Uk

n ∈ X , for all n ≥ 0, k ≥ 0 (see
Remark (1.9)). This result is obtained without any correction on Uk

n so that it is more
regular (i.e. in H1(Ω)). Thus, in practice we do not need a correction on Uk

n to have a
convergent algorithm.

1.6 Numerical illustrations in 1D

In this section we give some numerical illustrations of the performance of the coupled
Parareal-OSWR method in one dimension. We use here the 1D cell-centered finite vol-
ume method, with the centered discretization for the diffusion term. The advection
term is based on a centered discretization (for regular advection-diffusion) or an up-
wind discretization (in the advection dominated case). With the cell-centered finite
volume method, the domain decomposition method needs to add an additional un-
known associated to the interface of the domains; we use the strategy proposed in [10]
for the discretization on the interface. For the time discretization, the backward Euler
method is used.
To start, we run a mono-domain solver - no domain decomposition in both space and
time - to obtain a numerical solution which will be the reference solution with respect
to which all the H1-errors in the tests that follow will be calculated.
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Next, in the Parareal algorithm, as well as for the coarse solver in our coupled
method, we use a mono-domain solver (no domain decomposition in space). Then, we
test the pure OSWR method - no decomposition in time - to validate our DD-code and
to find the smallest required number of OSWR-iterations if we want to use OSWR for
the fine solver. We should also clarify that it is different to consider L iterations in the
OSWR solver when the latter is used as the fine solver in the pure Parareal method and
to apply our coupled method with L: In the first case, one resets the Robin terms at the
start of each Parareal iteration, which leads to a slower general convergence. Finally,
the main part of our tests is the performance of our coupled method for different choices
of L, for L = 1,2, 4,8.

We will also test the PSWR method of [54], [55], which is nothing but the case L = 1
coupled with an incomplete coarse solver based on only one iteration of Waveform Re-
laxation, either with Dirichlet or Robin boundary conditions. The PSWR method was
originally proposed with initial guesses U0

n and ξξξ0
n constructed from the initial incom-

plete coarse solver, which is probably less efficient than starting from values constructed
from the fully converged initial coarse solver. Here, we take the same initial values for
all tests, namely initial guesses constructed from the full coarse solver. In addition,
the initial values of the Robin terms are refined by applying the Robin operators to a
linear interpolation between U0

n and U0
n+1, which runs slightly faster than the classical

constant initial Robin terms of OSWR.

1.6.1 Regular Advection-Diffusion with an exact testing solution

We set Ω=]0, 1[, T = 1, and consider the 1D advection-diffusion equation with coeffi-
cients ν= a = 1, b = 0. We consider the exact solution u(x , t) = exp(−t) sin(πx). The
domain Ω is decomposed into two sub-domains Ω1 =]0,1/2[ and Ω2 =]1/2,1[ and ten
time sub-intervals (i.e. N = 10).

With the exact solution, we can calculate the scheme error e between the exact
solution and the mono-domain reference numerical solution, and we stop when the
relative error between the current iterative solution in the coupled algorithm and the

mono-domain reference numerical solution is smaller than
e

10
.

The mesh and time steps are first chosen as follows :
∆x = 5.10−3,∆t = 2,5.10−3 (case 1) and ∆x = 2, 5.10−3,∆t = 6,75.10−4 (case

2).

Figure 1.1: Example 1: The numerical solutions for case 1 (left) and case 2 (right)
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Figure 1.2: Example 1: Relative errors versus Parareal iterations for case 1 (left) and
case 2 (right) for different values of L in the coupled method and for the pure

Parareal method (L =∞)

1.6.1.1 Case 1

L PSWR 1 2 4 8 20(∞)
k 29 31 15 12 6 6
L ∗ k 29 31 30 48 48 120

Table 1.1: Example 1 (case 1) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L

solver OSWR Parareal
Parareal-OSWR
(L = 2)

PSWR

iterations (n) 20 120 30 29
loss factor (l = n/20) - 6 1.5 1.45
gain factor (N) - 10 10 10
final gain factor (N/l) - 1.33 6.67 6.9

Table 1.2: Example 1 (case 1) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver

We first study the case ∆x = 5.10−3,∆t = 2, 5.10−3. In this case, without any de-
composition in the time direction (pure OSWR method), one needs at least 15 iterations
of OSWR to reach the stopping criterion. Hence, we can consider L = 20 as L =∞
(full convergence of the OSWR method).
From Figure 1.2 and Table 1.1, we observe that L = 2 is the best choice for our coupled
method, while the PSWR method performs a little bit better. The performance of the
line L = 1 is quite similar to the PSWR, they are almost parallel after the 4th iteration.
It can be explained as the number of iterations needed for the coarse solver is small,
so doing full convergence of the coarse solver or doing only one iteration are not very
different. It also implies that the coarse solver plays a less important role in the overall
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convergence.
The choice L = 4 and L = 8 are quite behind those smaller ones. Especially, the line
L = 4 almost coincides with L = 2 in some first Parareal iterations, before falling down
more rapidly. The speed-up compared to the pure OSWR of the best choice L = 2 is
shown in Table 1.2. In that and similar tables below, we call "loss factor" the ratio of the
total number of OSWR iterations in the coupled method to the number of iterations of
the stand-alone OSWR method. What we call the final gain factor is actually the speed-
up obtained with the coupled method with respect to the stand-alone OSWR method. It
is equal to the number of time windows divided by the loss factor. Note that this speed-
up value neglects the cost of the coarse solver and of the additional communications
between time windows.

Other choices of L also give promising speed-up, and all choices perform a linear
convergence - similarly to the convergence of OSWR. One may guess that the OSWR
dominates the overall convergence.
An additional remark is that the relative performance of L = 4 and L = 8 can be
improved if we decrease the stopping error: for example, in fact, the error of L = 4
at the 15th iteration is close to the error of L = 2 at the 30th iteration (so there the
ratio of total iterations between L = 2 and L = 4 will be around 1, while it is 30/48 in
Table 1.1).

1.6.1.2 Case 2

L PSWR 1 2 4 8 32(∞)
k 48 49 25 13 10 6
L ∗ k 48 49 50 52 80 132

Table 1.3: Example 1 (case 2) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L

solver OSWR Parareal
Parareal-OSWR
(L = 1)

PSWR

iterations (n) 32 132 49 48
loss factor (l = n/32) - 6 1.53 1.5
gain factor (N) - 10 10 10
final gain factor (N/l) - 1.67 6.54 6.67

Table 1.4: Example 1 (case 2) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver

For ∆x = 2,5.10−3,∆t = 6,75.10−4, we observe in Table 1.3 that L = 1 is the best
choice for our coupled method, and PSWR still performs a little better. The best final
gain factor, which is given in Table 1.4, is quite close to the previous case, however, the
choice L = 4 performs much better, it is now very close to the best choice. The finer
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the mesh is, the better performance for large values of L. We show next two additional
simulations to strengthen this observation.

Case 3 and case 4

In this part, the mesh and time steps are :
∆x = 1,25.10−3,∆t = 1,69.10−4 (case 3) and ∆x = 6,25.10−4,∆t = 4,22.10−5

(case 4).

Figure 1.3: Example 1: The numerical solutions for case 3 (left) and case 4 (right)

Figure 1.4: Example 1: Relative errors versus Parareal iterations for case 3 (left) and
case 4 (right)

L PSWR 1 2 4 8 48(∞)
k 76 77 39 19 13 7
L ∗ k 77 77 78 76 104 336

Table 1.5: Example 1 (case 3) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L

For ∆x = 1, 25.10−3,∆t = 1,69.10−4, L = 4 now becomes the best choice, and
it performs similarly as PSWR. We see an improvement in the relative performance
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solver OSWR Parareal
Parareal-OSWR
(L = 4)

PSWR

iterations (n) 48 336 76 76
loss factor (l = n/48) - 7 1.58 1.58
gain factor (N) - 10 10 10
final gain factor (N/l) - 1.43 6.33 6.33

Table 1.6: Example 1 (case 3) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver

L PSWR 1 2 4 8 72(∞)
k 117 118 60 30 15 8
L ∗ k 117 118 120 120 120 576

Table 1.7: Example 1 (case 4) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L

solver OSWR Parareal
Parareal-OSWR
(L = 1)

PSWR

iterations (n) 72 576 118 117
loss factor (l = n/72) - 8 1.64 1.63
gain factor (N) - 10 10 10
final gain factor (N/l) - 1.25 6.08 6.15

Table 1.8: Example 1 (case 4) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver

of L = 8 (104/77 in Table 1.5 which is lower that 80/48 in Table 1.3). For ∆x =
6, 25.10−4,∆t = 4, 22.10−5, L = 1 becomes the best choice again, and PSWR is a little
better. On the other hand, from table 1.7, L = 8 now performs similarly as L = 2 and
L = 4, and is very close to the best choice. From Table 1.6 and Table 1.8, one sees that
the gain factors of the best choice reduce when the meshes are refined.

Before giving a brief explanation for the behavior of L = 4 and L = 8 when we refine
the mesh, we recall here that, in the OSWR method, the convergence factor increases
when ∆t decreases, and thus more iterations are needed.

1.6.1.3 Effect of ρ̃ on the overall convergence

We try now to give a brief explanation on what is observed above. We first recall the in-
equality bound on the error of the coupled method (see Section 1.8 inequality (1.105)).

Ek ≤ (γM+ ρ̃I)kC0.

with ρ̃ = ρL , and ρ is the convergence factor of the OSWR method. Then, the error
after 2k Parareal iterations satisfies

E2k ≤ (γM+ρLI)2kC0. (1.53)
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On the other hand, let Ẽk be the error of the coupled method with 2L OSWR iterations
in the incomplete fine solver; it satisfies the following bound

Ẽk ≤ (γM+ρ2LI)kC0. (1.54)

Obviously, from (1.53) and (1.54), the computational costs related to the fine solver
are similar because (2k)× L = k× (2L).

At this point, we still do not know the errors E2k and Ẽk, however, we can try to
compare their upper bounds. Then, in some ideal cases when these bounds are strict,
we might get a good strategy for choosing L. We try to analyze for very small N = 2,3.
For N = 2, comparing the upper bounds in from (1.53) and (1.54), requires to compare

�

ρL 0
γ ρL

�2k

C0 ;

�

ρ2L 0
γ ρ2L

�k

C0.

Then it remains to compare

�

ρL 0
γ ρL

�2

;

�

ρ2L 0
γ ρ2L

�

.

We calculate
�

ρL 0
γ ρL

�2

=

�

ρ2L 0
2γρL ρ2L

�

.

Hence, if ρL < 1/2, then 2k Parareal iterations coupled with L OSWR iterations might
perform better than k Parareal iterations coupled with 2L OSWR iterations and vice
versa. This is what we observe in the previous numerical tests, where low values of L
perform better than large values of L, and where this more efficient behaviour tends to
disappear when we refine the time step since ρ (and so ρL) grows with smaller ∆t.

For N = 3: We calculate first




ρL 0 0
γ ρL 0
γγ1 γ ρL





2

=





ρ2L 0 0
2γρL ρ2L 0

2γγ1ρ
L + γ2 2γρL ρ2L



 .

Hence, if ρL > 1/2, then k Parareal iterations coupled with 2L OSWR iterations
might perform better than 2k Parareal iterations coupled with L OSWR iterations.
On the other hand, if ρL < 1/2, one might need an additional condition that

2γγ1ρ
L + γ2 < γγ1, i.e., ρL <

γ1 − γ
2γ1

. Now, we have a clear conclusion for ρL > 1/2

and ρL <
γ1 − γ
2γ1

< 1/2, but we cannot give a good conjecture for the comparison

between L and 2L in the case
γ1 − γ
2γ1

< ρL < 1/2.

1.6.2 Advection-dominated test

We now try a test in which the classical Parareal does not work: the advection domi-
nated case. We recall here that for the upwind discretization, the discrete convergence
factor of OSWR is quite different from the continuous one, and so are the optimized
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parameters [10]. We use here the discrete one.
We test ν = 0.001 and a = 1, b = 0 on the domain Ω =]0, 1[, T = 1. The initial
condition is u0(x) = x , and Dirichlet B.C. u(0, t) = 0 and u(1, t) = 1. We show the
numerical solution at the final time on Figure 1.5 to validate the upwind scheme which
creates no oscillation.
The stopping criteria is based on the error between the numerical solution at the final
time t = T and the exact stationary solution which can be computed easily and is close
to the exact stationary solution for large times.

Figure 1.5: Example 2: The numerical solutions in case ∆x =∆t = 1/200 (case 1,
left) and case ∆x =∆t = 1/1000 (case 2, right)

Figure 1.6: Example 2: Relative errors versus Parareal iterations in case
∆x =∆t = 1/200 (case 1, left) and case ∆x =∆t = 1/1000 (case 2, right)

1.6.2.1 Case 1

We first try with ∆x = ∆t = 1/200. For the monodomain solution, as the grids are
not very fine, the effect of the boundary layer on the right is big (see Figure 1.5 (left)).
In this test, the classical Parareal algorithm still works, even though it is quite slow,
it needs 7 iterations to reach the stopping criterion. On the other hand, the OSWR
method converges quite fast, it needs only 6 iterations to reach the stopping criterion.
Moreover, in the coupled method, we cannot see a clear difference between the line
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L PSWR 1 2 4 8(∞)
k 6 8 7 7 7
L ∗ k 6 8 14 28 56

Table 1.9: Example 2 (case 1) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L

solver OSWR Parareal
Parareal-OSWR
(L = 1)

PSWR

iterations (n) 6 56 8 6
loss factor (l = n/6) - 9.3 1.33 1
gain factor (N) - 10 10 10
final gain factor (N/l) - 1.08 7.5 10

Table 1.10: Example 2 (case 1) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver

L = 8 and the classical Parareal method (apart from the very last iteration because for
k = N the Parareal algorithm calculates the exact mono-domain solution, and this is
not the case for the coupled method). This suggests that for a completely converged
fine solver, one needs around 8 iterations. We choose to consider L = 8 to be the same
as L =∞.
We see from Figure 1.6 and Table 1.9 that the performance of the coupled method in
this test is very different from the regular test. First, the PSWR only needs 6 iterations
to converge, even fewer iterations than all other choices. One could guess that because
we need very few iterations for a complete coarse solver, so putting only 1 iteration
does not reduce much the accuracy while keeping the coupled method far from the
classical Parareal, which performs poorly. Secondly, the final gain factors of all choices
increase slightly (compare Table 1.10 to Table 1.2).

1.6.2.2 Case 2

L PSWR 1 2 4 8(∞)
k 11 11 10 10 10
L ∗ k 11 11 20 40 80

Table 1.11: Example 2 (case 2) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L

In this test case with ∆t = ∆x = 1/1000, Parareal does not work at all, since it
needs full 10 iterations to converge. In consequence, the final gain factor of the best
choice, shown in Table 1.12, decreases compared to case 1, so do all other choices.
Figure 1.6 and table 1.11 show that there is no more singular performance in PSWR,
it is now similar to the case L = 1, both are still the best choice. In addition, as the
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solver OSWR Parareal
Parareal-OSWR
(L = 1)

PSWR

iterations (n) 6 80 11 11
loss factor (l = n/6) - 13.3 1.83 1.83
gain factor (N) - 10 10 10
final gain factor (N/l) - 0.75 5.45 5.45

Table 1.12: Example 2 (case 2) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver

convergence factor of the OSWR becomes larger, the relative performances of large L
values increase, similarly to what is observed in Section 1.6.1.

1.6.2.3 Case 3 and case 4

We repeat this test with finer grids to confirm our observations.

Figure 1.7: Example 2: The numerical solutions in case ∆x =∆t = 1/2000 (left) and
case ∆x =∆t = 1/5000 (right)

Figure 1.8: Example 2: Relative errors versus Parareal iterations in case
∆x =∆t = 1/2000 (left) and case ∆x =∆t = 1/5000 (right)
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L PSWR 1 2 4 8(∞)
k 12 12 10 10 10
L ∗ k 12 12 20 40 80

Table 1.13: Example 2 (case 3) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L

solver OSWR Parareal
Parareal-OSWR
(L = 1)

PSWR

iterations (n) 8 80 12 12
loss factor (l = n/8) - 10 1.5 1.5
gain factor (N) - 10 10 10
final gain factor (N/l) - 1 6.83 6.83

Table 1.14: Example 2 (case 3) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver

In case 3 with ∆x = ∆t = 1/2000, the OSWR is now really slower, it needs 8
iterations to converge. In consequence, the final gain factors of all choices increase.
From table 1.13, we infer that the best choices are still PSWR and L = 1, while the
relative performances of L = 2, L = 4 and L = 8 increase, but quite slightly, not as
significantly as in the regular example of Section 1.6.1.

L PSWR 1 2 4 8(∞)
k 13 13 11 10 10
L ∗ k 13 13 22 40 80

Table 1.15: Example 2 (case 4) Number of Parareal iterations k and total number of
OSWR iterations L ∗ k, versus L

solver OSWR Parareal Parareal-OSWR (L = 1) PSWR
iterations (n) 8 80 13 13
loss factor (l = n/8) - 10 1.63 1.63
gain factor (N) - 10 10 10
final gain factor (N/l) - 1 6.15 6.15

Table 1.16: Example 2 (case 4) Gain factor for Parareal and coupled Parareal-OSWR
methods compared to the OSWR solver

This case 4 with∆t =∆x = 1/5000 reproduces all observations of case 3, and from
Table 1.14 and Table 1.16, we see that the final gain factors, again, decrease for finer
meshes (the OSWR method still needs 8 iterations, but its convergence factor increases
in fact)
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1.6.2.4 When Parareal is bad and OSWR is good

We observe in the above advection dominated tests that the different choices for L
do not lead to a clear separation in their convergence curves during some first Parareal
iterations, before these curves go down linearly, each with a different convergence rate.
We try here to give a brief explanation of this behavior by analyzing the upper bound
of the error of the coupled method; at Parareal iteration k ≥ N , we shall show below
(see (1.116) in Section 1.8.6) that

max
1≤n≤N

‖Ek
n‖X ≤ C

N−1
∑

i=0

�

k
i

�

ρ̃k−iγi‖Mi‖∞. (1.55)

We can write the sum in the right-hand side explicitly as

N−1
∑

i=0

�

k
i

�

ρ̃k−iγi‖Mi‖∞ =

�N−1
∑

i=0

�

k
i

�

ρ̃N−1−iγi‖Mi‖∞

�

ρ̃k−N+1

We also recall that from the convergence result of Parareal obtained in (1.13), then
after i iterations we have the following bound for the Parareal error

max
1≤n≤N

‖E i
n‖X ≤ Cγi

2‖M
i‖∞.

For advection dominated tests, Parareal does not work well; even after N −1 iterations
the error is still quite big. In fact, we have shown in Section 1.2.2 that when the value
of the convection velocity is "large", we may have γ2 > 1, and the above bound can get
large. Using the definition of the constant γ2 and the matrix M, one can easily calculate
γ2 and the norm of ‖Mi‖. In this case, even though γ2 is still smaller than 1, the term
γN−1

2 ‖MN−1‖ is large.
The constant γ in the error estimate of the coupled method plays the same role as

γ2 in the pure Parareal method: they are upper bounds of the norm of the difference
between the coarse solver and the (incomplete) fine solver. In our analysis, γ is not
sharp, it is greater than the sum of the Lipschitz constants of G (which is γ1) and F
(which is C2), so it is much greater than γ2.

As OSWR converges quite fast in the above test cases, we expect that the Lipschitz
constant of (F −G ) and (F̃ −G ) are quite close to each other, regardless of the choice

of L. In addition, with a small ρ̃, we get

�

k
i

�

ρ̃N−1−i very small also.

To conclude, one gets that the sum is dominated by its last term:
�N−2
∑

i=0

�

k
i

�

ρ̃N−1−iγi‖Mi‖∞

�

<< γN−1‖MN−1‖∞

or, equivalently
�N−1
∑

i=0

�

k
i

�

ρ̃N−1−iγi‖Mi‖∞

�

∼ γN−1‖MN−1‖∞,

which does not depend on ρ̃. This provides a bound in the right-hand side of (1.55)
which behaves like

CγN−1‖MN−1‖∞ρ̃k−N+1
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for k ≥ N . Therefore, in the advection dominated test case, one should not expect
kL × L to be constant (independent of L), but rather that (kL −N +1)× L will be more
or less constant: the error after N − 1 iterations linearly depends on ρ̃. However, as
ρ̃ is already small, the stopping criterion can be reached immediately at N iterations!
However, if we decrease the stopping criteria, for example of the last test, to 5.10−7,
we get Table 1.17, in which we observe that all the terms (kL − N + 1) × L are very
close one to the other for all choices of L. We also see on Figure 1.8 that, after N − 1

L PSWR 1 2 4 8
(k− N + 1) 9 9 4 2 1
L∗(k−N+1) 9 9 8 8 8

Table 1.17: Example 2 (case 3) Number of Parareal iterations after (k− N + 1) and
total number of OSWR iterations (k− N + 1) ∗ k, versus L, stopping criteria 5.10−7

iterations, all curves converge linearly.
If we follow this conjecture, then the best choice should always be L = 1, as it benefits
from the first N − 1 iterations with almost no cost compared to greater values of L.

1.6.3 Large T and N

We now do another test with normal advection (ν= a = 1) but with much larger time
interval T = 50, the source term and initial condition are chosen in order to have the
exact solution u(x , t) = cos(t) sin(πx). For this big T , we take 100 time-windows, i.e.
N = 100.

Figure 1.9: Example 3: The numerical solutions in case ∆x = 5.10−3,∆t = 2.5.10−3

(left) and case ∆x = 2.5.10−3,∆t = 6.25.10−4 (right)

The difference between these two cases, which are shown in Figure 1.10, are sim-
ilar to the ones between the cases of Example 1. The behavior of the case ∆x =
2.5.10−3,∆t = 6.25.10−4 is presented in Table 1.20 and Table 1.21. Here, we only
give some remarks on the behavior of the coarser case ∆x = 5.10−3,∆t = 2.5.10−3,
shown in Tables 1.18 and 1.19.

With u(x , t) cosine in time, the starting error for OSWR, Parareal and the coupled
Parareal-OSWR are all small. We see here that the OSWR method converges very fast,
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Figure 1.10: Example 3: Relative errors versus Parareal iterations in case
∆x = 5.10−3,∆t = 2.5.10−3 (left) and case ∆x = 2.5.10−3,∆t = 6.25.10−4 (right)

L PSWR 1 2 4 8 11(∞)
k 17 17 9 5 5 5
L ∗ k 17 17 18 20 40 55

Table 1.18: Example 3 case ∆x = 5.10−3,∆t = 2.5.10−3: Number of Parareal
iterations k and total number of OSWR iterations L ∗ k, versus L

solver OSWR Parareal
Parareal-OSWR
(L = 1)

PSWR

iterations (n) 11 5 17 17
loss factor (l = n/11) - 5 1.55 1.55
gain factor (N) - 100 100 100
final gain factor (N/l) - 20 64.7 64.7

Table 1.19: Example 3 case ∆x = 5.10−3,∆t = 2.5.10−3 Gain factor for Parareal and
coupled Parareal-OSWR methods compared to the OSWR solver

after only 11 iterations. The Parareal method runs very fast also, it needs only 5 iter-
ations for N = 100. In table 1.19, we see a great final gain factor for Parareal, using
more processors. The final gain factor of the coupled choices, in consequence, greatly
increases also.
The best choices are L = 1 and the PSWR. The lines L = 2 and L = 4 perform very well
also, very close to the best one. The line L = 8 is not very well. Then we try to refine
the mesh to see if their relative performances increase or not.

Similarly to the short time T with small N , the final gain factors of the coupled
method decrease when we refine the mesh. The relative performance of L = 8
increases, even though it is still not as good as in the case 4 of example 1.
We can conclude now that all the observations for short T and small N are still valid
for long T and large N .
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L PSWR 1 2 4 8 16(∞)
k 29 29 15 8 6 5
L ∗ k 29 29 30 32 48 80

Table 1.20: Example 3 case ∆x = 2.5.10−3,∆t = 6.25.10−4 Number of Parareal
iterations k and total number of OSWR iterations L ∗ k, versus L

solver OSWR Parareal
Parareal-OSWR
(L = 1)

PSWR

iterations (n) 16 80 29 29
loss factor (l = n/16) - 5 1.81 1.81
gain factor (N) - 100 100 100
final gain factor (N/l) - 20 55.2 55.2

Table 1.21: Example 3 case ∆x = 2.5.10−3,∆t = 6.25.10−4: Gain factor for Parareal
and coupled Parareal-OSWR methods compared to the OSWR solver

1.7 Numerical results in 2D

In this section, we give some numerical illustrations of the performances of the cou-
pled Parareal-OSWR method (Algorithm 3), in two space dimensions. In Section 1.7.1
and 1.7.2, these results are shown in the context of the NICEM method [72] for the
space discretization, that enables the use of more efficient transmission conditions in
the OSWR method (i.e. Ventcel conditions) with general domain decomposition and
meshes. In section 1.7.3 we consider mixed finite elements as in [5] and Robin trans-
mission condition. In all cases the backward Euler scheme in time is used. For the
tests below with a variable advection field, the methodology to calculate the optimized
Robin parameter is still based on Fourier transform, as done in Section 1.3, by a frozen
coefficient approach. Another technique is proposed in [80], for a diffusion problem
with variable coefficients.

In algorithm 3, a possible choice for the the initial Robin datum on In is to take
ξ

0,0
i,n = (BiU

0
n )(0), i = 1,2 (i.e. ξ0,0

i,n is constant on In). A better choice, that improves

the convergence of the Parareal-OSWR method, is to define V 0
n as a linear interpolation

between U0
n and U0

n+1, and then to take ξ0,0
i,n = (BiV

0
n )(0), i = 1,2. Thus the latter case

will be considered here.
The multi-domain problem (1.19) can actually be reformulated as an interface prob-

lem (see [39] or [68]) that can be solved by various iterative methods, such as block-
Jacobi (which corresponds to the OSWR algorithm) or GMRES, the latter being our
choice here (we call it “OSWRG” in what follows). Thus L will designate the number
of GMRES iterations. In the Parareal algorithm, both the coarse and the fine solvers
are performed using the OSWRG algorithm. For the coarse solver, as well as for the
fine solver with L = ∞, the stopping criterion is when the jump of the optimized
transmission conditions, measured in the L2-norm on the interface, has been reduced
below 10−13. Otherwise, we will consider L iterations for the fine solver, with different
values of L. Note that in what follows the error is mesured in the L∞(0, T ; H1(Ω))-
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norm, and that we obtain similar results in the L∞(Ω× (0, T ))-norm.

1.7.1 A rotating velocity

We set Ω=]0,1[×]0, 1[, T = 21, and consider the two dimensional problem

∂tu+∇ · (aaau)− ν∆u= f , in Ω× (0, T ), (1.56a)

u= uD, on ∂Ω× (0, T ), (1.56b)

u(·, 0) = u0, in Ω, (1.56c)

with a rotating velocity field aaa = (ax , ay), where ax = − sin
�

π(y −
1
2
)
�

cos
�

π(x −
1
2
)
�

and ay = cos
�

π(y −
1
2
)
�

sin
�

π(x −
1
2
)
�

, see Figure 1.11 on the left. We choose the
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Figure 1.11: Example 1: rotating velocity (left), decomposition of Ω into 4
subdomains (middle), and decomposition of Ω into 9 subdomains (right)

right-hand side f and the values of the boundary and initial conditions so that the exact
solution is given by

u(x , y) = cos(πx) sin(πy) cos(
2πt
11
), ∀(x , y) ∈ Ω, ∀t ∈ (0, T ). (1.57)

The number of time windows for the Parareal iterations is N = 21. The time steps of
the coarse and fine solvers are ∆tC = 1 and ∆tF = 0.0156, respectively.

In what follows we denote by e the relative scheme error, in L∞(0, T ; H1(Ω))-norm,
between the converged Parareal solution and the solution u of problem (1.56), given
in (1.57). The term “OSWRG iterations” will designate the iterations for the fine solver.
We will consider two cases for the diffusion and the domain decomposition in space.

In the results below, the cost of the coarse solver is negligible.

Case 1

We take ν = 0.05 and a decomposition of Ω into four subdomains as in Figure 1.11 in
the middle. The number of triangles in the whole domain Ω̄ is 8192 and the mesh size
in each subdomain is 0.0221.

In Figure 1.12 (left), we plot the evolution of the relative error in the
L∞(0, T ; H1(Ω))-norm, between the Parareal-OSWRG solution and the converged
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Parareal solution, as a function of the number of Parareal iterations, for different val-
ues of L. The case L =∞ (black circle curve) corresponds to L = 10 (average value).
The horizontal dashed green line represents 0.1e and we consider the number of iter-
ations such that the algorithm error is smaller than this value. This is obtained after 3
iterations for Parareal or Parareal-OSWRG with L = 8, and after 5, 8, 18 iterations for
Parareal-OSWRG with L = 4, L = 2, L = 1, respectively. These data are reported in
Table 1.22. We observe that the fastest case is L = 2 with 16 OSWRG iterations globally.

Table 1.23 shows the gain (in term of fine solver iterations), when the fine solvers
are performed in parallel, of the full Parareal (L = 10) or the coupled Parareal-OSWRG
methods compared to the OSWRG algorithm for solving problem (1.56). The first col-
umn corresponds to the number of OSWRG iterations to reach 0.1e, when the OSWRG
method is used to solve (1.56). We observe that for N = 21 time windows, we gain
a factor 10.5 for Parareal and a factor 20 for Parareal-OSWRG which is nearly the ex-
pected parallel efficiency.
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Figure 1.12: Example 1: Relative error versus Parareal iterations. Case ν= 0.05 with
4 subdomains (left) and case ν= 0.1 with 9 subdomains (right)

L 1 2 4 8 10 (≈∞)

k 17 8 5 3 3

L ∗ k 17 16 20 24 30

Table 1.22: Example 1 (case 1): Number of Parareal iterations k and total number of
OSWRG iterations L ∗ k, versus L

Solver OSWRG Parareal Parareal-OSWRG (L = 2)

iterations (n) 15 30 16

loss factor (`= n/15) – 2 1.07

gain factor (N) – 21 21

final gain factor (N/`) – 10.5 19.69

Table 1.23: Example 1 (case 1): Gain factor for Parareal and coupled
Parareal-OSWRG methods compared to the OSWRG solver for solving problem (1.56)
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Case 2

We take ν = 0.1 and a decomposition of Ω into nine subdomains as in Figure 1.11 on
the right. The number of triangles in the whole domain Ω̄ is 18432 and the mesh size
in each subdomain is 0.0147.

In Figure 1.12 (right), the Parareal algorithm (black circle curve) corresponds to L =
24 (average value). The horizontal dashed green line represents 0.1e, and is reached
after 2 iterations for Parareal, and after 3, 5, 12, 30 iterations for Parareal-OSWRG with
L = 8, L = 4, L = 2, L = 1, respectively. These data are shown in Table 1.24 and we
observe that the fastest case is L = 4, with a total of 20 OSWRG iterations.

Table 1.25 shows the gain, when the fine solvers are performed in parallel, of the
Parareal or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm.
In the first column we give the number of OSWRG iterations to reach 0.1e, when it is
used as a solver for problem (1.56). We observe that for N = 21 time windows, we gain
a factor 10.94 for Parareal and a factor 26.25 for Parareal-OSWRG which represents an
efficiency strictly greater than 1, since the number of processors is 21. This is notably
better than the expected parallel efficiency.

L 1 2 4 8 24 (≈∞)

k 30 12 5 3 2

L ∗ k 30 24 20 24 48

Table 1.24: Example 1 (case 2): Number of Parareal iterations k and total number of
OSWRG iterations L ∗ k, versus L

Solver OSWRG Parareal Parareal-OSWRG (L = 4)

iterations (n) 25 48 20

loss factor (`= n/25) – 1.92 0.8

gain factor (N) – 21 21

final gain factor (N/`) – 10.94 26.25

Table 1.25: Example 1 (case 2): Gain factor for Parareal and coupled
Parareal-OSWRG methods compared to the OSWRG solver for solving problem (1.56)

1.7.2 A boundary layer case with vorticies

We consider problem (1.56) with f = 0, u0(x , y) = 1 − x , uD(x , y) = 1 on {x =
0} and uD(x , y) = 0 elsewhere, and the following velocity field proposed in [104]:
aaa = 0.32π

�

sin(4πx) sin(4πy), cos(4πx) cos(4πy)
�

, see Figure 1.13 on the left. The
diffusion coefficient is ν = 0.01 and the final time is T = 51. The number of time
windows for the Parareal iterations is N = 51. The time step of the coarse solver is
∆tC = 1.

In what follows we consider a decomposition of Ω into nine subdomains and con-
sider a uniform mesh (case 1) and then a nonconforming mesh adapted to the physics
(case 2).
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Case 1

We consider a uniform mesh as in Figure 1.11 on the right, with a mesh size in each
subdomain equal to 0.0147. The time step of the fine solver is ∆tF = 0.0156. The
computed Parareal-OSWRG solution at final time t = T is shown in Figure 1.13 on the
right.
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Figure 1.13: Example 2: velocity field (left), and computed Parareal-OSWRG solution
at final time (right) for a uniform mesh

In Figure 1.14, we plot the evolution of the relative error in L∞(0, T ; H1(Ω))-norm,
between the Parareal-OSWRG solution and the converged Parareal solution, as a func-
tion of the number of Parareal iterations, for different values of L. The Parareal algo-
rithm corresponds to L = 10 and we will compare the other cases of L to this case.
We do not know the solution of problem (1.56) and thus the relative scheme error e,
however we expect that e is between 10−1 and 10−3, and thus 0.1e between 10−2 and
10−4. Consequently, in Figure 1.14, the horizontal dashed green lines represent three
possible values for 0.1e, and Table 1.26 shows the number of Parareal and total OS-
WRG iterations to reach these different values, for L = 1, 2,4, 8,10. We observe that
the fastest case is L = 2.
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Figure 1.14: Example 2 (case 1): Relative error versus Parareal iterations, with a
zoom on the first iterations on the right

The OSWRG algorithm used as a solver for problem (1.56) will need 22, 36 and
49 iterations to get a relative error in L∞(0, T ; H1(Ω))-norm (between the iterate so-
lution and the converged OSWRG solution) smaller than 10−2, 10−3 and 10−4, respec-
tively. Table 1.27 shows the gain, when the fine solvers are performed in parallel, of the
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Parareal or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm.
In this table we take the values obtained for e = 10−2 (note that these values corre-
spond also to those obtained with a mean value of the values for e = 10−1, e = 10−2

and e = 10−3). We observe that for N = 51 time windows, we gain approximately a
factor 26.29 for Parareal and a factor 57.38 for Parareal-OSWRG which is slightly better
than the expected parallel efficiency.

L 1 2 4 8 10 (≈∞)

k 13 6 4 3 3

L ∗ k 13 12 16 24 30

L 1 2 4 8 10 (≈∞)

k 39 16 10 7 7

L ∗ k 39 32 40 56 70

L 1 2 4 8 10 (≈∞)

k 65 26 16 11 11

L ∗ k 65 52 64 88 110

Table 1.26: Example 2 (case 1): Number of Parareal iterations k and total number of
OSWRG iterations L ∗ k, versus L to reach 3 different relative accuracy values: 10−2

(top left), 10−3 (top right) and 10−4 (bottom)

Solver OSWRG Parareal Parareal-OSWRG (L = 2)

iterations (n) 36 70 32

loss factor (`= n/36) – 1.94 0.89

gain factor (N) – 51 51

final gain factor (N/`) – 26.29 57.38

Table 1.27: Example 2 (case 1): Gain factor for Parareal and coupled
Parareal-OSWRG methods compared to the OSWRG solver for solving problem (1.56)

Case 2

We consider nonconforming meshes, refined in the region of the boudary layer, see
Figure 1.15 on the left, with a mesh size equal to 0.0065, 0.0131, and 0.0295, for the

subdomains with a boundary along {x = 0}, those with boundaries along {x =
1
3
} and

{x =
2
3
}, and those with a boundary along {x = 1}, respectively. The time step of the

fine solver is ∆tF = 0.01. The computed Parareal-OSWRG solution at final time t = T
is shown in Figure 1.15 on the right, and is similar to the one obtained with a uniform
mesh (see Figure 1.13 on the right).

In Figure 1.16, we plot the evolution of the relative error in L∞(0, T ; H1(Ω))-
norm, between the Parareal-OSWRG solution and the converged Parareal solution, as
a function of the number of Parareal iterations, for different values of L. The Parareal
algorithm (L =∞) corresponds to the case L = 12, and we will compare the other
cases of L to this case. As for Case 1, the horizontal dashed green lines represent
three possible values of 10% of the error, and Table 1.28 shows the number of Parareal
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Figure 1.15: Example 2 (case 2): nonconforming meshes (left), and computed
Parareal-OSWRG solution at final time (right)

and total OSWRG iterations to reach these different values, for L = 1,2, 4,8, 12. We
observe that L = 2 is the case with the fewest iterations.
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Figure 1.16: Example 2 (case 2): Relative error versus Parareal iterations, with a
zoom on the first iterations on the right

The OSWRG algorithm used as a solver for problem (1.56) will need 24, 40 and
56 iterations to get a relative error in L∞(0, T ; H1(Ω))-norm (between the iterative
solution and the converged OSWRG solution) smaller than 10−2, 10−3 and 10−4, re-
spectively. Table 1.29 shows the gain, when the fine solvers are performed in parallel,
of the Parareal or the coupled Parareal-OSWRG methods compared to the OSWRG al-
gorithm. In this table we take the values obtained for e = 10−2 (note that these val-
ues correspond also to those obtained with a mean value of the values for e = 10−1,
e = 10−2 and e = 10−3). We observe that for N = 51 time windows, the results with
a conforming mesh (Table 1.27) or with nonconforming meshes (Table 1.29) are very
close and slightly better for nonconforming meshes adapted to the physics. Indeed, the
gain is approximately a factor 24.28 for Parareal and a factor 60 for Parareal-OSWRG
which is significantly better than the expected parallel efficiency.
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L 1 2 4 8 12 (≈∞)

k 16 6 4 3 3

L ∗ k 16 12 16 24 36

L 1 2 4 8 12 (≈∞)

k 47 17 11 7

L ∗ k 47 34 44 56 84

L 1 2 4 8 12 (≈∞)

k 79 28 17 11

L ∗ k 79 56 68 88 132

Table 1.28: Example 2 (case 2): Number of Parareal iterations k and total number of
OSWRG iterations L ∗ k, versus L to reach 3 different values: 10−2 (top left), 10−3

(top right) and 10−4 (bottom)

Solver OSWRG Parareal Parareal-OSWRG (L = 2)

iterations (n) 40 84 34

loss factor (`= n/40) – 2.1 0.85

gain factor (N) – 51 51

final gain factor (N/`) – 24.28 60

Table 1.29: Example 2 (case 2): Gain factor for Parareal and coupled
Parareal-OSWRG methods compared to the OSWRG solver for solving problem (1.56)

Remark 1.14. Note that in the results above, the number of OSWRG iterations to reach
full convergence, inside each time window in the Parareal iterations, is smaller than the
one needed to reach full convergence on (0, T ) with OSWR method as a solver, probably
because the time windows are smaller.

Remark 1.15. Another coupled algorithm is proposed in [54], involving incomplete (only
one) iteration of OSWR both for the coarse and fine solvers (instead of incomplete iteration
for the fine solver and a converged coarse solver as in our algorithm). The 2D simulations of
this section don’t show a comparison with that algorithm, however we have observed that
the case L = 1 is not the optimal choice of L, and that doing also incomplete iterations for
the coarse solver will lead to similar or slower convergence than using a converged coarse
solver.

1.7.3 Example in an industrial context

We consider a simplified model problem given by ANDRA, the French National Agency
for Radioactive Waste Management (see also [68, 4, 5]), that simulates the transport of
a contaminant in and around a nuclear waste repository site. The simulation domain is
depicted in Figure 1.17 (left) (not at scale). The nuclear waste is stored in the repository
(yellow), which is a 2950m by 10m rectangle located in the center of a clay domain of
3950m by 140m (light brown). In this example, we are concerned with the following
time-dependent diffusion problem in mixed formulation:

σσσ = −SSS∇u in Ω× (0, T ), (1.58a)
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φ
∂ u
∂ t
+∇ ·σσσ = f in Ω× (0, T ), (1.58b)

where Ω = [0,3950]× [0, 140], u represents the (dimensionless) concentration of the
contaminant, φ is the porosity, and SSS is the time-independent diffusion tensor. We
decompose Ω into nine subdomains where Ω5 is the nuclear waste repository domain,
see Figure 1.17 (right). The porosity φ and the tensor SSS are defined as follows:

φ =

�

0.2 in Ω5,
0.05 in Ωi , i 6= 5,

SSS =

�

2× 10−9I m2/s in Ω5,
5× 10−12I m2/s in Ωi , i 6= 5,

where I is the identity matrix. The source term f is zero in the clay layer and

f =

�

10−5 years−1 if t ≤ 105 years,
0 if t > 105 years,

in the repository.

The initial condition is u0 = 0 and we set homogeneous Dirichlet conditions on the top
and the bottom of Ω, and homogeneous Neumann conditions on the other sides of ∂Ω.
We are interested in the long-term behavior of the repository, over one million years,
so that we set T = 106 years. A dimensionless form of this problem is given in [5]. The
number of triangles in the mesh of Ω̄ is 106638 (see Figure 1.18).

10m 140m

3950m

2950m

Ω1 Ω2 Ω3

Ω4 Ω5 Ω6

Ω7 Ω8 Ω9

Figure 1.17: Geometry of the nuclear waste repository (yellow) and the clay layer
around it (light brown) on the left and its decomposition into 9 subdomains on the

right

Figure 1.18: Example of a mesh used in and around a nuclear waste repository site

In Figure 1.19, we plot the evolution of the relative error in the L2(Ω × (0, T ))-
norm, between the Parareal-OSWRG solution and the converged Parareal solution, as
a function of the number of Parareal iterations, for different values of L. The Parareal
algorithm (L =∞) corresponds to L = 10 and we will compare the other cases of L to
this case.
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In [4], an a posteriori stopping criterion is given for this test case and the dashed
green line shown in Figure 1.19 corresponds to this criterion. This line is reached
after 3 iterations for Parareal and Parareal-OSWRG with L = 4, and after 12 iterations
for Parareal-OSWRG with L = 2. The Parareal-OSWRG algorithm with L = 1 seems
to be not convergent (at least on the first thirty iterations). These data are reported
in Table 1.30 and we observe that the fastest case is L = 4 with a total of 12 OSWRG
iterations.

Table 1.31 shows the gain, when the fine solvers are performed in parallel, of the
Parareal or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm.
In the first column we give the number of OSWRG iterations given in [4] from the a pos-
teriori stopping criterion, when the OSWRG method is used for solving problem (1.58).
We observe that for N = 10 time windows, we gain a factor 3.66 for Parareal and a fac-
tor 9.17 for Parareal-OSWRG which is almost the expected parallel efficiency.
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Figure 1.19: Example 3: Relative error versus Parareal iterations

L 1 2 4 8 10 (≈∞)

k – 12 3 3 3

L ∗ k – 24 12 24 30

Table 1.30: Example 3: Number of Parareal iterations k and total number of OSWRG
iterations L ∗ k, versus L

Solver OSWRG Parareal Parareal-OSWRG (L = 4)

iterations (n) 11 30 12

loss factor (`= n/11) – 2.73 1.09

gain factor (N) – 10 10

final gain factor (N/`) – 3.66 9.17

Table 1.31: Example 3: Gain factor for Parareal and coupled Parareal-OSWRG
methods compared to the OSWRG solver for solving problem (1.58)
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1.8 Extension to overlapping subdomains : convergence fac-
tor of the Parareal-OSWR method

In this section, we provide a convergence factor of the coupled Parareal-OSWR algo-
rithm, from the one of the OSWR method.

For nonoverlapping subdomains, as shown in Section 1.3.2, the convergence factor
of the OSWR method (obtained using Fourier transform) will tend to 1 when the fre-
quency tends to infinity, and thus we cannot derive a convergence factor of the coupled
Parareal-OSWR algorithm in that case. However, in the case of overlapping subdo-
mains, the convergence factor of the OSWR method will be strictly smaller than 1 (see
Section 1.8.4 below), and we can provide a convergence factor of the coupled Parareal-
OSWR algorithm. Thus, in what follows we will consider overlapping subdomains.

1.8.1 Domain decomposition and notation

We consider a decomposition of Ω into two subdomains

Ω1 = (−∞,δ), Ω2 = (0,+∞),

where δ > 0 is the overlap between the subdomains. We set

δ1 = δ and δ2 = 0. (1.59)

We consider the Robin interface operator Bi for i = 1,2 defined in (1.2). Then, prob-
lem (1.1) can be reformulated as the following equivalent multi-domain problem [39],
with ui = u|Ωi

, and u0,i = u0||Ωi
, i = 1, 2:

L ui = f in Ωi × (0, T ),
ui(·, 0) = u0,i in Ωi ,

(Biui)(δi , ·) = ξi on (0, T ),
i = 1,2, (1.60)

with
ξi := (Biu j)(δi , ·) on (0, T ), j = 3− i, i = 1, 2. (1.61)

As in the nonoverlapping case, in (1.2) p is a free parameter chosen such that: a) a
Robin subdomain problem of type (1.60) is well-posed, b) it leads to a fast converging
algorithm.

In what follows we will use the notation ξξξ := (ξ1,ξ2) for the exact Robin data
on (0, T ) associated to the exact solution u of (1.1).

1.8.2 Existence and regularity results

We consider the spaces Xi , i = 1,2, and Y defined in Section 1.1.2 and the regular
space H1(Ω).

We recall below some useful regularity properties from [84].

Lemma 1.16. (Regularity of problem (1.60))
Let i = 1 or i = 2. If u0 ∈ Xi , f ∈ L2(0, T ; L2(Ωi)) and ξi ∈ Y , problem (1.60) has a

unique solution ui in H2,1(Ωi × (0, T )) and there exists a constant C independent of u0,
f , and ξi s.t.

‖ui‖H2,1(Ωi×(0,T )) ≤ C(‖u0‖Xi
+ ‖ f ‖L2(0,T ;L2(Ωi)) + ‖ξi‖Y ).
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Lemma 1.17. (Trace theorem)
If u ∈ H2,1(Ωi × (0, T )), then u(·, T ) ∈ H1(Ω), (B ju)(δi , ·) ∈ Y , i = 1, 2, and there

exists a constant C s.t.

‖(B ju)(δi , .)‖Y ≤ C‖u‖H2,1(Ωi×(0,T )), i = 1,2.

and

‖u(., T )‖Xi
≤ C‖u‖H2,1(Ωi×(0,T )), i = 1,2.

1.8.3 Optimized Schwarz Waveform Relaxation Method

Following the notation of Section 1.3, the method is defined using, for i = 1,2 :

• the solution operatorMi(I , u0,i ,ξi), i = 1,2, that maps the available Robin con-
dition ξi and initial condition u0,i to the subdomain solution ui

8:

Mi :
I+ ×H1(Ωi)×Y → H2,1(Ωi ×I )
(I , u0,i ,ξi) → ui ,

(1.62)

where ui is the solution of the following Robin problem in Ωi ×I

L ui = f in Ωi ×I ,
ui(·, 0) = u0,i in Ωi ,

(Biui)(δi , ·) = ξi on I .
i = 1, 2, (1.63)

• the transmission operator Bi , i = 1, 2, that maps the available neighbor subdo-
main solution u j ∈ H2,1(Ω j × I ), j = 3 − i, to a new Robin datum ξi ∈ Y :
ξi = (Biu j)(δi , ·) on I .

Using the definition ofMi , problem (1.60)-(1.61) can be rewritten as

ui =Mi(I , u0,i ,ξi), i = 1,2, (1.64a)

ξi = (Biu j)(δi , ·) on I , j = 3− i, i = 1, 2. (1.64b)

The OSWR algorithm for solving problem (1.64) (or equivalently (1.1)) is as fol-
lows.

Algorithm 5 (OSWR)

Choose an initial Robin data ξξξ0 = (ξ0
1,ξ0

2) on I , for example ξ0
i = (Biu0,i)(δi , ·), i = 1,2.

for `= 1,2,... (OSWR iterations)
1. Solve the local space-time Robin problems by calculating

u`i =Mi(I , u0,i ,ξ
`−1
i ), i = 1, 2. (1.65)

2. Update the Robin interface term ξξξ` = (ξ`1,ξ`2), with

ξ`i = (Biu
`
j)(δi , ·) on I , j = 3− i, i = 1,2. (1.66)

end for

Remark 1.18. By definition ofMi and u`i in (1.65), the interface condition is

(Biu
`
i )(δi , ·) = ξ`−1

i , i = 1, 2. (1.67)
8the operatorMi should depend also on f but we omit it here to simplify the notations.
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1.8.4 Stability and convergence

We suppose that f ∈ L2(0, T ; L2(Ω)), and will use the notation of Section 1.3.1.
Let (u`i ,ξ

`
i ), i = 1, 2 be defined by (1.65)–(1.66). For the convergence analysis below,

we recall the following notations of Section 1.3.1 for the errors, for i = 1,2 and `≥ 1:

ζ`i := ξ`i − ξi , where ξi is defined in (1.61), and we set ζζζ` := (ζ`1,ζ`2), (1.68)

e`i := u`i − u, where u is the solution of (1.1), (1.69)

Theorem 1.19. Consider Algorithm 5. If u0 ∈ H1(Ω) and ξξξ0 ∈ Y 2, then there exists a
constant ρ < 1, independent of u0 and ξξξ0, such that, ∀`≥ 1

‖ξξξ2`‖Y 2 ≤ ρ̌2`‖ξξξ0‖Y 2 + C1(‖u0‖H1(Ω) + ‖ f ‖L2(0,T ;L2(Ω))
(1.70)

‖u2`
1 (., T )‖H1(Ω1) + ‖u

2`
2 (., T )‖H1(Ω2) ≤ C2(ρ̌

2`−1‖ξξξ0‖Y 2 + ‖u0‖H1(Ω) + ‖ f ‖L2(0,T ;L2(Ω)).
(1.71)

with ρ̌ =
p
ρ.

Proof. The proof of Theorem 1.19 extends the one of Lemma 5.7 in [50], obtained for
u0 ∈ H2(Ω), to the case u0 ∈ H1(Ω). By linearity of Mi , from (1.64a) and (1.65),
the error e`i := u`i − u, i = 1,2, at iteration ` of the OSWR method, satisfies e`i =
Mi(I , 0,ζ`−1

i ), with ζ`−1
i = ξ`−1

i − ξi and f = 0. Equivalently, e`i is solution of the
following problem

L e`i = 0 in Ωi ×I ,
e`i (·, 0) = 0 in Ωi ,

Bie
`
i (δi , ·) = ζ`−1

i on I .
i = 1,2, (1.72)

From (1.64b) and (1.66), we have ζ`i =Bie
`
j (δi , ·), i = 1, 2, and thus the transmission

conditions on I in (1.72) also read

Bie
`
i (δi , ·) =Bie

`−1
j (δi , ·) on I , j = 3− i, i = 1, 2. (1.73)

Now we use Fourier transform as in Section 1.3.1, and extend (1.72)– (1.73) to R
in the following way :
• for ` = 1, the Robin condition in (1.72) is with ζ0

i ∈ Y and we can extend ζ0
i

by zero to H
1
4 (R) to obtain a function, denoted by ζ̃0

i , vanishing on (−∞, 0), and on
(T,+∞), for i = 1, 2. Then we can extend equations (1.72) to R , and their solutions,
denoted by (ẽ1

1, ẽ1
2), vanish on (−∞, 0) and coincide with (e1

1, e1
2) on (0, T ).

• for ` ≥ 2, we define the Robin trace ζ̃`−1
i := Bi ẽ

`−1
j (δi , ·) on {δi} × R , which

belongs to H
1
4 (R), vanishes on (−∞, 0) and coincides with Bie

`−1
j (δi , ·) on {δi} ×

(0, T ), for i = 1, 2. The subdomain problems (1.72) are extended on Ωi ×R as follows
:

L ẽ`i = 0 in Ωi ×R ,
ẽ`i (·, 0) = 0 in Ωi ,

Bi ẽ
`
i (δi , ·) = ζ̃`−1

i on R ,
i = 1,2, (1.74)
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and their solutions vanish on (−∞, 0) and coincide with (e`1, e`2) on (0, T ). In particular,
by definition of ζ̃`−1

i above, the transmission condition (1.73) has been extended on
{δi} ×R in (1.74) as follows :

Bi ẽ
`
i (δi , ·) =Bi ẽ

`−1
j (δi , ·) on R , j = 3− i, i = 1, 2. (1.75)

Note that for ` ≥ 1, the property ζ̃`−1
i ∈ H

1
4 (R) implies that the solution e`i of

problem (1.74) is in H2,1(Ωi ×R), and thus the new Robin datum ζ̃`i , defined above, is

still in H
1
4 (R).

Then, using Fourier transform in time, we solve in each subdomain the ordinary
differential equation

iωê`i − ν∂x x ê`i + a∂x ê`i + bê`i = 0, i = 1, 2, (1.76)

with the characteristic roots r− and r+ defined in (1.36), and the subdomain solutions
ê`i ∈ L2(Ωi), i = 1,2 are given by9

ê`1 =
2

p
d + p

ζ̂`−1
1 (ω)er+(x−δ), ê`2 =

2
p

d + p
ζ̂`−1

2 (ω)er−x , `≥ 1, (1.77)

then, replacing (1.77) in the transmission conditions (1.75) leads to

∀`≥ 1,

�

ζ̂`1
ζ̂`2

�

=

�

−
p

d + p
p

d + p

��

eδr− ζ̂`−1
2

e−δr+ ζ̂`−1
1

�

. (1.78)

Using (1.36) and the following identities

δr− =
1
2
δ(r− − r+) +

1
2
δ(r− + r+) =

1
2
δ(r− − r+) +

δa
2ν

,

−δr+ =
1
2
δ(r− − r+)−

1
2
δ(r− + r+) =

1
2
δ(r− − r+)−

δa
2ν

,

one obtains

ζ̂`1 =
Æ

ρ0(ω)e
δa/(2ν)ζ̂`−1

2 ,

ζ̂`2 =
Æ

ρ0(ω)e
−δa/(2ν)ζ̂`−1

1 ,
(1.79)

with ρ0(ω) :=

�

−
p

d + p
p

d + p

�2

eδ(r
−−r+).

Thus, setting ζ̂ζζ
`

:= (ζ̂`1, ζ̂`2), we have

∀`≥ 2, ζ̂ζζ
`
= ρ0(ω) ζ̂ζζ

`−2
(1.80)

From (1.80), by induction we obtain,

ζ̂ζζ
2`
= ρ0(ω)

`ζ̂ζζ
0
, ∀`≥ 1. (1.81)

Then, setting

ρ := sup
ω∈R
|ρ0(ω)| , (1.82)

9Note that here the term “∂x " in Bi is multiplied by ν while this is not the case in [50]. Thus ê`i is
slightly different here, from the one of [50].
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we have 0< ρ < 1, and denoting ζ̃ζζ
`

:= (ζ̃`1, ζ̃`2), from (1.81) and (1.82), we get

‖ζ̃ζζ
2`
‖�

H
1
4 (R)

�2 ≤ ρ`‖ζ̃ζζ
0
‖�

H
1
4 (R)

�2 , ∀`≥ 1.

From the above inequality, and using that ζ̃ζζ
0
= 0 a.e. on (−∞, 0) and on (T,+∞), we

obtain

‖ζ̃ζζ
2`
‖�

H
1
4 (R)

�2 ≤ ρ`‖ζζζ0‖Y 2 , ∀`≥ 1.

Now, using that ‖ζζζ2`‖Y 2 ≤ ‖ζ̃ζζ
2`
‖�

H
1
4 (R)

�2 , then we have

‖ζζζ2`‖Y 2 ≤ ρ`‖ζζζ0‖Y 2 , ∀`≥ 1 (and also for `= 0). (1.83)

This can be rewritten by introducing explicitly the error:

‖ξξξ2` −ξξξ‖Y 2 ≤ ρ`‖ξξξ0 −ξξξ‖Y 2 , ∀`≥ 1. (1.84)

From Lemma 1.17, the norm of ξi is bounded by the norm of ui , which is itself
bounded by the norm of u. Then, using Lemma 1.1, it is also bounded by the norms of
u0 and f . One then gets (1.70) using simple triangular inequalities in (1.84).

From the regularity of the subdomain problem (Lemma 1.16) for the error (1.72),
we have

‖e2`
i ‖H2,1(Ωi×(0,T )) ≤ C‖ζ2`−1

i ‖Y

Then, from (1.79), one gets (note that the value of C changes from one inequality to
the other)

‖e2`
i ‖H2,1(Ωi×(0,T )) ≤ C‖ζ2`−1

i ‖Y ≤ Cρ̌‖ζ2`−2
j ‖Y (with j = 3− i)

and then, with (1.83)

‖e2`
i ‖H2,1(Ωi×(0,T )) ≤ Cρ̌2`−1‖ζ0

j ‖Y .

Then, from the triangular inequality, one has

‖u2`
i ‖H2,1(Ωi×(0,T )) − ‖ui‖H2,1(Ωi×(0,T )) ≤ ‖e2`

i ‖H2,1(Ωi×(0,T ))

≤ Cρ̌2`−1(‖ξ0
j ‖Y + ‖ξ j‖Y ). (1.85)

Then, again, from Lemma 1.17, one has

‖u2`
i (., T )‖Xi

≤ C‖u2`
i ‖H2,1(Ωi×(0,T )). (1.86)

Then, using again the stability results, the norms of ξ j and ui are bounded by those of
u0 and f , so that (1.85) and (1.86) lead to

‖u2`
i (., T )‖Xi

≤ C2(ρ̌
2`−1‖ξ0

j ‖Y + ‖u0‖X + ‖ f ‖L2(0,T ;L2(Ω)),

which implies (1.71), with C2 independent of `, u0 and ξξξ0.
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Remark 1.20. The result of Theorem 1.19 can be extended to the case (2`+ 1). We have
first that

‖u2`+1
i (., T )‖Xi

≤ c2(ρ̌
2`‖ξ0

j ‖Y + ‖u0‖X + ‖ f ‖L2(0,T ;L2(Ω)). (1.87)

For the Robin terms, one could give a more dedicated bound

‖ξ2`+1
1 ‖Y ≤ eδa/(2ν)ρ̌2`+1‖ξ0

2‖Y + c1(‖u0‖H1(Ω) + ‖ f ‖L2(0,T ;L2(Ω))

‖ξ2`+1
2 ‖Y ≤ e−δa/(2ν)ρ̌2`+1‖ξ0

2‖Y + c1(‖u0‖H1(Ω) + ‖ f ‖L2(0,T ;L2(Ω))
(1.88)

As in Section 1.3, in the sequel we will denote in compact form

(uL
1 , uL

2 ,ξξξL) = OSWRL(I , u0,ξξξ0), (1.89)

where uL
1 , uL

2 , and ξξξL = (ξL
i )i=1,2 are the output after L iterations of algorithm (1.65)–

(1.66) with initial condition u0 and initial Robin data ξξξ0 on I (due to the overlap, one
cannot define a global function uL as in Section 1.3).

1.8.5 Coupled Parareal-OSWR method

In the Coupled Parareal-OSWR algorithm, incomplete iterations of the OSWR method
are performed. Thus, at each parareal iteration, the output of the fine solver (i.e. the
OSWR method) is not in H1(Ω). In the case of nonoverlapping subdomains, this is not a
problem since the coupled algorithm is based on initial conditions Uk

n in the local regular
space X (defined in Section 1.1.2), at each parareal iteration k and time window In

(see Section 1.4). However, in the case of overlapping subdomains considered in this
section, the functional space for Uk

n is H1(Ω). Consequently, we need a correction step
that will build, from the OSWR output, a function in H1(Ω). This correction is defined
as follows : Let Ω12 :=]0,δ[ be the overlap, and let ui ∈ Xi , i = 1, 2. We define the
correction operator C from (X1,X2) to H1(Ω) as follows :

C (u1, u2) = ǔ with ǔ= µ1u1 +µ2u2, (1.90)

where, for i = 1,2, and j = 3− i,

µ1 =















1 in Ω1\Ω12,
δ− x
δ

in Ω12,

0 in Ω2

and µ2 =











1 in Ω2\Ω12,
x
δ

in Ω12,

0 in Ω1.

(1.91)

From the formulation of the correction, one gets immediately that, if u1 ∈ H1(Ω1) and
u2 ∈ H1(Ω2), then ǔ ∈ H1(Ω) and that there exists a constant C such that, ∀u1 ∈
H1(Ω1), u2 ∈ H1(Ω2)

‖C (u1, u2)‖H1(Ω) ≤ C(‖u1‖H1(Ω1) + ‖u2‖H1(Ω2)) (1.92)

Using the notation of Section 1.4, the Parareal-OSWR algorithm with overlapping sub-
domains is defined, using the coarse propagator G of Section 1.2 and the incomplete10

fine propagator OSWRL defined by (1.89), as follows :

10In the sense that L will be smaller than the required number of iterations to converge.
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Algorithm 6 (Coupled parareal-OSWR)

1. Choose an initial data (U0
n )n∈¹0,Nº with U0

0 = u0 and U0
n an approximation of u(·, Tn), for

example U0
n := G (In−1, U0

n−1), for n= 1, 2, . . . , N .

2. Choose an initial Robin data (ξξξ0,0
n )n∈¹0,Nº, with ξξξ0,0

n := (ξ0,0
1,n,ξ0,0

2,n) on In, for example

ξ0,0
i,n = (BiU

0
n )(δi , ·), i = 1, 2.

for k = 0, 1,... (Parareal iterations)
1. On each time interval In, n= 0, 1, . . . , N − 1 :

Calculate (uk,L
1,n , uk,L

2,n ,ξξξk,L
n ) = OSWRL(In, Uk

n ,ξξξk,0
n ). (1.93)

2. Perform the correction on uk,L
i,n :

ǔk,L
n =C (uk,L

1,n(., Tn+1), uk,L
2,n(., Tn+1)). (1.94)

3. Set Uk+1
0 = u0 and do Parareal corrections:

Uk+1
n+1 = ǔk,L

n +G (In, Uk+1
n )−G (In, Uk

n ). (1.95)

Update the interface term: ξξξk+1,0
n = ξξξk,L

n . (1.96)

end for

1.8.6 Convergence factor of the Parareal-OSWR method

The theoretical results below are based on Theorem 1.19, and thus we suppose that the
number of iterations L of the OSWR method is even, with L ≥ 2. However, these results
can be extended to the more general case of any integer L ≥ 1, by using Remark 1.20.

As in Section 1.5, we need the following notation.

Notation for error estimation

Let u be the solution of problem (1.1), and (uk,`
1,n, uk,`

2,n,ξξξk,`
n )1≤`≤L be the sequence of

iterates through the OSWR step (1.93). We define, for k = 0,1, . . ., and n= 0, . . . , N−1:

• Ek
n := Uk

n − un, n= 0, . . . , N , where un = u(., Tn),

• ek,`
i,n := uk,`

i,n − u|Ωi
, the error in H2,1(Ωi × (0, T )) at each iteration ` inside

step (1.93), i = 1,2, for `= 1, . . . , L,

• ζζζk,`
n := ξξξk,`

n −ξξξn, for `= 1, . . . , L, where ξξξn = ((B1u)(δ1, Tn), (B2u)(δ2, Tn)).

Then, by linearity, the algorithm on the error reads
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Algorithm 7 (Coupled Parareal-OSWR algorithm on the error, with overlap)

1. Define initial data (E0
n)n∈¹0,Nº with E0

0 = 0, E0
n := G (In−1, U0

n−1)− un, n= 1, 2, . . . , N .
2. Define initial Robin data (ζζζ0,0

n )n∈¹0,Nº, with ζζζ0,0
n := (ζ0,0

1,n,ζ0,0
2,n) on In, where ζ0,0

i,n =
(Bi E

0
n)(δi , ·), i = 1,2.

for k = 0, 1,... (Parareal iterations)
1. On each time interval In, n= 0, 1, . . . , N − 1 :

Calculate (ek,L
1,n , ek,L

2,n ,ζζζk,L
n ) = OSWRL(In, Ek

n ,ζζζk,0
n ). (1.97)

2. Perform the correction on ek,L
n :

ěk,L
n =C (ek,L

1,n(., Tn+1), ek,L
2,n(., Tn+1)). (1.98)

3. Set Ek+1
0 = 0 and do Parareal correction:

Ek+1
n+1 = ěk,L

n + eG (In, Ek+1
n − Ek

n). (1.99)

Update the interface term: ζζζk+1,0
n = ζζζk,L

n . (1.100)

end for

We recall the definition

ρ̌ =
p
ρ, (1.101)

where ρ is defined by (1.82).

Convergence factor

As in Section 1.2, we set Ek :=
�

‖Ek
1‖H1(Ω),‖Ek

2‖H1(Ω), . . . ,‖Ek
N‖H1(Ω)

�t
, and also denote

Yn = H
1
4 (In), n ∈ ¹0, N − 1º, and ζζζk :=

�

‖ζζζk,0
0 ‖Y 2

0
,‖ζζζk,0

1 ‖Y 2
1

, . . . ,‖ζζζk,0
N−1‖Y 2

N−1

�t
. We

will use the following element-wise notation, for U,V ∈ RN :

U≤ V ⇐⇒ Un ≤ Vn, ∀n ∈ ¹1, Nº,

W :=max(U,V) ⇐⇒ W ∈ RN and Wn =max(Un, Vn), ∀n ∈ ¹1, Nº.

We suppose that eG is an operator on H1(Ω) that verifies (1.45), and consider M defined
by (see [56])

Mi j =

�

γ
i−1− j
1 if j < i

0 if j ≥ i
, 1≤ i, j ≤ N .

Then we can prove Lemma 1.21, from which we get Theorem 1.22 and the upper esti-
mate for the error of the Parareal-OSWR method in Corollary 1.23.

Lemma 1.21. Let eG verify (1.45), and ρ̌ be defined by (1.101). There exist constants C1

and C2 such that

Ek+1 ≤ (γ1 + C2)MEk + C1C2ρ̌
−1(I+ γ1M)M

k
∑

i=1

ρ̌i LEk−i + C2ρ̌
−1(I+ γ1M)ρ̌(k+1)Lζζζ0.

(1.102)
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Theorem 1.22. Let ρ̌ be defined by (1.101). We set

γ :=max

�

C1C2ρ̌
−1,
γ1 + C2 +

p

(γ1 + C2)2 + 4γ1C1C2ρ̌−1ρ̃

2

�

, (1.103)

and
C0 :=max

�

E0,
γ

C1
ζζζ0
�

, (1.104)

with C1, C2 from (1.102), and ρ̃ := ρ̌L . Let I be the identity matrix in RN . Then

Ek ≤ (γM+ ρ̃I)kC0, (1.105)

with ρ̃ < 1.

Corollary 1.23. Denote by C = ‖C0‖∞ and m := max
1≤i≤N−1

‖Mi‖∞, we have

max
1≤n≤N

‖Ek
n‖H1(Ω) ≤ Cm max(1,γN−1)

min(k,N−1)
∑

i=0

�

k
i

�

ρ̃k−i , (1.106)

and consequently ‖Ek
n‖H1(Ω) tends to 0 when k tends to infinity.

Proof of Lemma 1.21. From (1.99) the error verifies

‖Ek+1
n+1‖H1(Ω) ≤ ‖ eG (In, Ek+1

n − Ek
n)‖H1(Ω) + ‖ěk,L

n ‖H1(Ω). (1.107)

Here ěk,L
n is the error, with correction, at Parareal iteration k and iteration L of the OSWR

algorithm on I := In, with initial condition Ek
n ∈ H1(Ω), initial Robin conditions ζζζk,0

n .
Let L ≥ 1, then we apply (1.70) and (1.71) with 2` = L, u2`

i := ek,L
i,n , ξξξ2` := ζζζk,L

n . After

that, we use the inequality on the norm of the correction (1.92) with ui = ek,L
i,n (, Tn+1)

and ǔ= ěk,L
n .

We obtain

‖ζζζk,L
n ‖Y 2

n
≤ ρ̌L‖ζζζk,0

n ‖Y 2
n
+ C1‖Ek

n‖H1(Ω), (1.108)

‖ěk,L
n ‖H1(Ω) ≤ C2(ρ̌

L−1‖ζζζk,0
n ‖Y 2

n
+ ‖Ek

n‖H1(Ω)). (1.109)

Using now condition (1.45) on eG and (1.109) in (1.107), we get

‖Ek+1
n+1‖H1(Ω) ≤ γ1‖Ek+1

n − Ek
n‖H1(Ω) + C2(ρ̌

L−1‖ζζζk,0
n ‖Y 2

n
+ ‖Ek

n‖H1(Ω)),

which implies, using the triangle inequality,

‖Ek+1
n+1‖H1(Ω) ≤ γ1‖Ek+1

n ‖H1(Ω) + (γ1 + C2)‖Ek
n‖H1(Ω) + C2ρ̌

L−1‖ζζζk,0
n ‖Y 2

n
. (1.110)

From this we obtain, for p = 0, 1, ..., n, by induction on p,

‖Ek+1
n+1‖H1(Ω) ≤ γ

p+1
1 ‖Ek+1

n−p‖H1(Ω)+(γ1+C2)
p
∑

i=0

γi
1‖E

k
n−i‖H1(Ω)+C2ρ̌

L−1
p
∑

i=0

γi
1‖ζζζ

k,0
n−i‖Y 2

n−i
.

Using the above inequality with p = n, together with ‖Ek+1
0 ‖H1(Ω) = 0, we get, for

n= 0, 1, ..., N − 1:

‖Ek+1
n+1‖H1(Ω) ≤ (γ1 + C2)

n
∑

i=0

γi
1‖E

k
n−i‖H1(Ω) + C2ρ̌

L−1
n
∑

i=0

γi
1‖ζζζ

k,0
n−i‖Y 2

n−i
,
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or equivalently, in matrix form (using again the fact that ‖Ek
0‖H1(Ω) = 0),

Ek+1 ≤ (γ1 + C2)MEk + C2ρ̌
L−1(I+ γ1M)ζζζk. (1.111)

Moreover, from (1.100) we have ζζζk,L
n = ζζζk+1,0

n , and thus (1.108) also reads

‖ζζζk+1,0
n ‖Y 2

n
≤ ρ̌L‖ζζζk,0

n ‖Y 2
n
+ C1‖Ek

n‖H1(Ω), (1.112)

which implies

‖ζζζk+1,0
n ‖Y 2

n
≤ ρ̌L‖ζζζk,0

n ‖Y 2
n
+ C1‖Ek

n‖H1(Ω) + C1γ1‖Ek
n−1‖H1(Ω) + · · ·+ C1γ

n−1
1 ‖Ek

1‖H1(Ω)

or equivalently, in matrix form,

ζζζk+1 ≤ ρ̌Lζζζk + C1MEk. (1.113)

Inserting (1.113) in (1.111) we obtain, for p = 0, ..., k, by induction on p,

Ek+1 ≤ (γ1 + C2)MEk + C1C2ρ̌
−1(I+ γ1M)M

p
∑

i=1

ρ̌i LEk−i + C2ρ̌
−1(I+ γ1M)ρ̌(p+1)Lζζζk−p.

In particular, for p = k we get (1.102).

Proof of Theorem 1.22. The proof is done by induction on k :

• For k = 0, by definition of C0, we have E0 ≤ C0, thus (1.105) holds for k = 0.

• For k ≥ 0, we suppose that (1.105) holds up to k, and we show that it holds for k+1:
from (1.102) we have

Ek+1 ≤ (γ1 + C2)MEk + C1C2ρ̌
−1(I+ γ1M)M

k
∑

i=1

ρ̌i LEk−i + C2ρ̌
−1(I+ γ1M)ρ̌(k+1)Lζζζ0.

Using the induction hypothesis in the above inequality and ρ̃ = ρ̌L , we obtain

Ek+1 ≤ (γ1 + C2)M
�

(γM+ ρ̃I)kC0

�

+ C1C2ρ̌
−1(I+ γ1M)M

k
∑

i=1

ρ̃i
�

(γM+ ρ̃I)k−iC0

�

+ C2ρ̌
−1(I+ γ1M)ρ̃k+1ζζζ0.

(1.114)

Moreover, we have

γM
k
∑

i=1

ρ̃i−1(γM+ ρ̃I)k−i = ((γM+ ρ̃I)− ρ̃I)
k
∑

i=1

ρ̃i−1(γM+ ρ̃I)k−i

= (γM+ ρ̃I)k − ρ̃kI. (1.115)

Inserting (1.115) in (1.114) we get

Ek+1 ≤ (γ1 + C2)M
�

(γM+ ρ̃I)kC0

�

+
C1C2ρ̌

−1

γ
(I+ γ1M)ρ̃

�

(γM+ ρ̃I)k − ρ̃kI
�

C0 + C2ρ̌
−1(I+ γ1M)ρ̃k+1ζζζ0,
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or, equivalently,

Ek+1 ≤
�

(γ1 + C2)M+
C1C2ρ̌

−1

γ
(I+ γ1M)ρ̃

�

(γM+ ρ̃I)kC0

+ C2ρ̌
−1(I+ γ1M)ρ̃k+1

�

ζζζ0 −
C1

γ
C0

�

.

By definition of C0 in (1.104) we have ζζζ0 −
C1

γ
C0 ≤ 0. Thus we obtain

Ek+1 ≤
�

(γ1 + C2)M+
C1C2ρ̌

−1

γ
(I+ γ1M)ρ̃

�

(γM+ ρ̃I)kC0,

or equivalently,

Ek+1 ≤
�

�

γ1 + C2 + γ1
C1C2ρ̌

−1

γ
ρ̃
�

M+
C1C2ρ̌

−1

γ
ρ̃I
�

(γM+ ρ̃I)kC0.

The definition of γ in (1.103) implies
C1C2ρ̌

−1

γ
≤ 1 and γ1 + C2 + γ1

C1C2ρ̌
−1

γ
ρ̃ ≤ γ,

thus
Ek+1 ≤ (γM+ ρ̃I)(γM+ ρ̃I)kC0,

which gives (1.105) at step k+ 1, and ends the proof of Theorem 1.22.

Proof of corollary 1.23. From (1.105) we have

Ek ≤
k
∑

i=0

�

k
i

�

ρ̃k−iγiMiC0.

Using that Mi = 000 for i ≥ N , the above inequality also reads

Ek ≤
min(k,N−1)
∑

i=0

�

k
i

�

ρ̃k−iγiMiC0.

Setting C = ‖C0‖∞, we obtain

max
1≤n≤N

‖Ek
n‖H1(Ω) ≤ C

min(k,N−1)
∑

i=0

�

k
i

�

ρ̃k−iγi‖Mi‖∞. (1.116)

Then with m= max
1≤i≤N−1

‖Mi‖∞ (note that m doesn’t depend on k) we get

max
1≤n≤N

‖Ek
n‖H1(Ω) ≤ Cm

min(k,N−1)
∑

i=0

�

k
i

�

ρ̃k−iγi ,

from which we obtain (1.106). Using that 0≤ i ≤ N −1, the term

�

k
i

�

is a polynomial

in k of degree less than or equal to N − 1. Hence ‖Ek
n‖H1(Ω) tends to 0 when k tends to

infinity since ρ̃ < 1.
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1.8.7 From the operator view point

In this part we will try to write the algorithm using the operators between functional
spaces. We then try to establish the same results as in [54].
For the error analysis, as the source term f is 0, and from the linearity, the spaces

Yn = H
1
4 (Tn, Tn+1) can be considered as Y0 = H

1
4 (0,∆T ).

We define the following operators

G :X →X
U 7→ G (U) = u,

where u is the solution of the following problem

u− U
∆T

− ν∂x xu+ a∂xu+ bu= 0 in Ω

with homogeneous Dirichlet boundary conditions.
Let ξξξ = (ξ1,ξ2) ∈ (Y0)

2. We recall the OSWR method with vanishing source terms
using L iterations: let (ξ0

1,ξ0
2) = (ξ1,ξ2), we solve, for `= 1, . . . , L : for i = 1, 2,

L (u`i ) = 0 in Ωi × (0,∆T ),
u`i (·, 0) = u0|Ωi

in Ωi ,
Biu

`
i (δi , ·) = ξ`−1

i on (0,∆T ),

with the update of the Robin data on (0,∆T )

ξ`i =Biu
`
3−i(δi , ·).

From this we can define the incomplete fine solver operator

OSWRL :X × (Y0)
2→X × (Y0)

2

that maps (u0,ξξξ) to
�

ǔL ,ξξξL�, where ǔL = C (uL
1(.,∆T ), uL

2(.,∆T )) (C is the correc-
tion defined in subsection 1.8.5), ξξξL = (ξL

1 ,ξL
2). We observe that OSWRL(u0,ξξξ) =

OSWRL(0,ξξξ) + OSWRL(u0, 0). Here, on the right-hand side, we have four parts, the
most important part here is the second component of OSWRL(0,ξξξ), which can be ex-
pressed as Q Lξξξ

Q : (Y0)
2→ (Y0)

2,Q(ζ1,ζ2) = (B1(u2)(δ1),B2(u1)(δ2))

and (ui) is the solution of

L (ui) = 0 in Ωi × (0,∆T ),
ui(·, 0) = 0 in Ωi ,

Biui(δi , ·) = ζi on (0,∆T ).

In other words, Q is the output of one OSWR iteration, with zero initial condition and
source term. It was shown before from Theorem 1.19 that (Qk) tends to zero with
convergence factor ρ̌.

We define also the output at final time

S (ζζζ) =C
�

u1(·,∆T ), u2(·,∆T )
�

Then, the first component of OSWRL(0,ξξξ) is S (ξξξL−1), with ξξξL−1 =Q L−1(ξξξ).
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Remark 1.24. The arguments that follow remain valid also for the non-overlapping case,
in which we do not have a convergence factor ρ̌ < 1. In that case, the space X should
be replaced by L2(Ω), there is no correction then, and S is only to glue two subdomain

solutions. The space of Robin terms Y is then replaced by L2(0, T ) (not H
1
4 (0, T )), and

the sequence S Qk still converges to zero via an energy estimate (see Section 1.3).

We then define the operator

Ps :X →X , P :X → (Y0)
2

which are the first and second components of OSWRL(u0, 0) respectively. We now recall
briefly the incomplete fine solver on the error: provided Ek

n and ζζζk,0
n , one solves, for

`= 1, 2, . . . , L

L (ek,`
i,n ) = 0 in Ωi × (0,∆T ),

ek,`
i,n (·, 0) = Ek

n |Ωi
in Ωi ,

Bie
k,`
i,n (δi , ·) = ζ

k,`−1
i,n on (0,∆T ),

with

ζ
k,`
i,n =Bie

k,`
3−i,n(δi , ·), on (0,∆T ).

and then we define ěk,L
n =C (ek,L

i,n (.,∆T ), ek,L
i,n (.,∆T )).

Equivalently, we have
�

ěk,L
n ,ζζζk,L

n

�

= OSWRL(E
k
n ,ζζζk,0

n )

We can write each component as

ěk,L
n =Ps(E

k
n) +S Q

L−1(ζζζk,0
n ),

(ζζζk,L
n ) =P (E

k
n) +Q

L(ζζζk,0
n ).

Therefore we can rewrite the error formulation of the coupled Parareal-OSWR method
with all the above operators, as follows :

Ek+1
n+1 = G (In, Ek+1

n )−G (In, Ek
n) +Ps(E

k
n) +S Q

L−1(ζζζk,0
n ).

We can simplify the above equality by using the notations G (In, Ek+1
n ) = G (Ek+1

n ) and
R(Ek

n) =Ps(E
k
n)−G (In, Ek

n). Then, the error expression becomes

Ek+1
n+1 = G (E

k+1
n ) +R(Ek

n) +S Q
L−1(ζζζk,0

n ). (1.117)

Moreover, from the update formulation of the Robin terms, we have

ζζζk+1,0
n =P (Ek

n) +Q
L(ζζζk,0

n ), (1.118)

from which one gets

Q L(ζζζk,0
n ) =Q

LP (Ek−1
n ) +Q2L(ζζζk−1,0

n ),
...
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QkL(ζζζ1,0
n ) =Q

kLP (E0
n) +Q

(k+1)L(ζζζ0,0
n ).

Then, summing the above expressions, we get a telescopic sum, and therefore

Q L(ζζζk,0
n ) =

k
∑

i=1

Q i LP (Ek−i
n ) +Q(k+1)L(ζζζ0,0

n ),

from which we obtain, using (1.118),

ζζζk+1,0
n =

k
∑

i=0

Q(k−i)LP (E i
n) +Q

(k+1)L(ζζζ0,0
n ).

Replacing this term in the error expression (1.117), we obtain

Ek+1
n+1 = G (E

k+1
n ) +R(Ek

n) +
k−1
∑

i=0

S Q(k−i)L−1P (E i
n) +S Q

(k+1)L−1(ζζζ0,0
n ).

From this, we use the same trick as in the analysis of the Parareal method :

G (Ek+1
n ) = G 2(Ek+1

n−1) +GR(E
k
n−1) +G

k−1
∑

i=0

S Q(k−i)L−1P (E i
n−1) +GS Q

(k+1)L−1(ζζζ0,0
n−1)

...

G n(Ek+1
1 ) = G n+1(Ek+1

0 ) +G nR(Ek
0) +G

n
k−1
∑

i=0

S Q(k−i)L−1P (E i
0) +G

nS Q(k+1)L−1(ζζζ0,0
0 )

= G nS Q(k+1)L−1(ζζζ0,0
0 )

We obtains then by taking the telescopic sum

Ek+1
n+1 =

n
∑

q=1

G n−qR(Ek
q ) +

k−1
∑

i=0

n
∑

q=1

G n−qS Q(k−i)L−1P (E i
q) +

n
∑

q=0

G n−qS Q(k+1)L−1(ζζζ0,0
q ).

(1.119)

We recall the error vector Ek = (Ek
1 , Ek

2 , . . . , Ek
N )

t and the operator matrix of Parareal
M :X N →X N

M=























0 0 0 0 · · · 0 0
IdX 0 0 0 · · · 0 0
G IdX 0 0 · · · 0 0
G 2 G IdX 0 · · · 0 0
...

...
...

...
. . .

...
G N−3 G N−4 G N−5 G N−6 · · · 0 0
G N−2 G N−3 G N−4 G N−5 · · · IdX 0























We define also

M=























IdX 0 0 0 · · · 0 0
G IdX 0 0 · · · 0 0
G 2 G IdX 0 · · · 0 0
G 3 G 2 G IdX · · · 0 0
...

...
...

...
. . .

...
G N−2 G N−3 G N−4 G N−5 · · · IdX 0
G N−1 G N−2 G N−3 G N−4 · · · G IdX






















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Similarly, we define R : X N →X N , S ((Y0)
2)N →X N

R=















R 0 0 . . . 0
0 R 0 . . . 0
0 0 R . . . 0
...

...
...

. . .
...

0 0 0 . . . R















; S=















S 0 0 . . . 0
0 S 0 . . . 0
0 0 S . . . 0
...

...
...

. . .
...

0 0 0 . . . S















;

and P : X N → (Y 2
0 )

N , Q : (Y 2
0 )

N → (Y 2
0 )

N

P=















P 0 0 . . . 0
0 P 0 . . . 0
0 0 P . . . 0
...

...
...

. . .
...

0 0 0 . . . P















; Q=















Q 0 0 . . . 0
0 Q 0 . . . 0
0 0 Q . . . 0
...

...
...

. . .
...

0 0 0 . . . Q















;

Then, from (1.119) the error in vector and operator form can be rewritten as

Ek+1 =MREk +MS

�k−1
∑

i=0

Q(k−i)L−1PEi

�

+MSQ(k+1)L−1B0, (1.120)

with B0 = (ζζζ0,0
0 ,ζζζ0,0

1 , . . . ,ζζζ0,0
N−1).

We have the following lemma

Lemma 1.25. The error at iteration k+ 1 for k ≥ 0 can be expressed as

Ek+1 =MCk+1E0 +MDk+1B0 +MSQ(k+1)L−1B0, (1.121)

with Ck+1 : (X )N → (X )N , Dk+1 : (Y 2
0 )

N → (X )N lower triangular matrices.

Proof. We prove equality (1.121) by induction on k.
For k = 0, we have

E1 =MRE0 +MSQL−1B0.

Then C1 = R and D1 = 0. The property is true for k = 0.
We suppose that the property is true for 1,2, . . . , k. We prove that it is true for k+ 1.
Indeed, we have

Ek+2 =MREk+1 +MS

� k
∑

i=0

Q(k+1−i)L−1PEi

�

+MSQ(k+2)L−1B0.

For i ≥ 1, replacing Ei by the induction formulation, we get

Ek+2 =MR
�

MCk+1E0 +MDk+1B0 +MSQ(k+1)L−1B0
�

+MS

� k
∑

i=1

Q(k+1−i)L−1P
�

MCiE
0 +MDiB

0 +MSQi L−1B0
�

�

+MSQ(k+1)L−1PE0 +MSQ(k+2)L−1B0.

Therefore, we obtain

Ck+2 = RMCk+1 + S

� k
∑

i=1

Q(k+1−i)L−1PMCi

�

+ SQ(k+1)L−1P,
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Dk+2 = RMDk+1 +RMSQ(k+1)L−1 + S
k
∑

i=1

Q(k+1−i)L−1P
�

MDi +MSQi L−1
�

.

The matrices Ck+2 and Dk+2 are made from product and sum of lower triangular ma-
trices, thus they are themselves lower triangular too.

To simplify the lemma, we assume that B0 is constructed from E0, that is there exists
an operator K :X → (Y0)

2 such that ζζζ0,0
n =K (E0

n+1). Denoting

K=















K 0 0 . . . 0
0 K 0 . . . 0
0 0 K . . . 0
...

...
...

. . .
...

0 0 0 . . . K















,

we get B0 = KE0. Then the expression in the lemma becomes

Ek+1 =MCk+1E0 +MDk+1KE0 +MSQ(k+1)L−1KE0.

Finally, settingMk =MCk +MDkK+MSQkL−1K, we have Ek =MkE0.
We obtain the following corollary

Corollary 1.26. Mk is a lower triangular matrix, with the diagonal S QkL−1K . Conse-
quently, its spectral radius tends to zero at the same rate of ρ̌L - the convergence rate of
the OSWR method.

Proof. As M is strictly lower triangular, and Ck and Dk are lower triangular, then the
matrix (MCk +MDkK) is strictly lower triangular. Therefore, Mk is lower triangular,
and its diagonal is the diagonal of MSQkL−1K, whose terms are all equal to S QkL−1K .
We then get that the spectral radius of Mk is also S QkL−1K , which tends to zeros at
the rate of Q L , i.e., ρ̌L .

The rate of convergence of the spectral radius is quite nice and coincides with the
rate of the OSWR method. However, as this spectral radius is not the norm of Mk, the
rate of convergence of this spectral radius is not the rate of convergence of the coupled
algorithm. In the convergence analysis in the previous section, we showed that the error
of the coupled method is bounded by ρ̌kL times a polynomial in k. In the numerical
tests, one observes that this polynomial in k could affect a lot the practical convergence.
In particular, for advection dominated test cases in subsection 1.6.2, it is shown that
the convergence of the coupled method is singular, dominated by Parareal, and very
different from the linear convergence of OSWR.



Chapter 2

Space-time domain decomposition
for the incompressible Stokes
problem

Several studies on spatial domain decomposition approaches have been carried out
for the steady Navier-Stokes equations. These works concern various aspects of
domain decomposition (DD) methods: DD as algebraic methods for the discrete
matrix system (e.g. [19], [21], [20], [70], [103], [115], [75], [67], see also [101])
optimization-based DD (e.g. [60], [76], [42]); DD on vorticity equations with fourth
order discretization ([106], [99], [100]); non-overlapping DD via a penalization on
the interface, [28], [29]; DD for reduced order model ([112], [6]) and the Schwarz
method.

Among those DD approaches, the Schwarz method interests us most. It can be
done on both discrete ([58], [113], [87], see also [88] for Oseen) or continuous ([33],
[16]) formulations and use Robin transmission conditions. On the other hand, when
one considers applying this method on evolutionary problems, the equations have to
be discretized in time first to get space problems at each time step before doing any
domain decomposition. Hence, similar time-discretizations for all sub-domains are
compulsory, which causes a limit on the adaptation of the method. To overcome this
limit, we pay attention to the Waveform Relaxation technique for domain decomposi-
tion, which allows flexibility in time discretization on each sub-domain by exchanging
data through a space-time interface. The corresponding method, called Schwarz
Waveform Relaxation (SWR) Method, are wildly used and analyzed for advection
reaction diffusion equation equation, as introduced in the previous chapter.

For the application of SWR on the Navier-Stokes equations, we are aware of the
proceeding [34] and the PhD thesis [35]which treat the compressible Euler and Navier-
Stokes equations and proposed an algorithm and various numerical experiments. How-
ever, until now, there exists no convergence analysis for the incompressible Navier-
Stokes equations. We contribute to the understanding of the behavior of the method by
attacking representative, though simpler, model problems. To begin with, we analyze
the method on the evolutionary Stokes equations, a simplified variation of the evolu-
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tionary Navier-Stokes ones in which the convection is simply discarded. We shall see
later that while the convergence analysis of the SWR for the Stokes equations can be
performed in a similar manner as that of parabolic equations, it has however its own
obstacle related to the pressure. Next, we extend the analysis to the evolutionary Os-
een equations, a linearization of the Navier-Stokes equations in which the convective
velocity field is considered as a given datum.

The chapter is organized as follows. In the first section, we present the model prob-
lem, the existence and uniqueness of its solutions, and its multi-domain form. Since the
multi-domain formulation leads to the study of the Stokes equations with Robin bound-
ary conditions, we study this setting in Section 2.2. Next, section 2.3 is dedicated to
the algorithm. An important observation that seems to have been overlooked in previ-
ous works will be given in section 2.4. Indeed, we show that, in general, the pressure
calculated by the OSWR algorithm will not converge to the monodomain solution. In
section 2.5, we obtain a convergence result on the velocity through an energy estimate,
and in section 2.6, we propose a simple technique to recover the pressure from a con-
verged velocity. In section 2.7, a Fourier analysis is done to get a formulation for the
convergence factor of the OSWR algorithm. Then, numerical illustrations for the un-
steady Stokes system follow in section 2.8. In the next step, in Section 2.9 we apply
similar techniques to the Oseen equations. The final two sections are discussions about
the Parareal and coupled Parareal-OSWR for the Stokes equations.

2.1 Presentation of the model. The multidomain formulation

For a domain Ω ⊆ R2, and for a given viscosity coefficient ν > 0 that we suppose
constant and uniform, and for a given initial condition u0, we denote respectively by
u, p and f the velocity, the pressure and the source term in the incompressible non-
stationary Stokes system:

∂tu− ν∆u+∇p = f in Ω× (0, T )
∇·u = 0 in Ω× (0, T )

u(., t = 0) = u0 in Ω

u = 0 on ∂Ω× (0, T )

(2.1)

This system does not have a unique solution: if (u, p) is a solution, then (u, p + c) is
also a solution, for any constant c. Then, for uniqueness, one needs, for example, the
zero-mean condition on the pressure

∫

Ω

p = 0. (2.2)

We then denote by L2
0(Ω) = {p ∈ L2(Ω),

∫

Ω

p = 0}.

Next, we shall introduce the following spaces, which are the completions, in H1(Ω)
and in L2(Ω), respectively, of the set of compactly supported C∞ functions with van-
ishing divergence:

V =
¦

u ∈
�

H1
0(Ω)

�2
,∇·u= 0

©

,

H =
¦

u ∈
�

L2(Ω)
�2

,∇·u= 0,u · nnn∂Ω = 0 on ∂Ω
©

.
(2.3)
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We denote by V ′ the dual space of V . We recall here Proposition IV.5.13 in the book [18]

Theorem 2.1. Let Ω be a connected, bounded, Lipschitz domain of R2. For any u0 ∈ H
and f ∈ L2

loc([0,+∞[, (H−1(Ω))2), problem (2.1)-(2.2) has a unique solution such that,
for any T > 0

(u, p) ∈
�

L2((0, T ), V )∩C 0([0, T], H)
�

×W−1,∞((0, T ), L2
0(Ω))

and it holds that
∂tu ∈ L2((0, T ), V ′).

Theorem 2.1 shows us the well-posedness of (2.1) only in the distributional sense.
We recall next the existence and regularity properties of the strong solution, which is
given in [78, Theorem 1, Page 86].

Theorem 2.2. Let Ω be a bounded domain domain of R2 with twice continuously differ-
entiable boundary. For any u0 ∈ V and f ∈ L2((0, T ), L2(Ω))2), problem (2.1)-(2.2) has
a unique solution (u, p) such that

u ∈ C 0([0, T], V )∩ L2((0, T ), (H2(Ω))2), ∂tu ∈ L2((0, T ), L2(Ω))2,

p ∈ L2((0, T ), H1(Ω)).

Remark 2.3. There are other results with different hypothesis and regularities. For ex-
ample, [18, Theorem V.2.1] states a regularity result for the Navier-Stokes equations that
only requires a continuously differentiable boundary.

In order to apply a domain-decomposition strategy for this problem, we decompose

Ω into M non-overlapping subdomains Ωi , i.e. Ωi ∩ Ω j = ; and Ω =
M
⋃

i=1

Ωi . For

i = 1, 2, . . . , M , we denote by Ii the set of indices of the neighbouring subdomain(s)
of Ωi: it holds that j ∈ Ii if and only if |∂Ωi ∩ ∂Ω j| > 0, where | · | denotes the one
dimensional measure. We denote by Γi j the interface (if it exists) between Ωi and Ω j ,
ni j the unit normal vector on Γi j , directed from Ωi to Ω j . Note that this implies that
ni j = −n ji .

Denoting by ui , (u0)i , pi and fi the respective restrictions of u, u0, p and f to Ωi ,
the monodomain problem is equivalent to the following multidomain one

∂tui − ν∆ui +∇pi = fi in Ωi × (0, T )
∇·ui = 0 in Ωi × (0, T )

ui(., t = 0) = (u0)i in Ωi

ui = 0 on (∂Ω∩ ∂Ωi)× (0, T )

(2.4)

with i = 1, 2, . . . , M , together with the physical transmission conditions on Γi j × (0, T ),
j ∈ Ii

ui = u j

ν∂nnni j
ui × nnni j = ν∂nnn ji

u j × nnn ji

ν∂nnni j
ui · nnni j − pi = ν∂nnn ji

u j · nnn ji − p j

(2.5)



66 Chapter 2. Space-time domain decomposition for incompressible Stokes problem

The condition ui = u j can be rewritten as

ui · nnni j = −u j · nnn ji

ui × nnni j = −u j × nnn ji

Hence we can write the transmission conditions on Γi j × (0, T ) as

ui j · nnni j = −u ji · nnn ji

u j × nnni j = −u j × nnn ji

ν∂nnni j
ui · nnni j − pi = ν∂nnn ji

u j · nnn ji − p j

ν∂nnni j
ui × nnni j = ν∂nnn ji

u j × nnn ji

(2.6)

For any choice of (αi j ,α ji ,βi j ,β ji) ∈
�

R+∗
�4

, those conditions are equivalent to the
following Robin transmission conditions on Γi j × (0, T ) = Γ ji × (0, T ):

αi j(ν∂nnni j
ui · nnni j − pi) + ui · nnni j = αi j(ν∂nnni j

u j · nnni j − p j) + u j · nnni j

α ji(ν∂nnn ji
u j · nnn ji − p j) + u j · nnn ji = α ji(ν∂nnn ji

ui · nnn ji − pi) + ui · nnn ji

βi jν∂nnni j
ui × nnni j + ui × nnni j = βi jν∂nnni j

u j × nnni j + u j × nnni j

β jiν∂nnn ji
u j × nnn ji + u j × nnn ji = β jiν∂nnn ji

ui × nnn ji + ui × nnn ji

(2.7)

Finally, the zero-mean condition for the pressure is equivalent to

M
∑

i=1

∫

Ωi

pi = 0. (2.8)

This setting requires that we should study the Stokes system in a domain where
Robin boundary conditions are applied on a part of the boundary. This is what is done
in the next section.

2.2 The Stokes problem with Robin boundary conditions

We now consider a domain, still denoted by Ω, for which the boundary is decomposed
into two parts: ∂Ω= ΓD ∪ ΓR, with |ΓR|> 0. Let nnn be the outgoing normal vector on ΓR;
we consider the following system, with α > 0 and β > 0

∂tu− ν∆u+∇p = f in Ω× (0, T )
∇·u = 0 in Ω× (0, T )

u(., t = 0) = u0 in Ω

u = 0 on ΓD × (0, T )
α(ν∂nnnu · nnn− p) + u · nnn = g on ΓR × (0, T )
βν∂nnnu× nnn+ u× nnn = ξ on ΓR × (0, T )

(2.9)

where f is at least in
�

L2(Ω× (0, T ))
�2

, g and ξ are at least in
�

L2(ΓR × (0, T ))
�

.
In order to set this problem under an appropriate (parabolic) variational form, we per-
form the following calculations: Let v be a (smooth enough) test function that vanishes
on ΓD, and whose divergence vanishes on Ω; we have, on the one hand

−ν
∫

Ω

∆u · v= ν
∫

Ω

∇u :∇v− ν
∫

∂Ω

∂nnnu · v
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= ν

∫

Ω

∇u :∇v− ν
∫

ΓR

∂nnnu · v

= ν

∫

Ω

∇u :∇v− ν
∫

ΓR

(∂nnnu× nnn) · (v× nnn)− ν
∫

ΓR

(∂nnnu · nnn)(v · nnn)

where ∇u :∇v= trace
�

∇tv∇u
�

and
∫

Ω

∇p · v= −
∫

Ω

p∇·v+
∫

∂Ω

pv · nnn=
∫

ΓR

pv · nnn

on the other hand. Hence, grouping integrals on ΓR and using Robin boundary condi-
tions, we obtain

−ν
∫

Ω

∆u · v+
∫

Ω

∇p · v= ν
∫

Ω

∇u :∇v

−
∫

ΓR

(ν∂nnnu× nnn) · (v× nnn)−
∫

ΓR

(ν∂nnnu · nnn− p)(v · nnn)

= ν

∫

Ω

∇u :∇v

+
1
α

∫

ΓR

(u · nnn)(v · nnn) +
1
β

∫

ΓR

(u× nnn) · (v× nnn)

−
1
α

∫

ΓR

g(v · nnn)−
1
β

∫

ΓR

ξ · (v× nnn).

(2.10)

We then define the following spaces: VD is the subset of velocities in
�

H1(Ω)
�2

that vanish on the Dirichlet boundary and whose divergence vanish in Ω, and HD is its
completion in

�

L2(Ω)
�2

VD =
¦

u ∈
�

H1(Ω)
�2

,u= 0 on ΓD,∇·u= 0
©

,

HD =
¦

u ∈
�

L2(Ω)
�2

,u · nnn= 0 on ΓD,∇·u= 0
©

,
(2.11)

equipped with the H1 and L2 norms, respectively.
We can define the following bilinear form a(·, ·) on VD × VD and, for a.e. t ∈ (0, T )

the following linear form c(·) on VD

a(u,v) = ν (∇u,∇v)Ω +
1
α
(u · nnn,v · nnn)ΓR +

1
β
(u× nnn,v× nnn)ΓR , (2.12)

c(t,v) = (f(t),v)Ω +
1
α
(g(t),v · nnn)ΓR +

1
β
(ξ(t),v× nnn)ΓR , (2.13)

where (·, ·)D denotes, for any set D (whatever the space-dimension of D) the standard
L2 product on D. In the same way, we shall use the notation || · ||D for the associated
L2(D) norm. All terms in the definition of the forms a and c are well-defined for (u,v) ∈
VD × VD. The fact that c depends on t is due to the fact that f, g and ξ may depend on
time.

VD is dense in HD and the embedding VD ⊂ HD is continuous. We can identify HD

with its dual space, and we are in the situation where VD ⊂ HD ≡ H ′D ⊂ V ′D, which is the
classical setting for parabolic equations (see e.g. [41, Section 6.1], [22, Page 218]). In
this context, these references state the following result:
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Theorem 2.4. Let a be a mapping a : (0, T )×VD×VD 7→ R be such that a(t, ·, ·) is bilinear
for almost every t ∈ (0, T ) and such that the following properties are verified:

• The function t 7→ a(t,u,v) is measurable for all (u,v) ∈ V 2
D

• ∃M ∈ R such that |a(t,u,v)| ≤ M‖u‖VD
‖v‖VD

for almost every t and for all (u,v) ∈
V 2

D

• ∃m> 0 such that a(t,u,u)≥ m‖u‖2VD
for almost every t and for all u ∈ VD.

Let t 7→ c(t, ·) be an element of L2((0, T ), V ′D). Then, if u0 ∈ HD there exists a unique so-
lution u ∈

�

L2((0, T ), VD)∩C 0([0, T], HD)
�

, with ∂tu ∈ L2((0, T ), V ′D), to the following
problem

〈∂tu,v〉V ′D ,VD
+ a(t,u,v) = c(t,v), a.e. t ∈ (0, T ),∀v ∈ VD, (2.14)

u(0) = u0. (2.15)

We shall apply this result to our setting, with the simplification that the bilinear
form defined by (2.12) does not depend on time. We obtain the following result:

Theorem 2.5. Let f ∈ L2((0, T ),
�

L2(Ω)
�2
), g,ξ ∈ L2((0, T ), L2(ΓR)), and u0 ∈ HD. Let a

and c be defined by (2.12) and (2.13), respectively. Then, problem (2.14)–(2.15) admits
a unique solution u ∈

�

L2((0, T ), VD)∩C 0([0, T], HD)
�

, with ∂tu ∈ L2((0, T ), V ′D).

Proof. We shall show that a and c verify the hypothesis of Theorem 2.4. First, it is
well-known that, as soon as |ΓR|> 0, then

‖u‖VD
:=
�

‖∇u‖2Ω + ‖u‖
2
ΓR

�

1
2 =

�

‖∇u‖2Ω + ‖u · nnn‖
2
ΓR
+ ‖u× nnn‖2ΓR

�

1
2

is a norm equivalent to the H1 norm on VD, and we shall therefore work with this norm.
Next, the following properties hold for the bilinear form a:

• let M =max
�

ν,
1
α

,
1
β

�

, then

|a(u,v)| ≤ M‖u‖VD
‖v‖VD

,∀u,v ∈ VD, (2.16)

• let m=min
�

ν,
1
α

,
1
β

�

> 0, then

a(u,u)≥ m‖u‖2VD
,∀u ∈ VD. (2.17)

Indeed, as far as the first inequality is concerned, we have

|a(u,v)| ≤ ν‖∇u‖Ω‖∇v‖Ω +
1
α
‖u · nnn‖ΓR‖v · nnn‖ΓR +

1
β
‖u× nnn‖ΓR‖v× nnn‖ΓR

≤ M
�

‖∇u‖Ω‖∇v‖Ω + ‖u · nnn‖ΓR‖v · nnn‖ΓR + ‖u× nnn‖ΓR‖v× nnn‖ΓR
�

≤ M
�

‖∇u‖2Ω + ‖u · nnn‖
2
ΓR
+ ‖u× nnn‖2ΓR

�

1
2
�

‖∇v‖2Ω + ‖v · nnn‖
2
ΓR
+ ‖v× nnn‖2ΓR

�

1
2

≤ M‖u‖VD
‖v‖VD

.
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Then, as far as the second inequality is concerned, we have

a(u,u) = ν‖∇u‖2Ω +
1
α
‖u · nnn‖2ΓR +

1
β
‖u× nnn‖2ΓR

≥ m
�

‖∇u‖2Ω + ‖u · nnn‖
2
ΓR
+ ‖u× nnn‖2ΓR

�

≥ m‖u‖2VD
.

We then show that, for a.e. t ∈ (0, T ), the linear form c(t, ·) is continuous on VD.
Indeed, ∀v ∈ VD

|c(t,v)| ≤ ‖f(t)‖Ω‖v‖Ω +
1
α
‖g(t)‖ΓR‖v · nnn‖ΓR +

1
β
‖ξ(t)‖ΓR‖v× nnn‖ΓR .

Then, by equivalence of the H1(Ω) norm with || · ||VD
, there exists a constant C1 s.t.

∀v ∈ VD

‖v‖Ω ≤ ‖v‖[H1(Ω)]2 ≤ C1‖v‖VD
.

Hence, ∀v ∈ VD

|c(t,v)| ≤ C1‖f(t)‖Ω‖v‖VD
+
�

1
α
‖g(t)‖ΓR

�

‖v‖VD
+
�

1
β
‖ξ(t)‖ΓR

�

‖v‖VD

≤
�

C1‖f(t)‖Ω +
1
α
‖g(t)‖ΓR +

1
β
‖ξ(t)‖ΓR

�

‖v‖VD
.

(2.18)

Moreover, thanks to the hypothesis on the time dependence of f, g and ξ, the quantity

C1‖f(t)‖Ω +
1
α
‖g(t)‖ΓR +

1
β
‖ξ(t)‖ΓR

is square integrable on (0, T), and we can now apply Theorem 2.4, which finishes the
proof.

Remark 2.6. Since VD is continuously and densely embedded in HD, the fact that u ∈
C 0([0, T], HD) is a consequence of the fact that the space

W (VD, V ′D) :=
�

v : (0, T ) 7→ VD;v ∈ L2((0, T ), VD);∂tv ∈ L2((0, T ), V ′D)
	

is included in C 0([0, T], HD), as stated, for example, by [41, Lemma 6.2] and [Theorem
II.5.13][18].

This has the important implication that it is legitimate to consider u(t) ∈ HD for all
t ∈ [0, T]. Moreover, the following integral equality holds for all t ∈ [0, T] and for all
(u,v) ∈ [W (VD, V ′D)]

2 (see [41, Lemma 6.3] and [18, Theorem II.5.12]):
∫ t

0

�

〈∂tu(s),v(s)〉V ′D ,VD
+ 〈∂tv(s),u(s)〉V ′D ,VD

�

ds = (u(t),v(t))Ω − (u(0),v(0))Ω. (2.19)

Now, since we have obtained the velocity u from the constrained variational prob-
lem (2.14)–(2.15), we shall construct the pressure by relaxing the divergence free con-
dition on the velocity test functions, and we shall therefore consider the space

XD =
¦

v ∈
�

H1(Ω)
�2

,v= 0 on ΓD
©

,

equipped with the above-defined norm || · ||VD
. Like often with the Stokes problem, we

shall rely on the surjectivity of the divergence operator, and on general properties of
surjective mappings in Hilbert spaces. More precisely, we shall use the following results
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Lemma 2.7. The mapping B from XD into L2(Ω) defined by B(v) = −∇ · v is continuous
and surjective.

Proof. This is a special case of [41, Lemma 4.9] (with, using the notations of [41],
∂Ω1 = ΓD, ∂Ω2 = ;, ∂Ω3 = ; and ∂Ω4 = ΓR).

Lemma 2.8. Let L be inL (E; F) and LT be its adjoint inL (F ′; E′), then if L is surjective
in F, then Im LT is closed in E′.

Before stating the next Lemma, we recall the following definition (see, e.g. [18,
Definition IV.2.1]) and properties (see, e.g. [18, Remark IV.2.1])

Definition 2.9. Let E be a Banach space with dual space E′; then for any subset A ⊂ E,
we define A⊥ ⊂ E′ as follows:

A⊥ := {φ ∈ E′,∀x ∈ A, 〈φ, x〉E′,E = 0}

Proposition 2.10. If A⊂ C ⊂ E, then C⊥ ⊂ A⊥.

Proposition 2.11. If A is a linear subspace of E, then (A⊥)⊥ = A if and only if A is closed
in E.

Moreover, we also recall the following general result

Lemma 2.12. Let L be in L (E; F), then (Im LT )⊥ ⊂ Ker L

Proof. If f ∈ (Im LT )⊥, then 〈LT q, f 〉E′,E = 0 for all q ∈ F ′. Thus 〈q, L f 〉F ′,F = 0 for all
q ∈ F ′, which means that L f = 0, and thus f ∈ Ker L.

From these results, we obtain the following Lemma, which will be useful in the
construction of the pressure field:

Lemma 2.13. Let BT be the adjoint operator of B, from L2(Ω) into X ′D. Then for any `
in X ′D that vanishes on VD, there exists P ∈ L2(Ω) such that `= BT P.

Proof. Since B is in L (XD; L2(Ω)) and since B is surjective (see Lemma 2.7), then it

holds that (Im BT ) is closed in X ′D (see Lemma 2.8), and that
�

(Im BT )⊥
�⊥
= Im BT (see

Lemma 2.11). Now, using Lemma 2.12 and Proposition 2.10, we obtain that (Ker B)⊥ ⊂
�

(Im BT )⊥
�⊥
= Im BT . So if ` in X ′D vanishes on VD = Ker B, then ` is in (Ker B)⊥ and

so in Im BT , which exactly means that there exists P ∈ L2(Ω) such that `= BT P.

Using this result, we can now state

Theorem 2.14. With f ∈ L2((0, T ),
�

L2(Ω)
�2
), ξ, g ∈ L2((0, T ), L2(ΓR)) and u0 ∈ HD,

there exists unique p ∈ W−1,∞((0, T ), L2(Ω)), u ∈
�

L2((0, T ), VD) ∩C 0([0, T], HD)
�

,
with ∂tu ∈ L2((0, T ), V ′D) such that (u, p) verifies problem (2.9) in the sense that

• u verifies (2.14)–(2.15)

• p = ∂t P with P ∈ L∞((0, T ), L2(Ω)) satisfying
∫ t

0

c(s,v)ds−(u(t),v)Ω+(u0,v)Ω−
∫ t

0

a(u(s),v)ds = −
∫

Ω

P(t)∇·v , ∀v ∈ XD. (2.20)
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Proof. Let u be the solution of (2.14)–(2.15), and consider, for this u, the function t 7→
a(u(t),v) and the function t 7→ c(t,v) where a and c are defined by (2.12) and (2.13).
Then their definitions can be straightforwardly extended to consider v ∈ XD and, for
any t ∈ (0, T ), the following element of X ′D is well-defined:

b(t,v) :=

∫ t

0

c(s,v)− (u(t),v)Ω + (u0,v)Ω −
∫ t

0

a(u(s),v)ds , ∀v ∈ XD.

Indeed, one has that
�

�

�

�

�

∫ t

0

a(u(s),v)ds

�

�

�

�

�

≤
∫ t

0

M‖u(s)‖XD
‖v‖XD

ds

≤ M
p

t

�∫ t

0

‖u(s)‖2XD
ds

�

1
2

‖v‖XD

≤ M
p

T‖u‖L2((0,T ),VD)‖v‖XD

and
�

�

�

�

�

∫ t

0

c(s,v)ds

�

�

�

�

�

≤
∫ t

0

�

C1‖f(s)‖Ω +
1
α
‖g(s)‖ΓR +

1
β
‖ξ(s)‖ΓR

�

‖v‖XD

≤ γ1‖v‖XD

with

γ1 = C1

p
T‖f‖L2((0,T ),[L2(Ω)]2) +

p
T
α
‖g‖L2((0,T ),L2(ΓR)) +

p
T
β
‖ξ‖L2((0,T ),L2(ΓR)).

In addition, since u belongs to C 0([0, T], HD), then
�

�− (u(t),v)Ω + (u0,v)Ω
�

�≤ 2||u||L∞([0,T],[L2(Ω)]2)||v||Ω ≤ 2C1||u||L∞([0,T],[L2(Ω)]2)||v||XD
.

This leads to the fact that
|b(t,v)| ≤ β ||v||XD

(2.21)

with
β = 2C1||u||L∞([0,T],[L2(Ω)]2) + γ1 +M

p
T‖u‖L2(0,T,VD).

Moreover, from (2.14) and (2.19) (with v not depending on time), we obtain that
b(t,v) = 0 for all v ∈ VD.

Thus, using Lemma 2.13, we conclude that, for all t ∈ (0, T ), there exists P(t) ∈
L2(Ω) satisfying

b(t,v) = 〈BT P(t),v〉X ′D ,XD
= −(P(t),∇ · v)Ω = −

∫

Ω

P(t)∇ · v , ∀v ∈ XD. (2.22)

Moreover, the surjectivity of the divergence mapping leads to the following inf-sup con-
dition: there exists γ2 > 0, s.t.

inf
q∈L2(Ω)

sup
v∈XD

(Bv, q)Ω
‖v‖XD

‖q‖L2(Ω)
= γ2 > 0, (2.23)
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which implies, for all q ∈ L2(Ω)

γ2‖q‖L2(Ω) ≤ sup
v∈XD

(Bv, q)Ω
‖v‖XD

We take q = P(t). From (2.22), (Bv, P(t))Ω = 〈BT P(t),v〉X ′D ,XD
= b(t,v), together

with (2.21), we get

‖P(t)‖L2(Ω) ≤
1
γ2

sup
v∈XD

b(t,v)
‖v‖XD

≤
β

γ2
.

We conclude that P(t) ∈ L∞((0, T ), L2(Ω)). Then, we define the pressure
p = ∂t P ∈ H−1,∞((0, T ), L2(Ω)).

It remains to show that p is unique. Consider the case u0 = 0 and c = 0. Then, we

have u = 0, and (2.20) leads to

∫

Ω

P(t)∇·v = 0 ∀v ∈ XD. From the surjectivity of the

divergence mapping, one gets that , for all t, P(t) = 0, and then p = 0.

2.3 Optimized Schwarz Waveform Relaxation Algorithm

We consider now the OSWR algorithm based on Robin transmission conditions. Denote
by fi = f|Ωi

and u0,i = u0|Ωi
. Provided starting Robin terms g0

i j ,ξ
0
i j , then at each step

`≥ 1 of the algorithm, we solve M subdomain problems

∂tu
`
i − ν∆u`i +∇p`i = fi in Ωi × (0, T )

∇·u`i = 0 in Ωi × (0, T )
u`i (., t = 0) = u0,i in Ωi

αi j(ν∂nnni j
u`i · nnni j − p`i ) + u`i · nnni j = g`−1

i j on Γi j × (0, T )
βi jν∂nnni j

u`i × nnni j + u`i × nnni j = ξ
`−1
i j on Γi j × (0, T )

u`i = 0 on (∂Ωi ∩ ∂Ω)× (0, T )

with i = 1, 2, . . . , M , and then we update the new Robin terms on the interface Γi j ×
(0, T )

g`i j = αi j(ν∂nnni j
u`j · nnni j − p`j ) + u`j · nnni j (2.24)

ξ`i j = βi jν∂nnni j
u`j × nnni j + u`j × nnni j , (2.25)

with j ∈ Ii .

Remark 2.15. As seen in the previous section, the space regularity of the velocity field
is H1(Ωi) and that of the pressure field is L2(Ωi). Thus, if g`−1

i j and ξ`−1
i j have L2(Γi j)

regularity, then update formulas given by (2.24)–(2.25) would return new boundary data
g`i j and ξ`i j with a lower regularity, which is not satisfying for an iterative algorithm. Thus,
we rewrite the update formulas as follows

g`i j =
αi j

α ji

�

α ji(ν∂nnn ji
u`j · nnn ji − p`j ) + u`j · nnn ji

�

−
αi j

α ji
u`j · nnn ji + u`j · nnni j
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=
αi j

α ji
g`−1

ji −
αi j +α ji

α ji
u`j · nnn ji (2.26)

ξ`i j =
βi j

β ji

�

β jiν∂nnn ji
u`j × nnn ji + u`j × nnn ji

�

−
βi j

β ji
u`j × nnn ji + u`j × nnni j

=
βi j

β ji
ξ`−1

ji −
βi j + β ji

β ji
u`j × nnn ji (2.27)

In this update formulation, the regularities of g`i j and ξ`i j depend only on the regularities

of g`−1
ji , ξ`−1

ji and u`j , whose trace is L2((0, T ), H
1
2 (Γi j)).

Now, we may express the iterative algorithm in the following way. We first define

Vi = {u ∈
�

H1(Ωi)
�2

,u= 0 on ∂Ωi ∩ ∂Ω , ∇ · u= 0 in Ωi},

Hi = {u ∈
�

L2(Ωi)
�2

,u · nnn∂Ωi
= 0 on ∂Ωi ∩ ∂Ω , ∇ · u= 0 in Ωi}.

X i =
¦

u ∈
�

H1(Ωi)
�2

,u= 0 on ∂Ωi ∩ ∂Ω
©

,

Then, we set

ai(u,v) = ν (∇u,∇v)Ωi
+
∑

j∈Ii

1
αi j

�

u · nnni j ,v · nnni j

�

Γi j
+

1
βi j

�

u× nnni j ,v× nnni j

�

Γi j
,

c`i (t,v) = (f,v)Ωi
+
∑

j∈Ii

1
αi j

�

g`−1
i j ,v · nnni j

�

Γi j
+

1
βi j

�

ξ`−1
i j ,v× nnni j

�

Γi j
,

(2.28)

and the algorithm reads: for all ` ≥ 1, given g`−1
i j ,ξ`−1

i j on each space-time interface
Γi j × (0, T ), solve, for each i = 1 . . . M :




∂tu
`
i ,v
�

V ′i ,Vi
+ ai(u

`
i ,v) = c`i (t,v), a.e. t ∈ (0, T ),∀v ∈ Vi ,

u`i (0) = u0.i

(2.29)

and then construct p`i = ∂t P
`
i which is such that

�

u`i (t),v
�

Ωi
−
�

u0,i ,v
�

Ωi
+

∫ t

0

ai(u
`
i (s),v)ds− (P`i ,∇ · v)Ωi

−
∫ t

0

c`i (s,v)ds = 0,

∀v ∈ X i .

(2.30)

Finally, update the data by using (2.26)–(2.27) on the space-time interfaces.
With this formulation, we can state the following result

Theorem 2.16. Suppose that g0
i j ,ξ

0
i j ∈ L2((0, T ), L2(Γi j)) and u0|Ωi

∈ Hi . Then, the

OSWR algorithm is well-defined and for all `, u`i ∈ L2((0, T ), Vi) ∩ C 0([0, T], Hi) with
∂tu

`
i ∈ L2((0, T ), V ′i ), p`i ∈W−1,∞((0, T ), L2(Ωi)) and g`i j ,ξ

`
i j ∈ L2((0, T ), L2(Γi j))

Proof. By theorem 2.14, if g`−1
i j ,ξ`−1

i j ∈ L2((0, T ), L2(Γi j)), then one gets

u`i ∈ L2((0, T ), Vi) ∩ C 0([0, T], Hi) with ∂tu
`
i ∈ L2((0, T ), V ′i ) and p`i ∈

W−1,∞((0, T ), L2(Ωi)).
Using the trace theorem, the normal and tangent traces of u`i on Γi j × (0, T ) are in

L2((0, T ), L2(Γi j)). Hence, g`i j ,ξ
`
i j ∈ L2((0, T ), L2(Γi j)).

The proof is then carried out by a simple induction.
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Remark 2.17. The OSWR algorithm is constructed without considering the last condition
(2.8), hence it may not converge to the exact solution. We shall show in the next section
that, indeed, the pressure in each subdomain may not converge to the restriction of the
monodomain pressure.

2.4 First observations on the two subdomains case

We now take a look at the simplest case M = 2, in which we can use the indices 1 and 2

instead of 12 and 21 and Γ = Γ12 = Γ21.
The divergence-free condition of the velocity in each subdomain leads to

∫

∂Ωi

u`i · nnn∂Ωi
= 0=

∫

Γ

u`i · nnni , i = 1, 2. (2.31)

The update of Robin terms for the normal components can also be written as

g`i =
αi

α j
g`−1

j −
αi +α j

α j
u`j · nnn j .

Integrating over Γ , and taking (2.31) into account, we get
∫

Γ

g`i =
αi

α j

∫

Γ

g`−1
j =

∫

Γ

g`−2
i . (2.32)

Therefore, a necessary condition for the convergence of the algorithm to the mon-
odomain solution is

∫

Γ

g0
i =

∫

Γ

gi

with gi = αi(ν∂nnni
u ·nnni− p)+u ·nnni , in which (u, p) is the monodomain solution of prob-

lem (2.1). This condition cannot be achieved in practice because the quantity gi is not
known.
To understand more about the behaviour of the algorithm, we now study the one-
dimensional case.

The one dimensional case

Let Ω = (−1,1) and Γ = {x = 0}, the OSWR algorithm applied to the one-dimensional
Stokes problem can be written for the error (difference between the monodomain so-
lution and the iterative solution at step ` of the algorithm) as: provided g0

1 , g0
2 , at each

step `, we solve, for i = 1, 2

∂tu
`
i − ν∂x xu`i + ∂x p`i = 0 in Ωi × (0, T )

∂xu`i = 0 in Ωi × (0, T )
u`i (., 0) = 0 in Ωi

u`i ((−1)i , .) = 0 on (0, T )
αi(ν∂xu`i (0, .)− p`i (0, .)) + (−1)i+1u`i (0, .) = g`−1

i on (0, T )

then update on (0, T ), with j = 3− i

g`i (t) = αi(ν∂xu`j(0, t)− p`j (0, t)) + (−1)i+1u`j(0, t) (2.33)
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We check if (u`i , p`i ) tends to zeros or not. The second and third conditions on the
velocity simply lead to u`i = 0 for all `. The first equation implies then ∂x p`i = 0, so
p`i (x , t) := p`i (t).
From (2.33) and the transmission conditions, we get

g`j = −α j p
`
i =

α j

αi
g`−1

i

and then g2`
i = g0

i , g2`+1
i =

αi

α j
g0

j . Therefore, the algorithm converges if and only if

g0
1 = g0

2 = 0.
This will not be the case in general since the above algorithm is written on the error

and thus g0
i contains the Robin term of the unknown monodomain solution. Thus,

we have shown that the algorithm may not converge even in the most simple case.

However, these arguments point out that u`i , p2`
i +

1
α j

g0
j and p2`+1

i +
1
αi

g0
i are zeros.

We will try to obtain similar results for higher dimension cases.

2.5 Convergence of the velocity via energy estimate

In this section, we prove that, under sufficient regularity conditions for the solution
(u, p) of problem (2.1)–(2.2), then the velocity fields u`i converge to u|Ωi

.

Theorem 2.18. Let (u, p) be the solution of problem (2.1)–(2.2); let ui := u|Ωi
. Suppose

that all conditions in Theorem 2.2 are satisfied.
Let g0

i j and ξ0
i j be in L2((0, T ), L2(Γi j)) and let u`i be the velocity component of the solution

of the OSWR algorithm defined in Section 2.3. Then, if αi j = α ji and βi j = β ji , the
sequence u`i converges to ui in C 0([0, T], Hi)∩ L2(0, T, Vi).

Proof. Suppose that all conditions in Theorem 2.2 are satisfied. We denote by pi = p|Ωi
.

Then, as (ui , pi) is regular enough, we can define on any space-time interface Γi j×(0, T )

gi j := αi j(ν∂nnni j
ui · nnni j − pi) + ui · nnni j (2.34)

ξi j := νβi j∂nnni j
ui × nnni j + ui × nnni j (2.35)

and they both belong to L2((0, T ), L2(Γi j)).
We recall here that the strong regularity of (u, p) leads to the multidomain transmission
conditions (2.7), which implies

gi j =
αi j

α ji

�

α ji(ν∂nnn ji
u j · nnn ji − p j) + u j · nnn ji

�

−
αi j

α ji
u j · nnn ji + u j · nnni j

=
αi j

α ji
g ji −

αi j +α ji

α ji
u j · nnn ji (2.36)

ξi j =
βi j

β ji

�

β jiν∂nnn ji
u j × nnn ji + u j × nnn ji

�

−
βi j

β ji
u j × nnn ji + u j × nnni j

=
βi j

β ji
ξ ji −

βi j + β ji

β ji
u j × nnn ji (2.37)
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Moreover, (ui , pi) is the strong solution of each local Robin boundary problem

∂tui − ν∆ui +∇pi = fi in Ωi × (0, T )
∇·ui = 0 in Ωi × (0, T )

ui(., t = 0) = u0,i in Ωi

ui = 0 on (∂Ω∩ ∂Ωi)× (0, T )
αi j(ν∂nnni j

ui · nnn− pi) + ui · nnni j = gi j on Γi j × (0, T )
βi jν∂nnni j

ui × nnn+ ui × nnni j = ξi j on Γi j × (0, T )

which can be set under the following variational formulation, which is very similar
to (2.28)–(2.29):

〈∂tui ,v〉V ′i ,Vi
+ ai(ui ,v) = ci(t,v), a.e. t ∈ (0, T ),∀v ∈ Vi ,

ui(0) = u0,i

(2.38)

with

ci(t,v) = (f,v)Ωi
+
∑

j∈Ii

1
αi j

�

gi j ,v · nnni j

�

Γi j
+

1
βi j

�

ξi j ,v× nnni j

�

Γi j
. (2.39)

Denote by
e`i := u`i − ui , h`i j = g`i j − gi j , ζ`i j = ξ

`
i j − ξi j . (2.40)

From (2.28), (2.29), (2.38), (2.39), then e`i verifies

〈∂te
`
i ,v〉V ′i ,Vi

+ ai(e
`
i ,v) =

∑

j∈II

1
αi j
(h`−1

i j ,v · nnni j)Γi j
+

∑

j∈II

1
βi j
(ζ`−1

i j ,v× nnni j)Γi j

a.e. t ∈ (0, T ),∀v ∈ Vi ,
e`i (0) = 0 .

(2.41)

All integrals on Γi j are well defined since gi j and ξi j are both in L2((0, T ), L2(Γi j)), and
since we have proved that this is also the case for g`i j and ξ`i j as soon as it is true for
`= 0.

With αi j = α ji and βi j = β ji , the update formulas (2.26), (2.27) and (2.36), (2.37)
for the Robin terms on Γi j × (0, T ) lead to

e`i · nnni j =
1
2

�

h`−1
i j − h`ji

�

, e`i × nnni j =
1
2

�

ζ`−1
i j − ζ

`
ji

�

. (2.42)

Choosing e`i as test function in (2.41), one gets

〈∂te
`
i ,e

`
i 〉V ′i ,Vi

+ ν(∇e`i ,∇e`i )Ωi
+
∑

j∈II

1
αi j
(e`i · nnni j ,e

`
i · nnni j)Γi j

+
∑

j∈II

1
βi j
(e`i × nnni j ,e

`
i × nnni j)Γi j

=
∑

j∈II

1
αi j
(h`−1

i j ,e`i · nnni j)Γi j
+
∑

j∈II

1
βi j
(ζ`−1

i j ,e`i × nnni j)Γi j
.

(2.43)

On the boundary Γi j , replacing (2.42) into (2.43), one gets

〈∂te
`
i ,e

`
i 〉V ′i ,Vi

+ ν(∇e`i ,∇e`i )Ωi
+

1
4

∑

j∈II

1
αi j
(h`−1

i j − h`ji , h`−1
i j − h`ji)Γi j
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+
1
4

∑

j∈II

1
βi j
(ζ`−1

i j − ζ
`
ji ,ζ

`−1
i j − ζ

`
ji)Γi j

=
1
2

∑

j∈II

1
αi j
(h`−1

i j , h`−1
i j − h`ji)Γi j

+
1
2

∑

j∈II

1
βi j
(ζ`−1

i j ,ζ`−1
i j − ζ

`
ji)Γi j

.

Equivalently

〈∂te
`
i ,e

`
i 〉V ′i ,Vi

+ ν‖∇e`i ‖
2
Ωi
+

1
4

∑

j∈II

1
αi j
‖h`ji‖

2
Γi j
+

1
4

∑

j∈II

1
βi j
‖ζ`ji‖

2
Γi j

=
1
4

∑

j∈II

1
αi j
‖h`−1

i j ‖
2
Γi j
+

1
4

∑

j∈II

1
βi j
‖ζ`−1

i j ‖
2
Γi j

,
(2.44)

with the norms here denoting the L2 norms.
Next, adapting (2.19) to Ωi , we get

2

∫ T

0

〈∂te
`
i ,e

`
i 〉V ′i ,Vi

= ‖e`i (T )‖
2
Ωi
− ‖e`i (0)‖

2
Ωi

.

Multiplying (2.44) by 2 and integrating on (0, T ), we obtain

‖e`i (T )‖
2
Ωi
− ‖e`i (0)‖

2
Ωi
+ 2ν

∫ T

0

‖∇e`i ‖
2
Ωi
+
∑

j∈II

1
2αi j

∫ T

0

‖h`ji‖
2
Γi j
+
∑

j∈II

1
2βi j

∫ T

0

‖ζ`ji‖
2
Γi j

=
∑

j∈II

1
2αi j

∫ T

0

‖h`−1
i j ‖

2
Γi j
+
∑

j∈II

∫ T

0

1
2βi j
‖ζ`−1

i j ‖
2
Γi j

(2.45)

Taking into account that e`i (0) = 0 and summing over all subdomains Ωi , we get

M
∑

i=1

‖e`i (., T )‖2Ωi
+ 2ν

M
∑

i=1

∫ T

0

‖∇e`i ‖
2
Ωi
+

M
∑

i=1

∑

j∈Ii

1
2βi j

∫ T

0

‖ζ`ji‖
2
Γi j

+
M
∑

i=1

∑

j∈Ii

1
2αi j

∫ T

0

‖h`ji‖
2
Γi j
=

M
∑

i=1

∑

j∈Ii

1
2βi j

∫ T

0

‖ζ`−1
i j ‖

2
Γi j
+

M
∑

i=1

∑

j∈Ii

1
2αi j

∫ T

0

‖h`−1
i j ‖

2
Γi j

.

The terms
M
∑

i=1

∑

j∈Ii

1
2βi j

∫ T

0

‖ζ`−1
i j ‖

2
Γi j
+

M
∑

i=1

∑

j∈Ii

1
2αi j

∫ T

0

‖h`−1
i j ‖

2
Γi j

and
M
∑

i=1

∑

j∈Ii

1
2β ji

∫ T

0

‖ζ`−1
ji ‖

2
Γi j
+

M
∑

i=1

∑

j∈Ii

1
2α ji

∫ T

0

‖h`−1
ji ‖

2
Γi j

express the same quantity: the total energies on all interfaces of all Robin terms at step
(`− 1), which we denote by E`−1

R . Hence, the above energy estimate becomes

M
∑

i=1

‖e`i (., T )‖2Ωi
+ 2ν

M
∑

i=1

∫ T

0

‖∇e`i ‖
2
Ωi
+ E`R = E`−1

R
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Summing from `= 1 to `= L, we get

L
∑

`=1

M
∑

i=1

‖e`i (., T )‖2Ωi
+ 2ν

L
∑

`=1

M
∑

i=1

∫ T

0

‖∇e`i ‖
2
Ωi
(t)d t + E L

R = E0
R

As E L
R ≥ 0 for all L, the sums

L
∑

`=1

M
∑

i=1

‖e`i (., T )‖2Ωi
and

L
∑

`=1

M
∑

i=1

∫ T

0

‖∇e`i ‖
2
Ωi

are bounded;

hence ‖e`i (T )‖
2
Ωi

and

∫ T

0

‖∇e`i ‖
2
Ωi
(t)d t tend to 0 when `→∞.

In addition, in (2.45), we can integrate on (0, t) instead of (0, T ), and we get for all
t ∈ (0, T )

L
∑

`=1

M
∑

i=1

‖e`i (t)‖
2
Ωi
≤ E0

R.

This first leads to the convergence of ‖e`i (t)‖Ωi
to 0 for all t and thus to the convergence

of e`i to 0 in C 0([0, T], Hi), but also to the fact that, integrating on (0, T ), it holds that

L
∑

`=1

M
∑

i=1

∫ T

0

‖e`i (t)‖
2
Ωi

d t ≤ T E0
R.

This implies that

∫ T

0

‖e`i (t)‖
2
Ωi

d t tends to 0 when ` → +∞. Then, summing with
∫ T

0

‖∇e`i ‖
2
Ωi
(t)d t that also tends to 0, we have that

∫ T

0

‖e`i (t)‖
2
[H1(Ωi)]2

d t tends to 0,

or, in other words, that e`i tends to 0 in L2((0, T ), Vi).

Remark 2.19. Unfortunately, in general, we do not have the convergence of ∂tu
`
i in V ′i .

Indeed, from the first equality in (2.41), and since ai(e
`
i ,v) tends to 0, the convergence

of ∂tu
`
i is equivalent to the weak convergence of h`i j and ζ`i j . However, we have given in

Section 2.4 an example from which we infer that this is not the case, in general (see (2.32)).

On the other hand, we notice that for all v ∈
�

H1
0(Ωi)

�2
, the right-hand side in the

first equality in (2.41) vanishes. Then we get

Corollary 2.20. Let all hypotheses of Theorem 2.18 be satisfied. Denote by Wi = {u ∈
�

H1
0(Ωi)

�2
,∇·u= 0 in Ωi}. Then, ∂tu

`
i tends to ∂tui in L2((0, T ), W ′

i ).

Proof. In the constrained formulation of the error, Eq. (2.41), taking the test functions
in Wi ⊂ Vi , we get

〈∂te
`
i (t),v〉V ′i ,Vi

+ ai(e
`
i (t),v) = 0,

which exactly means that

〈∂te
`
i (t),v〉W ′

i ,Wi
+ (∇e`i (t),∇v)Ωi

= 0.

Then

‖∂te
`
i (t)‖W ′

i
≤ ‖∇e`i (t)‖Ωi



2.5. Convergence of the velocity via energy estimate 79

and thus
∫ T

0

‖∂te
`
i (t)‖

2
W ′

i
d t ≤

∫ T

0

‖∇e`i (t)‖
2
Ωi

d t.

As the right-hand side tends to 0, this proves the corollary.

Now, we prove a convergence result for the pressure. We set P(t) =

∫ t

0

p(s)ds and

Pi = P|Ωi
and denote the error by D`i (t) = (P

`
i − Pi)(t). Then we can state

Corollary 2.21. Let all hypotheses of Theorem 2.18 be satisfied. Then for all t ∈ [0, T]

it holds that ‖D`i (t) −
1
|Ωi|

∫

Ωi

D`i (t)‖L2
0(Ωi) → 0 when ` → ∞, with L2

0(Ωi) = {p ∈

L2(Ωi),

∫

Ωi

p = 0}.

Proof. As (ui , pi) is the strong solution of the Robin problem with B.C. gi j ,ξi j , then Pi

verifies a variational formulation similar to (2.30)

(ui(t),v)Ωi
−
�

u0,i ,v
�

Ωi
+

∫ t

0

ai(ui(s),v)ds− (Pi(t),∇ · v)Ωi
−
∫ t

0

ci(s,v)ds = 0

∀ v ∈ X i .

(2.46)

Then, from (2.30) and (2.46), taking the test function v ∈
�

H1
0(Ωi)

�2 ⊂ X i , the bound-
ary terms in c`i (s,v) and ci(s,v) vanish and then c`i (s,v)− ci(s,v) also vanishes. Then
we get

(D`i (t),∇ · v)Ωi
=
�

e`i (t),v
�

Ωi
+

∫ t

0

ai(e
`
i (s),v)ds ,∀v ∈

�

H1
0(Ωi)

�2
. (2.47)

As (c,∇ · v)Ωi
= 0 for all constants c and v ∈

�

H1
0(Ωi)

�2
, the above formulation implies

(D`i (t)−
1
|Ωi|

∫

Ωi

D`i (t),∇ · v)Ωi
=
�

e`i (t),v
�

Ωi
+

∫ t

0

ai(e
`
i (s),v)ds ,∀v ∈

�

H1
0(Ωi)

�2
.

(2.48)

Since (D`i −
1
|Ωi|

∫

Ωi

D`i ) ∈ L2
0(Ωi), we recall that the divergence mapping from

�

H1
0(Ωi)

�2
to L2

0(Ωi) satisfies inf-sup condition: there exists γ3 s.t.

inf
q∈L2

0(Ωi)
sup

v∈[H1
0 (Ωi)]2

∫

Ω
q∇·v

‖v‖[H1
0 (Ωi)]2‖q‖L2

0(Ωi)
= γ3 > 0. (2.49)

Hence

‖D`i −
1
|Ωi|

∫

Ωi

D`i ‖L2
0(Ωi) ≤

1
γ3

sup
v∈[H1

0 (Ωi)]2

|
�

e`i (t),v
�

Ωi
+
∫ t

0 ai(e`i (s),v)ds|

‖v‖[H1
0 (Ωi)]2
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We apply again the continuity of ai(., .)

|
∫ t

0

ai(e
`
i (s),v)|ds ≤ Mi

∫ t

0

‖e`i (s)‖X i
‖v‖X i

ds ≤ Mi‖v‖[H1
0 (Ωi)]2

p
T‖e`i ‖L2((0,T ),X i)

as well as the fact that, for all v ∈
�

H1
0(Ωi)

�2

|
�

e`i (t),v
�

Ωi
| ≤ ‖e`i (t)‖Ωi

‖v‖Ωi
≤ CPi

‖e`i (t)‖Ωi
‖v‖[H1

0 (Ωi)]2

Therefore

‖D`i −
1
|Ωi|

∫

Ωi

D`i ‖L2
0(Ωi) ≤

1
γ3

�

CPi
‖e`i (t)‖Ωi

+Mi
p

T‖e`i ‖L2((0,T ),X i)
�

From the convergence of the velocity, we get the corollary.

2.6 Recovering the pressure

We introduce the notation 〈p〉O =
1
|O |

∫

O
p d x for the mean value of a function on a

domain O (whatever the space dimension of O ).
We denote by d`i := pi − p`. In the previous section. In this section, we suppose

that, for a.e t ∈ (0, T )

• ‖d`i − 〈d
`
i 〉Ωi
‖Ωi
−→ 0 for all i when ` −→ +∞

• (〈d`i 〉Γi j
− 〈d`i 〉Ωi

) tends to 0 for all i, all Γi j , when ` −→ +∞

•
�

〈h`i j〉Γi j
+αi j〈d`i 〉Γi j

�

−→ 0 for all i, all Γi j , when ` −→ +∞

where h`i j is defined in (2.40).

Remark 2.22. Those above hypothesis can be implied from the stronger regularity and
convergence of the velocity. Indeed, suppose that (e`i , d`i ) is the strong solution of the
following Robin problem

∂te
`
i − ν∆e`i +∇d`i = 0 in Ωi × (0, T )

∇·e`i = 0 in Ωi × (0, T )
e`i (., t = 0) = 0 in Ωi

e`i = 0 on (∂Ω∩ ∂Ωi)× (0, T )
αi j(ν∂nnni j

e`i · nnni j − d`i ) + e`i · nnni j = h`i j on Γi j × (0, T )
βi jν∂nnni j

e`i × nnn+ e`i × nnni j = ζ
`
i j on Γi j × (0, T )

with the following convergence

‖e`i ‖L∞((0,T ),[H2(Ωi)]
2) −→ 0, ‖∂te

`
i ‖L∞((0,T ),[L2(Ωi)]

2) −→ 0.

From this, we get, for a.e. t ∈ (0, T ), ‖∇d`i (t)‖Ωi
−→ 0, which implies the first and second

hypothesis.
This also implies the convergence of trace of the velocity: for a.e. t ∈ (0, T ), we have
‖αi jν∂nnni j

e`i (t) · nnni j + e`i (t) · nnni j‖Γi j
−→ 0 that leads to the third hypothesis.
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One can rewrite these three hypothesis on the error as

‖(p`i − pi)− (〈p`i 〉Ωi
− 〈pi〉Ωi

)‖Ωi
−→ 0, (2.50)

(〈p`i − pi〉Γi j
)− (〈p`i − pi〉Ωi

) −→ 0, (2.51)
�

〈g`i j〉Γi j
− 〈gi j〉Γi j

�

+αi j〈p`i − pi〉Γi j
−→ 0. (2.52)

Expression (2.50) shows that p`i (t) will tend to pi(t) if and only if the mean-value of
p`i (t) onΩi tends to the mean value of pi(t). However, no constraint was imposed on the
mean-value of p`i (t) in the algorithm, since, thanks to the Robin boundary conditions,
such constraint is not necessary to obtain local well-posed problems at each iteration.
In Section 2.4, we observed cases in which p`i does not converge to the monodomain
solution pi . In this section, we build a modified pressure p̃`i such that p̃`i (t) tends to
pi(t) in L2(Ωi), i = 1, . . . , M .
Then, we are interested first in the mean-value of pi(t), which we denote by X i(t) :=
〈pi(t)〉Ωi

. Then, we rewrite (2.50) using these notations as

‖
�

p`i (t)− 〈p
`
i (t)〉Ωi

+ X i(t)
�

− pi(t)‖L2(Ωi) −→ 0. (2.53)

when `→∞.
From (2.53), we see that the right approximation to calculate at each iteration (that
tends to pi(t)) is

�

p`i (t) − 〈p
`
i (t)〉Ωi

+ X i(t)
�

. However, we do not know how to cal-
culate X i , and thus to calculate p`i (t)− 〈p

`
i (t)〉Ωi

+ X i(t) in (2.53). A similar question
was raised in the thesis of Lissoni [87, Theorem IV.3.9] at the discrete level, within a
Schwarz algorithm applied at each time step of a time marching scheme for the numer-
ical approximation of the incompressible Navier-Stokes equations.
We introduce below a new quantity Y `i (t), fully computable at any given iteration `,
that tends to X i(t) when ` tends to infinity, from which we will define p̃`i which tends
to pi in L2(Ωi).

To ease the presentation, we shall set |Γi j| = 0, αi j = 0 and g`i j = 0 if j 6∈ Ii .
Moreover, we introduce the constant matrix

A= (ai j)1≤i, j≤M , with aii =
M
∑

j=1, j 6=i

|Γi j|αi j , and ai j = −|Γ ji|α ji if j 6= i

together with the constant vector C = (|Ω1|, |Ω2|, . . . , |ΩM |) and the sequence of vectors
(B`)`, with B` = (B`1, B`2, . . . , B`M )

t defined as

B`i =
M
∑

j=1

|Γi j|
�

〈g`i j〉Γi j
+αi j〈p`i 〉Ωi

�

−
M
∑

j=1

|Γ ji|
�

〈g`ji〉Γ ji
+α ji〈p`j 〉Ω j

�

Theorem 2.23. We recall that we are in the case αi j = α ji , hence A is symmetric. We have
the following

(i) For all `, the following system

AY ` = B`,

CY ` = 0,
(2.54)

has a unique solution Y ` ∈ RM .
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(ii) Moreover, we have Y `→ X := (X1, X2, · · · , XM ) in RM , and for all t

‖p̃`i − pi‖L2(Ωi) −→ 0, when `→∞, with p̃`i (t) := p`i (t)− 〈p
`
i (t)〉Ωi

+ Y `i (t).
(2.55)

Proof of (i). The proof of Theorem 2.23–(i) relies on two main steps:

(a) Existence of solutions to the system AY ` = B`,

(b) Existence and uniqueness of a solution to system (2.54) thanks to the additional
constraint CY ` = 0.

Let us start with (a). Since A is symmetric, existence of at least one solution to the
system AY ` = B` is equivalent to proving that B` ∈ Im(A) = (Ker(A))⊥. Therefore, we
first start with the determination of Ker(A).

Let Y = (Y1, Y2, . . . , YM )
t ∈ Ker(A). We have

M
∑

j=1

ai jYj = 0, for all i = 1,2, . . . , M . As

αi j = α ji , we have aii = −
M
∑

j=1, j 6=i

ai j , which implies

0=
M
∑

j=1

ai jYjYi =
M
∑

j=1, j 6=i

ai jYjYi + aiiY
2
i =

M
∑

j=1, j 6=i

ai j(YjYi − Y 2
i ).

Summing the above expression in i, and with ai j = a ji , we obtain

M
∑

i=1

M
∑

j=1, j 6=i

ai j(YjYi − Y 2
i ) =

∑

i< j

ai j(Yi − Yj)
2 = 0.

As ai j ≤ 0 for all (i, j) with i 6= j, and ai j < 0 as soon as subdomains i and j are
neighbours, this implies that Yi = Yj for any pair of neighbouring subdomains i and j.
Since Ω is connected, this finally implies that all Yi are equal i.e. Ker(A) = vect(e) with

e= (1, 1, . . . , 1, 1). Then, B` ∈ (Ker(A))⊥ is simply equivalent to B` · e=
M
∑

i=1

B`i = 0.

This is proved in the following way:

M
∑

i=1

B`i =
M
∑

i=1





M
∑

j=1

|Γi j|
�

〈g`i j〉Γi j
+αi j〈p`i 〉Ωi

�

−
M
∑

j=1

|Γ ji|
�

〈g`ji〉Γ ji
+α ji〈p`j 〉Ω j

�





=
M
∑

i=1

M
∑

j=1

|Γi j|〈g`i j〉Γi j
+

M
∑

i=1

M
∑

j=1

|Γi j|αi j〈p`i 〉Ωi

−
M
∑

i=1

M
∑

j=1

|Γ ji|〈g`ji〉Γ ji
−

M
∑

i=1

M
∑

j=1

|Γ ji|α ji〈p`j 〉Ω j

=
∑

1≤i, j≤M

|Γi j|〈g`i j〉Γi j
−

∑

1≤i, j≤M

|Γ ji|〈g`ji〉Γ ji

+
M
∑

i=1

 

M
∑

j=1

|Γi j|αi j

!

〈p`i 〉Ωi
−

M
∑

j=1

� M
∑

i=1

|Γ ji|α ji

�

〈p`j 〉Ω j
.
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By denoting Q i =
M
∑

j=1

|Γi j|αi j , we get

M
∑

i=1

B`i =
M
∑

i=1

Q i〈p`i 〉Ωi
−

M
∑

j=1

Q j〈p`j 〉Ω j
= 0.

Let us now turn to (b). From (a), we know that there exists at least a solution to
AY ` = B`. Moreover, let Y ∗ be a given solution to this system; all other solutions may
be written as Y = Y ∗ + µe, with µ ∈ R. Existence and uniqueness of the solution to
(2.54) follows from the fact that Ce= |Ω| 6= 0: we have CY = CY ∗+µCe and then, as

CY ` = 0, it follows that Y ` = Y ∗−
CY ∗

|Ω|
e. This ends the proof of Theorem 2.23–(i).

Proof of Theorem 2.23–(ii). It relies on the two main results:

(c) B`→ AX in RM ,

(d) CX = 0.

Let us prove (c): from the divergence-free property of ui , we have

0=

∫

Ωi

∇·ui =

∫

∂Ωi

ui · n∂Ωi
=
∑

j∈Ii

∫

Γi j

ui · ni j . (2.56)

Moreover, from the definition of gi j in (2.34) and the physical transmission condi-
tions (2.6), we have

|Γi j|〈gi j〉Γi j
− |Γ ji|〈g ji〉Γ ji

=

∫

Γi j

(gi j − g ji) = 2

∫

Γi j

ui · ni j . (2.57)

Hence, from (2.56) and (2.57) we get
∑

j∈Ii

|Γi j|〈gi j〉Γi j
=
∑

j∈Ii

|Γ ji|〈g ji〉Γ ji
. (2.58)

(2.52) is equivalent to

〈g`i j〉Γi j
+αi j〈p`i − pi〉Γi j

−→ 〈gi j〉Γi j
. (2.59)

From (2.51), we may replace 〈p`i − pi〉Γi j
by 〈p`i − pi〉Ωi

in (2.59), then multiply by |Γi j|
and sum over j ∈ Ii for a given i to obtain

∑

j∈Ii

|Γi j|
�

〈g`i j〉Γi j
+αi j〈p`i − pi〉Ωi

�

−→
∑

j∈Ii

|Γi j|〈gi j〉Γi j
. (2.60)

In exactly the same way, we also obtain
∑

j∈Ii

|Γ ji|
�

〈g`ji〉Γ ji
+α ji〈p`j − p j〉Ω j

�

−→
∑

j∈Ii

|Γ ji|〈g ji〉Γ ji
. (2.61)

Using (2.60), (2.61) and (2.58), we obtain
∑

j∈Ii

|Γi j|
�

〈g`i j〉Γi j
+αi j〈p`i 〉Ωi

−αi j〈pi〉Ωi

�
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−
∑

j∈Ii

|Γ ji|
�

〈g`ji〉Γ ji
+α ji〈p`j 〉Ω j

−α ji〈p j〉Ω j

�

−→ 0,

or equivalently
∑

j∈Ii

|Γi j|
�

〈g`i j〉Γi j
+αi j〈p`i 〉Ωi

�

−
∑

j∈Ii

|Γ ji|
�

〈g`ji〉Γ ji
+α ji〈p`j 〉Ω j

�

−→
∑

j∈Ii

|Γi j|αi j〈pi〉Ωi
−
∑

j∈Ii

|Γ ji|α ji〈p j〉Ω j
.

This is exactly B` −→ AX .
Let us now prove (d): We have

∫

Ω

pi =
M
∑

i=1

∫

Ωi

pi =
M
∑

i=1

|Ωi|〈pi〉Ωi
= 0

i.e. CX = 0.

We now prove Theorem 2.23–(ii): From Theorem 2.23–(i), and (c) and (d), we
have A(Y ` − X ) −→ 0 and C(Y ` − X ) = 0, which implies that (Y ` − X ) −→ 0 when
`→∞. Then, from (2.53), with a triangle inequality, we get (2.55).

Remark 2.24. In the general case of M subdomains, the calculation of p̃`i is done only once,
at the last OSWR iteration. It involves solving the coarse problem (2.54) when M > 2,
and is given by an explicit formula when M = 2 (see Corollary 2.26), thus the cost of
calculating the modified pressure is negligible.

Remark 2.25. Recovering the correct pressure could also be performed from the fact that
∇(p`i − pi) tends to zero when `→∞. Indeed, for a given Ωi , choosing first an arbitrary
point xi ∈ Ωi , then one may write

pi(x) = pi(xi) + (x− xi) ·
∫ 1

0

∇pi (xi + t(x− xi)) d t , ∀x ∈ Ωi .

Then, one could replace ∇pi by ∇p`i to obtain approximate values of the pressure at each
point x. However, this formula holds on a given subdomain Ωi . In order to relate values of
the pressures in Ωi to those in a neighboring subdomain Ω j through this kind of formula,
one needs to choose a point on the boundary Γi j that will serve as the point x j in the subdo-
main Ω j , and so on. At the discrete level, there are several drawbacks to that: this requires
further communications between subdomains, the pressure gradient at the boundaries may
not be easy to define (e.g. when the pressure is defined as a piecewise constant field like in
the Crouzeix-Raviart finite element), and finally there are many ways to go from one cell
to another in the mesh, and, due to round-off errors, this may lead to different evaluations
of the pressure at a given cell in particular in very large scale computations.

In the two-subdomain case, the calculation of p̃`i can be done by the following ex-
plicit formula.

Corollary 2.26. Let M = 2, in which case we denote by 1 and 2 instead of 12 and 21 and
Γ = Γ12 = Γ21. We recall also that we are in the case α= α12 = α21. We define, for i = 1, 2
and j = 3− i,

p̃`i = p`i +
|Ω j|
|Ω|

�

1
α
(〈g`i 〉Γ − 〈g

`
j 〉Γ )

�

−
|Ωi|
|Ω|
〈p`i 〉Ωi

−
|Ω j|
|Ω|
〈p`j 〉Ω j

.
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Then p̃`i tends to pi when ` tends to infinity.

Proof. For M = 2 we have

B`1 = −B`2 = |Γ |
�

〈g`1〉Γ +α〈p1〉Ω1

�

− |Γ |
�

〈g`2〉Γ +α〈p2〉Ω2

�

,

A=

�

α|Γ | −α|Γ |
−α|Γ | α|Γ |

�

,

C = [|Ω1| |Ω2|].

System (2.54) for M = 2 has unique solution given by

Y `1 =
|Ω2|
|Ω|

�

1
α
(〈g`1〉Γ − 〈g

`
2〉Γ ) + (〈p

`
1〉Ω1
− 〈p`2〉Ω2

)
�

,

Y `2 =
|Ω1|
|Ω|

�

1
α
(〈g`2〉Γ − 〈g

`
1〉Γ ) + (〈p

`
2〉Ω2
− 〈p`1〉Ω1

)
�

.

From theorem 2.23, we have

p`1 − 〈p
`
1〉Ω1

+ Y `1 = p`1 +
|Ω2|
|Ω|

�

1
α
(〈g`1〉Γ − 〈g

`
2〉Γ )

�

−
|Ω1|
|Ω|
〈p`1〉Ω1

−
|Ω2|
|Ω|
〈p`2〉Ω2

→ p1

p`2 − 〈p
`
2〉Ω2

+ Y `2 = p`2 +
|Ω1|
|Ω|

�

1
α
(〈g`2〉Γ − 〈g

`
1〉Γ )

�

−
|Ω1|
|Ω|
〈p`1〉Ω1

−
|Ω2|
|Ω|
〈p`2〉Ω2

→ p2

2.7 Convergence factor via Fourier transform

In this Section, differently from what was presented in Chapter one, we do not intend to
study rigorously the convergence of the OSWR iterative process through Fourier trans-
forms. We proved convergence of the velocity via energy estimates in Section 2.5 and
showed how to recover the pressure in Section 2.6. The aim here is to find a way to
choose conveniently the parameters (α,β) that play an important role in the actual rate
of convergence in numerical experiments.

Consider Ω=R2. We consider two subdomains, in which case we denote by 1 and

2 instead of 12 and 21 and Γ = Γ12 = Γ21 = {x = 0} ×R. We denote u = (u, v) the two
components of the velocity, f= ( f1, f2). Recall here the Stokes problem

∂tu− ν∆u+ ∂x p = fx in Ω× (0, T )
∂t v − ν∆v + ∂y p = f y in Ω× (0, T )

∂xu+ ∂y v = 0 in Ω× (0, T )
u(., t = 0) = u0 in Ω

v(., t = 0) = v0 in Ω

u, v → 0 when |(x , y)| →∞

To simplify notations, we do not use g`i ,ζ`i , we write the OSWR algorithm as follows:
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starting with u0
i , v0

i , p0
i , at step `≥ 1, provided u`−1

i , v`−1
i , p`−1

i we solve

∂tu
`
1 − ν∆u`1 + ∂x p`1 = fx in Ω× (0, T )

∂t v
`
1 − ν∆v`1 + ∂y p`1 = f y in Ω× (0, T )

∂xu`1 + ∂y v`1 = 0 in Ω× (0, T )
u`1(., t = 0) = u0 in Ω

v`1(., t = 0) = v0 in Ω

α1(ν∂xu`1 − p`1) + u`1 = α1(ν∂xu`−1
2 − p`−1

2 ) + u`−1
2 on Γ × (0, T )

νβ1∂x v`1 + v`1 = νβ1∂x v`−1
2 + v`−1

2 on Γ × (0, T )
u`1, v`1 → 0 when |(x , y)| →∞

and

∂tu
`
2 − ν∆u`2 + ∂x p`2 = fx in Ω× (0, T )

∂t v
`
2 − ν∆v`2 + ∂y p`2 = f y in Ω× (0, T )

∂xu`2 + ∂y v`2 = 0 in Ω× (0, T )
u`2(., t = 0) = u0 in Ω

v`2(., t = 0) = v0 in Ω

α2(ν∂xu`2 − p`2)− u`2 = α2(ν∂xu`−1
1 − p`−1

1 )− u`−1
1 on Γ × (0, T )

νβ2∂x v`2 − v`2 = β2∂x v`−1
1 − v`−1

1 on Γ × (0, T )
u`2, v`2 → 0 when |(x , y)| →∞

By linearity, let fx = f y = 0 and u0 = v0 = 0 and u, v, p below denote the errors.
Taking the Fourier transform in time and in y-direction with time frequency ω and

space frequency k, and, for simplicity, we still keep notations u, v instead of û, v̂, we get

iωu`1 − ν∂x xu`1 + νk2u`1 + ∂x p =0 (2.62a)

iωv`1 − ν∂x x v`1 + νk2v`1 + ikp =0 (2.62b)

∂xu`1 + ikv`1 =0 (2.62c)

Take
∂

∂ x
(2.62a) + ik(2.62b) we obtain

iω
�

∂xu`1 + ikv`1
�

− ν∂x x

�

∂xu`1 + ikv`1
�

+ νk2
�

∂xu`1 + ikv`1
�

+ ∂x x p`1 − k2p`1 = 0

By using (2.62c), the above equation becomes an equation involving only the pressure

∂x x p`1 − k2p`1 = 0 (2.63)

whose general solution is given by

p`1 = A` exp(|k|x) + B` exp(−|k|x).

As p`1 must be bounded at x = −∞, this implies that B` = 0. Thus, we have

p`1 = A` exp(|k|x). (2.64)

Next, equation (2.62a) can be written as

iωu`1 − ν
�

∂x xu`1 − k2u`1
�

= −A`|k|exp(|k|x)



2.7. Convergence factor via Fourier transform 87

which is equivalent to

∂x xu`1 −
�

k2 +
iω
ν

�

u`1 =
A`

ν
|k|exp(|k|x). (2.65)

Denote by λ the square root of k2+
iω
ν

with positive real part, then the solution of the

homogeneous equation is given by

u`1 = C` exp(λx) + D` exp(−λx).

As u`1tends to 0 at infinity, the solution u`1 of the homogeneous equation is

u`1 = C` exp(λx) (2.66)

On the other hand, we assume that one special solution of (2.65) has the form u`1,s =
C`s exp(|k|x). We insert this solution into (2.65) and we get

k2C`s exp(|k|x)−λ2C`s exp(|k|x) =
A`

ν
|k|exp(|k|x)

i.e.

−
iω
ν

C`s exp(|k|x) =
A`

ν
|k|exp(|k|x)

then

C`s =
i|k|A`

ω
.

As a result, the general solution of (2.65) is given by

u`1 =
i|k|A`

ω
exp(|k|x) + C` exp(λx). (2.67)

We can now replace v`1 =
i
k
∂xu`1 to get

v`1 =
−kA`

ω
exp(|k|x) + D` exp(λx). (2.68)

with
λC` = −ikD`. (2.69)

For u`2, v`2, p`2, we replace |k| by −|k|, λ by −λ then we get

p`2 = B` exp(−|k|x) (2.70)

u`2 =
−i|k|B`

ω
exp(−|k|x) + E` exp(−λx) (2.71)

v`2 =
−kB`

ω
exp(−|k|x) + F ` exp(−λx). (2.72)

with the same relation
(−λ)E` = −ikF `. (2.73)
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On Γ × (0, T ), in the Robin B.C., we replace (u`1, v`1, p`1) and (u`2, v`2, p`2) in terms of
(A`, C`, D`) and (B`, E`, F `) respectively, we get

α1

�

ν
ik2A`

ω
+ νλC` − A`

�

+
i|k|A`

ω
+ C`

= α1

�

ν
ik2B`−1

ω
+ ν(−λ)E`−1 − B`−1

�

+
i(−|k|)B`−1

ω
+ E`−1

β1ν

�

−k|k|A`

ω
+λD`

�

+

�

−kA`

ω
+ D`

�

= β1ν

�

−k(−|k|)B`−1

ω
+ (−λ)F `−1

�

+

�

−kB`−1

ω
+ F `−1

�

Reordering the terms, in each side, and using (2.69) and (2.73) we get
�

α1(ν
ik2

ω
− 1) +

i|k|
ω

�

A` +
�

−α1νik−
ik
λ

�

D`

=

�

α1(ν
i|k|2

ω
− 1)−

i|k|
ω

�

B`−1 +
�

−α1νik+
ik
λ

�

F `−1

�

−β1ν
k|k|
ω
−

k
ω

�

A` + (β1νλ+ 1)D`

=
�

β1ν
k|k|
ω
−

k
ω

�

B`−1 + (−β1νλ+ 1) F `−1

This boundary condition can be written in the matrix form

M (α1,β1)

�

A`

D`

�

=N (α1,β1)

�

B`−1

F `−1

�

(2.74)

where

M (α1,β1) =







α1(ν
ik2

ω
− 1) +

i|k|
ω

−α1νik−
ik
λ

−β1ν
k|k|
ω
−

k
ω

β1νλ+ 1






(2.75)

and

N (α1,β1) =







α1(ν
ik2

ω
− 1)−

i|k|
ω

−α1νik+
ik
λ

β1ν
k|k|
ω
−

k
ω

−β1νλ+ 1






(2.76)

Doing the same for Robin B.C of Ω2, we get

α2

�

ν
ik2B`

ω
− νλE` − B`

�

+
i|k|B`

ω
− E`

= α2

�

ν
ik2A`−1

ω
+ νλC`−1 − A`−1

�

−
i|k|A`−1

ω
− C`−1

β2ν

�

k|k|B`

ω
−λF `

�

−
�

−kB`

ω
+ F `

�

= β2ν

�

−k|k|A`−1

ω
+λD`−1

�

−
�

−kA`−1

ω
+ D`−1

�
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Using the relation, in the matrix form, this boundary condition can be written as

M (α2,β2)

�

B`

F `

�

=N (α2,β2)

�

A`−1

D`−1

�

(2.77)

whereM (α2,β2) andN (α2,β2) are defined by replacing parameters (α1,β1) in (2.75)
and (2.76) by (α2,β2).
By using (2.74) and (2.77), we obviously get

�

A`

D`

�

=R(α1,α2,β1,β2)

�

A`−2

D`−2

�

(2.78)

where

R(α1,α2,β1,β2) =M−1(α1,β1)N (α1,β1)M−1(α2,β2)N (α2,β2) (2.79)

It is obvious to see that for k = 0, the matrix has an eigenvalue equal to 1, i.e., the
algorithm does not converge. This observation synergies with those arguments in the
one-dimensional case and the convergence through energy estimate.

One-sided case

We shall now study the case (α1,β1) = (α2,β2) = (α,β), in order to find a suitable
expression of the eigenvalues of R , which will be the basis for an efficient choice of
(α,β). Denote

P (α) =







α(ν
ik2

ω
− 1) −ανik

−
k
ω

1






=







iανλ2

ω
−iανk

−
k
ω

1






(2.80)

Q(β) =







i|k|
ω

−
ik
λ

−βνk|k|
ω

βνλ






(2.81)

Then
M (α,β) =P (α) +Q(β), N (α,β) =P (α)−Q(β)

Moreover, we have det(P (α)) = −α 6= 0, i.e. P(α) is always invertible. Then

M−1N = (P +Q)−1(P −Q)
= (P +Q)−1(2P − (P +Q))
= −I + 2(P +Q)−1P
= −I + 2[P −1(P +Q)]−1

= −I + 2[I +P −1Q]−1

Hence, instead of calculating the eigenvalues ofM−1N , we are going to calculate those
of P −1Q because if (e,µ) is an eigenpair of P −1Q, then it may be easily checked that
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(e,
1−µ
1+µ

) is an eigenpair ofM−1N .

We have first that

P −1 =
−1
α





1 iανk

k
ω

iανλ2

ω



=







−1
α

−iνk

−k
αω

−iνλ2

ω







Then

P −1Q =







1
α

iνk

k
αω

iνλ2

ω













−i|k|
ω

ik
λ

βνk|k|
ω

−βνλ







=







−
i|k|
αω
+

iβν2k2|k|
ω

ik
αλ
− iβν2kλ

−
ik|k|
αω2

+
iβν2λ2k|k|

ω2

ik2

αωλ
−

iβν2λ3

ω







det(Q(β)) =
βνi|k|λ
ω

−
βνik2|k|
ωλ

=
βνi|k|
λω

(λ2 − k2) = −
β |k|
λ

so

det(P −1Q) =
β |k|
αλ

and

trace(P −1Q) = −
i|k|
αω
+

iβν2k2|k|
ω

+
ik2

αωλ
−

iβν2λ3

ω

Hence, the eigenvalues are the solutions of the following quadratic equation

µ2 −
�

−
i|k|
αω
+

iβν2k2|k|
ω

+
ik2

αωλ
−

iβν2λ3

ω

�

µ+
β |k|
αλ

= 0 (2.82)

We see immediately that in (2.82), for fixed (α,β ,ω), then k and −k give the same
quadratic equation, hence same spectral radius for R .
Hence

max
k,ω
% (R(k,ω)) = max

k≥0,ω
% (R(k,ω))

with %(A ) denotes the spectral radius of a matrixA . To get a similar result for ω, we
fix α,β , k and consider the above matrices with variable ω only.

Let λ and λ′ be the square roots of k2 +
iω
ν

and k2 −
iω
ν

respectively. Then, we have

Re(λ) = Re(λ′) and Im(λ) = −Im(λ′). The same is true for
1
λ

and
1
λ′

.

In addition, one gets

Re
�

trace (P −1Q(ω))
�

= Re

�

ik2

αωλ

�

−Re

�

iβν2λ3

ω

�

= −Im

�

k2

αωλ

�

−Re

�

iβν2λ(k2 + iω)
ω

�
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= −Im

�

k2

αωλ

�

+Re
�

βν2λ
�

+ Im

�

βν2λk2

ω

�

= −
k2

αω
Im
�

1
λ

�

+ βν2Re(λ) +
βν2k2

ω
Im(λ)

Replacing ω by (−ω) and then λ by λ′, one has

Re
�

trace (P −1Q(−ω))
�

= −
k2

α(−ω)
Im
�

1
λ′

�

+ βν2Re(λ′) +
βν2k2

−ω
Im(λ′)

= −
k2

αω
Im
�

1
λ

�

+ βν2Re(λ) +
βν2k2

ω
Im(λ)

= Re(trace (P −1Q(ω))).

Similarly, for the imaginary part

Im(trace (P −1Q(ω))) = −
|k|
αω
+
βν2k2|k|
ω

+
k2

αω
Re
�

1
λ

�

+ βν2Im(λ)−
βν2k2

ω
Re(λ).

Then,

Im(trace (P −1Q(−ω))) = −
|k|

α(−ω)
+
βν2k2|k|
−ω

+
k2

α(−ω)
Re
�

1
λ′

�

+ βν2Im(λ′)−
βν2k2

−ω
Re(λ′)

= −Im(trace (P −1Q(ω))).

In the end, we get that trace (P −1Q(−ω)) = trace (P −1Q(ω)). Doing the same for
det P −1Q, we have

Re
�

det (P −1Q(ω))
�

= Re
�

det (P −1Q(−ω))
�

Im
�

det (P −1Q(ω))
�

= −Im
�

det (P −1Q(−ω))
�

and thus det (P −1Q(−ω)) = det (P −1Q(ω)).
We conclude from this that the solutions of (2.82) when we change ω to −ω are

simply the conjugated of the solutions with ω.
From this argument, let µ be an eigenvalue of P −1Q(ω) then µ is an eigenvalue

of P −1Q(−ω). And then, since
�

�

�

�

1−µ
1+µ

�

�

�

�

=

�

�

�

�

1−µ
1+µ

�

�

�

�

,

thenM−1N (ω) andM−1N (−ω) have the same spectral radius. Then, the optimiza-
tion of the convergence factor needs only to consider k ≥ 0 and ω≥ 0.

max
k,ω
% (R(k,ω)) = max

k≥0,ω≥0
% (R(k,ω)) .

Stationary case

If we consider the semi-discrete problem, which is presented in the thesis of Cherel [33],

one can replace iω by
1
∆t

, then, the above expression becomes (
i
ω
= −∆t)

µ2 −
�

∆t|k|
α
−∆tβν2k2|k| −

∆tk2

αλ
+∆tβν2λ3

�

µ+
β |k|
αλ

= 0
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with λ=

√

√

k2 +
1
ν∆t

> |k|. We have an obvious observation that

�

∆t|k|
α
−∆tβν2k2|k| −

∆tk2

αλ
+∆tβν2λ3

�

≥ 0

and
β |k|
αλ
≥ 0

The quadratic equation has 2 roots with positive real parts. Then, we get |
1−µ
1+µ

| ≤ 1.

It implies that the spectral radius ofM−1N is less than or equal one.
We observe also that for k = 0, µ = 0 is one solution and when k→∞, one solution
tends to infinity. Hence, it is only with a bounded k, which means 0 < kmin ≤ k ≤
kmax < +∞ that we can have that the spectral radius ofM−1N is strictly less than 1.

2.8 Numerical results

In this section, we present some numerical experiments that illustrate the performances
of the OSWR method of Section 2.3, with Freefem++ [66]. For the space discretization
we use the nonconforming Crouzeix-Raviart Finite Element method in 2D (i.e. piece-
wise linear element continuous at the midpoints of the edges of the mesh for the velocity
u= (ux , uy), and piecewise constant P0 element for the pressure p), and the backward
Euler scheme in time is considered. In the context below, we use the term "monodomain
solution" to denote the discrete monodomain solution that would be obtained on the
same mesh without domain decomposition.

In Section 2.8.1 some results are shown on the convergence of the OSWR algorithm,
without and with modification of the pressure as in Section 2.6. In Section 2.8.2 we
illustrate the influence of the choice of the Robin parameter on the convergence prop-
erties of the algorithm, and then in Section 2.8.3 we present results on a more realistic
test case.

2.8.1 Recovering the pressure: a rotating velocity example

We set Ω =]0, 1[×]0,1[, ν = 1, T = 1, and consider the Stokes problem (2.1). We
choose the right-hand side f and the values of the boundary and initial conditions so
that the exact solution is given by

u(x, t) = (−(t2 + 1) cos(πy) sin(πx), (t2 + 1) sin(πy) cos(πx)), (2.83)

p(x, t) = cos(t)(x2 − y2), ∀x ∈ Ω, ∀t ∈ (0, T ), (2.84)

see Figure 2.1.
The domainΩ is decomposed into two subdomains as in Figure 2.2, and three differ-

ent meshes will be considered (as shown on Figure 2.2), with mesh sizes h = 0.0625,
h = 0.0312, and h = 0.0156, respectively. To each mesh, the associated time step
is ∆t = h. The mesh sizes on the interface are hΓ = 0.0417, hΓ = 0.0208, and
hΓ = 0.0104, respectively.

Next, we analyse the evolution of the errors, of the pressure p and the normal
and tangential components of the velocity ux and uy , during the OSWR algorithm.
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Vec Value
0
0.105772
0.211545
0.317317
0.423089
0.528862
0.634634
0.740406
0.846179
0.951951
1.05772
1.1635
1.26927
1.37504
1.48081
1.58658
1.69236
1.79813
1.9039
2.00967

IsoValue
-0.592345
-0.507542
-0.451007
-0.394472
-0.337937
-0.281402
-0.224868
-0.168333
-0.111798
-0.0552626
0.00127237
0.0578073
0.114342
0.170877
0.227412
0.283947
0.340482
0.397017
0.453552
0.59489

Figure 2.1: Example 1: rotating velocity field (left), and pressure (right)

Figure 2.2: Example 1: mesh 1 (left), mesh 2 (middle), and mesh 3 (right)

In Figure 2.3, we plot the evolution of the relative errors, of p, ux and uy , in the
L∞(0, T ; L2(Ω))-norm, between the OSWR and monodomain solutions, as a function
of the number of OSWR iterations, for mesh 1 and mesh 2. We observe that the method
converges for the velocity but not for the pressure, as expected (see Section 2.4). In
Figure 2.4, we have considered the OSWR algorithm with the modified pressure of Sec-
tion 2.6, at each iteration. This figure shows the evolution of the relative error in the
L∞(0, T ; L2(Ω))-norm, between the OSWR and monodomain solutions, as a function
of the number of OSWR iterations, for mesh 1, mesh 2 and mesh 3. We observe that
the method now converges both for the velocity and the pressure, accordingly to the
result of Section 2.6.

Remark 2.27. Even if we calculate a modified pressure at each iteration, we do not use
it in the transmission conditions of the algorithm presented in Section 2.3, thus this does
not change the velocity, as shown on Figures 2.3 and 2.4 (on the top).

Remark 2.28. Here the pressure is modified at each iteration to illustrate the convergence
of the multidomain solution to the monodomain solution. A consequence of Remark 2.24
is that in practice one needs only to modify the pressure at the last OSWR iteration, which
makes the cost of the modification negligible.
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Figure 2.3: Example 1: relative errors (for ux , uy and p) versus iterations, for mesh 1
(left) and mesh 2 (right), with the non-modified pressure

Figure 2.4: Example 1: relative errors (for ux , uy and p) versus iterations, for mesh 1
(top left) mesh 2 (top right) and mesh 3 (bottom), with the modified pressure

2.8.2 Optimized Robin parameters

In this section we assess the performance of the Robin parameters α1,α2,β1,β2 of the
OSWR method. These parameters are chosen to optimize the convergence factor of the
algorithm, and are called "optimized parameters". More precisely, they are calculated
by minimizing the continuous convergence factor of Section 2.7. In the context of the
Stokes problem, better results can be obtained by minimizing the semi-discrete in time
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counterpart of the continuous convergence factor, as described below.

2.8.2.1 Methodology based on the convergence factor

Let us recall the definition of the matrixR by formula (2.79) of Section 2.7. We defnie

ρ̃c(α1,α2,β1,β2) := max
π
L≤k≤πh , πT ≤ω≤

π
∆t

%
�

R(α1,α2,β1,β2, k,ω)
�

,

where %(A ) denotes the spectral radius of a matrix A . We restrict the max over
bounded strictly positive parameters to take into account the fact that in actual cal-
culations, only a bounded range of frequencies and wavelengths are present on the
numerical grid.

We consider the following cases :

• Optimized Robin parameter : α1 = α2 = β1 = β2 = αc where αc verifies

ρc(αc) =min
α>0

ρc(α),

with ρc(α) := ρ̃c(α,α,α,α).

• Optimized Robin-2p parameters : α1 = α2 = αc , β1 = β2 = βc where (αc ,βc) is
such that

ρc(αc ,βc) = min
α>0,β>0

ρc(α,β),

with ρc(α,β) := ρ̃c(α,α,β ,β).

• Optimized Robin-2sided parameters : α1 = β1 = αc , α2 = β2 = βc where (αc ,βc)
is such that

ρc(αc ,βc) = min
α>0,β>0

ρc(α,β),

with ρc(α,β) := ρ̃c(α,β ,α,β).

One can also consider the semi-discrete in time counterpart of the continuous con-
vergence factor to better capture the discrete time frequencies : we replace in the ex-
pression of R the term iω by its discrete counterpart using the implicit Euler scheme,

that is we replace iω by
1− e−iω∆t

∆t
. Equivalently, we replace in the expression of R

the term ω by ω := −i

�

1− e−iω∆t

∆t

�

, and we set

R∆t(α1,α2,β1,β2, k,ω) :=R(α1,α2,β1,β2, k,ω). (2.85)

Then, as above, we define

ρ̃(α1,α2,β1,β2) := max
π
L≤k≤πh , πT ≤ω≤

π
∆t

%
�

R∆t(α1,α2,β1,β2, k,ω)
�

,

and consider the following cases, where “SDT” means “Semi-discrete in time” :

• SDT-Optimized Robin parameter : α1 = α2 = β1 = β2 = α
∗ where α∗ verifies

ρ(α∗) =min
α>0

ρ(α),

with ρ(α) := ρ̃(α,α,α,α).
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• SDT-Optimized Robin-2p parameters : α1 = α2 = α
∗, β1 = β2 = β

∗ where
(α∗,β∗) is such that

ρ(α∗,β∗) = min
α>0,β>0

ρ(α,β),

with ρ(α,β) := ρ̃(α,α,β ,β).

• SDT-Optimized Robin-2sided parameters : α1 = β1 = α
∗, α2 = β2 = β

∗ where
(α∗,β∗) is such that

ρ(α∗,β∗) = min
α>0,β>0

ρ(α,β),

with ρ(α,β) := ρ̃(α,β ,α,β).

In our experiments below, the domain Ω is decomposed into two subdomains
as in Figure 2.2, and we consider either the meshes 1,2,3 of Figure 2.2, either the
meshes 4,5,6 of Figure 2.5, where the mesh sizes on the interface and time steps are
hΓ =∆t = 0.0625, hΓ =∆t = 0.0312, and hΓ =∆t = 0.0156 respectively.

Figure 2.5: Example 2: mesh 4 (left), mesh 5 (middle), and mesh 6 (right)

Next, in order to analyze the convergence behavior of the method, we consider
the Stokes problem with homogeneous initial and boundary conditions (i.e., the solu-
tion converges to zero). We start with a random Robin initial guess on the space-time
interface (i.e. that contains all space-time frequencies) and compute the error in the
L∞(0, T ; L2(Ω))-norm for the pressure p and for the normal and tangential compo-
nents of the velocity ux and uy . We show the error in p, ux , uy (in logarithmic scale)
after fifteen OSWR iterations for various values of the optimized parameters.

Remark 2.29. The convergence of the error on the pressure to zero can be obtained either
by taking a random Robin initial guess with zero mean value on Γ × (0, T ) (without any
modification of the pressure), either by taking any random Robin initial guess on Γ×(0, T )
and by modifying the pressure as in Section 2.6.

2.8.2.2 Robin case

In this part, only one Robin parameter α is considered, and we take α1 = α2 = β1 =
β2 = α. Next, for an optimized choice of α, we consider and compare the results
obtained with the optimized parameter α = αc and the SDT-optimized parameter α =
α∗ described in section 2.8.2.1.
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• Case ν= 1ν= 1ν= 1 - We take ν = 1 and consider mesh 4 (i.e. hΓ = ∆t = 0.0625). In
Figure 2.6, we plot the evolution of the continuous convergence factor ρc (on the left)
and of the semi-discrete in time convergence factor ρ (on the right), as a function of
the Robin parameter α. The optimized values αc (blue circle) and α∗ (red star), shown
on Figure 2.6, are calculated using the function fminsearch of MATLAB [1].

Figure 2.6: Case ν= 1. Left: continuous convergence factor versus α (black curve)
with theoretical optimized value αc (blue circle); Right: SDT convergence factor

versus α (blue curve) with theoretical optimized value α∗ (red star)

In Figure 2.7, we plot the evolution of the relative errors, of p, ux and uy , in the
L∞(0, T ; L2(Ω))-norm, after fifteen OSWR iterations, for various values of the Robin
parameter α. We also show the values of the errors with the optimized parameters αc

(blue circle) and α∗ (red star). On the left figure we take a random Robin initial guess
with zero mean value on Γ × (0, T ) (see Remark 2.29). We see that αc and α∗ are close
to the Robin values giving the smallest error after the same number of iterations. In
Figure 2.7, on the right, we take any random initial guess on Γ × (0, T ) (i.e. with all
space-time frequencies) and modify the pressure as in Section 2.6. We see that α∗ is
again close to the Robin values giving the smallest error after fifteen iterations, while
αc gives a larger error. We also observe, for both cases, that the convergence can be
significantly slower if α is not chosen well.

• Caseν= 0.1ν= 0.1ν= 0.1 - In Figure 2.8, we show the evolution of the continuous convergence
factor ρc (top line) and of the semi-discrete in time convergence factor ρ (bottom line),
as a function of the Robin parameter α, for mesh 4 (left), mesh 5 (middle), and mesh 6
(right), respectively. The optimized values αc (blue circle) and α∗ (red star), are shown.
We observe that both αc and α∗ decrease as hΓ and ∆t decrease, and αc and α∗ differ
from about a factor 5.

In Figure 2.9, we plot the evolution of the relative errors, of p, ux and uy , in the
L∞(0, T ; L2(Ω))-norm, after fifteen OSWR iterations, for various values ofα, for mesh 4
(left), mesh 5 (middle), and mesh 6 (right), respectively. We also show the values of
the errors with αc (blue circle) and α∗ (red star). We take any random initial guess on
Γ × (0, T ) (i.e. with all space-time frequencies). We see that α∗ is close to the Robin
values giving the smallest error after fifteen iterations, for the three meshes, while αc

gives a higher error in all cases. As for the case ν= 1, we observe that the convergence
can be significantly slower if α is not chosen well.
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Figure 2.7: Case ν= 1. Relative errors after 15 iterations (for ux , uy and p) versus α,
with their values at αc (blue circles) and at α∗ (red stars). Left: starting from a
random initial guess with a zero mean value on Γ × (0, T ) (with non-modified

pressure); Right: starting from any random initial guess on Γ × (0, T ) (with modified
pressure)

Figure 2.8: Case ν= 0.1. Top: continuous convergence factor versus α (black curve)
with theoretical optimized value αc (blue circle); Bottom: SDT convergence factor
versus α (blue curve) with theoretical optimized value α∗ (red star); Left : mesh 4;

Middle : mesh 5; Right : mesh 6

• Case ν= 0.01ν= 0.01ν= 0.01
We now consider the case ν = 0.01 and mesh 5 (i.e. hΓ = ∆t = 0.0312). In

Figure 2.10, we show the evolution of the continuous convergence factorρc (on the left)
and of the semi-discrete in time convergence factor ρ (on the middle), as a function of
the Robin parameterα, as well as the optimized valuesαc (blue circle) andα∗ (red star).
We observe that αc is significantly smaller than α∗. We also observe from Figure 2.8
(middle) and Figure 2.10 that αc and α∗ increase as ν decrease.

In Figure 2.10, on the right, we plot the evolution of the relative errors, of p, ux

and uy , in the L∞(0, T ; L2(Ω))-norm, after fifteen OSWR iterations, for various values
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Figure 2.9: Case ν= 0.1. Relative errors after 15 iterations (for ux , uy and p) versus
α, with their values at αc (blue circles) and at α∗ (red stars), starting from any

random initial guess on Γ × (0, T ) (with modified pressure); Left : mesh 4; Middle :
mesh 5; Right : mesh 6

Figure 2.10: Case ν= 0.01. Left: continuous convergence factor versus α (black
curve) with theoretical optimized value αc (blue circle); Middle: SDT convergence
factor versus α (blue curve) with theoretical optimized value α∗ (red star); Right:

Relative errors after 15 iterations (for ux , uy and p) versus α, with their values at αc

(blue circles) and at α∗ (red stars), starting from any random initial guess
on Γ × (0, T ) (with modified pressure)

of α, as well as the errors obtained with αc (blue circle) and α∗ (red star). We take any
random initial guess on Γ ×(0, T ). We see that α∗ is close to the Robin values giving the
smallest error after fifteen iterations, for the pressure, and nearly close for the velocity,
while αc gives a higher error for p, ux , uy , far from the Robin values giving the smallest
error.

2.8.2.3 Robin-2p case

In this section, two Robin parameters α and β are considered, and we take α1 = α2 = α
and β1 = β2 = β . Next, for an optimized choice of α and β , we compare the results
obtained with the optimized parameters (α,β) = (αc ,βc) and the SDT-optimized pa-
rameters (α,β) = (α∗,β∗) described in section 2.8.2.1.

• Case ν= 1ν= 1ν= 1 - In Figure 2.11, we show the evolution of the continuous con-
vergence factor ρc (on the left) and of the semi-discrete in time convergence factor
ρ (on the right), as a function of the Robin parameters α and β , for mesh 1 (i.e.
hΓ = 0.0417, ∆t = 0.0625). The optimized values (αc ,βc) (blue circle, on the left
figure) and (α∗,β∗) (red star, on the right figure), are also plotted.

In Figure 2.12, on the top two lines, we plot the evolution of the relative errors, of
ux (left), uy (right), and p (middle), in the L∞(0, T ; L2(Ω))-norm, after fifteen OSWR
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iterations, for various values of α and β , for mesh 1. We also plot the values of the
errors with (αc ,βc) (blue circle) and (α∗,β∗) (red star). We take a random initial guess
with zero mean value on Γ × (0, T ) and the pressure is not modified. We see that both
(α∗,β∗) and (αc ,βc) are close to the Robin-2p values giving the smallest error after
fifteen iterations.

In Figure 2.12, on the two bottom lines, we do the same simulations as on the top
two lines, except that we start now from any random initial guess on Γ × (0, T ) (i.e.
with all space-time frequencies), and consider the modified pressure. We observe that
the results are similar, in particular both (α∗,β∗) and (αc ,βc) are close to the Robin-2p
values giving the smallest error after fifteen iterations. As for the Robin case, we observe
that the convergence can be significantly slower if α and β are not well chosen.

Figure 2.11: Case ν= 1 (Robin-2p). Continuous (left) and semi-discrete in time
(right) convergence factors versus α and β with their respective theoretical optimized

values (αc ,βc) (blue circle) and (α∗,β∗) (red star)
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Figure 2.12: Case ν= 1 (Robin-2p). Relative errors after 15 iterations versus α and β ,
with value at (αc ,βc) (blue circle) and at (α∗,β∗) (red star), for ux (left), uy (right)

and p (middle). Top two lines : random initial guess with a zero mean value
on Γ × (0, T ) and non-modified pressure; Bottom two lines: arbitrary random initial

guess on Γ × (0, T ) and modified pressure
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• Case ν= 0.1ν= 0.1ν= 0.1 - In Figure 2.13, we plot the evolution of the continuous con-
vergence factor ρc (on the left) and of the semi-discrete in time convergence factor
ρ (on the right), as a function of the Robin parameters α and β , for mesh 4 (i.e.
hΓ = ∆t = 0.0625). The optimized values (αc ,βc) (blue circle, on the left figure)
and (α∗,β∗) (red star, on the right figure), are also shown. We observe that these op-
timized values are very different : we have (αc ,βc) = (5.987010−2, 5.942410−2) and
(α∗,β∗) = (3.093110−1, 2.8641 10−1).

In Figure 2.14, we plot the evolution of the relative errors, with any random initial
guess on Γ × (0, T ) with modified pressure. These errors of ux (left), uy (right), and
p (middle), in the L∞(0, T ; L2(Ω))-norm, are calculated after fifteen OSWR iterations,
for various values of α and β , for mesh 4. We also plot the values of the errors with
(αc ,βc) (blue circle) and (α∗,β∗) (red star). We observe that (α∗,β∗) is nearly close
to the Robin-2p values giving the smallest error after fifteen iterations, while (αc ,βc) is
far from this value.

Figure 2.13: Case ν= 0.1 (Robin-2p). Continuous (left) and semi-discrete in time
(right) convergence factors versus α and β with their respective theoretical optimized

values (αc ,βc) (blue circle) and (α∗,β∗) (red star)
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Figure 2.14: Case ν= 0.1 (Robin-2p). Relative errors after 15 iterations versus α
and β , with value at (αc ,βc) (blue circle) and at (α∗,β∗) (red star), for ux (left), uy

(right) and p (middle), starting from any random initial guess on Γ × (0, T ) and
modified pressure
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2.8.2.4 Robin-2sided case

In this part, two Robin parameters α and β are again considered, and we take α1 =
β1 = α and α2 = β2 = β . We compare below the results obtained with the optimized
parameters (α,β) = (αc ,βc) and the SDT-optimized parameters (α,β) = (α∗,β∗) de-
scribed in section 2.8.2.1.

• Case ν= 1ν= 1ν= 1 - In Figure 2.15, we plot the evolution of the continuous conver-
gence factor ρc (on the left) and of the semi-discrete in time convergence factor ρ
(on the right), as a function of the Robin parameters α and β , for mesh 1, as well
as the optimized values (αc ,βc) (blue circle, on the left figure) and (α∗,β∗) (red star,
on the right figure). We observe that, unlike the previous choices of the optimized
parameters (Robin or Robin-2p), the numerical calculation of the SDT Robin-2sided
parameter (α∗,β∗) requires to be careful in the choice of the initial data and of the
number of space-time frequencies, for the inputs of the function “fminsearch” of MAT-
LAB. This can be explained by the shape of the isovalues of the convergence fac-
tor ρ (see Figure 2.15 on the right). Moreover, the numerical optimized values are
(αc ,βc) = (3.380210−2, 3.380210−2) and (α∗,β∗) = (3.721410−2, 3.7214 10−2), and
thus correspond to Robin values (i.e. αc = βc and α∗ = β∗). We also observe that
(αc ,βc) and (α∗,β∗) are close.

Figure 2.15: Case ν= 1 (Robin-2sided). Left: continuous convergence factor versus α
and β with theoretical optimized value (αc ,βc) (blue circle); Right: SDT convergence

factor versus α and β with theoretical optimized value (α∗,β∗) (red star)

In Figure 2.16, on the top two lines, we plot the evolution of the relative errors, of
ux (left), uy (right), and p (middle), in the L∞(0, T ; L2(Ω))-norm, after fifteen OSWR
iterations, for various values of α and β , for mesh 1. We also plot the values of the
errors with (αc ,βc) (blue circle) and (α∗,β∗) (red star). We take a random initial guess
with zero mean value on Γ × (0, T ) and the pressure is not modified. We see that both
(α∗,β∗) and (αc ,βc) are close to the Robin-2sided values giving the smallest error after
fifteen iterations, and that (α∗,β∗) is a little closer to these values.

In Figure 2.16, on the bottom two lines, we do the same simulation as above, except
that we start now from any random initial guess on Γ × (0, T ), with the modified pres-
sure. While the results are similar for the velocity ux and uy , the shape of the errors are
very different for the pressure p, with a thin layer containing several minima, where a
zoom is given on Figure 2.17.
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Figure 2.16: Case ν= 1 (Robin-2sided). Relative errors after 15 iterations versus α
and β , with value at (αc ,βc) (blue circle) and at (α∗,β∗) (red star), for ux (left), uy

(right) and p (middle). Top two lines: random initial guess with a zero mean value
on Γ × (0, T ) and non-modified pressure; Bottom two lines : arbitrary random initial

guess on Γ × (0, T ) and modified pressure
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Figure 2.17: Case ν= 1 (Robin-2sided). Zoom on the last line of Figure 2.16

• Case ν= 0.1ν= 0.1ν= 0.1 - In Figure 2.18, we plot the evolution of the continuous conver-
gence factor ρc (on the left) and of the semi-discrete in time convergence factor ρ (on
the right), as a function of the Robin parameters α and β , for mesh 4, as well as the
optimized values (αc ,βc) (blue circle, on the left figure) and (α∗,β∗) (red star, on the
right figure). The numerical optimized values are (αc ,βc) = (5.981810−2, 5.9818 10−2)
and (α∗,β∗) = (3.083210−1, 3.0832 10−1), and thus correspond to Robin values (i.e.
αc = βc and α∗ = β∗), and to the optimized Robin values found in Section 2.8.2.2.

Figure 2.18: Case ν= 0.1 (Robin-2sided). Left: continuous convergence factor versus
α and β with theoretical optimized value (αc ,βc) (blue circle); Right: SDT

convergence factor versus α and β with theoretical optimized value (α∗,β∗) (red star)

In Figure 2.19, we show the evolution of the relative errors, of ux (left), uy (right),
and p (middle), in the L∞(0, T ; L2(Ω))-norm, after fifteen OSWR iterations, for various
values of α and β , for mesh 4. We also plot the values of the errors with (αc ,βc) (blue
circle) and (α∗,β∗) (red star). We take any random initial guess on Γ × (0, T ) and the
pressure is modified. We see that (α∗,β∗) is close to the Robin-2sided values giving the
smallest error after fifteen iterations, while (αc ,βc) is far from these values. Moreover,
as for the case ν = 1 above, we observe that the shape of the errors are very different
for the pressure p, with a thin layer containing several minima.
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Figure 2.19: Case ν= 0.1 (Robin-2sided). Relative errors after 15 iterations versus α
and β , with value at (αc ,βc) (blue circle) and at (α∗,β∗) (red star), for ux (left), uy

(right) and p (middle), starting from any random initial guess on Γ × (0, T ) (with
modified pressure)

2.8.3 A more realistic test case

In this example we take ν =
1
Re

with Re = 200, and T = 5. The mesh is given on

Figure 2.20, with 22232 mesh elements. The domain is decomposed into two subdo-
mains, with the interface at y = −0.9, see Figure 2.20, where domain 1 corresponds to
the green and yellow parts, and domain 2 to the black part. The time step is∆t = 0.05.

We set Ω f = [−2.625,1.625]×[−0.9,−0.6]×(0, T ). The domain [−2.625, 1.625]×
[−0.9,−0.6] corresponds to the yellow part of the mesh on Figure 2.20 and corresponds
to the location where the source term f in the Stokes equations does not vanish. Two
different values for this source term will be used in the numerical tests that follow.
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Figure 2.20: Example 3: mesh and domain decomposition into 2 subdomains (green
and yellow parts for domain 1, and black part for domain 2)

2.8.3.1 Optimized Robin parameters

In this part we discuss the choice of the Optimized Robin parameters. If not specified,
the initial data for the function fminsearch of MATLAB is α = 0 (Robin) or (α,β) =
(0,0) (Robin-2p or Robin-2sided).

In Figure 2.21, we consider the Robin case (i.e. α1 = α2 = β1 = β2 = α) and
plot the evolution of the continuous convergence factor ρc (on the left) and of the
semi-discrete in time convergence factor ρ (on the right), as a function of the Robin
parameter α, as well as the optimized values αc (blue circle, on the left figure) and α∗

(red star, on the right figure). The numerical optimized values are αc = 3.228310−2

and α∗ = 6.606310−1, and differ from about a factor 20.

Figure 2.21: Example 3 (Robin). Left: continuous convergence factor versus α with
theoretical optimized value αc (blue circle); Right: SDT convergence factor versus α

with theoretical optimized value α∗ (red star)

In Figure 2.22, the Robin-2p case (i.e. α1 = α2 = α and β1 = β2 = β) is considered
and we show the evolution of the continuous convergence factor ρc (on the left) and
of the semi-discrete in time convergence factor ρ (on the right), as a function of the
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Robin parameters α and β , as well as the optimized values (αc ,βc) (blue circle, on the
left figure) and (α∗,β∗) (red star, on the right figure). The numerical optimized values
are (αc ,βc) = (3.2284 10−2, 3.2256 10−2) and (α∗,β∗) = (6.6035 10−1, 6.290810−1),
and thus are nearly close to the optimized Robin values (i.e. on the axis α= β).

Figure 2.22: Example 3 (Robin-2p). Left: continuous convergence factor versus α and
β with theoretical optimized value (αc ,βc) (blue circle); Right: SDT convergence

factor versus α and β with theoretical optimized value (α∗,β∗) (red star)

In Figure 2.23, the Robin-2sided case (i.e. α1 = β1 = α and α2 = β2 = β) is con-
sidered and we plot the evolution of the continuous convergence factor ρc (on the left)
and of the semi-discrete in time convergence factor ρ (on the right), as a function of the
Robin parameters α and β . For the optimized value (αc ,βc) (on left figure), we consider
two initial inputs for the function fminsearch of MATLAB : (α,β) = (0, 0) that gives
the optimized value (α0

c ,β0
c ) = (1.273210−2, 5.7254 10−2) (blue circle), and (α,β) =

(0.03,0.03) that gives the value (α1
c ,β1

c ) = (5.7254 10−2, 1.273210−2) (green dia-
mond). This is due to the symmetrical shape of the convergence factor ρc . A conjecture
is that the true optimized value (αc ,βc) is on the axis α= β (i.e. corresponds to the op-
timized Robin value above), and that fminsearch find wrong values. There is no longer
this problem for the optimized value (α∗,β∗) (red star, on the right figure), whose nu-
merical value obtained with fminsearch is (α∗,β∗) = (6.606310−1, 6.6063 10−1). It
corresponds to the optimized Robin values above, of Figure 2.21.

In conclusion, for this example, we expect that using more than on parameter
(Robin-2p or Robin-2sided) will not give a significant improvement compared to the
Robin case, and thus we will consider only optimized Robin parameters in what fol-
lows.

2.8.3.2 Case fff constant

In this example we take f= −2 in Ω f .
In Figures 2.24 and 2.25, we plot the evolution of the horizontal and vertical com-

ponents of the velocity respectively, at times t = 1, 2,3,4, 5, with a fixed colorbar. We
observe that the stationary state is not reached yet. In Figure 2.26, the pressure is also
shown, at times t = 1 and t = 5.
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Figure 2.23: Example 3 (Robin-2sided). Left: continuous convergence factor versus α
and β with theoretical optimized values (α0

c ,β0
c ) (blue circle) and (α1

c ,β1
c ) (green

diamond); Right: SDT convergence factor versus α and β with theoretical optimized
value (α∗,β∗) (red star)
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Figure 2.24: (Case f constant) - Horizontal component of the velocity ux at
t = 1,2, 3,4 and at final time t = T = 5. The colorbar is the same for all figure and is

shown on the bottom right
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Figure 2.25: (Case f constant) - Vertical component of the velocity uy at t = 1,2, 3,4
and at final time t = T = 5. The colorbar is the same for all figure and is shown on the

bottom right

IsoValue
-1.6
-1.435
-1.27
-1.105
-0.94
-0.775
-0.61
-0.445
-0.28
-0.115
0.05
0.215
0.38
0.545
0.71
0.875
1.04
1.205
1.37
1.535

IsoValue
-1.6
-1.435
-1.27
-1.105
-0.94
-0.775
-0.61
-0.445
-0.28
-0.115
0.05
0.215
0.38
0.545
0.71
0.875
1.04
1.205
1.37
1.535

Figure 2.26: (Case f constant) - Pressure p at t = 1 and at final time t = T = 5
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In Figure 2.27, we consider the Robin case and show the evolution of the rela-
tive errors, between the OSWR and monodomain solutions, of ux , uy , and p, in the
L∞(0, T ; L2(Ω))-norm, versus OSWR iterations, for α = αc = 3.2283 10−2 (blue, red,
and cyan curves) and α = α∗ = 6.6063 10−1. For α = α∗, the curves of ux and p are
quite close, with a faster convergence for uy . For α= αc , the curves of ux and uy have
almost the same speed of convergence, with a slower convergence for p for the first
iterations. Moreover, the convergence is much slower with α = αc than with α = α∗.
This illustrates the importance of the effect of the numerical scheme used in the time
direction.

Figure 2.27: (Case f constant) - Relative errors (for ux , uy and p) versus iterations,
with modified pressure and optimized Robin parameters αc (blue, red, and cyan

curves) and α∗ (green, magenta and black curves)

2.8.3.3 Case fff variable in time

In this example we take f= −2 (sin(πt) + cos(4πt)) in Ω f .
In Figures 2.28 and 2.30, we plot the evolution of the horizontal and vertical com-

ponents the velocity respectively, at times t = 1, 2,3, 4,5, with a fixed colorbar. In
Figure 2.29, the pressure is also plotted, at times t = 1 and t = 5.

In Figure 2.31, we plot the evolution of the relative errors, between the OSWR and
monodomain solutions, of ux , uy , and p, in the L∞(0, T ; L2(Ω))-norm, versus OSWR
iterations, for the optimized Robin parameters α = αc = 3.228310−2 (blue, red, and
cyan curves) and α= α∗ = 6.6063 10−1 (green, magenta and black curves). For α= α∗,
the curves of ux , uy and p are quite close. For α= αc , the convergence is much slower
than the one with α = α∗. This illustrates once again the importance of the effect of
the numerical scheme used in the time direction.
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Figure 2.28: (Case f variable in time) - Horizontal component of the velocity ux at
t = 1,2, 3,4 and at final time t = T = 5. The colobar is the same for all figure and is

shown on the bottom right
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Figure 2.29: (Case f variable in time) - Pressure p at t = 1 and at final time t = T = 5
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Figure 2.30: (Case f variable in time) - Vertical component of the velocity uy at
t = 1, 2,3, 4 and at final time t = T = 5. The colobar is the same for all figure and is

shown on the bottom right

Figure 2.31: (Case f variable) - Relative errors (for ux , uy and p) versus iterations,
with modified pressure and optimized Robin parameters αc (blue, red, and cyan

curves) and α∗ (green, magenta and black curves)



2.9. Extension to Oseen equation 115

2.9 Extension to Oseen equation

In this subsection we extend the OSWR approach to the time-dependent Oseen equa-
tion. As in the case of the Stokes equations, we write the multi-domain formulation, we
study the well-posedness in the subdomains using Robin boundary conditions, we write
the SWR algorithm and then we prove the velocity convergence through an energy esti-
mate and perform a Fourier transform to get the formulation of the convergence factor.

2.9.1 The Oseen equations. Multidomain formulation

The time-dependent Oseen equation has the following form

∂tu− ν∆u+ (b · ∇)u+∇p = f in Ω× (0, T )
∇·u = 0 in Ω× (0, T )

u(., t = 0) = u0 in Ω

u = 0 on ∂Ω× (0, T )

(2.86)

with the divergence-free convection field b ∈ L∞((0, T ), L∞(Ω)).
We recall the following spaces

V =
¦

u ∈
�

H1
0(Ω)

�2
,∇·u= 0

©

,

H =
¦

u ∈
�

L2(Ω)
�2

,u · nnn= 0 on ∂Ω,∇·u= 0
©

,

X =
¦

u ∈
�

H1
0(Ω)

�2©
,

(2.87)

For u,v ∈ V , one has the following expression

((b · ∇)u,v)Ω =
1
2
(b · ∇u,v)Ω −

1
2
(b · ∇v,u)Ω

Then, we can write the constrained variational form of (2.86) as:
find (u, p) ∈ L2((0, T ), V )∩C ((0, T ), H)×W−1,∞((0, T ), L2

0(Ω)) such that

• ∂tu ∈ L2((0, T ), V ′) and u verifies

〈∂tu,v〉V,V ′ + A(u,v) = (f,v)Ω, ∀v ∈ V

u(t = 0) = u0,
(2.88)

with A(., .) a bilinear form defined on X ⊃ V

A(u,v) = ν(∇u,∇v)Ω +
1
2
(b · ∇u,v)Ω −

1
2
(b · ∇v,u)Ω

• p = ∂t P, with P ∈ L∞((0, T ), L2
0(Ω)) satisfying

(u(t),v)Ω − (u0,v)Ω +

∫ t

0

A(u(s),v)− (∇·v, P(t))Ω =

∫ t

0

(f(s),v)Ω, ∀v ∈ X

(2.89)

Theorem 2.30. When u0 ∈ H, problem (2.88)–(2.89) admits a unique solution.
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Proof. One has

A(u,u) = ν (∇u,∇u)Ω ,

hence A(., .) is coercive. In addition, the inequality

|
1
2
(b · ∇u,v)Ω −

1
2
(b · ∇v,u)Ω | ≤ C‖b‖L∞((0,T ),L∞(Ω)2(‖∇u‖Ω‖v‖Ω + ‖∇v‖Ω‖u‖Ω)

implies the continuity of A(., .). Then, following similar arguments as in Section 2.2, one
gets the well-posedness of (2.88) and the existence of the pressure satisfying (2.89).

We have now the solution of the variational Oseen equation. However, in order to
define the Robin transmission conditions, we need more regularity. Unfortunately, the
analysis for the time-dependent Oseen equations are not well-presented in the current
literature. The Oseen equations themselves in fact are usually considered as a simplified
version of the Navier-Stokes system, whose strong regularity has been studied well; it
is generally believed that the results obtained for the latter are also valid for the former.
Therefore, at this point, we suppose that we have the following strong regularity.

Hypothesis 2.31. With the domain Ω, the advection b, the source term f and the initial
condition u0 regular enough, the Oseen equation(2.86) admits a unique solution u ∈
L2((0, T ), V ) ∩ L2((0, T ), H2(Ω)2), p ∈ L2((0, T ), L2

0(Ω)) ∩ L2((0, T ), H1(Ω) with ∂tu ∈
L2((0, T ), H).

The above regularity hypothesis allow us to rewrite the monodomain problem into
the following equivalent multidomain one. We denote by bi j = b · ni j .

∂tui − ν∆ui + (b · ∇)ui +∇pi = fi in Ωi × (0, T )
∇·ui = 0 in Ωi × (0, T )

ui(., t = 0) = (u0)i in Ωi

ui = 0 on (∂Ω∩ ∂Ωi)× (0, T )

(2.90)

with i = 1, 2, . . . , M , together with Robin transmission conditions on Γi j × (0, T )

αi j

�

ν∂nnni j
ui · nnni j − pi −

1
2

bi jui · nnni j

�

+ ui · nnni j

= αi j

�

ν∂nnni j
u j · nnni j − p j −

1
2

bi ju j · nnni j

�

+ u j · nnni j

α ji

�

ν∂nnn ji
u j · nnn ji − p j −

1
2

b jiu j · nnn ji

�

+ u j · nnn ji

= α ji

�

ν∂nnn ji
ui · nnn ji − pi −

1
2

b jiui · nnn ji

�

+ ui · nnn ji

βi j

�

ν∂nnni j
ui × nnni j −

1
2

bi jui × nnni j

�

+ ui × nnni j

= βi j

�

ν∂nnni j
u j × nnni j −

1
2

bi ju j × nnni j

�

+ u j × nnni j

β ji

�

ν∂nnn ji
u j × nnn ji −

1
2

b jiu j × nnn ji

�

+ u j × nnn ji

= β ji

�

ν∂nnn ji
ui × nnn ji −

1
2

b jiui × nnn ji

�

+ ui × nnn ji

(2.91)
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2.9.2 Oseen equation with Robin boundary condition

We now consider a domain, still denoted by Ω, for which the boundary is decomposed
into two parts: ∂Ω= ΓD ∪ ΓR, with |ΓR|> 0. Let nnn be the outgoing normal vector on ΓR;
we consider the following system, with α > 0 and β > 0

∂tu− ν∆u+ (b · ∇)u+∇p = f in Ω× (0, T )
∇·u = 0 in Ω× (0, T )

u(., t = 0) = u0 in Ω

u = 0 on ΓD × (0, T )

α

�

ν∂nnnu · nnn− p−
1
2
(b · nnn)u · nnn

�

+ u · nnn = g on ΓR × (0, T )

β

�

ν∂nnnu× nnn−
1
2
(b · nnn)u× nnn

�

+ u× nnn = ξ on ΓR × (0, T )

(2.92)

We recall the spaces that were used for the Stokes problem

VD =
¦

u ∈
�

H1(Ω)
�2

,u= 0 on ΓD,∇·u= 0
©

,

HD =
¦

u ∈
�

L2(Ω)
�2

,u · nnn= 0 on ΓD,∇·u= 0
©

,

XD =
¦

u ∈
�

H1(Ω)
�2

,u= 0 on ΓD
©

,

(2.93)

equipped with the H1 and L2 norms, respectively.
Integrating by part and taking into account the fact that b is divergence free and

v= 0 on ΓD, we obtain

(b · ∇u,v)Ω =
1
2
(b · ∇u,v)Ω +

1
2
(b · ∇u,v)Ω

=
1
2
(b · ∇u,v)Ω −

1
2
(b · ∇v,u)Ω +

1
2
((b · nnn)u,v)ΓR

=
1
2
(b · ∇u,v)Ω −

1
2
(b · ∇v,u)Ω

+
1
2
((b · nnn)u · nnn,v · v)ΓR +

1
2
((b · nnn)u× nnn,v× v)ΓR .

Taking into account the boundary condition, we define the following bilinear form a(·, ·)
on VD × VD, and the linear form c(·) on VD

a(u,v) = ν (∇u,∇v)Ω +
1
2
(b · ∇u,v)Ω

−
1
2
(b · ∇v,u)Ω +

1
α
(u · nnn,v · nnn)ΓR +

1
β
(u× nnn,v× nnn)ΓR ,

(2.94)

c(t,v) = (f,v)Ω +
1
α
(g,v · nnn)ΓR +

1
β
(ξ,v× nnn)ΓR , (2.95)

Taking u as test function, one has

a(u,u) = ν (∇u,∇u)Ω +
1
α
(u · nnn,u · nnn)ΓR +

1
β
(u× nnn,u× nnn)ΓR ,

hence, as shown for the Stokes equations, a(., .) is coercive.
The inequality

|
1
2
(b · ∇u,v)Ω −

1
2
(b · ∇v,u)Ω | ≤ C‖b‖L∞((0,T ),L∞(Ω)2(‖∇u‖Ω‖v‖Ω + ‖∇v‖Ω‖u‖Ω)
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leads to the continuity of a(., .). Then, following similar arguments as for the Stokes
equation, on can show that

Theorem 2.32. There exists unique p ∈ W−1,∞((0, T ), L2(Ω)) and u ∈
�

L2((0, T ), VD)
∩C 0([0, T], HD)

�

, with ∂tu ∈ L2((0, T ), V ′D) such that (u, p) is solution of problem (2.92)
in the sense that

• u verifies

〈∂tu,v〉V ′D ,VD
+ a(t,u,v) = c(t,v) for almost every t ∈ (0, T ) and all v ∈ VD,

(2.96)

u(0) = u0. (2.97)

• p = ∂t P with P ∈ L∞((0, T ), L2(Ω)) satisfying

∫ t

0

c(s,v)− (u(t),v)Ω+(u0,v)Ω−
∫ t

0

a(u(s),v)ds = −
∫

Ω

P(t)∇·v , ∀v ∈ XD. (2.98)

2.9.3 Optimzed Schwarz Waveform Relaxation Algorithm

We can now establish a space-time DD algorithm for the Oseen equations:
Provided starting Robin terms g0

i j ,ξ
0
i j on the interfaces Γi j × (0, T ) (regular enough), at

step `≥ 1, we solve M subdomain problems

∂tu
`
i − ν∆u`i + (b · ∇)u

`
i +∇p`i = fi in Ωi × (0, T )
∇·u`i = 0 in Ωi × (0, T )

u`i (., t = 0) = (u0)i in Ωi

αi j

�

ν∂nnni j
u`i · nnni j − p`i −

1
2

bi ju
`
i · nnni j

�

+ u`i · nnni j = g`−1
i j on Γi j × (0, T )

βi j

�

ν∂nnni j
u`i × nnni j −

1
2

bi ju
`
i × nnni j

�

+ u`i × nnni j = ξ
`−1
i j on Γi j × (0, T )

u`i = 0 on (∂Ωi ∩ ∂Ω)× (0, T )
(2.99)

with i = 1,2, . . . , M and then we update the Robin terms on the interfaces Γi j × (0, T )

g`i j = αi j

�

ν∂nnni j
u`j · nnni j − p`j −

1
2

bi ju
`
j · nnni j

�

+ u`j · nnni j

ξ`i j = βi j

�

ν∂nnni j
u`j × nnni j −

1
2

bi ju
`
j × nnni j

�

+ u`j × nnni j ,
(2.100)

with j ∈ Ii .
We rewrite next the algorithm using a variational formulation. We recall the notations
used for the Stokes equation

Vi = {u ∈
�

H1(Ωi)
�2

,u= 0 on ∂Ωi ∩ ∂Ω , ∇ · u= 0 in Ωi},

Hi = {u ∈
�

L2(Ωi)
�2

,u · nnn∂Ωi
= 0 on ∂Ωi ∩ ∂Ω , ∇ · u= 0 in Ωi}.

X i = {u ∈
�

H1(Ωi)
�2

,u= 0 on ∂Ωi ∩ ∂Ω},
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Then, we set

ai(u,v) = ν (∇u,∇v)Ωi
+

1
2
(b · ∇u,v)Ωi

−
1
2
(b · ∇v,u)Ωi

+
1
αi j

�

u · nnni j ,v · nnni j

�

Γi j
+

1
βi j

�

u× nnni j ,v× nnni j

�

Γi j
,

c`i (t,v) = (f,v)Ωi
+
∑

j∈Ii

1
αi j

�

g`−1
i j ,v · nnni j

�

Γi j
+

1
βi j

�

ξ`−1
i j ,v× nnni j

�

Γi j
,

(2.101)

and the algorithm reads: for all ` ≥ 1, given g`−1
i j ,ξ`−1

i j on each space-time interface
Γi j × (0, T ), solve, for each i = 1, . . . , M :




∂tu
`
i ,v
�

V ′i ,Vi
+ ai(u

`
i ,v) = c`i (t,v), a.e. t ∈ (0, T ),∀v ∈ Vi ,

u`i (0) = u0,i

(2.102)

and then construct p`i = ∂t P
`
i which is such that

�

u`i (t),v
�

Ωi
−
�

u0,i ,v
�

Ωi
+

∫ t

0

ai(u
`
i (s),v)ds− (P`i ,∇ · v)Ωi

−
∫ t

0

c`i (s,v)ds = 0 , ∀v ∈ X i .

After that, we update Robin terms using the same trick as in Remark 2.15

g`i j =
αi j

α ji
g`−1

ji −
αi j +α ji

α ji
u`j · nnn ji (2.103)

ξ`i j =
βi j

β ji
ξ`−1

ji −
βi j + β ji

β ji
u`j × nnn ji (2.104)

2.9.4 Convergence of the velocity via energy estimate

Theorem 2.33. Let (u, p) be the solution of the Oseen equations (2.86) which is sup-
posed to verify Hypothesis 2.31. We denote by ui = u|Ωi

. Then, if αi j = α ji and
βi j = β ji , the sequence u`i defined by the OSWR algorithm in Section 2.9.3 converges
to ui in C 0([0, T], Hi)∩ L2((0, T ), Vi).

Proof. Denote by pi = p|Ωi
. From Hypothesis 2.31, (ui , pi) is regular, so we can define

then the following traces in L2((0, T ), L2(Γi j))

gi j := αi j(ν∂nnni j
ui · nnni j − pi −

1
2
(b · nnni j)ui · nnni j) + ui · nnni j (2.105)

ξi j := βi j(ν∂nnni j
ui × nnni j −

1
2
(b · nnni j)ui × nnni j) + ui × nnni j (2.106)

We recall here that the strong regularity of (u, p) leads to the multidomain transmission
conditions (2.91), which implies, similarly to the Stokes section

gi j =
αi j

α ji
g ji −

αi j +α ji

α ji
u j · nnn ji (2.107)

ξi j =
βi j

β ji
ξ ji −

βi j + β ji

β ji
u j × nnn ji (2.108)
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Moreover, (ui , pi) is the strong solution of each local Robin boundary problem

∂tui − ν∆ui + (b · ∇)ui +∇pi = fi in Ωi × (0, T )
∇·ui = 0 in Ωi × (0, T )

ui(., t = 0) = u0,i in Ωi

ui = 0 on (∂Ω∩ ∂Ωi)× (0, T )

αi j(ν∂nnni j
ui · nnni j − pi −

1
2

bi jui · nnni j) + ui · nnni j = gi j on Γi j × (0, T )

βi jν∂nnni j
ui × nnni j −

1
2

bi jui × nnni j + ui × nnni j = ξi j on Γi j × (0, T )

We have that ui verifies the following variational formulation

〈∂tui ,v〉V ′i ,Vi
+ ai(ui ,v) = ci(t,v) for almost every t ∈ (0, T ) and all v ∈ Vi ,

ui(0) = u0|Ωi

(2.109)

with

ci(t,v) = (f,v)Ωi
+
∑

j∈Ii

1
αi j

�

gi j ,v · nnni j

�

Γi j
+

1
βi j

�

ξi j ,v× nnni j

�

Γi j
, (2.110)

Denote by e`i := u`i − ui , h`i j = g`i j − gi j , ζ
`
i j = ξ

`
i j − ξi j .

From (2.101), (2.102), (2.109), (2.110), then e`i verifies

〈∂te
`
i ,v〉V ′i ,Vi

+ ai(e
`
i ,v) =

∑

j∈II

1
αi j
(h`−1

i j ,v · nnni j)Γi j
+
∑

j∈II

1
βi j
(ζ`−1

i j ,v× nnni j)Γi j
∀v ∈ Vi .

e`i (0) = 0
(2.111)

All integrals on Γi j are well defined since gi j and ξi j are both in L2((0, T ), L2(Γi j)),
and since we have shown that this is also the case for g`i j and ξ`i j as soon as it is true
for `= 0.

With αi j = α ji and βi j = β ji , formulas (2.103) and (2.104) (2.107) and (2.108)
for the Robin terms on Γi j lead to

e`i · nnni j =
1
2

�

h`−1
i j − h`ji

�

, e`i × nnni j =
1
2

�

ζ`−1
i j − ζ

`
ji

�

. (2.112)

Choosing e`i as test function in (2.111), one gets

〈∂te
`
i ,e

`
i 〉V ′i ,Vi

+ ν(∇e`i ,∇e`i )Ωi
+
∑

j∈II

1
αi j
(e`i · nnni j ,e

`
i · nnni j)Γi j

+
∑

j∈II

1
βi j
(e`i × nnni j ,e

`
i × nnni j)Γi j

=
∑

j∈II

1
αi j
(h`−1

i j ,e`i · nnni j)Γi j
+
∑

j∈II

1
βi j
(ζ`−1

i j ,e`i × nnni j)Γi j
.

(2.113)

From here, one can follow exactly the same steps as in the energy estimate of the Stokes
equations.

Remark 2.34. The proof above remains true when the vector field b has a negative
divergence. One obtains a similar energy estimate with an additional positive term
−
�

(∇·b)e`i ,e
`
i

�

Ωi
on the left-hand side.
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2.9.5 Convergence factor via Fourier transform

We then rewrite the algorithm on the error in exactly the same way as for the Stokes
equations in Section 2.7, with additional notations for the convection terms b= (a, b),
a|Γ = b · nnnΓ , a0 = a(x = 0).

∂tu
`
i + a∂xu`i + b∂yu`i − ν∆u`i + ∂x p`i = 0 in Ωi × (0, T )

∂t v
`
i + a∂x v`i + b∂y v`i − ν∆v`i + ∂y p`i = 0 in Ωi × (0, T )

∂xu`i + ∂y v`i = 0 in Ωi × (0, T )
u`i (., t = 0) = 0 in Ωi

v`i (., t = 0) = 0 in Ωi

u`i , v`i → 0 when |(x , y)| →∞

with transmission condition on Γ × (0, T )

α1(ν∂xu`1 − p`1 −
1
2 a0u`1) + u`1 = α1(ν∂xu`−1

2 − p`−1
2 − 1

2 a0u`−1
2 ) + u`−1

2

β1(ν∂x v`1 −
1
2 a0v`1) + v`1 = β1(ν∂x v`−1

2 − 1
2 a0v`−1

2 ) + v`−1
2

α2(ν∂xu`2 − p`2 −
1
2 a0u`2)− u`2 = α2(ν∂xu`−1

1 − p`−1
1 − 1

2 a0u`−1
1 )− u`−1

1

β2(ν∂x v`2 −
1
2 a0v`2)− v`2 = β2(ν∂x v`−1

1 − 1
2 a0v`−1

1 )− v`−1
1 .

At this point, we cannot simply take the Fourier transform: we have difficulties with a
and b if they are non-constant. We can consider first the case where a, b are constant
in y and t. Then we get

iωu`i + a∂xu`i + biku`i − ν∂x xu`i + νk2u`i + ∂x p`i = 0

iωv`i + a∂x v`i + bikv`i − ν∂x x v`i + νk2v`i + ikp`i = 0

∂xu`i + ikv`i = 0

u`i , v`i → 0 when |x | →∞

To avoid ODEs with non-constant coefficients, let a, b be constant in x also, thus a0 = a.
We can then write the solutions of the system as

u`1 = A` exp(|k|x) + B` exp(r+x)

p`1 = −
�

iω+ bik
|k|

+ a
�

A` exp(|k|x)

v`1 =
i|k|
k

A` exp(|k|x) +
ir+
k

B` exp(r+x)

and

u`2 = C` exp(−|k|x) + D` exp(r−x)

p`2 =
�

iω+ bik
|k|

− a
�

C` exp(−|k|x)

v`2 = −
i|k|
k

C` exp(−|k|x) +
ir−
k

D` exp(r−x)

with r+, r− the roots of the equation −νr2+ ar+(iω+ bik+νk2) = 0, i.e. r+ =
a+λ

2ν
,

r− =
a−λ

2ν
, λ is the square root with positive real part of a2 + 4iν(ω+ bk) + 4ν2k2.
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Replacing these terms in the transmission conditions, one gets

α1

�

ν|k|A` + νr+B` +
�

iω+bik
|k| + a

�

A` − a
2 A` − a

2 B`
�

+ A` + B`

= α1

�

−ν|k|C`−1 + νr−D`−1 +
�

− iω+bik
|k| + a

�

C`−1 − a
2 C`−1 − a

2 D`−1
�

+ C`−1 + D`−1,

β1

�

ν
i|k|
k |k|A

` + ν ir+
k r+B` − a

2
i|k|
k A` − a

2
ir+
k B`

�

+ i|k|
k A` + ir+

k B`

= β1

�

i|k|
k ν|k|C

`−1 + ν ir−
k r−D`−1 + a

2
i|k|
k C`−1 − a

2
ir−
k D`−1

�

− i|k|
k C`−1 + ir−

k D`−1,

α2

�

−ν|k|C` + νr−D` +
�

− iω+bik
|k| + a

�

C` − a
2 C` − a

2 D`
�

− C` − D`

= α2

�

ν|k|A` + νr+B` +
�

iω+bik
|k| + a

�

A`−1 − a
2 A`−1 − a

2 B`−1
�

− A`−1 − B`−1,

β2

�

i|k|
k ν|k|C

` + ν ir−
k r−D` + a

2
i|k|
k C` − a

2
ir−
k D`

�

+ i|k|
k C` − ir−

k D`

= β2

�

ν
i|k|
k |k|A

`−1 + ν ir+
k r+B`−1 − a

2
i|k|
k A`−1 − a

2
ir+
k B`−1

�

− i|k|
k A`−1 − ir+

k B`−1.

Factorizing the above expressions, we get
�

α1

�

ν|k|+
iω+ bik
|k|

+
a
2

�

+ 1
�

A` +
h

α1

�

νr+ −
a
2

�

+ 1
i

B`

=
�

α1

�

−ν|k| −
iω+ bik
|k|

+
a
2

�

+ 1
�

C`−1 +
h

α1

�

νr− −
a
2

�

+ 1
i

D`−1

�

β1

�

νik−
ai|k|
2k

�

+
i|k|
k

�

A` +

�

β1

�

ν
ir2
+

k
−

iar+
2k

�

+
ir+
k

�

B`

=
�

β1

�

νik+
ai|k|
2k

�

−
i|k|
k

�

C`−1 +

�

β1

�

ν
ir2
−

k
−

iar−
2k

�

+
ir−
k

�

D`−1

�

α2

�

−ν|k| −
iω+ bik
|k|

+
a
2

�

− 1
�

C` +
h

α2

�

νr− −
a
2

�

− 1
i

D`

=
�

α2

�

ν|k|+
iω+ bik
|k|

+
a
2

�

− 1
�

A`−1 +
h

α2

�

νr+ −
a
2

�

− 1
i

B`−1

�

β2

�

νik+
ai|k|
2k

�

+
i|k|
k

�

C` +

�

β2

�

ν
ir2
−

k
−

iar−
2k

�

−
ir−
k

�

D`

=
�

β2

�

νik−
ai|k|
2k

�

−
i|k|
k

�

A`−1 +

�

β2

�

ν
ir2
+

k
−

iar+
2k

�

−
ir+
k

�

B`−1

We change the sign of the third and fourth equations, then we can rewrite
�

α1

�

ν|k|+
iω+ bik
|k|

+
a
2

�

+ 1
�

A` +
h

α1

�

νr+ −
a
2

�

+ 1
i

B`

=
�

α1

�

−ν|k| −
iω+ bik
|k|

+
a
2

�

+ 1
�

C`−1 +
h

α1

�

νr− −
a
2

�

+ 1
i

D`−1

�

β1

�

νik−
ai|k|
2k

�

+
i|k|
k

�

A` +

�

β1

�

ν
ir2
+

k
−

iar+
2k

�

+
ir+
k

�

B`

=
�

β1

�

νik+
ai|k|
2k

�

−
i|k|
k

�

C`−1 +

�

β1

�

ν
ir2
−

k
−

iar−
2k

�

+
ir−
k

�

D`−1
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�

α2

�

−ν|k| −
iω+ bik
|k|

+
a
2

�

− 1
�

C` +
h

α2

�

νr− −
a
2

�

− 1
i

D`

=
�

α2

�

ν|k|+
iω+ bik
|k|

+
a
2

�

− 1
�

A`−1 +
h

α1

�

νr+ −
a
2

�

− 1
i

B`−1

�

β2

�

νik+
ai|k|
2k

�

+
i|k|
k

�

C` +

�

β2

�

ν
ir2
−

k
−

iar−
2k

�

−
ir−
k

�

D`

=
�

β2

�

νik−
ai|k|
2k

�

−
i|k|
k

�

A`−1 +

�

β2

�

ν
ir2
+

k
−

iar+
2k

�

−
ir+
k

�

B`−1

We can rewrite this expression as

h

1+ X (α1) +
α1a

2

i

A` + [1+ Y (α1)]B
`

=
h

1− X (α1) +
α1a

2

i

C`−1 + [1− Y (α1)]D`−1

i|k|
k

�

1+W (β1)−
β1a
2

�

A` +
ir+
k
[1+ Y (β1)]B

`

=
−i|k|

k

�

1−W (β1)−
β1a
2

�

C`−1 +
ir−
k
[1− Y (β1)]D`−1

h

1+ X (α2)−
α2a

2

i

C` + [1+ Y (α2)]D`

=
h

1− X (α2)−
α2a

2

i

A`−1 + [1− Y (α2)]B
`−1

i|k|
k

�

1+W (β2) +
β2a
2

�

C` +
−ir−

k
[1+ Y (β2)]D`

=
−i|k|

k

�

1−W (β2) +
β2a
2

�

A`−1 +
−ir+

k
[1− Y (β2)]B

`−1

where

X (α) = α
�

ν|k|+
iω+ bik
|k|

�

, Y (α) = α
�

νr+ −
a
2

�

= −α
�

νr− −
a
2

�

, W (α) = αν|k|

From this, we define four matrices

M (α1,β1) =





h

1+ X (α1) +
α1a

2

i

[1+ Y (α1)]
i|k|
k

�

1+W (β1)−
β1a
2

�

ir+
k
[1+ Y (β1)]





[10pt]N (α1,β1) =





h

1− X (α1) +
α1a

2

i

[1− Y (α1)]
−i|k|

k

�

1−W (β1)−
β1a
2

�

ir−
k
[1− Y (β1)]





[10pt]P (α2,β2) =





h

1+ X (α2)−
α2a

2

i

[1+ Y (α2)]
i|k|
k

�

1+W (β2) +
β2a
2

� −ir−
k
[1+ Y (β2)]





[10pt]Q(α2,β2) =





h

1− X (α2)−
α2a

2

i

[1− Y (α2)]
−i|k|

k

�

1−W (β2) +
β2a
2

� −ir+
k
[1− Y (β2)]



 .
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Then, one has

M (α1,β1)

�

A`

B`

�

=N (α1,β1)

�

C`−1

D`−1

�

; P (α2,β2)

�

C`

D`

�

=Q(α2,β2)

�

A`−1

B`−1

�

and then
�

A`

B`

�

=R(α1,β1,α2,β2)

�

A`−2

B`−2

�

with R(α1,β1,α2,β2) = M−1(α1,β1)N (α1,β1)P −1(α2,β2)Q(α2,β2). The conver-
gence factor is the square root of the spectral radius of R .
In this formulation, if a = 0, then r+ = −r−, which implies M (α,β) = P (α,β) and
N (α,β) = Q(α,β). Then, like in the case of the Stokes equations, one can simplify
the formula in the "Robin-2p" case α1 = α2 = α and β1 = β2 = β . In that case, we
obtainR(α,β ,α,β) =

�

P −1(α,β)Q(α,β)
�2

. On the other hand, in the case a 6= 0, we
get N (α,β) 6= Q(α,β) and P (α,β) 6= Q(α,β), hence we cannot easily simplify the
formulation even in the Robin-2p case.

2.10 Parareal for the Stokes equations

2.10.1 Algorithm

Consider a decomposition in time of (0, T ) into subintervals : [0, T] = ∪N−1
n=0In, with

In = (Tn, Tn+1), n = 0, . . . , N − 1, and 0 = T0 < T1 < . . . < TN−1 < TN = T. For
simplicity, we consider a regular decomposition of (0, T ) i.e. such that Tn+1−Tn =∆T .

Over each such interval generically noted as I := (t0, t1), we shall consider two
propagation operators, a coarse and a fine one. Before describing the Parareal Algo-
rithm, we shall state an important remark that will allow us to make sure that it is
well-defined. We first recall the functional spaces (2.3) that are relevant for the veloc-
ity component of the solution of the Stokes equations

V = {u ∈
�

H1
0(Ω)

�2
,∇·u= 0},

H = {u ∈
�

L2(Ω)
�2

,∇·u= 0,u · nnn∂Ω = 0 on ∂Ω}.

Remark 2.35. The Stokes problem (2.1) only needs a velocity field as initial condition at
t = t0 (no need for an initial pressure), and Theorem 2.1 shows that if this initial velocity
field belongs to the space H defined by (2.3), then we can consider the value of the solution
u at time t1 as an element of H, since the solution is in C 0([t0, t1], H). Therefore, we
shall denote by

• G (I ,U0) a velocity field in H that provides a rough approximation of u(·, t1), where
u is the velocity component of the solution of the Stokes equations with initial con-
dition u(·, t0) = U0 ∈ H.

• F (I ,U0) a velocity field in H that provides a more accurate approximation of
u(·, t1).
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Under the conditions that u0 ∈ H and that both G and F have inputs and outputs in H,
then, by an immediate recurrence, the following plain Parareal algorithm [82] is well-
defined

Algorithm 8 (Parareal)

Choose an initial data (U0
n)n∈¹0,Nº with U0

0 = u0 and U0
n an approximation of u(·, Tn), for

example : U0
n := G (In−1,U0

n−1), for n= 1, . . . , N .

for k = 0, 1,... (Parareal iterations)
Set Uk+1

0 = u0 and perform the correction iterations

Uk+1
n = G (In−1,Uk+1

n−1) +F (In−1,Uk
n−1)−G (In−1,Uk

n−1), n= 1, . . . , N . (2.114)

end for

For the coarse solver, for simplicity, here we consider the one deduced from the one
step Backward Euler method, i.e., G (In,v) ∈ H ⊃ V is the velocity component of the
solution of the following equation: find (u, p) ∈ V × L2

0(Ω) such that

u− v
∆T

− ν∆u+∇p = f(., Tn+1) in Ω

or, equivalently,

u
∆T
− ν∆u+∇p = f(., Tn+1) +

v
∆T

in Ω. (2.115)

We recall now the following classical result, given in [18, Theorem IV.8.1]

Theorem 2.36. For f ∈
�

H−1(Ω)
�2

and λ≥ 0, the generalized Stokes equation

λu− ν∆u+∇p = f (2.116)

admits a unique solution (u, p) ∈ V × L2
0(Ω) verifying

‖u‖H1 + ‖p‖L2 ≤ ‖f‖H−1 . (2.117)

Hence, if v ∈ H and if f(., Tn+1) belongs to
�

H−1(Ω)
�2

, the coarse solver is well
defined since the velocity component of the solution of (2.115) is in V ⊂ H.

In what follows, we shall consider for the sake of the analysis that the fine solver
is the exact one, i.e., for a given v ∈ H, we define F (In,v) = u(·, Tn+1), where u
is the velocity component of the solution of the evolutionary Stokes equations: find
(u, p) ∈

�

L2((Tn, Tn+1), V )∩C 0([Tn, Tn+1], H)
�

×W−1,∞((Tn, Tn+1), L2
0(Ω)) such that

∂tu− ν∆u+∇p = f in Ω× (Tn, Tn+1)

u(·, Tn) = v in Ω.
(2.118)

From Theorem 2.1, u(Tn+1) is well-defined in H, then so is the fine solver.
Both coarse and fine solvers being well-posed and mapping H into itself, we can

state the following result:

Theorem 2.37. Consider u0 ∈ H and f ∈ L2((0, T ),
�

L2
0(Ω)

�2
). The Parareal method ap-

plied on the evolutionary Stokes equation is well-defined, furthermore, for n= 1,2, . . . , N,
one has Uk

n ∈ H for all k ∈ N.
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2.10.2 Convergence

Similarly as for the previous Chapter, We first obtain Lipschitz constants for the coarse
and the fine solvers, that is, we show that there exist constants γ1, γ2, s.t., for all initial
conditions (u,v) ∈ H

‖G (I ,u)−G (I ,v)‖H ≤ γ1‖u− v‖H ,

‖(F −G )(I ,u)− (F −G )(I ,v)‖H ≤ γ2‖u− v‖H .
(2.119)

From linearity, it is sufficient to consider forG andF the case of a source term f= 0.
Even though we do not deal in this Chapter with the evolutionary Stokes equations

for the case Ω = R2, we will start with this case here as we can use the Fourier trans-
form in space for the analysis. For this case, we replace the homogeneous condition
on the boundary by the condition that the fields vanish at infinity. The spaces V and H
are defined similarly as before, with this modification in the boundary conditions. We
admit that the evolutionary Stokes solution is well-posed and that the coarse and fine
solvers are also well-defined.

Lemma 2.38. For Ω= R2, we have (2.119) with γ1 ≤ 1 and γ2 < 1.

Proof. Denote by u = (u, v) and p the solution of the Stokes equations with initial
condition u0 = (u0, v0). Applying the Fourier transform in x and y directions, with
wave numbers kx , ky , one gets

∂t û+ ν(k
2
x + k2

y)û+ ikx p̂ = 0,

∂t v̂ + ν(k
2
x + k2

y)v̂ + iky p̂ = 0,

ikx û+ iky v̂ = 0,

û(0) = û0,

v̂(0) = v̂0.

Denote by ŵ = ikx v̂ − iky û, then, with ŵ0 = ikx v̂0 − iky û0, we get the following ODE
for ŵ

∂t ŵ+ ν(k
2
x + k2

y)ŵ= 0

ŵ(0) = ŵ0,

which has the solution ŵ(t) = exp(−ν(k2
x + k2

y)t)ŵ0. Then, from the system

ikx v̂ − iky û= ŵ,

ikx û+ iky v̂ = 0,

we get

û=
iky ŵ

k2
x + k2

y
= exp(−ν(k2

x + k2
y)t)

iky ŵ0

k2
x + k2

y
= exp(−ν(k2

x + k2
y)t)

iky(ikx v̂0 − iky û0)

k2
x + k2

y
,

v̂ =
−ikx ŵ
k2

x + k2
y
= exp(−ν(k2

x + k2
y)t)
−ikx ŵ0

k2
x + k2

y
= exp(−ν(k2

x + k2
y)t)
−ikx(ikx v̂0 − iky û0)

k2
x + k2

y
.
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The divergence-free property of u0 under Fourier transform is ikx û0 + iky v̂0 = 0. We
use this in the above expressions to obtain

û= exp(−ν(k2
x + k2

y)t)û0,

v̂ = exp(−ν(k2
x + k2

y)t)v̂0.

Then, for the fine solver

ÛF (I ,u0) = exp(−ν(k2
x + k2

y)∆T )û0.

Similarly for G , one gets

ÛG (I ,u0) =
1

1+ ν(k2
x + k2

y)∆T
û0.

In the L2-norm, this first implies through the Plancherel equality

‖G (I ,u0)‖[L2(R2)]2 ≤ γ1‖u0‖[L2(R2)]2

with γ1 =max
kx ,ky

1
1+ ν(k2

x + k2
y)∆T

. Generally, one gets γ1 = 1, but in the discrete prob-

lem, when kx , ky are bounded away from 0, then γ1 < 1.
In addition

‖(F −G )(I ,u0)‖[L2(R2)]2 ≤ γ2‖u0‖[L2(R2)]2

with γ2 =max
kx ,ky

�

�

�

�

�

exp(−ν(k2
x + k2

y)∆T )−
1

1+ ν(k2
x + k2

y)∆T

�

�

�

�

�

. For a more detailed bound

on γ2, see Chapter 1.

Let us now turn to the case in which Ω is a bounded domain. We first recall the
eigenvalue theory of the Stokes operators [18, Theorem IV.5.5, page 279]

Theorem 2.39. There exists an increasing sequence of strictly positive real numbers
(λ j) j∈N∗ , tending to infinity and a sequence of functions (u j) j∈N∗ orthonormal in H, or-
thorgonal in V , forming a complete family in H and V , and a sequence of functions (p j) j∈N∗
in L2

0(Ω) that satisfy

−∆u j +∇p j = λ ju j (2.120)

Using this and (2.117), we obtain

Lemma 2.40. For Ω bounded with Lipschitz boundary, we have (2.119) with γ1 < 1 and
γ2 < 1.

Proof. Let u0 be in H, we can express it using the basis (u j) j∈N∗ in (2.120)

u0 =
∑

j≥1

α ju j

The solution of the evolutionary Stokes problem with initial condition u0 can then be
expressed as

u(t) =
∑

j≥1

α j exp(−νλ j t)u j
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p(t) = ν
∑

j≥1

α j exp(−νλ j t)p j

Then, the exact fine solver gives

F (I ,u0) =
∑

j≥1

α j exp(−νλ j∆T )u j

In addition, the coarse propagator solves a generalized Stokes problem of form (2.116),
and its solution is

G (I ,u0) =
∑

j≥1

α j

�

1
1+ νλ j∆T

�

u j .

Using those expressions, we get the Lipschitz constant for G and (F −G )

γ1 =
1

(1+ νλ1∆T )
< 1, γ2 =max

j
{(1+ νλ j∆T )−1 − exp(−νλ j∆T )}< 1.

With these Lipschitz constants, we obtain now the convergence of the Parareal
method applied on the evolutionary Stokes equation:

Theorem 2.41. Consider the Stokes equation (2.1) with u0 ∈ H. The Parareal method
applied on this equation converges with a rate similar to the case of the parabolic equation.

2.11 The coupled Parareal-OSWR Algorithm for the Stokes
equations

We now propose a coupled Parareal-OSWR algorithm on the Stokes equations. For
simplicity, we consider here only two sub-domains Ω1, Ω2, and then Γ1,2 = Γ2,1 = Γ . We
simplify the foot indexes 12 and 21 by 1 and 2, and denote also ξξξ= (ξ1,ξ2),g= (g1, g2).

As in the previous Chapter, we shall choose the OSWR algorithm to be used as the
fine solver in the Parareal algorithm, and perform only a few iterations of OSWR at each
Parareal iteration. Since we shall use unconverged velocity fields as initial conditions in
the coarse solver, their normal components will not necessarily be continuous across Γ ;
this has the important implication that the resulting velocity fields will not be globally
divergence free on Ω, but only locally divergence free on each Ωi . This may lead to low
regularity pressure fields in the coarse solver. Fortunately, as only velocities are used
during Parareal iterations, this low regularity poses no problem.

We recall the notations of Section 2.3

Vi = {u ∈
�

H1(Ωi)
�2

,u= 0 on ∂Ωi\Γ , ∇ · u= 0 in Ωi},

Hi = {u ∈
�

L2(Ωi)
�2

,u · nnn∂Ωi
= 0 on ∂Ωi\Γ , ∇ · u= 0 in Ωi},

X i =
¦

u ∈
�

H1(Ωi)
�2

,u= 0 on ∂Ωi\Γ
©

.

According to the above argument, we will use the following new space

K = {u ∈
�

L2(Ω)
�2

,u|Ωi
∈ Hi}. (2.121)
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With an initial condition U in this space K , the coarse solver for the time-dependent
Stokes problem from Tn to Tn+1 defined from the one-step Backward Euler method is
well-defined: for U ∈ K , G (In,U) ∈ X ⊂ K is the solution of

u−U
∆T

− ν∆u−∇p = fn, ∇·u= 0; (2.122)

We cannot directly apply Lemma 2.40 concerning the generalized Stokes problem be-
cause U ∈ K and K is not included in H; however, using a simple energy estimate based
on (2.122), one still has the following Lipschitz property: there exists a constant γ1 ≤ 1
s.t. ∀u and v ∈ K

‖G (I ,u)−G (I ,v)‖K ≤ γ1‖u− v‖K . (2.123)

Note that in the case of K , we do not state a Lipschitz constant that is strictly lower
than 1 as in the case of space H. The norm on K is nothing but the L2 norm, we can
use the notation ‖.‖Ω instead.

Then, we set, for a.e. t ∈ (Tn, Tn+1)

ai(u,v) = ν (∇u,∇v)Ωi
+

1
αi
(u · nnn,v · nnn)Γ +

1
βi
(u× nnn,v× nnn)Γ ,

ck,`
i,n (t,v) = (fn,v)Ωi

+
1
αi

�

gk,`−1
i,n ,v · nnn

�

Γ
+

1
βi

�

ξ
k,`−1
i,n ,v× nnn

�

Γ
.

(2.124)

The algorithm can be written as

Algorithm 9 (Coupled Parareal-OSWR)

1. Choose an initial data (U0
n)n∈¹0,Nº with U0

0 = u0 and U0
n an approximation of u(·, Tn), for

example U0
n := G (In−1,U0

n−1), for n= 1, . . . , N .

2. Choose an initial Robin data (ξξξ0,0
n ,g0,0

n )n∈¹0,N−1º. For example, if we have already run the
coarse solver, then we also have calculated the approximate pressure P0

n for n = 1, . . . , N ,
then (ξξξ0,0

n ,g0,0
n ) with n ∈ ¹0, N − 1º can be constructed, e.g., from U0

n and P0
n .

for k = 0, 1,... (Parareal iterations)
1. On each time interval In, n= 0, 1, . . . , N − 1,
for `= 1,... , L (OSWR iterations) solve, for each i = 1, 2:
¬

∂tu
k,`
i,n ,v

¶

V ′i ,Vi
+ ai(u

k,`
i,n ,v) = ck,`

i,n (t,v) for almost every t ∈]Tn, Tn+1[ and all v ∈ Vi ,

uk,`
i,n (Tn) = Uk

n|Ωi

(2.125)

and, with j = 3− i, update the Robin term as

gk,`
i,n =

αi

α j
gk,`−1

j,n −
αi +α j

α j
uk,`

j,n · nnn j , (2.126)

ξk,`
i,n =

βi

β j
ξk,`−1

j,n −
βi + β j

β j
uk,`

j,n × nnn j . (2.127)

end for
2. Set Uk+1

0 = u0 and do Parareal corrections:

Uk+1
n+1 = uk,L

n (·, Tn+1) +G (In,Uk+1
n )−G (In,Uk

n). (2.128)

Update the interface term: ξξξk+1,0
n = ξξξk,L

n and gk+1,0
n = gk,L

n . (2.129)

end for
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In both Parareal and OSWR methods, the algorithms are written using only the
velocity, so is the coupled Parareal-OSWR algorithm. If needed, the pressure can be
defined in the following Remark

Remark 2.42. pk,`
i,n = ∂t P

k,`
i,n , with Pk,`

i,n which is such that, ∀v ∈ X i

�

uk,`
i,n (t),v

�

Ωi
−
�

Uk
n|Ωi

,v
�

Ωi
+

∫ t

Tn

ai(u
k,`
i,n (s),v)ds− (Pk,`

i,n ,∇ · v)Ωi
−
∫ t

0

ck,`
i,n (s,v)ds = 0 .

(2.130)

As the coarse solver and the OSWR method are both well-defined, one gets the
following result

Theorem 2.43. Suppose that u0 ∈ H and f ∈ L2((0, T ),
�

L2(Ω)
�2
). With the starting ini-

tial conditions U0
n ∈ K and the Robin terms ξξξ0,0

n ,g0,0
n ∈

�

L2(Tn, Tn+1, L2(Γ ))
�2

the coupled

Parareal-OSWR method is well-defined with Uk
n ∈ K; ξξξk,`

n ,gk,`
n ∈

�

L2(Tn, Tn+1, L2(Γ ))
�2

.

2.11.1 Convergence of the velocity via energy estimate

We consider the initial condition u0 ∈ V , with which we have regular exact solution
(u, p) as in Theorem 2.2, and then, its Robin traces on the space-time interface are
well-defined and have L2 regularity.

The proof in this section can be generalized to the case of M subdomains, similarly
to the pure OSWR for the Stokes equation. We suppose that α1 = α2 = α and
β1 = β2 = β .
We denote by (ui,n, pi,n) the restriction of (u, p) to Ωi × (Tn, Tn+1).

Notation for error estimation

Denote by Ek
n = Uk

n − u(., Tn), ek,`
i,n := uk,`

i,n − ui,n, dk,`
i,n = pk,`

i,n − pi,n, hk,`
i,n = gk,`

i,n − gi,n,

ζ
k,`
i,n = ξ

k,`
i,n − ξi,n, with

gi,n := α(ν∂nnni
ui,n · nnni − pi,n) + ui,n · nnni (2.131)

ξi,n := β∂nnni
ui,n × nnni + ui,n × nnni (2.132)

We now write the algorithm for the error (only for the velocity and Robin terms)
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Algorithm 10 (Coupled Parareal-OSWR algorithm for the error on the Stokes equations)

1. Choose an initial data (E0
n)n∈¹0,Nº with E0

0 = 0, for example E0
n := G (In−1,U0

n−1)−u(., Tn),
for n= 1, . . . , N .

2. Choose an initial Robin data (ζζζ0,0
n ,h0,0

n )n∈¹0,N−1º. For example, if we have already run the
coarse solver, then we also have calculated the approximate pressure d0

n for n = 1, . . . , N ,
then (ζζζ0,0

n ,h0,0
n ) with n ∈ ¹0, N − 1º can be constructed, e.g., from E0

n and d0
n .

for k = 0,1,... (Parareal iterations)
1. On each time interval In, n= 0,1, . . . , N − 1,
for `= 1,... L (OSWR iterations) solve, for each i = 1, 2:

¬

∂te
k,`
i,n ,v

¶

V ′i ,Vi
+ ai(e

k,`
i,n ,v) =

1
α

�

hk,`−1
i,n ,v · nnni

�

Γ
+

1
β

�

ζk,`−1
i,n ,v× nnni

�

Γ
, a.e. t ∈ In,∀v ∈ Vi ,

ek,`
i,n (Tn) = Ek

n|Ωi

(2.133)

and, with j = 3− i, update the Robin term as

hk,`
i,n = hk,`−1

j,n − 2ek,`
j,n · nnn j , (2.134)

ζk,`
i,n = ζ

k,`−1
j,n − 2ek,`

j,n × nnn j . (2.135)

end for
2. Set Ek+1

0 = 0 and do Parareal corrections:

Ek+1
n+1 = ek,L

n (·, Tn+1) + G̃ (In,Ek+1
n − Ek

n). (2.136)

Update the interface term: ζk+1,0
n = ζk,L

n and hk+1,0
n = hk,L

n . (2.137)

end for

We can obtain a similar lemma as for the parabolic problem.

Lemma 2.44. Denote by ek,`
n ∈

�

L2(Ω)
�2

the function whose restrictions are ek,`
n |Ωi

= ek,`
i,n .

We have

L
∑

`=1

‖ek,`
n (Tn+1)‖2Ω + 2ν

L
∑

`=1

∑

i=1,2

∫

In

‖∇ek,`
i,n‖

2
Ωi
+

1
2α

∑

i=1,2

∫

In

‖hk,L
i,n ‖

2
Γ +

1
2β

∑

i=1,2

∫

In

‖ζk,L
i,n ‖

2
Γ

= L‖Ek
n‖

2
Ω +

1
2α

∑

i=1,2

∫

In

‖hk,0
i,n ‖

2
Γ +

1
2β

∑

i=1,2

∫

In

‖ζk,0
i,n ‖

2
Γ

Proof. Choosing the test function v= ek,`
i,n in (2.133) we have

〈∂te
k,`
i,n ,ek,`

i,n 〉V ′i ,Vi
+ ν(∇ek,`

i,n ,∇ek,`
i,n )Ωi

+
1
α
(ek,`

i,n · nnni ,e
k,`
i,n · nnni)Γ +

1
β
(ek,`

i,n × nnni ,e
k,`
i,n × nnni)Γ

=
1
α
(hk,`−1

i,n ,ek,`
i,n · nnni)Γ +

1
β
(ζk,`−1

i,n ,ek,`
i,n × nnni)Γ .

(2.138)

On the boundary Γ , replacing the error by the Robin terms from (2.134) and (2.135),
one gets

〈∂te
k,`
i,n ,ek,`

i,n 〉V ′i ,Vi
+ ν(∇ek,`

i,n ,∇ek,`
i,n )Ωi

+
1

4α
(hk,`−1

i,n − hk,`
j,n, hk,`−1

i,n − hk,`
j,n)Γ
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+
1

4β
(ζk,`−1

i,n − ζk,`
j,n,ζk,`−1

i,n − ζk,`
j,n)Γ

=
1

2α
(hk,`−1

i,n , hk,`−1
i,n − hk,`

j,n)Γ +
1

2β
(ζk,`−1

i,n ,ζk,`−1
i,n − ζk,`

j,n)Γ ,

or equivalently

〈∂te
k,`
i,n ,ek,`

i,n 〉V ′i ,Vi
+ ν‖∇ek,`

i,n‖
2
Ωi
+

1
4α
‖hk,`

j,n‖
2
Γ +

1
4β
‖ζk,`

j,n‖
2
Γ =

1
4α
‖hk,`−1

i,n ‖2Γ +
1

4β
‖ζk,`−1

i,n ‖2Γ .

Multiplying this expression by 2 and integrating on In, we obtain

‖ek,`
i,n (Tn+1)‖2Ωi

− ‖ek,`
i,n (Tn)‖2Ωi

+ 2ν

∫

In

‖∇ek,`
i,n‖

2
Ωi
+

1
2α

∫

In

‖hk,`
j,n‖

2
Γ +

1
2β

∫

In

‖ζk,`
j,n‖

2
Γ =

1
2α

∫

In

‖hk,`−1
i,n ‖2Γ +

∫

In

1
2β
‖ζk,`−1

i,n ‖2Γ .

(2.139)

From the initial condition in (2.133), we have ek,`
i,n (Tn) = Ek

n|Ωi
. Then, summing for

i = 1, 2, we get

‖ek,`
n (Tn+1)‖2Ω + 2ν

∑

i=1,2

∫

In

‖∇ek,`
i,n‖

2
Ωi
+

1
2α

∑

i=1,2

∫

In

‖hk,`
j,n‖

2
Γ +

1
2β

∑

i=1,2

∫

In

‖ζk,`
j,n‖

2
Γ =

‖Ek
n‖

2
Ω +

1
2α

∑

i=1,2

∫

In

‖hk,`−1
i,n ‖2Γ +

∑

i=1,2

∫

In

1
2β
‖ζk,`−1

i,n ‖2Γ

One notices that, since j = 3− i:

∑

i=1,2

1
2β

∫

In

‖ζk,`
i,n‖

2
Γ +

∑

i=1,2

1
2α

∫

In

‖hk,`
i,n‖

2
Γ =

∑

i=1,2

1
2β

∫

In

‖ζk,`
j,n‖

2
Γ +

∑

i=1,2

1
2α

∫

In

‖hk,`
j,n‖

2
Γ

which represents the total energies on the interface of all Robin terms at step `. Then,
summing for ` from 1 to L, we get the result.

In order to simplify notations, we shall denote Yn := L2(Tn, Tn+1, L2(Γ )) and its

norm ‖ζ‖2Yn
=

∫

In

‖ζ‖2Γ . We also set the following notations

‖ζζζ‖(Yn)2 =
∑

i=1,2

∫

In

‖ζi‖2Γ , ‖h‖(Yn)2 =
∑

i=1,2

∫

In

‖hi‖2Γ .

We build on the previous lemma to obtain the following lemma

Lemma 2.45. We have

K
∑

k=0

L
∑

`=1

‖ek,`
n (Tn+1)‖2Ω + 2ν

K
∑

k=0

L
∑

`=1

∑

i=1,2

∫

In

‖∇ek,`
i,n‖

2
Ωi
+

1
2α
‖hK ,L

n ‖
2
(Yn)2

+
1

2β
‖ζζζK ,L

n ‖
2
(Yn)2

= L
K
∑

k=0

‖Ek
n‖

2
Ω +

1
2α
‖h0,0

n ‖
2
(Yn)2

+
1

2β
‖ζζζ0,0

n ‖
2
(Yn)2

(2.140)
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Proof. Applying the previous lemma, summing in k from 0 to K and noting that, in our
algorithm, we have hk,L

n = hk+1,0
n and ζζζk,L

n = ζζζk+1,0
n , we get

K
∑

k=0

L
∑

`=1

‖ek,`
n (Tn+1)‖2Ω + 2ν

K
∑

k=0

L
∑

`=1

∑

i=1,2

∫

In

‖∇ek,`
i,n‖

2
Ωi

+
1

2α

K
∑

k=0

‖hk+1,0
n ‖2(Yn)2

+
1

2β

K
∑

k=0

‖ζζζk+1,0
n ‖2(Yn)2

=

L
K
∑

k=0

‖Ek
n‖

2
Ω +

1
2α

K
∑

k=0

‖hk,0
n ‖

2
(Yn)2

+
1

2β

K
∑

k=0

‖ζζζk,0
n ‖

2
(Yn)2

.

Remarking the telescopic sum on the interface, we get (2.140).

From the above lemma, we obtain the following convergence of the coupled
Parareal-OSWR method on the Stokes equations

Theorem 2.46. For the coupled Parareal-OSWR algorithm applied on the Stokes equa-
tions, when k→∞

• Uk
n converges to u(Tn) in K with L2-norm.

• uk,`
i,n converges to ui,n in L2(Tn, Tn+1, Vi) for all `= 1, 2, . . . , L.

The proof follows similarly by using G̃ as for the parabolic case. From (2.123), we
have the following lemma:

Lemma 2.47.

K
∑

k=0

‖Ek+1
n+1‖

2
Ω ≤ 8γ2

1

K+1
∑

k=0

‖Ek
n‖

2
Ω + 2

K
∑

k=0

‖ek,L
n (Tn+1)‖2Ω (2.141)

Proof. In (2.136), using the triangle inequality and then (2.123), we get

‖Ek+1
n+1‖

2
Ω ≤ 2‖G̃ (In,Ek+1

n − Ek
n)‖

2
Ω + 2‖ek,L

n (Tn+1)‖2Ω
≤ 2γ2

1‖E
k+1
n − Ek

n‖
2
Ω + 2‖ek,L

n (Tn+1)‖2Ω,

≤ 4γ2
1

�

‖Ek+1
n ‖2Ω + ‖E

k
n‖

2
Ω

�

+ 2‖ek,L
n (Tn+1)‖2Ω.

Then, summing in k from 0 to K we have

K
∑

k=0

‖Ek+1
n+1‖

2
Ω ≤ 4γ2

1

K
∑

k=0

�

‖Ek+1
n ‖2Ω + ‖E

k
n‖

2
Ω

�

+ 2
K
∑

k=0

‖ek,L
n (Tn+1)‖2Ω,

from which we deduce (2.141).

With these lemmas, we can now prove Theorem 2.46

Proof of Theorem 2.46. From Lemmas 2.45 and 2.47, we get

K
∑

k=0

‖Ek+1
n+1‖

2
Ω ≤ 8γ2

1

K+1
∑

k=0

‖Ek
n‖

2
Ω + 2L

K
∑

k=0

‖Ek
n‖

2
Ω +

1
α
‖h0,0

n ‖
2
(Yn)2

+
1
β
‖ζζζ0,0

n ‖
2
(Yn)2

.
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Denoting γ4 = 8γ2
1+2L and Rn = ‖E0

n+1‖
2
Ω+

1
α
‖h0,0

n ‖
2
(Yn)2
+

1
β
‖ζζζ0,0

n ‖
2
(Yn)2

, we can rewrite

this inequality as

K+1
∑

k=0

‖Ek
n+1‖

2
Ω ≤ γ4

K+1
∑

k=0

‖Ek
n‖

2
Ω + Rn, n ∈ ¹0, N − 1º.

From this inequality, by induction, we obtain

K+1
∑

k=0

‖Ek
n+1‖

2
Ω ≤ γ

n+1
4

K+1
∑

k=0

‖Ek
0‖

2
Ω +

n
∑

j=0

γ
j
4Rn− j , n ∈ ¹0, N − 1º.

Using that Ek
0 = 0, ∀k ≥ 0, we finally obtain

K+1
∑

k=0

‖Ek
n+1‖

2
Ω ≤

n
∑

j=0

γ
j
4Rn− j , n ∈ ¹0, N − 1º.

It shows that the sum
K
∑

k=0

‖Ek
n‖

2
Ω is bounded with respect to K , hence Ek

n converges to 0

in the [L2(Ω)]2 norm when k →∞. Moreover, from Lemma 2.45, we obtain, for all
`= 1,2, . . . , L

2ν
K
∑

k=0

∫

In

‖∇ek,`
i,n‖

2
Ωi
≤ L

K
∑

k=0

‖Ek
n‖

2
Ω +

1
2α
‖h0,0

n ‖
2
(Yn)2

+
1

2β
‖ζζζ0,0

n ‖
2
(Yn)2

As the right-hand side sum is bounded, the left one is also bounded. Hence, it follows

that

∫

In

‖∇ek,`
i,n‖

2
Ωi
→ 0 when k→∞.

In addition, the expression in Lemma 2.45 is still true if we replace Tn+1 by any
t ∈ (Tn, Tn+1). We then get

K
∑

k=0

‖ek,`
i,n (t)‖

2
Ωi
≤ L

K
∑

k=0

‖Ek
n‖

2
Ω +

1
2α

∫ t

Tn

‖h0,0
n ‖

2 +
1

2β

∫ t

Tn

‖ζζζ0,0
n ‖

2

≤ L
K
∑

k=0

‖Ek
n‖

2
Ω +

1
2α
‖h0,0

n ‖
2
(Yn)2

+
1

2β
‖ζζζ0,0

n ‖
2
(Yn)2

.

Hence, the sum
K
∑

k=0

‖ek,`
i,n (t)‖

2
Ωi

is bounded by a constant independent of t. One then

gets that this is also the case for
K
∑

k=0

∫

In

‖ek,`
i,n (t)‖

2
Ωi

dt, and thus

∫

In

‖ek,`
i,n (t)‖

2
Ωi

dt tends

to 0.
Hence ek,`

i,n tends to 0 in [L2(Tn, Tn+1, Vi)]
2, i.e, uk,`

i,n → ui,n in [L2(Tn, Tn+1, Vi)]
2.

We now have the convergence on the velocities. As in the pure OSWR method for
Stokes equation, one can recover the pressure by solving a linear system. The con-
vergence factor can be achieved in the same manner as for the parabolic equation in
Chapter 1, provided a convergence factor strictly lower that one holds for the pure
OSWR.
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Proof of Theorem 1.7

Proof. The proof is done in [50] (Theorem 5.15) and we recall it here : for ` =
1,2, . . . , L, the error e`i := u`i − u|Ωi

satisfies

L (e`i ) = 0 in Ωi ×I , (142a)

e`i (., 0) = 0 in Ωi , (142b)

Bie
`
i (0, .) = ζ`−1

i in I , (142c)

where
ζ`i =Bie

`
j (0, ·), `≥ 1. (143)

Multiplying equation (142a) by e`i and integrating in space on Ωi , we obtain

1
2

d
d t ‖e

`
1‖

2 + ν‖∂x e`1‖
2 + b‖e`1‖

2 −
�

ν∂x e`1 −
a
2

e`1
�

(0, .)e`1(0, .) = 0,

1
2

d
d t ‖e

`
2‖

2 + ν‖∂x e`2‖
2 + b‖e`2‖

2 +
�

ν∂x e`2 −
a
2

e`2
�

(0, .)e`2(0, .) = 0.

Introducing the Robin interface operators Bi , i = 1, 2, defined in (1.2), and rewriting
the terms on the interface in the form

�

ν∂x e`i −
a
2

e`i
�

e`i =
1

2p

�

(B1e`i )
2 − (B2e`i )

2
�

, i = 1, 2,

we obtain the energy estimates, for i = 1, 2

1
2

d
d t ‖e

`
i ‖

2 + ν‖∂x e`i ‖
2 + b‖e`i ‖

2 + 1
2p ((B je

`
i )(0, .))2 = 1

2p ((Bie
`
i )(0, .))2, j = 3− i.

Replacing (Bie
`
i )(0, .) = ζ`−1

i , (B je
`
i )(0, .) = ζ`j (from (142c) and (143)), and summing

the above expression over i, we get, for all t ∈ I
∑

i

�1
2

d
d t ‖e

`
i ‖

2 + ν‖∂x e`i ‖
2 + b‖e`i ‖

2
�

+ 1
2p

∑

i

(ζ`i )
2 = 1

2p

∑

i

(ζ`−1
i )2.

Then, integrating on I , we obtain

∑

i

�

1
2

�

‖e`i (., T )‖2 − ‖e`i (., 0)‖2
�

+

∫

I

�

ν‖∂x e`i ‖
2 + b‖e`i ‖

2
�

d t

�

+ 1
2p‖ζζζ

`‖2I =
1

2p‖ζζζ
`−1‖2I .

In L2(0, T ; H1(Ωi)), we consider the norm

‖u‖2L2(0,T ;H1(Ωi))
:=

∫

I

�

ν‖∂xu‖2 + b‖u‖2
�

d t.
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Then we can rewrite the above equation as
∑

i

�

1
2

�

‖e`i (., T )‖2 − ‖e`i (., 0)‖2
�

+ ‖e`i ‖
2
L2(0,T ;H1(Ωi))

�

+ 1
2p‖ζζζ

`‖2I =
1

2p‖ζζζ
`−1‖2I ,

or equivalently

1
2‖e

`(., T )‖2 +
∑

i

‖e`i ‖
2
L2(0,T,H1(Ωi))

+ 1
2p‖ζζζ

`‖2I =
1
2

∑

i

‖e`i (., 0)‖2 + 1
2p‖ζζζ

`−1‖2I .

Summing over ` from 1 to L, we get a telescopic sum on the interface and thus

L
∑

`=1

�

1
2‖e

`(., T )‖2 +
∑

i

‖e`i ‖
2
L2(0,T,H1(Ωi))

�

+ 1
2p‖ζζζ

L‖2I =
L
2

∑

i

‖e`i (., 0)‖
2 + 1

2p‖ζζζ
0‖2I .

(144)

Using that e`i (., 0) = 0, ∀`≥ 1, i = 1, 2, we obtain

L
∑

`=1

�

1
2‖e

`(., T )‖2 +
∑

i

‖e`i ‖
2
L2(0,T,H1(Ωi))

�

+ 1
2p‖ζζζ

L‖2I =
1

2p‖ζζζ
0‖2I .

Hence, the sum of the energies over all the iterates remains bounded, which implies that
the energy in the iterates tends to zero when `→∞, which proves Theorem 1.7.



Conclusions and future work

In the first chapter of this thesis, we analyzed the coupling of the Parareal method
with OSWR methods. We introduced first the algorithm for the coupling with non-
overlapping OSWR, in which case we obtained an energy estimate used to prove the
general convergence of the coupled method. Then, numerical results follow to ensure
that the coupled method performs efficiently in practice, especially when compared
to the "pure" Parareal method or "pure" OSWR method. From these numerical
observations, we gave some conjectures about how we could optimize the number of
OSWR iterations in the incomplete fine solvers to fasten the process. The coupling with
overlapping OSWR was introduced then, and by using the linear convergence factor of
the overlapping OSWR, a general convergence result and a bound on the convergence
factor were then given.
In the second chapter, we studied the application of the OSWR method on the evolu-
tionary incompressible Stokes equations. An important result needed in the analysis
is the well-posedness of the time-dependent Stokes system with Robin boundary con-
ditions. The OSWR algorithm and its well-posedness were introduced first, followed
by an energy estimate for the general convergence of the velocity. On the other hand,
simple observations showed that the pressure iterates may not always converge to the
monodomain pressure field. Modified pressures which converge to the exact one were
then proposed, which can be cheaply calculated. Inspired by the analysis of the OSWR
method for parabolic equations, we further applied the Fourier transform on the errors,
and obtained the formulation of the convergence factor, which allows to numerically
find optimized Robin parameters. The numerical illustrations were performed, first to
verify the convergence of the velocities, then to verify the convergence of the modified
pressure, and finally to assess the optimized parameters in practice. It was shown that
a discrete version of the convergence factor, taking into account the implicit Euler
scheme used for the time discretization, was more efficient to provide near optimal
Robin parameters. In the end, we gave some observations for the OSWR method
applied to the Oseen equations - a close extension of the Stokes ones -, as well as for
the Parareal algorithm and the Parareal-OSWR coupling on the Stokes system itself.
This work can be taken further in various directions. For the coupled Parareal-OSWR
method for parabolic equations, finding the best choice for the number of OSWR
iterations for the incomplete fine solver is an attractive question, on which we put
some promising conjecture but not a full theoretical answer. Designing a posteriori
error estimates that combine contributions from the scheme error and from the current
non converged iteration could lead to a further optimization of the costs by giving an
efficient stopping criterion for the Parareal-OSWR iterations, which would enhance the
application of the method.
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On the other hand, one may try numerical experiments to validate the coupled
Parareal-OSWR algorithm on the Stokes equations. In addition, similar techniques
could be investigated to analyze the convergence behaviour of the coupling of other
iterative methods with Parareal.
Finally, in the context of the OSWR method itself for the Stokes equations, industrial
tests would be needed to validate the method on large scale calculations. One may
also think of an extension to the Navier-Stokes equations, which would be a great
challenge for the convergence analysis due to their nonlinearity.
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