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Abstract

The use of synchrotron radiation in the so-called tender X-ray domain, which ranges from

around 2 keV to 12 keV, enables the core-shell excitation/ionization of chemical systems. Since

these core-excited/ionized states are quite unstable, the system decays. Thus, such states own

ultrashort lifetime on the time scales of femtoseconds. The relaxation pathways for the decay

to a more stable state can occur via the ejection of an electron or emission of a photon. In

this thesis, we studied processes resulting from the interaction between the X-ray radiation

and matter through the employment of electron spectroscopy techniques. We experimentally

observed the theoretical prediction of the relativistic nature of the photoionization of the spin-

orbit doublets in Argon and Xenon. Following, we continued our studies on chemical systems in

gas-phase. However, we moved to larger chemical systems: sulfur-based aromatic molecules. We

explored the sensitivity of resonant Auger spectroscopy to observe conjugation effects following

the relaxation of the core-excited states. Theoretical calculations provided an interpretation

of the behavior observed in the resonant Auger spectra. In the last part of this work, we

applied the core-hole clock spectroscopy (CHCS) to investigation of electron dynamics in two

thiophene-based polymer thin films: polythiophene (PT) and poly[3-hexylthiophene-2,5-diyl]

(P3HT) deposited on ITO substrate. Using resonant Auger electron spectroscopy, we provided

an indication of from which molecular orbital the spectator electron delocalizes.
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Résumé

L’utilisation du rayonnement synchrotron dans le domaine dit de rayons X tendres, qui va

d’environ 2 keV à 12 keV, permet l’excitation/ionisation des systèmes chimiques en couche

profonde. Étant donné que ces états sont assez instables, vont alors se relaxer par émission

dun photon ou dun électron. Ainsi, de tels états possèdent une durée de vie ultracourte dans

les échelles de temps de la femtoseconde. Les voies de relaxation pour la relaxation vers un

système plus stable peuvent se produire via l’éjection d’un électron ou l’émission d’un photon.

Dans cette thèse, nous avons étudié les processus résultant de l’interaction entre le rayonnement

X et la matière grâce à l’utilisation de techniques de spectroscopie électronique. Nous avons

observé expérimentalement la prédiction théorique de la nature relativiste de la photoionisation

des doublets spin-orbite pour l’argon et le xénon. Ensuite, nous avons conservé nos études sur les

systèmes chimiques en phase gazeuse. Cependant, nous avons opté pour des systèmes chimiques

plus larges: des molécules aromatiques à base de soufre. Nous avons exploré la sensibilité de la

spectroscopie Auger résonnante par mesurer les spectres Auger résonnants du soufre KL2,3L2,3

sous forme de cartes bidimensionnelles pour étudier les effets de conjugaison suite à la relaxation

des états excités par le couche profonde. Les calculs théoriques ont fourni une compréhension

complémentaire du comportement observé dans les spectres Auger résonants. Dans la dernière

partie de ce travail, nous avons exploré la méthode de core-hole clock spectroscopy (CHCS) pour

étudier la dynamique électronique dans deux films minces de polymère à base de thiophène: le

polythiophène (PT) et le poly [3-hexylthiophène-2,5-diyl] (P3HT) déposé sur un substrat ITO.

En utilisant la spectroscopie électronique Auger résonante, nous avons fourni une indication de

l’orbitale moléculaire à partir de laquelle l’électron spectateur se délocalise.
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Chapter

1
Introduction

In this thesis, we investigated different processes in atoms, molecules and polymers through the

response of these chemical systems to the interaction with the X-ray radiation in tender regime

(2 − 12 keV). When a core electron is excited/ionized, the system becomes quite unstable and

then, excess energy is released in the form of either photon (via radiative decay) or of ejected

electron (via the nonradiative Auger decay path). These two channels compete and the proba-

bility of these decay pathways to occur depends on the atomic number of the studied chemical

element. In this work, we employed high-resolution electron spectroscopy with an outstanding

instrumental resolution, which measures the emitted electron’s kinetic energy resulting from the

ionization induced by a high-energy photon.

We start the first chapter by the concepts of the X-ray absorption (XAS) and photoelectron

spectroscopy (PES). The resonant Auger spectroscopy (RAS) is discussed in the framework of

the X-ray Raman scattering (XRS) theory. The concepts of Raman effect, effective duration

time and the possibility to study nuclear dynamics are introduced. We also present the Core-hole

clock spectroscopy (CHCS) as a suitable tool for investigating nuclear and electron dynamics.

Finally, we present several studies on ultrafast electron dynamics in different media using the

core-hole clock techniques.

The second chapter starts by presenting a brief history of the development of the synchrotron

radiation facilities. Next, the characteristics of SOLEIL synchrotron facility are presented as

well as an overview of GALAXIES, the beamline in which the measurements of this work were

performed. We also presented a brief review of the potential of HAXPES by pinpointing the

main topics of investigation using this tool and showing the rapid increase of HAXPES facilities

worldwide. The following section focuses on the details of the HAXPES setup installed at the

GALAXIES beamline. We finish this chapter by detailing the data treatment concerning the

electron kinetic energy and the photon energy calibration required in our experiments, as well



as a method to obtain the spectrometer resolution and the photon bandwidth values.

In the third chapter, we presented our findings on core-level photoionization for Argon and

Xenon showcases to investigate considerably small intensity processes. The overcome of recent

instrumental limitations enables measuring the ratio of the photoionization cross sections of the

spin-orbit components at energies far above their thresholds. We could experimentally confirm

the theoretical predictions for the non-statistic (relativistic) behavior of the photoionization of

the spin-orbit doublets.

In the fourth chapter, our studies concerning molecular systems in gas-phase are presented.

We performed resonant Auger spectroscopy in sulfur-based aromatic molecules. We employed

the sensitivity of this technique as a powerful tool to probe stabilization effects on the electronic

structure of these chemical systems. In the two aromatics, thiophene and thiazole, a change

in the energy order of the two lowest core-excited states of Sulfur is observed, in contrast to

the saturated analog of thiophene, thiolane. Theoretical methods were applied to describe

the electronic structure changes, providing the interpretation of the experimentally observed

behavior.

In the fifth chapter, we explored the potential of CHCS as a tool to understand electron

delocalization in two thiophene-based thin-film polymers: polythiophene (PT) and poly[3-

hexylthiophene-2,5-diyl] (P3HT) deposited on ITO substrate. The CHCS method uses the

core-hole lifetime as an internal clock for investigations of dynamical processes. Since the life-

time of core-excited states is on the (sub)femtosecond timescale, the CHCS was quite convenient

for observing ultrafast electronic motion. We performed RAS, one of the CHCS techniques, to

monitor the electron delocalization in a core-excited state. Moreover, the electron delocalization

times were obtained by quantifying the integrated intensity ratio between spectator Auger and

normal Auger contributions from the resonant Auger spectra. We measured the spectra at two

different angles of the photon beam incidence with respect to the sample surface. A strong angle

dependence was observed for the P3HT samples, indicating an organized film-structure. The

electron delocalization in both films was demonstrated to be related to the resonant excitation

of the σ∗ orbital.
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CHAPTER 1. INTRODUCTION

A group of complementary spectroscopic techniques can be applied to investigate the elec-

tronic structure and dynamics of chemical systems. The study of filled electronic levels can

be done by performing photoelectron spectroscopy technique. Absorption spectroscopies can

be performed to obtain information at empty states and the processes following photoelectron

emission. During the relaxation from a core-excited state, an electron from a higher occupied

molecular orbital can occupy the inner-shell vacancy. In the decay process, either photon (radia-

tive decay) or electrons (non-radiative decay) can be released. The techniques related to these

processes are, respectively, X-ray emission and Auger spectroscopy. Then, the combination of

absorption spectroscopies, where the transition between the initial ground state and the inter-

mediate excited state is observed, and the emission spectroscopies, where the decay products are

detected, gives a complete picture of the electronic structure and dynamics of the chemical sys-

tems. [1] In the following, we present a review of the essential concepts of the X-ray absorption

process, photoelectron spectroscopy, and resonant Auger spectroscopy.

1.1 The X-ray Absorption Process

The probability of a chemical system to be photoionized/photoexcited by an incident X-ray

photon of energy ℏΩ is given by the X-ray absorption cross section of this target chemical

system. The transition probability, Pif (Equation 1.1), per unit of time, between two states i

and f (whether it is an ionization or an excitation) is obtained by Fermi’s golden rule (Equation

1.1) formulated from the time-dependent perturbation theory.

Pif =
2π

ℏ

∣∣∣〈Ψf

∣∣∣Ĥint

∣∣∣Ψi

〉∣∣∣2 δ(Ef − Ei − ℏΩ) (1.1)

where |Ψi⟩ and |Ψf ⟩ correspond to the initial state and the final state wave functions, respec-

tively, and both are composed of an electronic part and a nuclear part. The Dirac function δ

stands for the energy conservation so that the transition occurs if the final state energy, Ef ,

equals the energy of the initial state, Ei, plus the photon energy, ℏΩ. The squared matrix ele-

ments give the transition rate, and Ĥint is the Hamiltonian that describes the electromagnetic

field. Ĥint can be written by using the Coulomb gauge condition to describe the interaction

between the chemical system and the electric field of the incident radiation as presented in

Equation 1.2.

Ĥint = − q

me
p⃗ · A⃗ ∝ ϵ⃗ · p⃗

me
exp(−ik⃗ · r⃗) (1.2)

3



1.2. PHOTOELECTRON SPECTROSCOPY

where p⃗ is the electron momentum, A⃗ is the vector potential of the incident photon, ϵ⃗ is the

unit vector of incident photon polarization, which is perpendicular to the propagation direction

of the radiation beam, k⃗ is the wave vector specifying the propagation direction of the incident

photon and r⃗ correspond to the electrons’ radial coordinate. The equation’s exponential term

can be rewritten using a Taylor expansion as presented in Equation 1.3.

exp(−ik⃗ · r⃗) ≈ 1− ik⃗ · r⃗ − 1

2
(ik⃗ · r⃗)2 + · · · (1.3)

One can simplify the Equation 1.2 by truncating the Taylor expansion (Equation 1.3) in the first

term, by assuming that |r⃗| << λ/2π, where λ is the X-ray wavelength. This approximation,

called the dipole approximation, describes the interaction of the radiation and a chemical system

when λ is considerably larger than the system’s dimensions.

The cross section of the transition between a state i and a state f can then be written as in

the Equation 1.4.

σif (Ω) =
4π2Ωα2

0

3

∣∣∣∣∣
〈
Ψf

∣∣∣∣∣∑
k

rk

∣∣∣∣∣Ψi

〉∣∣∣∣∣
2

δ(Ef − Ei − ℏΩ) (1.4)

where the term α0 is the fine structure constant and ⟨Ψf |
∑

k rk|Ψi⟩ is the dipole matrix elements,

which includes all the electrons in the system. The dipole approximation gives rise to the

selection rules that constrain the allowed transitions between two quantum states in a system.

1.2 Photoelectron Spectroscopy

The basis of the electron spectroscopy is the photoelectron effect, i.e., the emission of electrons

by absorption of light, first observed by Heinrich Hertz in 1887 [2]. In 1905, Albert Einstein

provided a mathematical description for this effect that led to his Nobel prize in physics in

1921 [3]. This is one of the cornerstones of our comprehension of the nature of electromagnetic

radiation and also of the modern spectroscopy. He described the ionization process as the

absorption of light quanta, which are nowadays called photons. Einstein postulated that the

photons have energy equal to the Planck constant multiplied by its frequency. Moreover, every

photon with energy higher than certain energy has the possibility to eject one electron. The

Equation 1.5 shows Einstein’s formulation for the photoelectric effect.

εkin = ℏω − EB (1.5)

4



CHAPTER 1. INTRODUCTION

where εkin is the kinetic energy of the ejected electron, ℏ is the reduced form of Planck’s constant,

ω stands for the frequency of the light, and EB is the binding energy of the electron, i.e., the

energy required to eject the electron from the studied system. By the 1920s, several unsuccessful

attempts to measure the kinetic energy of the photoelectrons by using X-rays were made. In the

1950s, Kai Siegbahn implemented the electron spectroscopy for chemical analysis (ESCA) [4]

thanks to the instrumentation progress made in nuclear sciences. This technique applies X-rays

(commonly an Aluminium anode source) and single-photon absorption, leading to the emission

of one electron from a deep shell. The first key point of ESCA was the possibility to derive the

chemical composition of samples (solid or gaseous) by identifying the atomic species present in

the sample. This was possible due to the atom-specificity of the core electrons’ binding energy.

The second key point was the observation of the "chemical shift," i.e., the slight displacement

of the binding energy of a core electron of an element due to a change in its chemical bonding

(chemical environment).

Few decades after the implementation of ESCA, the development of the synchrotron radiation

facilities in the 1970s opened new possibilities due to the great advantages of tunability, intensity,

and stability compared to the conventional sources, enhancing the research on core photoelectron

spectroscopy of atoms, molecules, and solids in VUV and X-ray regions. Specifically for gas-

phase systems, photoelectron spectroscopy experiments focused in the VUV and soft X-ray

domains rather than the harder X-ray regime. The mentioned developments on synchrotron

radiation enable measuring processes of a considerably small cross-section over the UV and X-

ray energy ranges. In particular, in the past five years, improvements in synchrotron radiation

and electron detectors in the tender X-ray regime allowed us to conduct measurements using

photoelectron spectroscopy that could not be performed a few years ago. For example, now

it is possible to study the ratios of spin-orbit doublet photoionization cross-sections (i.e., their

branching ratios) experimentally, at energies far above their thresholds, as presented in Chapter

3.

1.2.1 Partial Cross Section and Angular Distribution

The partial cross section for creating a specific ionized state of a chemical system can be deter-

mined using photoelectron spectroscopy. The description of this cross section given by Equation

1.4 allows separation of ionization processes, which give rise to energetically non-degenerate pho-

5



1.2. PHOTOELECTRON SPECTROSCOPY

toelectron lines as independent partial cross sections with individual cross-sectional behavior.

This behavior reflects the orbital structure of the particular subshell and the several interactions

between different subshells.

Multi-electron chemical systems have a spatial distribution of electrons. Therefore, the

experimentally measurable intensities of electrons in photoelectron spectroscopy experiments

may show an angular dependence. We can describe this angular dependence also in terms of

the electric dipole approximation. When this approximation is applied to the electron emission

upon the interaction with a photon, an expression for the measurable intensity, I(θ), can be

written from the differential of the partial cross section (Equation 1.4) as presented in Equation

1.6. This differential equation describes the angular distribution of the emitted electrons from

a gas-phase sample in a random orientation, excited by 100% linearly polarized light.

I(θ) =
dσ

dΩ
=

σ

4π

(
1 +

β

2

(
3 cos 2θ − 1

))
(1.6)

where θ is the angle between the electric field vector and the vector that describes the direction

of the ejected electron, σ is the angle integrated cross-section of a given state, and β is the

asymmetry parameter. The β−parameter is independent of θ, but can depend on the excitation

energy or the electrons’ kinetic energy. This parameter assumes values ranging from −1 to 2.

The photoelectron differential cross-section is illustrated in Figure 1.1. For example, consider the

photoionization of an atomic 1s orbital. The electron in this orbital has angular momentum, l

= 0. Upon the photon impact, the angular momentum of this electron becomes l = 1, according

to the dipole selection rules (∆l = ±1). Therefore, the ejected electron leaves the system as a

p-wave, corresponding to the case of β = 2. In this case, the intensity in the polarization vector

plane is maximum and close to zero in the plane perpendicular to the polarization vector. We

can extend the same arguments for orbitals with different characters and relate them to the

corresponding β−value.

6



CHAPTER 1. INTRODUCTION

Figure 1.1: Polar plot for the electron angular distribution at different angles with respect to the polar-

ization plane of the radiation.

An important observation in Figure 1.1 is the connection of all angular distributions in

four symmetrical points. In these points, the angular distributions are independent of the

β−parameter. One of these points is referred to as magic angle and is at a value of 54.7◦ with

respect to the polarization vector of the electromagnetic radiation. The name "magic angle" is

due to the intensity distribution being independent of the wave-character of the emitted electron.

If an electron energy analyzer is mounted at the magic angle (assuming 100% linear polariza-

tion), the angular distribution vanishes and, therefore, the differential partial cross section in

the Equation 1.6 becomes proportional to the integral partial cross section. Otherwise, if the

analyzer is mounted at a different angle, then the correction factors are necessary due to angular

distribution effects [5, 6]. In chapter 3, we present our results on the photoionization branching

ratios of spin-orbit doublets of Ar and Xe. However, our measurements were not performed at

the magic angle, where the photoelectron intensity is proportional to the partial cross section,

but the lenses of our analyzer are at 0◦, so that angular distribution effects come into play as

the angular distributions of the two components of a spin-orbit doublet differ.

7



1.3. PHOTOIONIZATION, PHOTOEXCITATION AND RELAXATION
PROCESSES

1.2.2 Line Shapes

A core-ionized state has a finite life-time, τ , which is of the order of 10−15 s or 1 fs. The observed

energy of the electron is recorded according to the Heisenberg’s uncertainty principle (Equation

1.7), where the indeterminacy on the energy of the particle (∆E) increases the shorter the

lifetime (∆t) is. One can, then, write the Equation 1.8.

∆E∆t ≥ ℏ
2

(1.7)

Γτ = ℏ (1.8)

where Γ is the full width at half maximum (FWHM) of the core-excited state. This statement

shows that for a given atomic photoelectron spectrum, the narrower peaks correspond to core-

ionized states with longer lifetimes. The Lorentz lineshape (Equation 1.9) describes very well

the line shapes corresponding to the lifetime broadening of exponentially decaying states.

P (Ek) =
Γ

2π
(
Γ2

4 + E2
k

) (1.9)

where the Lorentz distribution is a function of the photoelectron kinetic energy, Ek. The lifetime

broadening is the limit of spectral resolution in photoelectron spectroscopy. Nonetheless, other

factors also affect the total resolution of the core level photolines. The experimental contribu-

tions as, for example, the spectrometer resolution, the thermal Doppler effect, and the photon

bandwidth also play a role in the total resolution of a photoline. The sum of these contributions

is well described by a Gaussian distribution. Therefore, the total resolution of a photoline is

usually described by Voigt function, which is a convolution of a Lorentzian and a Gaussian func-

tion. In the subsection 2.2.4, we present a methodology to obtain the total resolution as well

as the photon bandwidth and the spectrometer resolution through the analysis of the Argon 2p

photoline together with the Argon LMM Auger lines.

1.3 Photoionization, Photoexcitation and Relaxation Processes

One can describe the electronic structure of a chemical system by partitioning it into valence

levels and core levels. The valence level corresponds to the outer electronic shells, where the

orbitals are more delocalized, and the energy required to extract an electron is in the order of a

8



CHAPTER 1. INTRODUCTION

few eV. In molecules, the outer electrons interact and are involved in the chemical bond. The core

level is related to the inner electronic shells of quite localized orbitals with the atomic character

since the core electrons do not usually participate in chemical bonding. The high binding

energy of the core electrons range from 100 eV to 1000 eV. Starting from the fundamental

aspects of core-level spectroscopy, the first step is to understand the creation of a core-hole.

Essentially, a chemical system can be core-excited by the absorption of an X-ray photon to

an unoccupied state below the ionization threshold (photoexcitation) or above the ionization

threshold (photoionization). An atom with a core-hole is quite unstable so that the system will

decay to minimize its energy either through radiative (fluorescence) and non-radiative (Auger

decay) channels. These two decay channels compete with each other, and the decay probability

of either decay path depends on the atomic number, Z, as presented in Figure 1.2. [7] We observe

that at low Z, the Auger decay channel dominates over fluorescence. The two curves intersect

around Z = 30, the Zinc atom, for the K-shell.

Figure 1.2: The Fluorescence and Auger yields for K−shell vacancies as a function of the atomic

number, Z.

If the core-hole is created by the core-ionization process, the subsequent non-radiative decay

is named normal Auger decay. A schematic representation of the core ionization process is

presented in Figure 1.3a. First, the X-ray photon excites the core electron to an unbound state

(i.e., emitted to the continuum). This emitted electron is the photoelectron. A core-ionized state

9
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with a core-hole is created, and then the electronic system becomes quite unstable. Subsequent

to the ionization, the system relaxes by filling the core vacancy with an electron from an upper

shell. The remaining energy is transferred to a third electron, ejected to the continuum as the

so-called Auger electron. In this case, the final state configuration has two-holes (2-h state), and

the atom is, therefore, doubly-ionized. One can easily distinguish the photoelectron, and the

normal Auger electron lines since the kinetic energy of the normal Auger electron is independent

of the photon energy, which is not the case for the photoelectron.

Figure 1.3: Pictorial representation of relaxation dynamics following core-ionized (a) and core-excited

(b) states. Note that in panel a) we also represent a photon’s emission with energy hν, the radiative decay

process following the core-ionization. The radiative decay pathway competes with the nonradiative decay

channel, where an Auger electron is ejected. We focus our discussion on the description of nonradiative

decay processes.

For the core-excitation, one can refer to the subsequent non-radiative decay process as the

"resonant Auger effect". In this case, two mechanisms are possible: the so-called participator or

spectator Auger decays. These two processes can be distinguished depending on the behavior of

the core-excited electron during the relaxation. The X-ray photon excites the chemical system

and the core-electron is promoted to an unoccupied valence orbital. In the relaxation process,

an electron from a higher shell fills the core-hole. The remaining energy can be transferred to

the resonantly excited electron in the valence orbital, and it is emitted as the participator Auger
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electron. The configuration of the final state is singly-ionized (1-h state). For spectator Auger

decay, the electron which was initially promoted to a valence orbital remains there and does

not participate in the decay process. The spectator Auger decay leads to two-holes one-particle

(2-h 1e) final state configurations (singly-ionized atom). Alternatively, the resonantly excited

core-electron can delocalize over the molecular orbital. In this case, the system remains singly

charged, as the delocalized electron does not leave to the continuum. All processes are presented

by the pictorial representation in Figure 1.3b.

1.4 Resonant Auger Spectroscopy

The majority of the investigations presented in this thesis deals with resonant Auger spectroscopy

as the spectroscopic tool. As shown in the previous section, in the Auger decay, a core electron is

promoted to an unoccupied molecular orbital and, in the relaxation process, an Auger electron is

emitted. We performed resonant Auger spectroscopy employing the synchrotron light available

in the third-generation SOLEIL synchrotron facility. The bandwidth of the monochromatized

hard X-ray radiation at the GALAXIES beamline is smaller than the natural lifetime width of the

core-hole created in our experiments, allowing us to reach the so-called Raman conditions, which

will be detailed in the following. Considering the importance of resonant Auger spectroscopy for

our work, it is essential to introduce the basic aspects of the theory related to this technique.

1.4.1 X-ray Scattering Theory

The development of X-ray scattering experiments is based on the diffraction scattering [8], and

spectroscopy [9], first in emission and then in absorption, in the 1910s, which followed the ear-

lier discovery of X-rays by Röntgen [10]. At that time, it was revealed that the X-ray energies

were element-specific and sensitive to the chemical environment [11]. Following, non-resonant

fluorescence spectroscopy technique was developed in the hard X-ray region. Most of the in-

vestigations using hard X-rays at this time addressed the chemical shift of core-to-core X-ray

emission. Therefore, these investigations made it possible to have a large database of such chem-

ical shifts, and the underlying mechanism was well-understood [12–15]. Next, in the 1920’s the

Auger [16, 17] effect and Raman [18] effect were discovered. While the Auger effect was not ex-

plored due to the lack of electron analyzer technology, the Raman effect was rapidly established.
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The Indian physicist Sir Chandrasekhara Venkata Raman found that monochromatic light in the

visible (optical) wavelength region could change its wavelength when scattered from a material.

The Raman scattering concept was first used in the optical wavelength region. In contrast to

elastic X-ray scattering, which is an intense coherent process, radiative inelastic X-ray scattering

is very weak. This is the main reason that X-ray inelastic scattering experiments were scarce in

the aera of conventional X-ray tubes experiments. To penetrate the resonant region, extremely

bright, well-collimated sources are necessary. These requirements only were fulfilled with the

development of the synchrotron facilities.

The modern theory of X-ray Raman scattering (XRS) was developed in the 1970s ([19, 20]

and references therein) and is based on the classical investigations by Kramers and Heisenberg

[21] and Weisskopf and Wigner [22, 23]. The development of synchrotron radiation as an ex-

citing/ionizing source after the 1950s, in particular, the rise of the third-generation synchrotron

sources in the 1970s (detailed in Section 2.1), offered great advantages compared to laboratory

sources. The tunability of the synchrotron sources enables the selective photo-excitation of the

target systems. A core or valence electron is promoted to an empty level, and it is possible

to follow the dynamics of the created intermediate neutral excited-state, i.e., resonant photoe-

mission. The high intensity implies that the monochromatization can be driven far, not only

to excite single electronic states exclusively but to produce widths of the exciting photon beam

that are narrower than the lifetime width of the resonant level. Concomitant to the development

of the synchrotron facilities, the advances in dispersive and detection elements were essential to

achieve balanced spectroscopic setups to perform X-ray Raman scattering experiments. In the

1980s, Brown et. al. [24], observed the so-called resonant Raman effect, which can be considered

a breakthrough and has been cited in many publications since then. This effect will be detailed

later in this subsection. In the 1990s, many new physical phenomena in the field of XRS were

unraveled and studied for both the gas and condensed phases ([20] and references therein). In

the next paragraphs, we explained the XRS theory and detailed the first as well as the more

recent studies using the techniques related to this theory.

The X-ray Raman scattering theory deals with the interaction of X-ray photons with a target

chemical system (atoms, molecules, or solids), creating a core-excited state and the following

relaxation from this state. The basis of the theory is to consider the Auger electrons in the

nonradiative decay (or photons in the radiative decay) emitted in the relaxation process as
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being scattered off upon photoabsorption. When the frequency of the incident X-ray photons

is tuned below or closely above the core-ionization threshold, resonant core-excitation occurs.

This case is commonly referred to as resonant X-ray scattering or X-ray Raman scattering.

The shapes of resonant X-ray emission spectra depend on the creation of the core-excited state,

being strongly frequency-dependent when the excitation frequency approached the X-ray pho-

toabsorption threshold. This means that the excitation and deexcitation processes cannot be

disentangled so that it is treated as a one, non-separable, scattering event. For this thesis, we

rely on the description of nonradiative X-ray Raman scattering.

The interaction between a target chemical system and the radiation field is described by the

dipole operator, D̂. Thus, the photoabsorption cross-section is given by the Equation 1.10.

σabs ∝ |⟨Ψc|D̂ · e|Ψo⟩|2 (1.10)

where e is the polarization vector of the incoming X-ray photon, and |Ψc⟩ and |Ψo⟩ correspond

to the core-excited state and the ground state, respectively. The Perturbation theory [19] can

be applied to obtain the Kramers-Heisenberg formula (Equation 1.11) [21], which describes the

differential cross-section (σ(ω, ω′)Res) of the resonant X-ray Raman scattering.

dσ(ω, ω′)Res

dω′ ∝
∑
f

|Ff |2L(ω − ω′ − ωfo,Γf/2) ∝

∝
∑
f

∣∣∣∣∣β̃f ∑
c

⟨Ψf |Q̂|Ψc⟩⟨Ψc|D̂|Ψo⟩
ω − ωco + ıΓc/2

∣∣∣∣∣
2

L(ω − ω′ − ωfo,Γf/2)

(1.11)

where Ff is the Kramers-Heisenberg scattering amplitude,
∑

f and
∑

c represent the sum over

all the final and intermediate states, respectively. The ejected Auger electron’s kinetic energy is

given by the term ω′. The resonant energy of the transition from the ground to the intermediate

state is given by the term ωco whereas ωfo stands for the energy difference between the initial

and final states. L(ω − ω′ − ωfo,Γf ) is the Lorentzian function with FWHM Γf , which takes

into account the conservation of energy during absorption of the photon and the emission of the

Auger electron. The lifetime broadening of the intermediate and the final states are represented

by the terms Γc and Γf , respectively. |Ψo⟩, |Ψc⟩, and |Ψf ⟩ represent an initial, intermediate,

and final state wavefunctions of the chemical system, respectively. D̂ and Q̂ are the dipole

and Coulomb operators, respectively. For the case of radiative decay, the Coulomb operator is

replaced by the dipole operator. Finally, all the unessential constants are included in β̃f . In the

scope of the Born-Oppenheimer approximation, the total wavefunctions can be factorized into
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an electronic and a nuclear part, as shown by the Equation 1.12.

|Ψo⟩ = |ϕo⟩|ψo⟩

|Ψc⟩ = |ϕc⟩|ψc⟩

|Ψf ⟩ = |ϕf ⟩|ψf ⟩

(1.12)

where |ϕo⟩, |ϕc⟩, and |ϕf ⟩ corresponds to the nuclear part and |ψo⟩, |ψc⟩, and |ψf ⟩ stands for the

electronic part of the wavefunctions |Ψo⟩, |Ψc⟩, and |Ψf ⟩, respectively. The transition operators

can be factored out, together with the electronic parts of the total wavefunctions, if they do

not strongly depend on the molecular geometry, following the Franck-Condon approximation.

Then, one can write the Equation 1.11 considering only the nuclear wavefunctions, as shown by

the Equation 1.13.

dσ(ω, ω′)Res

dω′ ∝
∑
f

∣∣∣∣∣βf ∑
c

⟨ϕf |ϕc⟩⟨ϕc|ϕo⟩
ω − ωco + ıΓc/2

∣∣∣∣∣
2

L(ω − ω′ − ωfo,Γf/2) (1.13)

where ⟨ψf |Q̂|ψc⟩ and ⟨ψf |D̂|ψc⟩ are included as constant in βf . The Equation 1.13 is the

simplified form of the Kramers-Heisenberg formula (Equation 1.11) referred to as the "standard

Kramers-Heisenberg equation". This equation describes the resonant part of the Auger process.

However, to have a full description of the scattering process it is necessary to include the other

pathway involved in the process: the direct decay channel from the ground electronic state to

the final electronic state. A third term required for the full description of the cross-section

appears from the interference between the resonant and direct decay pathways. For this thesis,

we rely on the resonant part of the process. In any case, in the vicinity of a photoabsorption

resonance, the resonant process is much stronger than the direct process, and then, these terms

can be neglected.

Furthermore, an important observation from Equation 1.13 is that it depends essentially

on the square of the overlap between the initial and intermediate states during the photon

absorption and the square of the overlap between the intermediate and final states during the

Auger electron ejection. Essentially, these are square overlap matrix elements, i.e., the Franck-

Condon factors. Therefore, the Franck-Condon factors can be described following the standard

Kramers-Heisenberg formula.

We are going to focus our discussion on atoms. In this case, the core-excitation is from

the ground state to a well-separated resonant intermediate state, which decays into a single

final state. According to the X-ray Raman scattering theory, the Auger decay is considered
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as a scattering event from an initial state, consisting of an incoming photon and the system

in its ground state, to a final state, where an Auger electron is ejected, leading to a singly-

ionized system. The core-excited state, i.e., the intermediate state, can be thought of as a

bandpass filter so that it selects the photons with suitable energy, ℏω, for the scattering process.

This photon energy is selected around the nominal resonance energy ωco (we normalized ℏ = 1

for convenience) by our "bandpass filter" in a range limited by the lifetime broadening of the

intermediate state (Γ), which has a Lorentzian distribution (Lc(ω − ωco,Γ)) with width Γ.

According to the energy conservation principle, the absorption of a photon with energy ω results

in an Auger electron with kinetic energy EAuger (Equation 1.14).

EAuger = ω − (Ef − Eo) (1.14)

where Eo and Ef represent the energy of the ground electronic and final electronic states,

respectively. For molecular cases, instead of electronic states, we treat them as vibronic states.

Note that the difference between Ef and Eo is the binding energy of the singly-ionized final

state.

Then, the probability of absorption of a photon with energy ω leading to the emission of

an Auger electron with kinetic energy EAuger is related to the Lorentzian distribution of the

intermediate state, Lc(ω − ωco, Γ). If the exciting radiation bandwidth is very large, it can be

taken as a constant over the range of interest, and this distribution will be Lorentzian. However,

practically the exciting radiation has a limited bandwidth. The photons form a band distribution

given by the spectral function Φ(ω − ωm, γm), which is a Gaussian function that represents the

shape and width of the photon band, centered at ωm and with width γm. We can, then, write

an equation for the Auger electron energy distribution presented by the Equation 1.15.

P (EAuger) ∝ Lc(ω − ωco,Γ)Φ(ω − ωm, γm) (1.15)

where it is assumed that the considered final state is stable against further decay during the

core-hole lifetime. The Equation 1.15 has important consequences. As a simple product of two

functions, if the widths of these functions are quite different, then the distribution P (EAuger)

will be dominated by the narrower one. If a large photon bandwidth is used, then the natural

lifetime width Γ will govern the linewidth in the final Auger spectrum, which we call natural

P (EAuger). In opposite, for a very narrow photon bandwidth, γm governs the Equation 1.15,

leading to the so-called "subnatural" linewidths in the final Auger spectrum, which gives rise to
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the resonant Raman effect. In other words, the total experimental resolution, in this case, is

better than the natural lifetime broadening of the core-excited intermediate state. The resonant

Raman effect was first observed for Xe resonant photoemission spectrum around the 2p edge

by Brown et. al [24]. The corresponding experimental conditions are referred to as Auger

resonant-Raman conditions. In such conditions, the excitation and deexcitation processes can

not be disentangled in a two-step framework. Therefore, the whole phenomenon is considered

as scattering and treated in a one-step picture. [25]

An important consequence of the distribution function P (EAuger) connected to the excited

state resonance phenomena can be observed not only when the maximum of the distribution

function of the photon band is tuned to the nominal resonance maximum but also at values

detuned from it, although with reduced intensity. P (EAuger) is centered around the Auger

electron energy EAuger,0 if ωm = ωco, meaning that the excitation energy is tuned exactly on

resonance. One can detune the excitation energy from the resonance and, in this case, the

maximum of the electron energy is displaced from EAuger,0. [24, 26, 27] This displacement is

written as shown in Equation 1.16, as a function of the photon energy detuning.

Ω = ωm − ωco (1.16)

Here, if we consider an excitation of the target system by a large photon bandwidth, then

P (EAuger) shows no dispersive behavior as a function of the detuning Ω. Meanwhile, the ex-

citation by a narrow photon bandwidth (Auger resonant Raman conditions) results in a linear

dispersion of the Auger electron kinetic energy, EAuger,disp against Ω, which is a direct conse-

quence of the Equation 1.14 and is called Raman dispersion law (Equation 1.17).

EAuger,disp = EAuger,0 +Ω (1.17)

The linear dispersion is observed in the atomic case, but it is more complicated for molecules

due to the necessity to take into account nuclear dynamics. In this case, the dispersion law

can manifest strong deviations from the linear behavior observed for dissociative intermediate

states. In chapter 4 we deal with dissociative states, and therefore we observe such deviations

from the linear behavior manifested in the dispersion curves.

Another important consequence of the resonant Raman conditions is the possibility to in-

vestigate the composition of resonant Auger spectra as a function of frequency detuning. It has

been shown that in a time-dependent approach one can derive an effective duration of scattering,
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τeff , from this process (see Equation 1.18) [20].

τeff =
1√

Ω2 + Γ2
(1.18)

The concept of a duration time, firstly introduced in the soft X-ray range, is one of the

most important characteristics of the dynamics of the resonant X-ray scattering process from

an experimental viewpoint since it provides a manner to control the scattering time. While the

core-hole lifetime Γ is a molecular property and cannot be changed, the frequency of the incoming

photons can be chosen. The exponential lifetime of the core-excited states is comparable to the

exposure time in an ultrafast camera. [28] In this way, the duration time can be thought of as

the spectral formation time.

In detail, the Equation 1.18 allow us to directly relate the duration of the nuclear wavepacket

propagation in the excited intermediate state and the detuning between the incident photon and

the resonance of the intermediate state, Ω. For the case where Ω is zero (the photon energy is

the same as the resonance energy), the wavepacket propagation time is maximum, i.e., the upper

limit of the effective duration time is reached (τeff = Γ−1). In opposite, when the photon energy

is detuned from the resonance energy, the duration time is drastically shortened and the nuclear

wavepacket does not have enough time to evolve on the core-excited state potential curve before

the electronic decay takes place. Therefore, the ultrafast nuclear dynamics can be investigated

by knowing the incident photon energy and the lifetime of the intermediate state, which is in

the order of a femtosecond in the tender X-rays domain.

The investigation on ultrafast nuclear dynamics was introduced in 1986 by Morin and Nenner

for core-excitation of isolated HBr molecules using soft X-rays (≈ 1 keV). [29] The competition

between atomic and molecular deexcitation following the Br 3d → σ∗ (LUMO) resonant excita-

tion was studied. The authors observed broad peaks in the Auger electron spectrum correspond-

ing to the molecular deexcitations and narrow peaks, corresponding to the atomic deexcitation

signature. This work marked the first observation of the ultrafast dissociation phenomenon. In

detail, for cases when the electron is promoted to an orbital with antibonding character, the

molecule is in a dissociative state, and the chemical bond is elongated. In other words, the sys-

tem evolves on a dissociation pathway. In the soft X-ray regime, the lifetime of the intermediate

state is a few femtoseconds, comparable to the dissociation time of molecules. The major relax-

ation path, in this case, is relaxation via resonant spectator Auger, although the participator
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Auger decay pathway is also possible, even if less likely (see Section 1.3). If the scattering du-

ration time, τeff , is long enough, the Auger decay will happen already in a dissociated molecule

so that one can observe atomic or fragment lines in the resonant Auger spectrum.

Later, Aksela et al. [30, 31] performed similar measurements by resonantly exciting the

chlorine atom at 2p threshold in the HCl molecule towards the valence orbitals (LUMO and

Rydberg) and showed that the dissociation of the molecule is more favorable when the 2p elec-

tron is promoted to the 6σ orbital (LUMO), which has an antibonding character. Then, the

molecule is in a dissociative state. When the resonant excitation is towards Rydberg orbitals,

the molecule is in a bound state. Following these first observations, in several other studies,

ultrafast dissociation phenomenon has been observed for isolated molecules like O2 [32], HF

[33], H2O [34], NH3 [35], H2S [36], among others. In all these studies the competition between

molecular deexcitation or deexcitation after fragmentation was observed, because the dissocia-

tion time of the molecule is comparable to the lifetime of the core-excited state, which is of a

few femtoseconds. To probe nuclear dynamics at such timescales, one can apply a method that

represents a milestone in the study of nuclear and electron dynamics, the so-called core-hole

clock spectroscopy, detailed in the next section.

1.5 Core-Hole Clock Spectroscopy

The core-hole clock method has been first established theoretically and then applied experimen-

tally in the soft X-ray range. The central idea is to use the lifetime of the excited-state with

a core-hole as a time reference for study of dynamical processes occurring in a given chemical

system. The decay from a core-excited state yields a spectral signature that is characteristic of

the target system. Thus, if any other process occurs during the core-hole decay, its fingerprint

will be observed in the spectrum. Then, the core-hole lifetime can be used as an "internal clock"

to study dynamical phenomena, like ultrafast nuclear dynamics. Recently, the studies using

core-hole clock spectroscopy (CHCS) have been extended to the tender X-ray domain, which

gives access to the K thresholds of the third-row elements of the periodic table. The K−edge

core-hole lifetime ranges between few femtoseconds (10−15 fs) for light third-row elements and

even the attosecond (10−18 fs) timescale for deep holes in heavy elements.

The corresponding core-hole clock techniques which enable us to investigate the dynamics
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of the systems are referred to as resonant inelastic X-ray scattering (RIXS) and resonant Auger

spectroscopy, which are relevant, respectively, to the measurements of X-ray photons or Auger

electrons emitted in the course of relaxation of core-excited molecular states. The electronic final

states reached upon relaxation are the main difference between these two techniques. In RIXS,

the molecule is neutral with an electron in the excited orbital and a single hole. In resonant

spectator Auger decay, the molecule is singly charged with an electron in the excited orbital

and two holes. The first experiments demonstrating nuclear dynamics in the sub-femtosecond

timescale in tender X-ray regime were RIXS measurements on HCl [37], CH3I [38], and CH3Cl

[39] isolated molecules. More recently, a work investigated the ultrafast dissociation of HCl

following deep Cl 1s photoexcitation, and relaxation [40] using RIXS and RAS. The authors

observed ultrafast nuclear dynamics leading to bond break as a result of the strong repulsive

character of the potential surface. This repulsive character was related to the intermediate states

with one or two holes in the 2p inner shells.

1.5.1 Ultrafast Electron Dynamics

Electron dynamical processes are usually investigated through laser pump-probe measurements.

In these experiments, an electron is optically excited (i.e., the electron is "pumped" to a higher

state), and the excited state is probed as a function of time after the excitation. The first obser-

vations of the electron dynamics in molecules using laser pump-probe were in two small diatomic

molecules, H2 and D2 [41, 42]. The study of electron delocalization processes in complex systems

requires to address both the temporal evolution of the electron wave packet and the question at

which atomic center the electron was localized before its delocalization. This latter information

cannot be provided in probe-pump experiments in the spectral regime of optical transitions. [43]

Alternatively to the time-resolved measurements, such processes can be successfully studied in

the energy domain using the core-hole clock method. As mentioned in the previous section, for

deep core shells, the lifetime of core-hole states is on the sub-femtosecond time scale. This makes

CHCS perfectly suitable also for the observation of ultrafast electronic motion [43–48]. Further-

more, the use of tunable monochromatic synchrotron radiation allows controlling the effective

core-hole lifetime, thus providing a precise tool for probing the electron transfer process. [20]

Finally, due to the excitation of the core shells, the CHCS method allows selective interaction

with a specific atom in a molecule. The site-specificity is essential for a localized initiation of
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the electron delocalization process.

The feasibility of the application of CHCS to the study of sub-femtosecond electron dynamics

was demonstrated in the gas-phase. A study demonstrated that RIXS spectroscopy in isolated

carbon disulfide CS2 molecules could provide access to X-ray-induced electron dynamics in a

molecule occurring on attosecond timescale [49]. At large photon-energy detuning below the

first absorption resonance, the RIXS profile is dominated by the onset of the electron dynam-

ics triggered by a coherent excitation of multiple electronic states. Electron dynamics occur

on the characteristic time scale in the attosecond range, determined by the spacing of the co-

herently excited intermediate states. The RIXS profile is determined by the interplay of the

effective scattering duration and the characteristic time of the electron wave packet evolution.

Marchenko et. al. [50] combined RIXS and resonant Auger spectroscopy to provide comple-

mentary information on the dynamic response of resonantly excited molecules. The authors

proposed an experimental method to obtain information on the lifetime and potential energy

surface of dissociative single-core-hole (SCH) and double-core-hole (DCH) states in molecules,

core excited with hard X-ray radiation using dissociative I 3d−2 double-core-hole state of CH3I

molecule as the showcase. These potential energy surfaces are otherwise difficult to obtain by

ab initio calculations for molecules containing heavy atoms and are predictive of the dynamical

behavior of the photoexcited systems.

In condensed-phase, non-local electronic decay processes in solutions were demonstrated in

[51, 52]. Furthermore, electron transfer between the solute and the solvent was observed in

aqueous solutions of potassium chloride [53] and several aqueous iron-containing species [54]. In

this thesis, we focused on exploring the potential of CHCS using resonant Auger spectroscopy

technique to investigate solid chemical systems. Earlier observations of electron dynamics using

resonant Auger spectroscopy were reported in solid-state studies. Previous works demonstrated

that the electron transfer from the adsorbed atoms and molecules to the substrate occurs on

the timescale of few femtoseconds to hundreds of attoseconds. [43, 55] Noteworthy results were

demonstrated on electron dynamics investigations in a genomic DNA molecule in 5’-Guanosine

monophosphate (GMP) nucleotide. [56, 57] Powdered samples pressed to a solid substrate were

measured by resonant Auger spectroscopy revealing intramolecular electron delocalization on the

timescale of attoseconds along the phosphate groups in the DNA backbone and in the aggregated

GMP structures. Furthermore, the importance of the structural periodicity for the formation of
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the conduction band was demonstrated.

The phenomenon of electron delocalization in periodic structures is also of great relevance

in optoelectronics. In this topic, organic optoelectronic devices have been potential candidates

for the emerging technologies of solid-state lighting and green-energy applications. [58] The key

issue for the efficiency of organic polymers used in photovoltaic devices is the charge transport.

In conjugated polymers characterized by a sequence of alternating single- and double-bonds, the

electric conduction is formed by the π−electrons delocalized over several carbon atoms along the

polymer backbone. Apart from delocalization of π−electrons, the important factors for charge

transport are inter-chain interactions, π − π stacking interactions through the aromatic rings

and side groups [56]. Recently, studies in thiophene-based polymers suggest the importance of

inter-chain interactions for electron delocalization observed in highly oriented polymer films [59,

60]. In our work, we investigated similar systems using resonant Auger spectroscopy to study

ultrafast electron dynamics by means of the CHCS. Moreover, we obtained the so-called charge

(or electron) transfer rate for an electron in an initially localized orbital in the vicinity of the

core-hole transferring to an unoccupied state of a neighbor molecule. Our results are detailed

in Chapter 5.
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2.1 Brief History of Synchrotron Radiation and the Develop-

ment of Synchrotron Facilities

Synchrotron radiation is the electromagnetic radiation emitted by accelerated charged relativistic

particles. Nowadays, it is produced in Synchrotron facilities, which are machines consisting of an

evacuated storage ring with high-energy electrons (or positrons) circulating at highly relativistic

velocities. Synchrotron radiation was first observed in 1947, in a man-made circular particle

accelerator at General Electric Research Laboratory in the United States. On that occasion, it

was considered as a "parasitic radiation" since it caused energy loss in the accelerated particles.

However, in the mid-50’s, Diran Tomboulian and Paul Hartman experimentally demonstrated

the spectral characteristics of this radiation. The experiment showed the suitability of syn-

chrotron radiation for absorption measurements and for detector calibration in the ultraviolet
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region [61]. This work stimulated the interest in the application of synchrotron radiation, which

led to the construction of the first facility in 1961, named Synchrotron Ultraviolet Radiation

Facility (SURF I ) in Washington, D.C. It defined the beginning of the first generation sources.

Thanks to the increasing interest in the research using synchrotron radiation in the upcoming

years, and to the development of efficient storage rings for long-term operations, dedicated

synchrotron facilities were constructed around the 1980s. The development of this specific

installation establishes the beginning of the second generation of radiation sources. At this

time, synchrotron radiation was mostly produced from "bending magnets", which are a set of

dipole magnets located at the curved sections of the storage rings and induce the electrons to

follow a circular path. Therefore, the electrons were accelerated by a centripetal force, producing

the synchrotron radiation in a tangential direction. The radiation produced by a bending magnet

is characterized by a broad energy range spectrum.

Despite the high intensity, the radiation produced by the bending magnets has limited bril-

liance and flux, which are important properties of the photon beam. These two properties

determine the "quality" of the photon beam produced by a X-ray source. The so-called "radi-

ation brilliance" is a function of the photon energy (Equation 2.1). The numerator indicates

the number of photons which are emitted by the source per second. In the denominator, the

collimation of the beam, given in mrad2, describes how well this source is able to focus the

beam in a spot of an area given in mm2. Finally, the term "0.1% bandwidth" stands for the

relative photon energy range covered by the source. The spectral flux is defined as the number

of photons emitted per second per 0.1% bandwidth, which means that the brilliance describes

how the flux is distributed in phase-space. In other words, a high brilliance is given by a high

flux in a small spot size with low beam divergence.

Brilliance =
photons/second

(mrad)2(mm2source area)(0.1%bandwidth)
(2.1)

The instrumental development in accelerator physics over the subsequent years allowed the

inclusion of the insertion devices in the straight sections of the storage rings overcoming the

bending magnets’s limitations. The incorporation of these devices in the synchrotron facilities

marked to the third-generation installations in the 1990s. The insertion devices are periodic

structures consisting of an array of alternated polarity magnets that forces the electrons to
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deflect in a harmonic oscillatory path horizontally with respect to the storage ring [62]. In

this way, the intensity of the emitted radiation beam increases proportionally to the number of

periods of the device.

The insertion devices can be divided into two types named wigglers and undulators. In the

wigglers, strong magnetic fields deflect the electrons laterally and it makes them "wiggle" by a

large amplitude, which increases the angular divergence of the emitted radiation beam. There-

fore, the wigglers produce a broad radiation spectrum similar to the bending magnet spectrum

but much more intense due to the contribution of their multiple magnetic dipoles and their

radiation energy range is shifted to harder X-ray. The undulators consist of moderate magnetic

fields, which causes a small deflection of the electrons from their orbit. The radiation produced

in each turning is emitted in a narrow cone, which results in an overlap among the emitted radi-

ation, in both constructive and destructive wave fronts. The spectrum of the radiation produced

by an undulator is characterized by regularly separated narrow bands of radiation due to the

constructive interference of radiation emitted from each pole. Therefore, one can distinguish the

wigglers and the undulators by three factors: the amplitude of the electron deflection from its

straight path, the angular divergence of the emitted radiation, and the resulting spectrum.

The light provided by the synchrotron installations is by several orders of magnitude more

intense than the radiation produced by conventional sources such as the commercial X-ray fa-

cilities. It covers a broad spectral range, unachievable by tuneable lasers. The advantage of

synchrotron radiation compared to the available conventional sources is its high brilliance, po-

larization, and broad spectral range. These features allow the experimental access to information

on electronic structure, dynamics, surface and interface properties, and magnetic properties in

numerous systems that are inaccessible with conventional sources.

2.2 SOLEIL Synchrotron Radiation Facility

The work developed in this thesis was carried out at the French third-generation synchrotron ra-

diation facility SOLEIL, which stands for Source Optimisée de Lumière d’Energie Intermédiaire

du Lure. The spectral range covered by this 2.75 GeV synchrotron source goes from far infrared

to hard X-ray. The schematic representation in Figure 2.1 shows the SOLEIL facility’s main

components.
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Figure 2.1: Schematic representation of the third-generation SOLEIL synchrotron facility.

In order to produce synchrotron radiation, first an electron beam emitted by an electron

gun is accelerated to the linear accelerator (Linac). Inside the Linac, the electron beam reaches

the high energy of about 100 MeV. In the next step, these electrons are oriented towards the

booster ring thanks to a set of electromagnets where they will be further accelerated to match

the energy of the electrons in the main storage ring, i.e., to 2.75 GeV in the case of SOLEIL.

Once reached the operating energy, the electron beam is injected into the 113m diameter

storage ring, which holds the electrons on a closed path by using magnet lattices. The mag-

net lattice is constituted by an array of bending magnets, insertion devices, quadrupoles, and

sextupoles. The bending magnets are located in the storage ring’s curved sections, whereas the

insertion devices are placed at its straight sections. These magnets and devices cause the loss

of energy in the electrons due to the emission of synchrotron radiation (see subsection 2.1 for a

detailed explanation). Then, the energy lost during this process is restored by a radiofrequency

(RF) accelerating cavity. Furthermore, the quadrupole magnets focus the electron beam and

balance the Coulombic electronic repulsion and the sextupole magnets correct the chromatic
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aberrations resulting from the focusing by quadrupoles.

The beamlines are placed tangentially to the storage ring. The "front-end" isolates the

beamline vacuum from the storage ring vacuum, monitors the beam’s position, and defines the

synchrotron radiation’s angular acceptance through an aperture. Furthermore, the "front-end"

also blocks the undesired radiation during the access to the experimental optical set-up and

hutches.

2.2.1 GALAXIES beamline

GALAXIES is an undulator beamline optimized to operate in the energy range from 2.3keV

to 12keV which covers the electromagnetic radiation from tender to hard X-ray regime [63].

The beamline holds two experimental end-stations: one dedicated to Resonant Inelastic X-

ray Scattering (RIXS) and another one dedicated to Hard X-ray Photoelectron Spectroscopy

(HAXPES), which are powerful techniques for characterizing the electronic properties of atomic

and molecular systems. The literature detailing RIXS end-station can be found in reference [63].

All of the work of this thesis was performed using HAXPES end-station.

Figure 2.2: Pictorial representation of the GALAXIES beamline layout [64].

A schematic representation of the GALAXIES beamline is shown in Figure 2.2 [64]. The

beamline is equipped with an in-vacuum 20 mm-period U20 undulator composed of 98 periods

[63]. The undulator modulates the electrons’ trajectory leading to their acceleration. The

calculated U20 photon brilliance is presented in Figure 2.3 [64], showing that the maximum

of brilliance is reached at 2.3 keV photon energy. The incident radiation beam reaches the

beamline with a 100% horizontal linear polarization (H). It is possible to select the desired
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photon energy thanks to a double Si(111) crystal monochromator (DCM). Following the DCM,

the quarter wave-plate (QWP) allows switching between linear and circular polarization. The

M1 collimating spherical mirror has two different coatings: Carbon coating for low photon

energies (2.3 keV − 6 keV) and Palladium coating, for energies above 6 keV up to 12 keV. The

recently commissioned four-bounce high-resolution monochromator (HRM) placed consecutively

to the M1 mirror makes possible to further narrow the photon energy bandwidth to about ≈100

meV at 4 keV. The M2 mirror, which consists of Si toroidal mirrors coated with Pd, focuses the

collimated beam onto the HAXPES (M2A) and RIXS (M2B) end-stations. The KB optics focus

the beam at the RIXS sample location and are coated with both Rhodium and B4C layers.

Figure 2.3: Calculated brilliance as a function of the photon energy in the U20 undulator employed in

the GALAXIES beamline (Extracted from [64]).

2.2.2 Hard X-ray Photoelectron Spectroscopy

The experimental investigations presented in this thesis were performed by Hard X-ray Pho-

toelectron Spectroscopy. We explored the potential of HAXPES at the GALAXIES beamline

by performing studies on the electronic structure and ultrafast electron dynamics from noble-

gases to larger organic chemical systems in both gas phase (see Chapters 3 and 4) and solid

phase (Chapter 5), respectively. This section describes the most recent studies demonstrating
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the HAXPES technique and presents the development of new HAXPES experimental stations

in other synchrotron facilities. An extensive and detailed review on hard X-ray photoemission

spectroscopy can be found in the reference [65].

HAXPES is photoelectron spectroscopy performed in a high-energy, i.e., tender to hard X-ray

regime (from ≈ 2 to 12 keV). Hence, deeper electronic levels can be accessed giving rise to new

studies on the inner-shell electronic structure of atoms and molecules, as well as the electron and

nuclear dynamics of these systems. Taking advantage of the state-of-the-art photon energy and

electron kinetic energy resolution achieved in the past decade, one can carry out experiments

that before were only well established in the soft X-ray regime and could not be explored in

harder X-ray region at that time. Today, the leading research on HAXPES in isolated atoms and

molecules is performed using the experimental apparatus available in the GALAXIES beamline.

The main topics investigated by our research group on atoms and small molecules in gas phase

are briefly outlined below. A review of our group’s publications on HAXPES can be found in

reference [1].

Post-Collision Interaction and Electron Recapture

Briefly, the Post-Collision Interaction (PCI) effect occurs by kinetic energy exchange between

the photoelectron and the Auger electron in the presence of an atom core-ionized close to the

photoionization threshold. This interaction leads to an acceleration of the Auger electron, ob-

served experimentally by the shift of the Auger peak to higher kinetic energies accompanied by

the kinetic energy loss of the photoelectron. In the cases in which the photoionization is quite

close the ionization threshold, the photoelectron can be recaptured into an unoccupied Rydberg

orbital.

The PCI and electron recapture phenomena were studied with HAXPES by measuring the

high-resolution Auger spectra following deep core ionization of Argon. [66]. This work, gives

a complete picture of the interaction between the photoelectron, the Auger electron, and the

Coulombic field of the ion created in this process. It is shown that the position and lineshape

of the Auger peaks is strongly affected by the PCI effect. Moreover, a signature of electron

recapture by the population of some discrete Rydberg states close to the ionization threshold

was observed and confirmed by complementary calculations. We briefly describe in the outlooks

of this thesis (Chapter 6) that the approach used in this work can be applied to the investigations
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on PCI effects in large molecular systems, as polymers.

Recoil-Induced Effects

The recoil effect can be explained as follows: the photoionization process results in the ejection

of a fast photoelectron that leads to recoil of the remaining ion due to momentum transfer. In a

hard X-ray regime, this effect cannot be neglected. In atoms, the recoil energy can be dissipated

only as translational motion, whereas in molecules, the vibrational and rotational channels are

available. For example, the role of translational recoil on the Neon atom was demonstrated by

measuring the Auger decay spectra after the Ne 1s ionization. The dramatic changes in the

Auger line shapes were attributed to the Doppler effect caused by the translational recoil due

to the photoelectron’s momentum [67]. The recoil-induced effects were also investigated for the

case of the photoionization of molecular systems, in which the excess recoil energy dissipated by

vibrational and rotational motions. [68, 69]

Ultrafast Phenomena

The time scale of dynamical processes in atoms and molecules is about few femtoseconds (10−15s)

or even hundreds of attoseconds (10−18s). Atomic interactions, nuclear motion, ultrafast frag-

mentation and electron dynamics are examples of processes of the sub-femtosecond time scales.

The investigation of the dynamics on such ultrafast time scales can be performed using the

short-lived core-hole lifetime as an "internal clock", the so-called core-hole clock spectroscopy

(See Section 1.5). The access to higher photon energies at GALAXIES allows reaching deeper

inner shells with shorter core-hole lifetimes, at the time scale of sub-femtoseconds, making it

possible to investigate such processes. [70]

Core-hole clock spectroscopy was applied to HCl and CH3Cl molecules to reveal the nuclear

motion through resonant Auger spectroscopy upon excitation of Cl 1s shell. [71] To describe

the Auger decay spectra the authors developed a fit approach that takes into account the elec-

tronic state-lifetime interference contributions and ultrafast nuclear dynamics in dissociative

core-excited states. Travnikova et.al. [72] studied ultrafast fragmentation dynamics in HCl

following Cl 1s photoexcitation. It was demonstrated that relaxation via Auger cascade is ac-

companied by ultrafast nuclear dynamics leading to bond breaking.
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Double-Core-Hole Spectroscopy

Double-core-hole (DCH) states are electronic states formed either by two core-shell electrons

being ejected into the continuum, or by core-ionization core-excitation, or by a double core-

excitation. The mechanisms for the formation of DCH states are given by two different paths,

direct and conjugate. The first path occurs in the case of a dipolar ionization and monopole

excitation. In opposite, the second path occurs by dipolar excitation and monopole ionization.

In other words, because of the ∆l = ±1 selection rule one obtains (for an atom) for the direct

path: 1s → εp and 1s → ns, with ε being the continuum and n the quantum number for an

unoccupied Rydberg orbital. For the conjugate path, one obtains 1s → εs and 1s → np. So,

in the direct channel one will have a p−wave (β − value = 2) emission along the axis of the

analyzer lens, which is parallel to the polarization of the light at GALAXIES beamline. For the

conjugate channel one will have an s−wave emission (β − value = 0). In the case of molecules,

both channels can contribute to the same transition. For detailed explanation, see references

[73, 74].

Despite electron impact [75] and heavy ion impact [76–78] experiments were performed on

Neon many years ago, only few experimental works on DCH by photoelectron spectroscopy

and related techniques have been performed until recently, due to the complexity of the required

instrumentation. At HAXPES end-station, one can measure one ejected photoelectron at a time,

therefore one can measure spectra of the so-called "super shake-up" (satellite) state, and namely

1s photoionization accompanied by shake-up of a core ns or np electron to an unoccupied orbital.

The investigations in the DCH pre-edge states of CS2 and SF6 at different K−edges detailed the

analogies and differences between the DCH photoelectron and the absorption spectra of single-

core-hole (SCH) states. [79] In a previous work, the hyper-satellite Auger spectrum of Neon,

resulting from DCH states was assigned in detail. [80] A high-resolution study in gas-phase

water showed nuclear dynamics, particularly the stretching of the O H bonds, during DCH

formation and decay. The authors obtained evidence of ultrafast proton motion by rigorous

analysis of the shape and width of the hyper-satellite Auger spectral lines resulting from the

decay of the DCH states. [81] Directly related to this work in gas-phase water, we recently

investigated single and multiple excitations in DCH states of isolated water molecules leading to

dissociative nuclear dynamics. [82] We measured the DCH photoelectron spectrum by irradiating

gas phase water molecules with hard X-rays above the Oxygen K−2 threshold. K−2V (were V
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stands for an electron promoted to a vacant molecular orbital) states and multiply excited states

are created by a single-photon absorption and following one-electron emission. Thanks to the

high experimental resolution, our analysis revealed dissociative nuclear dynamics in the K−2V

states. The strong broadening due to nuclear motion indicates a highly dissociative nature of

the multiply excited states.

Other studies using HAXPES

In the last years, many research projects were carried out in GALAXIES by other groups em-

ploying HAXPES in solid systems with application in materials science [83]. As an example, a

recent work investigated black phosphorus, a semiconductor with desirable optoelectronic prop-

erties, by time- and angle-resolved photoelectron spectroscopy [84]. Recently, GALAXIES also

started to offer the possibility of employing the bulk sensitive photoelectron spectroscopy in

liquid-phase systems, which presents an approach to overcome the surface sensitivity difficul-

ties intrinsic to soft X-rays. A study of aqueous KCl performed using the HAXPES setup in

GALAXIES aimed to investigate charge transfer dynamics from the solvent to the solvated ions,

opening a prospect to ultrafast chemical dynamics investigation in liquids [85].

Meanwhile, it is essential to mention the fast development of this experimental tool also

worldwide. Until present, there are about 25 HAXPES facilities at synchrotron installations

around the world. This number is steadily growing as new HAXPES end-stations are being

built at MAX IV in Sweden, Argonne National Laboratory in the USA, PETRA III in Germany

and SPring-8 in Japan, among others. A brief update on the development of the mentioned new

HAXPES set-ups is given below.

Spring-8 Synchrotron Facility, Japan

While at SOLEIL one can perform HAXPES experiments between 2 keV and 12 keV,

at Spring-8, hard X-rays up to 35 keV are available. Experiments on isolated atoms

and molecules were performed on two RIKEN beamlines (BL29XU and BL19LXU). [86]

Moreover, investigations on Xe 1s photoionization and decay [87], and I 1s photoionization

and decay in CH3I and CF3I [88] were recently performed. Besides the studies on small

systems, also investigation on the chemical structure and ferromagnetic properties of oxides

thin films were performed. [89–91]
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PETRA III Synchrotron Facility, Germany

The HAXPES beamline P22 at PETRA III is in user operation since September 2018.

The available energy range to perform HAXPES experiments is from 2.4 keV up to about

15 keV. The setup was designed for studies of functional solid-state nano-materials and

catalytic interfaces, with a focus on measurements under operando and/or ambient condi-

tions. [92] Recently, HAXPES was used as a high-sensitive voltmeter to study the evolution

of charges. Combined with other spectroscopic techniques, the interface of a material used

as a ferroelectric memory device was investigated. [93]

Argonne National Laboratory, United States

A HAXPES setup is under development at the Advanced Photon Source (APS) for exper-

iments using a high-resolution, high-collection-efficiency electron Scienta analyzer, similar

to the HAXPES end-station at GALAXIES beamline. Initially, two topics will be ex-

ploited. First, experiments to characterize inner-shell resonance and threshold effects by

tuning the X-ray energy across K-edges of atoms and small molecules. Second, experi-

ments to characterize DCH states in molecules in which hollow core shells are produced

by single-photon absorption and generated by electron correlation. [94]

Max IV Synchrotron Facility, Sweden

The HAXPES setup at Max IV is under development. The apparatus will be dedicated to

investigate materials, completing structural data with chemical information, and will be

installed at DiffMax, a beamline still in design phase. This beamline will operate in the

energy range of about 3 keV to 45 keV. [95]

Additionally, a well-established series of international HAXPES conferences and workshops

have been organized since 2003 every two years [96]. Our group was actively involved in the

organisation of the most recent edition held in 2019 in Paris. [97].

2.2.3 HAXPES setup at GALAXIES beamline

The components of the HAXPES station are shown in Figure 2.4a [64]. The yellow arrow rep-

resents the incoming photons. The setup carries a gas-cell mounted on a four axes-manipulator

placed at the bottom of the main chamber, where the gas-phase experiments were performed.

The experimental system includes a liquid nitrogen cooling system to reduce the thermal Doppler
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broadening contribution (not used in this work) [98]. Furthermore, the station is equipped with

a preparation chamber, which was involved in the solid-phase experiments performed in this the-

sis. The solid samples were mounted in a stainless steel sample plate (standard Omicron-type

plate), which was hosted in a two-slot copper sample holder. The sample plates are electrically

isolated from the copper block. A photo of the sample holder is shown in Figure 2.4b [64].

The holder is connected to the four axes-manipulator located on the top of the chamber. It is

also connected to a He-cryostat for low-temperature measurements (below 15 K), which was not

used in this thesis [98]. The mounted samples were transferred to the main chamber, where the

measurements were performed. The trajectory of the electrons ejected from the solid sample or

from the gas cell directed to the analyzer is represented with the red arrow in Figure 2.4a.

Figure 2.4: (a): The components of HAXPES setup in the GALAXIES beamline. The yellow arrow

represents the incoming photons and the red arrow, the photoelectrons ejected from the samples, and

directed to the electron detector. (b): The stainless steel sample holder. Both pictures are adapted from

[64].

The electron kinetic energy in the HAXPES end-station is measured by the state-of-the-art

hemispheric analyzer EW4000 VGScienta, mounted parallel to the polarization direction of the

incoming radiation. The spectrometer lens can operate in three modes: wide-angle detection

(60◦ acceptance), a high-angular resolution with 45◦ acceptance, and the transmission mode for

high intensities. The analyzer is equipped with a micro-channel plate (MCP) detector coupled

to a CCD (charge-coupled device) camera.

A schematic representation of this spectrometer is shown in Figure 2.5. After the photoemis-

sion, the ejected electrons go through the set of electrostatic lenses, which adapts the electron
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kinetic energy to the set value of the pass energy, Ep, and simultaneously, focuses the electron

trajectories onto the entrance slits of the analyser. After passing through the entrance slits,

the electrons reach the analyzer’s semi-spheric cavity, which consists of two concentric metallic

hemispheres of radii R1 and R2 (where R2 is smaller than R1), floated to the negative potentials

−V1 and −V2, respectively. The applied tension deflects the electrons’ trajectories as a function

of their kinetic energies towards the micro-channel plate (MCP) detector, located behind the

exit slits.

The MCP is an electron signal amplifier, which amplifies it by several orders of magnitude

compared with the initial signal [99]. The MCP is composed of a glass grid covered with metal.

The schematic picture of this detector is represented in Figure 2.6. The sloped channels (micro-

channels) enable increasing the contact between the electrons and the walls of the channels,

multiplying the signal as following: the incident electron enters in a channel and tears off

several secondary electrons accelerated by a high voltage applied between the input and the

output electrodes, which creates a cascade process that generates several more electrons. The

analyser is equipped with a CCD camera, which allows the tracking of the signal coming from

the produced electrons and enabling us to obtain a spatially resolved image of the photoelectron

pattern.
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Figure 2.5: Pictorial representation of a hemispherical analyzer. The electrons ejected from the studied

system are collected, focused by the electrostatic lenses, and go into the hemispherical cavity. The electrons

with kinetic energy close to the pass energy selected by the user will be detected and analyzed.

The analyzer resolution is defined in the Equation 2.2, where Ep is the pass energy; ω is the

slits width; R is the central radius between the two concentric hemispheres of radii R1 and R2;

and δα is the trajectory deviation of the electron injected inside the hemispheres. An important

consequence of Equation 2.2 is that the energy resolution can be improved by decreasing the

pass energy and the widths of the slits. However, this improvement (decreasing ∆ε) leads to

signal reduction. Then, longer acquisition times are required to obtain reasonable statistics for

the spectrum. A procedure to obtain the analyzer resolution can be found in section 2.2.4.

∆ε = Ep ·
(
ω

R
+

(
1

2
(δα)2

))
(2.2)
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Figure 2.6: The schematic representation of a micro-channel plate adapted from reference [99].

2.2.4 Data Treatment

In order to calibrate the experimental data, two steps must be performed. First, the calibration

of the kinetic energy scale of the electron spectrometer has to be performed. It can be achieved

by measuring a well-known Auger spectrum, which in our case is Argon L2,3M2,3M2,3 Auger

spectrum. Second, the calibration of the photon energy scale can be established by measuring the

kinetic energies of well-known photoelectron lines, which in our case is Argon 2p photoelectron

spectrum. We also obtained the spectrometer resolution, the total resolution, and the photon

bandwidth by using the Argon L2,3M2,3M2,3 Auger spectrum and the Ar 2p photoelectron

spectrum.

The Spectral Analysis by Curve Fitting (SPANCF) macro package developed by E. Kukk et.

al., designed for IgorPro software was employed to perform the curve fitting in all cases. More

details on this package can be found in Reference [100].

Energy Calibration

The electron kinetic energy scale calibration was performed by measuring the Argon L2,3M2,3M2,3

Auger spectrum. Figure 2.7 shows this spectrum measured at 2300 eV of photon energy as an

example. The three spectroscopic terms 1S, 1D and, 3P result from the two holes in the 3p

orbitals in the final state. We fitted the peaks by using Voigt functions, the result of which is

represented by a blue line. The red circles represent the experimental points.
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Figure 2.7: The Argon L2,3M2,3M2,3 Auger spectrum measured in the 2300 eV of photon energy. The

red circles correspond to the experimental acquisition whereas the blue line is resulting of the curve fitting

by a Voigt function. The peak corresponding to L3M2,3M2,3(1S0) was used to perform the kinetic energy

calibration.

The expected kinetic energy (Eexpected
k ) of the electron can be obtained by the sum of four

parameters known in the literature: the electron binding energies (EB) of L2 or L3; the ionization

potential for Ar+ and Ar2+; the energy corresponding to the spectroscopic term (E(2S+1LJ)).

Therefore, Eexpected
k is obtained by the Equation 2.3:

Eexpected
k = EB(L2or3) − IPAr+ − IPAr+2 − E(2S+1LJ) (2.3)

We used 248.63 (1) eV as the EB to L3 [101] and the IP values of 15.76 eV for Ar+ and

27.63 eV for Ar2+ [102]. The energy related the 1S term is 4.12 eV [102]. Then, applying

these values to the Equation 2.3, we obtained the expected kinetic energy of the electron for

the L3M2,3M2,3(1S0) state as Eexpected
k = 201.116(10) eV. From the measured spectrum (Figure

2.7), we chose the peak assigned to Ar L3M2,3M2,3(1S0) state due to its reasonable intensity

and the simple curve fitting. The result of the fitting for the chosen peak gives 201.361 eV

corresponding to the measured position in kinetic energy for the L3M2,3M2,3(1S0) state, which
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we call Emeasured
k . We can obtain the kinetic energy offset (∆E) as the difference between

the Emeasured
k and Eexpected

k kinetic energies, as shown in Equation 2.4. For example, for the

spectrum presented in Figure 2.7 the calibration offset, ∆E, is 201.116 eV - 201.361 eV = −0.245

eV, meaning that the measured spectrum is +0.245 eV shifted in kinetic energy comparing to

the expected lines.

∆E = Eexpected
k − Emeasured

k (2.4)

The photon energy scale calibration is obtained by measuring Argon 2p photoelectron spec-

trum at the same photon energy as the data to be calibrated. By fitting Ar 2p3/2 and Ar 2p1/2

photoelectron lines with Voigt functions, we obtain the measured photoelectron kinetic energy

(Emeasured
k,pe ). Then, one can obtain the experimental binding energy (Emeasured

B(L2,3)
) from Equation

2.5.

Emeasured
B(L2,3)

= hνmeasured − (Emeasured
k,pe +∆E) (2.5)

The Emeasured
B(L2,3)

binding energy is compared with the known reference value (Ereference
B(L2,3)

)[101]

of 248.63 (1) eV to Ar 2p3/2 and 250.79 (1) eV to Ar 2p1/2, giving the displacement in the photon

energy scale. Therefore, we can obtain the real photon energy (hνreal) used in the measurement

following the Equation 2.6.

Ereference
B(L2,3)

− Emeasured
B(L2,3)

= hνreal − hνmeasured (2.6)

Total Resolution

One can determine the total resolution, which is related to the experimental and instrumental

resolutions (Equation 2.7). The experimental resolution is associated with the Doppler effect

contributions (thermal Doppler, ϕt,D, and Doppler shift, ϕD,s), while the instrumental resolution

corresponds to the analyzer resolution (∆ε) and the photon bandwidth (ϕhν).

ϕ2total = ∆ε2 + ϕ2hν + ϕ2t,D + ϕ2D,s (2.7)
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The thermal Doppler broadening (ϕt,D) is related to the atom’s thermal motion in the gas

cell and can be obtained by the Equation (2.8). The variables Ek, T and Ma,nuc correspond to

the photoelectron kinetic energy (in electron volts), the absolute temperature (in Kelvin), and

the molecular mass expressed in atomic mass units, respectively [103]. For example, considering

the Argon 2p lines case, Ek = 2050.5 eV, T = 300 K, and Ma,nuc = 39.948 a.u.. Therefore,

ϕt,D = 90 meV.

ϕt,D = 0.723

√
EkT

Ma,nuc
(2.8)

The Doppler shift broadening (ϕD,s) observed in the Auger spectra is related to the ion recoil

as a result of the photoelectron emission. The formalism for calculating ϕD,s as a function of the

angular distribution of the photoelectrons and the angle of emission of the electron relative to

the axis of the analyzer is detailed in reference [67]. In our case, this angle is zero, and therefore

we can describe ϕD,s as in the Equation 2.9.

ϕD,s = me · | ⃗vAuger|| ⃗vnuc| = 2

√
Ek,AugerEk,eff

1836Ma,nuc
(2.9)

where ⃗vAuger and ⃗vnuc are the velocities of the Auger electron and the nucleus respectively and

me is the mass of the electron. Ek,Auger and Ek,eff correspond to the kinetic energy of the Auger

electron and the effective kinetic energy of the photoelectron with the relativistic corrections

taken into account, respectively. The factor 1836 comes from the mass ratio of protons and

neutrons to electrons and Ma,nuc is the atomic mass number of the nucleus. Therefore, for the

case of Argon LMM Auger spectrum presented in Figure 2.7 measured at 2300 eV photon energy,

the Doppler shift, ϕD,s, resulting from the emission of an Ar 2p photoelectron is 17.5 meV.

The spectrometer resolution value (∆ε) can be obtained by fitting the Ar LMM Auger lines

using Voigt functions, which is a convolution of a Gaussian function and a Lorentzian function.

The first function is related to the experimental and instrumental contributions and the second

function is related to the lifetime of the state with a hole in the L−shell. Since the normal Auger

lines are independent of the photon bandwidth, the total resolution of these Auger lines which

is described by the Gaussian function, depends on the thermal Doppler broadening (ϕD,t), the

Doppler shift broadening (ϕD,s) and the analyzer resolution, ∆ε. Therefore, we can obtain ∆ε

through the Equation (2.10). Here, G Auger
resolution

corresponds to the FWHM of the fitted Gaussian
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function. Note that it is necessary to keep the spectrometer slits and pass energy fixed for all

data acquisition during the experiment since the analyzer resolution depends on both of these

parameters.

G2
Auger

resolution

= ∆ε2 + ϕ2t,D + ϕ2D,s (2.10)

In order to determine the photon bandwidth, Ar 2p photoelectron spectra are fitted with

Voigt functions. The Lorentzian width is associated to the core-hole lifetime broadening, which

is 0.118 eV for Ar 2p [104]. In our analysis, we kept the Lorentzian parameter fixed since we

know the Ar 2p lifetime broadening. The Gaussian width corresponds to ϕtotal. Therefore,

the Equation 2.7 provides the photon bandwidth (ϕhν) value, once the other parameters were

previously obtained.

Calibration measurements in Argon must be performed with care, beacause Argon Auger

lines and the 2p photoelectron lines are intense so that the undulator requires to be detuned

to avoid the detector’s saturation. This saturation can lead to distortion of the peak shape

resulting in an inaccurate estimate of the resolution.
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Introduction

Photoionization is a physical process resulting from the system’s response to the interaction with

the ionizing electromagnetic radiation. The coupling between photon and the electrons of the

target-system is weak so that the perturbation effects caused by the electromagnetic radiation

over these electrons are small and assumed to be neglected. This assumption is important

to investigate the target-systems’ electronic properties through the photoionization process by

applying spectroscopic techniques.

The increasing of the synchrotron radiation brilliance (third-generation synchrotron facilities)

and the improvement of the electron detection system enabled measuring weak processes, i.e.,

processes of quite small cross-sections. These measurements can be done over an energy range

from UV to X-ray regime. Specifically, in the harder X-ray regime (2 to 12 keV), the improvement

of the experimental apparatus mentioned above was significant in the past five years, making it

possible to perform experiments that were not possible to be carried out a few years ago [1, 63,

98].

The photoionization of subshells far above their thresholds in atoms and molecules is one

of these small cross-section processes which can be experimentally studied thanks to the recent

instrumentation improvements. Furthermore, the increase in resolution enabled measuring the

ratio of the photoionization cross-section of the spin-orbit doublet components. Briefly, the spin-

orbit coupling is a relativistic effect, where the spin angular momentum and the orbital angular

momentum of the electron interact. This effect implies two non-degenerate states observed in

the fine structure of the atomic spectra.

The possibility to measure the branching ratio of the spin-orbit components’ photoionization

cross-section far above their thresholds enabled us to investigate experimentally two long-term

questions. The first question concerns the theoretical prediction that the branching ratio of

the spin-orbit components’ photoionization cross-section never approaches the statistical value

(l+1)/l for a given subshell nl due to relativistic effects. [105–107] It was seen that the branching

ratio is nonstatistical and energy-dependent in the near-threshold energy region. [108, 109] In

this region, both the kinetic energy difference between the two spin-orbit components and the

electron-electron correlation effects are significant. However, to the best of our knowledge, there

are no experimental investigations concerning the high-energy branching ratios. The second
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question comes from the spin-orbit cross-section’s branching ratio in the vicinity of deeper pho-

toionization thresholds, just below threshold, in the region of the infinite series of autoionization

resonances, and just above threshold. In the latter case, previous works demonstrated relevant

interchannel coupling effects. [110–112]

Owing to these open questions, we performed experimental and theoretical investigations on

photoionization in a hard X-ray regime for Argon and Xenon atoms. It is important to remark

that this work was performed in collaboration with Dr. Steven T. Manson’s research group from

Georgia State University in the United States, who performed the theoretical investigation in

the present study, and with Dr. Ralph Püttner from Freie Berlin University, who performed the

simulations on the partial cross-sections.

Three main results emerged from our findings. First, the experimental verification that

the high-energy spin-orbit doublets’ branching ratio does not approach the statistical value,

which confirms the earlier predictions. Moreover, the experimental branching ratio deviates

from the statistical ratio with increasing photon energy. Second, the resonances just below the

photoionization threshold couple differently to each of the spin-orbit doublet components. This

effect results in variations in the branching ratio in the order of a few eV. Third, the interchannel

coupling can modify the intensity of the branching ratio in a wide energy range of about two

keV.

3.1 Formalism

To understand the phenomena involved in this work, it is desirable to first discuss the formalism

involved in the studied processes. We start by defining how the electron correlation term appears

in the time independent Schrödinger Equation for multielectron atoms (3.1).

ĤΨ(R) = EΨ(R) (3.1)

Where Ĥ is the Hamiltonian operator, Ψ is the multielectron wavefunction, and R stands

for the electronic spatial coordinates. The Equation 3.1 can be also written by using the Dirac
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notation as in Equation 3.2.

⟨Ψ|Ĥ|Ψ⟩ = E|Ψ⟩ (3.2)

The Hamiltonian operator is a Hermitian operator whose eigenvalue is related to the system’s

total energy. The Hamiltonian (i.e., the electronic Hamiltonian, Ĥel) terms for a multielectron

system are shown in Equation 3.3. The operator V̂e,e stands for the electrostatic repulsive

interaction, V̂n,e refers to the electrostatic attractive interaction between the atom’s nucleus and

electrons and T̂e corresponds to the electrons’ kinetic energy.

Ĥel = V̂e,e + V̂n,e + T̂e (3.3)

Such operators depend on the electrons coordinates (ri and rj), where i and j represent the

electrons from the atom, and on the following constants: the electron mass, me, the electron

charge, e, the vacuum permittivity, ϵ0, and the reduced Planck constant, ℏ, as shown in Equation

3.4.

Ĥ =
1

2

N∑
i=1

N∑
j>i

e2

4πϵ0|ri − rj |
−
∑
i=1

Ze2

4πϵ0ri
−

N∑
i=1

ℏ2

2me
∇̂2

i (3.4)

here, N is the number of electrons in the system, Z is the atomic number of the multielectron

atom, and ∇ is the Laplace operator in spherical polar coordinates (the electrons are in a

spherically symmetric potential). Meanwhile, the time independent Schrödinger Equation for a

case of a multielectron atom cannot be analytically solved, i.e., there is no exact solution, due

to the electron-correlation term generated from the electrostatic repulsive interaction operator,

V̂e,e. In this way, quantum mechanic approximated methods are required to obtain its solutions.

A well-known approximation is the Independent Particle Approximation, in which each electron

is described by a single wave function named orbital. For example, the Hartree-Fock method

defines the total multielectron wave function as a Slater determinant, which is an antisymmetric

product of one-electron functions, and its total energy is calculated by the mean field of electronic

interactions.

Although the Independent Particle model is an approximation that describes many quantum

systems, this model cannot be applied in some circumstances. For cases where the relativistic
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effects play a role, other approaches must be chosen. For example, the spin-orbit coupling is

a relativistic phenomenon, so that it cannot be properly described through this approach. A

model that describes well such phenomena is Dirac Equation since the relativistic effects are

intrinsically included. Therefore, a suitable description of the spin-orbit coupling is possible.

Photoionization in X-ray regime far from inner-shell ionization threshold is accurately de-

scribed by the Independent Particle Approximation theory. Therefore, such process is well-

described in a single channel. [113] However, several theoretical and experimental works have

shown the importance of electron correlation through interchannel coupling in both outer- and

inner-shell photoionization of isolated atoms. [114, 115] An outstanding theoretical study showed

the breaking down of the Independent Particle description for all atoms at the nl (where l>0)

shells due to interchannel coupling with the neighbouring ns photoionization channels, although

this description is valid for ns subshell photoionization. The relevance of the coupling between

2s and 2p channels in photoionization of Neon was evidenced by experimental measurements.

[110]

In recent works, our research group demonstrated the effects of electron correlation by em-

ploying hard X-ray radiation to create double core-holes in atoms and molecules. In the Neon

hypersatellite Auger spectrum, we demonstrated such electron correlation by the energy sharing

between two photoelectrons leading to post-collision interaction [116]. In the study concerning

the simultaneous core-excitation and core-ionization in CO2 molecule, we observed the electron

correlation effect through the competition between the direct and the conjugate shake-up pro-

cesses. [117] In this way, these two studies presented an evidence that validity of the independent

particle approximation needs to be considered carefully. Moreover, the interchannel coupling

effect was also observed for chemical systems in condensed phase. A study of Ag and In solid-

state samples showed a modulation of the 3d spin-orbit doublets’ branching ratio near L2− and

L3−edges. However, no clear indication of the coupling to the L1 channel was observed. [111]

The photoionization process considering the interchannel coupling effects can also be for-

mulated through the Independent Particle Model. To introduce this idea, we first consider a

system in the ground state i. After a photoionization process, the system decays to a final state

f. In this way, we can define a wave function that describes the ground state by ψi. Considering

that there are two final channels, i.e., two energetically accessible final states, we define them by

the wave functions ψ1f,ε and ψ2f,ε with ε being the total Hartree-Fock energy. The theoretical
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description of the autoionization process includes the continuum states using the first order per-

turbation theory, by the term Ĥ0. [118] Therefore, the approximate final state wave functions,

Ψ1,E and Ψ2,E are linear combinations of the exact final state wave functions, ψ1f,ε and ψ2f,ε as

shown in Equations 3.5a and 3.5b.

Ψ1,E = ψ1,E + P

∫ ⟨ψ2f,ε|Ĥ − Ĥ0|ψ1,E⟩
E − ε

ψ2f,εdε (3.5a)

Ψ2,E = ψ2,E + P

∫ ⟨ψ1f,ε|Ĥ − Ĥ0|ψ2,E⟩
E − ε

ψ1f,εdε (3.5b)

where E is the total energy of the system when the continuum is included and P represents

the principal value. Moreover, the transition process from the initial to the final state can

be theoretically described through the transition matrix elements, where the transition process

takes place under the action of a transition operator. Therefore, we can define the perturbed

matrix elements by Equations 3.6a and 3.6b.

M1(E) = D1(E) + P

∫ ⟨ψ2f,ε|Ĥ − Ĥ0|ψ1,E⟩
E − ε

D2(ε)dε (3.6a)

M2(E) = D2(E) + P

∫ ⟨ψ1f,ε|Ĥ − Ĥ0|ψ2,E⟩
E − ε

D1(ε)dε (3.6b)

The terms D1(E) and D2(E) correspond to the exact transition matrix elements defined by

the Equation 3.7, applying the dipole transition moment operator T̂ .

Dj(ε) = ⟨ψi|T̂ |ψj,ε⟩ (3.7)

The approximate final state wave functions (Equations 3.5) incorporate the concept of in-

terchannel coupling, that is the modification of the transition matrix element of each channel

since those wave functions involve a mixture of channels.

3.2 Calculation Details

Relativistic quantum-mechanics models guide the interpretation of the experimentally obtained

photoionization branching ratios of spin-orbit doublets. Therefore, calculations were performed
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through the Relativistic-Random-Phase Approximation (RRPA) [119, 120] together with Rela-

tivistic Multichannel Quantum Defect Theory (RMQDT) [121]. This ab initio method is based

on the Dirac equation, which means that the relativistic effects are intrinsically included, as

the spin-orbit interactions, for example. The RRPA calculations provided the cross-sections in

the non-resonant continuum, and the RMQDT calculations concern the cross-section calcula-

tions in resonance regions. For Argon, all relativistic single-excitations were included, i.e., both

discrete and continuum states for a total of 16 coupled channels. For Xenon, all relativistic

single-excitations channels are also included, except the 1s channels for a total of 40 coupled

channels. The omission of the 1s channels in this case is due to their binding energies, which

are much higher than the considered energies, so that they have negligible influence.

Despite the partial cross-sections calculations for the non-resonant continuum agree qualita-

tively and quantitatively with the experiment, a different behavior was found for the resonant

region. The RRPA/RMQDT calculations for inner-shells in the resonance region include the

participator Auger channels, but the spectator Auger channels are omitted. Thus, while the

RRPA/RMQDT methodology obtains the resonance positions quite well, the widths and the

shape, q−parameters [118], will be quite unreliable owing to the omission. Therefore, the widths

and shapes of the RRPA/RMQDT theoretical data must be augmented before those can sensibly

be compared with experiment.

Close to thresholds, the cross-sections become more structured so that they need to be con-

voluted before taking the ratios, particularly for calculated Argon spin-orbit cross-sections. In

this case, these cross-sections exhibit very narrow Fano line shapes slightly below the 1s ion-

ization threshold. In this way, we convoluted the calculated spectra with a Lorentzian function

using 655 meV as the full width at half maximum value (FWHM) related to the Ar 1s−1 core-

hole lifetime. The cross-sections were also convoluted by a Gaussian function around 350 meV

FWHM corresponding to the photon bandwidth. Although this procedure is also needed for

Xenon calculations, the regions of 2s−1np and 2p−1ns, nd resonances close to threshold have

several open channels, and the calculations become quite complicated. Therefore, because of

the resulting energy gap, it is not possible to perform the convolution procedure. A more de-

tailed explanation of the performed calculations and the simulations can be found in our paper

related to the work described in this chapter [122].
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3.3 Experimental Details

We performed Ar 2p−1 photoelectron spectra measurements between 3199 eV and 3207 eV near

K-edge ionization threshold located at 3206.3(3) eV and at several photon energies between 2700

eV and 4000 eV. The photon bandwidth values were 0.25 eV at 2700 eV and 0.46 eV at 4000

eV. The Xe 3d−1, and Xe 4d−1 photoelectron spectra were measured between 5092 eV and 5118

eV of photon energy near the L2 ionization threshold, which is located at 5018 eV. We also

measured those photoelectron spectra between 4772 eV and 4800 eV photon energy near the

L3 ionization threshold located at 4787 eV. [123] The spectrometer resolution was 80 meV for

Xe 4d and Ar 2p spectra acquisitions and 180 meV for Xe 3d measurements. These values are

quite small when compared to the doublets spin-orbit splitting (approximately 2 eV for Ar 2p−1

and Xe 4d−1 and about 12 eV for Xe 3d−1). Therefore, they do not influence the experimental

results. Photon bandwidth and spectrometer resolution values were obtained by the procedure

detailed in subsection 2.2.4.

The pressure inside the gas cell was monitored and maintained during all acquisitions at

6 · 10−6 mbar. The pressure in the spectrometer chamber is proportional to the pressure in the

gas cell. We balanced the photon flux and the gas pressure to hold a low count rate, that is,

below 1000 counts per sweep for a data acquisition time of 176 ms at each data point. Such

adjustments were required to avoid the detector saturation effects, which causes systematic errors

in the ratios between the integrated area of the photoelectron peaks (see 2.2.4). We performed

the calibration on measured Argon photoelectron spectra in terms of the kinetic energy of the

spectrometer and in terms of the photon energy following the procedure described in section

2.2.4. We calibrated Xenon spectra in terms of the photon energy scale on the absorption

spectrum acquired before recording the photoelectron spectra [123]. The photon bandwidth

value obtained following the procedure described in section 2.2.4 was approximately 0.5 eV.

It is important to point out that the integrated area of the photoelectron peak is proportional

to the partial cross sections for measurements performed using an electron analyzer placed at

the magic angle with respect to the polarization axis of the radiation [6]. However, the lens

axis of the analyzer is placed parallel to the polarization of the incoming radiation at HAXPES

end-station (see section 2.2.3), making it quite complex to perform experiments at magic angle.

Considering such instrumental limitation, we performed our measurements at 0◦, where the
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effects of angular distributions play a role. Such angular distribution effects influence only to

the extent that the angular distributions of the two components of a spin-orbit doublet differ.

Note that we cannot measure the experimental nll−1/2 and nll+1/2 partial cross sections

with sufficiently high accuracy due to variations in the photon flux or gas pressure. Therefore,

we compare the experimental and theoretical ratios σ(nll+1/2)/σ(nll−1/2). In other words, our

measurements were performed, not of cross sections, but of integrated peak areas, which are

proportional to cross sections. Thus, the ratio of the integrated peak areas is equal to the ratio

of cross sections.

The procedure performed to obtain the spin-orbit branching ratios from the studied pho-

toelectron spectra requires the instrumental resolution (including the photon bandwidth and

the spectrometer resolution) smaller than the spin-orbit splitting. Such consideration is needed

to guarantee that the spin-orbit components do not overlap, stickling to obtain accurate ratio

values. We obtained those spin-orbit branching ratios by the following procedure: first, we

subtracted a linear background from the measured spectra; Second, from the spectra obtained

after the background subtraction, we integrated the areas under the doublet peaks fixing the

interval around each peak maximum; Third, the ratios of the respective integrated areas were

plotted as a function of photon energy; Fourth, we obtained the error bars propagating the

experimental statistical uncertainty. Small experimental error bars were required to measure

the slight variations in the branching ratio provided by theory.

The interval chosen in the second step of our treatment for Ar 2p−1 and Xe 4d−1 photoelec-

tron spectra was of 2 eV (i.e., an interval from 1 eV below the peak maximum to 1 eV above the

maximum) and of 4 eV for Xe 3d−1 photoelectron spectra, with a range from 2 eV below to 2 eV

above the peak maximum. Figure 3.1 shows the Ar 2p−1 photoelectron spectrum measured at a

photon energy of 3201 eV. The depicted red boxes refer to the chosen fixed interval of 2 eV used

to integrate the peak areas. We obtained the value of 1.930(3) for the ratio of the integrated

peak areas for the spectrum shown. Specifically for the case of Argon measurements, the error

bars were quite small. The required error bars were obtained performing ∼= 1670000 counts

in the 2p3/2 peak and ∼= 865000 counts in the 2p1/2 peak. Considering the above mentioned

conditions to prevent the detector saturation effects, those values were obtained by 80 sweeps

with the total acquisition time around 3 hours for each data point.
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Figure 3.1: Ar 2p−1 photoelectron spectrum measured at 3201 eV of photon energy. During this acquisi-

tion, the pass energy was kept at 100 eV and the curved slits widths are of 300 µm resulting in a detector

resolution of 80 meV. In this photon energy the photon bandwidth value is ∼= 350 meV. The red boxes

illustrate the fixed energy ranges used for integration in order to obtain the ratios between the integrated

peak areas.

3.4 Results and Discussion

3.4.1 Argon Results

Nonresonant Continuum

In Figure 3.2, we present the branching ratio obtained from Ar 2p3/2 over Ar 2p1/2 integrated

areas as a function of the photon energy in the range from 2.7 keV to 4.0 keV. The black dots

correspond to the branching ratio obtained from the measurements performed at 0◦. Both

hollow and solid blue dots correspond to the Ar 2p branching ratio data points corrected for

the angular distribution (β−parameters) based on the theoretical results from reference [124].

We observed that such corrections are quite small. Moreover, the theoretical RRPA results are

shown by the red curve. The structure observed at about 3.2 keV is due to the opening of the

Ar 1s ionization channel.
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Figure 3.2: Photoionization branching ratio for Ar 2p. The experimental data points measured at 0◦

are presented by the black dots. The experiment corrected by theoretical angular distribution parameters

(β−parameters) is shown by the blue dots. The blue solid line is the result of a linear fit to the five

off-resonance hollow blue dots. The calculated branching ratio is shown as the red curve. The theoretical

data are shifted by 35.3 eV to lower photon energy to compare the theoretical and experimental Ar 1s

ionization energies.

The Ar 2p photoionization thresholds are about 250 eV whereas the photon energies studied

are further than an order of magnitude above it. In this high-energy region, we observed the

deviation of the branching ratio from the expected statistical value of 2 by increasing the photon

energy. The off-resonance experimental data shown as the hollow blue dots were employed to

perform a fit analysis by using a linear function. The result of the fit analysis is presented as

the solid blue line. We observed both the experimental (blue line) and the calculated curve (red

line) slopes diverging from the statistical value so that the calculations agree pretty well with

experimental results. Note that the slope derived from the blue line is 9(3)·10−6 eV −1 for the

ratio, which is slightly larger than the slope value of 5.3·10−6 eV −1 derived from the (theoretically

obtained) red curve in the off-resonance region. Furthermore, in the higher off-resonance region

above 3.2 keV, the calculated branching ratios are about 0.01 higher in comparison to the

experiment. The observed branching ratio deviation from the statistical value at high energies

suggests that the relativistic effects must play a role in this case.

It is important to point out that although the trends of the experimental and theoretical
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branching ratios are the same, the absolute values are slightly different. There are several

possible reasons for this small discrepancy. One possibility is the omission of ionization-plus-

excitation (photoionization satellite) channels from the calculation. It is generally true that

the interchannel coupling leads to changes for channels with small cross section coupling with

degenerate (or nearly degenerate) channels with significantly larger cross sections. [110, 125–127]

So, it is expected that the omission of the 1s satellite channels could have the small effect upon

the branching ratio that is seen, thereby explaining a possible cause of the small quantitative

difference between theory and experiment. In addition, the effect of quadrupole photoionization

channels is omitted from the calculation. At photon energies in the 3 to 4 keV range, the

quadrupole cross section could be of the order of 1% of the dipole. And, even though the lowest-

order non-dipole effects vanish at 0◦, if the quadrupole contributes to the spinorbit- split cross

sections differently, this could have an effect upon the branching ratio.

The general phenomenology concerning the deviation from the statistical branching ratio

value was predicted by earlier works [105–107]. The explanation for the branching ratio diver-

gence from the statistical value involves the dipole matrix element being generated closer to the

nucleus with the increase of the photon energy. This behavior can be physically thought of in

terms of energy and momentum conservation of the photoionization process. The absorption

of a high-energy photon involves a large momentum. Such quantity must be transferred to the

remaining atom, which has its mass mostly concentrated at the nucleus. Thus, the photoab-

sorption probability is higher close to the atom’s nucleus. In other words, considering r as

the distance from the nucleus, the smaller the r value, the higher the absorption probability of

high-energy photon.

Moreover, at large r values the wave functions that describe 2p3/2 and 2p1/2 are degenerate

and depend on the orbital angular momentum l. Close to the nucleus, i.e., at small r values,

those wave functions are not anymore degenerated and depend of the total angular momentum

quantum number j. The degeneration breakdown of spin-orbit wave functions is obtained by

the Dirac equation. [128] We calculated the probability density ratio between the Ar 2p1/2 and

Ar 2p3/2 as a function of the nucleus distance for small r values as shown in Figure 3.3. The

probability density ratio of 2p1/2:2p3/2 becomes larger than the unity by decreasing r. This

increase in the 2p1/2 wave function relative to the 2p3/2 wave function as r decreases explains

the branching ratio deviation from non-relativistic value observed in Figure 3.2.
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Furthermore, as the dipole matrix elements are generated closer to the nucleus where 2p1/2:2p3/2

probability density is larger, such deviation becomes larger by the increase of the photon energy.

Therefore, based on Dirac equation these ideas can be generalized as following: the probability

density ratio nll−1/2:nll+1/2 increases with decreasing of r and diverges as 1/r2 as r → 0 for all

non-s subshell wave functions in both discrete and continuum. [128] In summary, the deviation

from the non-relativistic value comes from differences in the radial dependence of both the wave

functions and the dipole matrix elements of the two spin-orbit states.

Figure 3.3: Ratio of the calculated Ar 2p spin-orbit doublets probability density as a function of the

radial coordinate.
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However, even though the trends of the experimental and theoretical branching ratios are in

line, the absolute values are somewhat different. We observed from the results in Figure 3.2 that

the experimental ratio deviates slightly more from statistical value than the theoretical ratio.

There are two main possible reasons for this small discrepancy.

First, the omission of ionization-plus-excitation (satellite) channels from the calculation. The

1s cross section is calculated to be about two orders of magnitude larger than 2p cross section

in the investigated energy range. The 1s ionization-plus-excitation channels are, in general,

smaller by a factor of 10 compared to the main line. These contributions were calculated

to be ≈ 15% for the case of Argon 1s ionization. [129] Then, the contributions from the 1s

ionization-plus-excitation channels are expected to be an order of magnitude larger than the

2p cross sections. It is known by earlier works [110, 125–127] that the interchannel coupling

causes changes in channels with small cross sections by the coupling with degenerate (or nearly

degenerate) channels with larger cross sections. So, it is expected that the omission of the 1s

satellite channels could affect the branching ratio, thereby being a potential cause for the slight

quantitative difference between the theory and the experiment.

The second possibility is related to the effect of quadrupole photoionization channels, which

were omitted from the calculation. The quadrupole cross section at photon energies from 3.0

to 4.0 keV range is expected to be of the order of 1% of the dipole. Despite the lowest order

non dipole effects vanish at 0◦, the quadrupole can affect the branching ratio if it contributes

differently to each component of the spin-orbit splitting cross sections.

Branching Ratio in the Vicinity of the 1s Threshold

Figure 3.4 compares the Ar 2p3/2 and Ar 2p1/2 branching ratios in the vicinity of the 1s threshold

(3206.3(3) eV). The branching ratios were obtained from the experimental data (red dots), from

ab initio calculations (blue curve), and from the simulations (black curve). Starting with the

simulation results, we shifted the branching ratios by 0.066 to lower values. This shift is required

since the simulations do not include the general decreasing in the Ar 2p3/2:2p1/2 (observed

in Figure 3.2). Moreover, no energy corrections were performed in this case. An important

result from the simulations is the dramatic increase in the branching ratio at 3203.6 eV, which

corresponds to the position of the Ar1s−14p resonance. Note that the experimental data present

a similar behavior at this photon energy. In detail, the 16 data points lowest in energy, i.e.,
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below 3203.6 eV, exhibit the 16 lowest branching ratios, while the 4 data points above this photon

energy show the 4 highest ratios. The probability of the similarities between the experimental

and the simulated data to be statistical is around 0.021%, which is a small probability.

Figure 3.4: Argon 2p photoionization branching ratio in the region of autoionizing resonances below

the 1s threshold. The presented plots correspond to the experimental branching ratio (red), the simulated

ratio for q(2p3/2) = 2.5 and q(2p1/2) = −2.5 with 10σ(a) = σ(b) (black), and the ratio of the convoluted

ab-initio calculations (blue). The simulated branching ratio is shifted by 0.066 to lower values. The labels

on the left axis apply for both experimental and simulated ratios whereas for the calculated ratio the labels

on the right apply.

Moving to the results from the ab initio calculations, we also observe the modulations of the

branching ratio in the energy range of the Ar1s−1np resonances. However, the variation with

energy is about an order of magnitude larger than the experimentally observed values. Note the

scales for the experimental data (left axis) and for the ab initio calculations (right axis). Another

important observation is that the calculated ratio variations do not follow the experimentally

obtained results qualitatively. Even though, the ab initio calculations confirm that variation in

the branching ratio is caused by the Ar1s−1np resonances.

It is mentioned in Section 3.2 that the spectator Auger decay channels are not included in

our ab initio calculations. Indeed, the comparison between the experimental data points and

the calculated results highlights that the spectator Auger decay channels contribute differently

to the shapes of the Ar 2p3/2 and Ar 2p1/2 resonances. This effect is essentially relativistic,

and it strongly affects the branching ratios in the resonances region and increases the widths of
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the resonances. To overcome the calculation limitations, we performed simulations. Briefly, the

partial cross sections defined in reference [130] were parametrized using the Fano formula for

photoionization [118]. The result of the parametrization is given by the Equation 3.8:

σ(ϵ) = σ(a) ·
(q + ϵ)2

1 + ϵ2
+ σ(b) (3.8)

where σ(a) and σ(b) are part of the continuum interacting or not interacting, respectively,

with the Rydberg states. The q-parameter refers to the effective shape parameter and has no

deeper physical meaning. Several simulations of the partial cross-sections were performed by

varying the effective q- parameter. Following the convolution, the branching ratios were derived

from these partial cross sections by combining different q- values and employing different σ(b)

for the non-interacting background. The main result from the simulations is that the principle

shape of the branching ratios depends mostly on the signs of the effective q-parameters compared

to the exact values of q. More detailed and extensive explanations of the simulations performed

in this work and the detailed plots for these several simulations are available in reference [122].

In the presented simulation results in Figure 3.4 (black curve), the combination for the ef-

fective q-parameters were 2.5 to Ar 2p3/2 and -2.5 to Ar 2p1/2 partial cross-sections. Moreover,

both partial cross-sections were assumed as 10σa = σb. This result agrees with the experimen-

tally observed variations in the branching ratio owing to the 1s→ np resonances. We observed

a significant variation of the experimentally obtained branching ratio over an energy range of

less than 10 eV, a small range. This observation highlights the considerable differences between

the resonance structures of the 2p3/2 and 2p1/2 ionization channels.

The positions and the widths of 1s → np resonances are intrinsic properties of them, and

they are independent of an outgoing channel. However, the shapes of these resonances are

channel-dependent. We know from the simulations that the effective q-parameters are related to

the shape of the resonances. Thus, comparing the experimental results to the simulation results,

it is evident that the effective q-parameters are different for the two 2p3/2 and 2p1/2 ionization

channels. An earlier work on the analysis of the branching ratios in the vicinity of a resonance

showed similar results for the q-parameters. [130] Furthermore, the simulations suggest that

the effective q-parameter is positive for the 2p3/2 partial cross-section and negative for the 2p1/2

partial cross-section. A previous work reported a mirroring behavior of resonances similar to
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our findings concerning the differences in the resonance shapes in different partial cross-sections.

[131]

Despite the good results concerning the effective q-parameter, it was not possible to obtain

the exact values since the differences from the simulations are smaller than the experimental

error bars. Even so, we could observe this purely relativistic effect: the 1s−1np resonances

couple differently to the 2p3/2 and 2p1/2 continua. There are two main reasons that explain this

behavior as presented in the following.

First, the radial dependence of the autoionizing matrix element (⟨1s−1np|1/r|2p−1
j ϵl⟩), with

both direct and exchange terms, can differ for 2p3/2 and 2p1/2 continua, especially quite close

to the nucleus. The second reason concerns the angular momentum and parity selection rules.

For the decay of the 1s → np resonances to the 2p3/2 hole, ϵs1/2, ϵd3/2 and ϵd5/2 are allowed.

However, for the decay to the 2p1/2 hole, only ϵd3/2 and ϵs1/2 are allowed. Such differences

for the allowed decays are still apparent even after the theoretical data’s convolution to the

experimental resolution, indicating the importance of the selection rules in this case. Finally, a

third effect that affects the branching ratio is the interchannel coupling. However, in this case,

this effect is quite small, increasing the branching ratio by less than 0.003 in the photon energy

range of 3000 to 3150 eV. In the next group of results on Xenon, we will see that this small

influence of interchannel coupling on the branching ratio seems to be characteristic for the cases

where a s-shell is involved.

3.4.2 Xenon Results

We observe experimentally for the Xenon 3d and 4d branching ratios being affected by the

resonances below the 2p3/2 and 2p1/2 thresholds over a range of a few eV. Moreover, these

branching ratios are strongly influenced by interchannel coupling over a wide energy range

of about three keV. In detail, the wavefunctions’ relativistic behavior affects the branching

ratio, causing an increasing divergence from the statistical value with increasing photon energy.

However, this increasing divergence is presented by the calculations only due to the complications

caused by the strong interchannel coupling for the Xenon case. [122]

We present in Figure 3.5, the experimental data points on Xe 3d and Xe 4d branching ratios in

the vicinity of 2p3/2 and 2p1/2 ionization thresholds (red dots). The branching ratios derived from
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the calculations are shown as black dots. Besides, the theoretically obtained branching ratios

in the vicinity of the 2s threshold are also presented. Starting by comparing the experimental

data and the results derived from the calculations in the vicinity of 2p3/2 and 2p1/2 thresholds,

we observe that the calculated branching ratios follow the trend observed in the experimentally

obtained results so that the theory agrees well with the experiment. Note that we did not adjust

the calculated results for the experimental conditions since the resonances close to the threshold

were not calculated.

Following, in the region below each threshold, we observe the beginning of the lowest-energy

resonance in the calculated results. However, these resonances are inconspicuous in the exper-

imental results due to the averaging implicit in the measurements. In detail, the cause for the

averaging is the Xe 2p lifetimes that result in an energy width around 3 eV and the photon

bandwidth around 0.5 eV. Moreover, we notice a rise at 2p3/2 threshold and a dip at 2p1/2

threshold in the experimental results. A similar trend is well-reproduced by the results from the

calculations. This behavior evidences the different shapes of the resonances in the two cases.

Moreover, we observed that the 3d and 4d branching ratios in the vicinity of the n = 2

thresholds are quite similar in absolute values and variation with energy in both calculated

and experimental results. The reason for such similarities follows the discussion on the Argon

case. Essentially, the matrix elements for photoionization for both 3d and 4d are generated

at a substantially small distance from the nuclei (i.e., a quite small r). In the case of a quite

small r, the doublets wave function’s ratio is independent of the orbital angular momentum,

although the form of the wave functions that describe 3d and 4d depends on the orbital angular

momentum.[128] It is known that the normalization factors of the 3d and 4d wave functions are

different, but even these factors are canceled out since we are considering the branching ratios.

Consequently, both 3d and 4d yield the same branching ratios at high-energy, as observed.

An important observation is the increasing of the branching ratio deviation from the non-

relativistic value of 1.5 when increasing the photon energy. We observed that both 3d and 4d

branching ratios in the vicinity of 2p3/2 threshold are about 1.4 whereas in the vicinity of 2p1/2

the branching ratios are about 1.3. Note that the energy is higher for the branching ratios in

the vicinity of 2p1/2 threshold. Such observations agree with the trend seen in Argon, where the

branching ratios move further away from the statistical ratio by increasing the photon energy.

However, the 3d and 4d branching ratios in the vicinity of 2s threshold are close to 1.37 in
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contradiction to this trend since the energy here is higher, but the deviation from the statistical

value is lower than for 2p1/2 case.

More calculations were performed to understand the reason for the larger branching ratios

of both Xe 3d and 4d near 2s threshold than those in the vicinity of 2p1/2 threshold. Such

calculations covered a broad energy range of about 2.7 keV as shown in Figure 3.6. In order to

further elucidate this behavior, we considered both cases with and without coupling with the n =

2 subshells. The calculations without considering coupling (blue curve) show the branching ratio

smoothly decreasing due to the discrete wave functions’ relativistic behavior near the nucleus.

The behavior is entirely different when the coupling with n = 2 photoionization channels is

considered (red curve). There are sharp drops in the ratios between 2p3/2 and 2p1/2 thresholds

followed by a progressive increase above 2p1/2 and 2s thresholds. Such behavior seen in the red

curve is caused by interchannel coupling, which explains the larger nd branching ratios near 2s

threshold than those in the vicinity of 2p1/2.

Furthermore, the coupling effects of the 2s channel are much smaller than the 2p channels’

effects on nd branching ratios. A hypothesis for this behavior involves the dependence of the

interchannel coupling matrix elements on the angular momentum. There is a clear difference

in the interchannel coupling of outer-shells with nl inner-shells: the coupling with ns channels

is considerably weaker than the coupling with the np channels. However, further studies are

necessary to obtain a categorical answer to this behavior. An important conclusion is that

the interchannel coupling influences the branching ratios over a wide energy range. Moreover,

the importance of interchannel coupling over a broad range from below to above inner-shell

thresholds is clearly seen.
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3.5 Conclusion

The branching ratios of the photoionization cross-sections of the spin-orbit doublets of Argon and

Xenon were experimentally and theoretically investigated for energies well above their thresholds.

Such detailed experimental investigations on these weak processes were possible since we have

access to the state-of-the-art experimental resolution in the hard X-ray regime at GALAXIES

beamline.

As predicted by earlier theoretical works [105–107], we found the spin-orbit branching ra-

tios diverging from the nonrelativistic (statistical) value as the photon energy increases, rather

than approaching the statistical value, in high energies. Such behavior of the photoionization

branching ratios can be explained by the differences in the shape of each spin-orbit component’s

wave functions close to the nucleus (at small r). In detail, j = l− 1/2 wave function dominates

well close to the nucleus, where r is quite small. This region becomes more important to the

determination of the photoionization matrix elements as energy increases. We investigated how

the branching ratio of the spin-orbit components is affected in regions close to the nucleus for

Xenon 3d and 4d and for Argon 2p. However, our findings can be generalized to the branching

ratio of all doublets of all atoms since the Dirac equation shows a dominance of the j = l− 1/2

wave function compared to j = l + 1/2 close to the nucleus. Moreover, this explanation can

be applied to molecules due to the atomic-like form of the molecular wave-functions near the

nuclei. Therefore, this phenomenon can be entirely generalized.

We investigated the interchannel coupling affecting the branching ratios in the vicinity of

inner-shell thresholds. Despite previous observations [111], we revealed new aspects of this

phenomenology. We showed that for Xe 3d and Xe 4d, the interchannel coupling around the

n = 2 thresholds affects the branching ratio in a broad range of energies (around 3 keV) above

and below the thresholds and not only at energies close to the thresholds. Accordingly, the inner-

shells influence upon the branching ratios is not a localized effect on the thresholds’ energies.

Moreover, a strong dependence of the relativistic interchannel coupling matrix elements upon

energy is shown by the rapid Xe branching ratios’ variations with energy. This behavior is more

pronounced between the 2p3/2 and 2p1/2 thresholds.

Furthermore, the resonances below deeper ionization thresholds and the components of the

spin-orbit doublets couple differently. The measured Ar 2p ionization branching ratio in the
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resonance region slightly below the 1s threshold shows a strong modulation in a small photon

energy range due to a different coupling between each spin-orbit components and the resonances.

The same behavior was observed for the Xe 3d and 4d branching ratios in the resonance region

below the 2p thresholds. Therefore, further investigations on the branching ratios in inner-shell

resonance regions are needed to elucidate the physics behind the processes occurring in this case.
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Figure 3.5: Xe 3d and Xe 4d photoionization branching ratio in the vicinity of the L-thresholds. The

experimental points are presented in red whereas the black points correspond to the theoretical results. The

tailing (up or down) behavior in the calculated results is related to the beginning of the first resonance of

each Rydberg series, which is averaged over in the experiment. The experimental and theoretical energy

scales were shifted relative to each other to match the dashed lines, which correspond to the ionization

energies.
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Figure 3.6: Calculated Xe 3d and Xe 4d photoionization branching ratios. In the red points, the coupling

with n = 2 channels were considered. In the blue points there is no coupling with n = 2 channels. In order

to well reproduce the Xe 2s and Xe 2p ionization energies, the values in eV were obtained by multiplying

the theoretical energy values by 0.99 Hartree (a.u.).
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Introduction

Thiophene (C4H4S) and thiazole (C3H3NS) are two sulfur-based heterocyclic aromatic molecules

with several industrial applications. The growing attention to these molecules is due to their

role as building blocks for promising organic materials used as solar cells, chemical sensors,

photovoltaic devices, among other applications. [132–137] However, a large part of the studies

on photo-induced processes in these molecules address the valence bands of the organic systems

using visible light. Only a few studies were performed addressing the core levels of these aromatic

molecules. An earlier study investigated the non-resonant and resonant Auger electron spectra

in condensed layers of five-membered heterocyclic aromatic molecules using soft X-rays. [138]

The investigation showed that different mechanisms for decay could be distinguished, depending

on which atom was initially excited, Carbon or Nitrogen at the K−edge. A work performed



in hard X-ray regime investigated the selective bond breaking in condensed thiophene through

photon stimulated ion desorption spectroscopy combined with resonant Auger spectroscopy. In

this case, the resonant Auger decay measurements addressed the thiophene molecule at the

Sulfur K-edge. Here, the importance of the antibonding character of the spectator electron

to induce selective bond breaking was explored to obtain information on the fragmentation

mechanism in thiophene. [139] These results were compared to a similar analysis for condensed

thiolane (C4H8S), the saturated analog of thiophene, showing that the differences in the S+

fragment yields are related to the spectator Auger decay process in both cases. [140] Despite

these previous studies, investigations on deep core level for thiophene and thiazole molecules in

the gas phase, where their electronic structure is not affected by a substrate, are still scarce.

An important electronic effect in thiophene and thiazole molecules is the conjugation effect.

The stabilizing interactions between electronic orbitals in molecules, which can be summarized

as "conjugation effects", were historically classified as (π−) conjugation, hyperconjugation, and

σ conjugation, describing the consequences of electronic delocalization. Briefly, these divisions

were based on which orbital types are involved in such interactions. In this way, the π− con-

jugation refers to either π − π bonds or between π−bonds and p−orbitals. Hyperconjugation

is defined as the interaction between σ− and π− orbitals, whereas σ conjugation relates to

the interaction between σ−orbitals. However, the distinction between these conjugation effects

is purely didactic since it describes the same fundamental phenomenon, being different only

according to the π, σ−model. The conjugation effect was ordinarily defined in the textbooks

as the difference between a system represented by an ideally localized Lewis structure and a

real molecule. In this case, the electronic delocalization is thought of as a two-center bonding

interaction, acting as a correction factor once the Lewis model was conceived to be applied in

localized systems. In this context, it is essential to emphasize that the classical understanding

of a covalent chemical bond takes place between two-center/two-electron bonds. Therefore, the

delocalization is treated as a deviation degree from the "pure" Lewis structure. It is crucial to

point out that the description in terms of Lewis structure is incomplete because the molecular

arrangement is described as a delocalized quantum system, and the delocalization concept in the

description of chemical systems comes from the Molecular Orbital (MO) theory. From the MO

theory, in conjugated systems, the overlapping of neighboring p− character orbitals into a larger

π−system results in electron delocalization over the molecule. In hyperconjugation, the inter-

action is characterized as between electronic orbitals, where one of these orbitals corresponds to
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a σ−bond. Consequently, the highest energy orbital must be empty (or partially empty), thus

acting as an acceptor while the lower energy orbital acts as a donor, i.e., it must be at least

partially filled. [141, 142]

In this work, we applied resonant Auger spectroscopy to probe conjugation effects using

thiophene and thiazole molecules in gas phase. We measured the spectator resonant KL2,3L2,3

Auger electron spectra for thiophene, thiazole, and thiolane molecules at the Sulfur K−edge

and presented them as 2D maps, with the kinetic energy of the Auger electron as a function of

the photon energy. The maps were recorded at different photon energies tuned with small steps

from below the S 1s → LUMO resonance to beyond the ionization threshold. In the aromatic

molecules, we observed an inversion in the order of the two lowest core-excited states between

the intermediate and final states. This effect is absent in thiolane, saturated molecule. High-

level quantum-mechanical calculations qualitatively reproduced the behavior observed in the

experimental results. The interpretation of our observations in terms of the conjugation effect

was given by the Natural Bond Orbitals method by evaluating the stabilization energy for the

aromatic systems. The calculations were carried out in collaboration with Dr. Carlos E. V. de

Moura, postdoc researcher in the group of Prof. Dr. Mario Barbatti at Aix-Marseille Université

in Marseille, France.

4.1 Calculations Details

In order to estimate the transition energies of the core excited states, we applied the specific

Inner-Shell Complete Active Space Self-Consistent Field (IS-CASSCF) procedure.[143] In this

method, the molecular orbitals set of the active space is split in two groups: one group contain-

ing the inner-shell orbitals to be evaluated, and another group containing the remaining valence

orbitals, usually obtained from a previous CASSCF calculation for the electronic ground state.

Each of these groups has a particular electronic occupation assigned, according to the aimed

state, and is optimized in particular SCF steps, avoiding the variational collapse for the con-

vergence of highly excited states. The procedure is adjustable and can also be generalized to

any construction of active spaces. [144] One advantage of the CASSCF wave function is its

flexibility: using this procedure we can obtain the individual vertical absorption transitions, the

shape of the molecular orbitals and estimate the kinetic energies of the Auger electron. [145]
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Besides, we have performed the Natural Bond Orbitals (NBO) analysis, which provides

information on chemical bonds and electron lone pairs from electronic densities. [146, 147]

The method builds an orthonormal set of NBO orbitals, in which the electronic occupancy is

maximal. Using NBO, we recover the Lewis-like description of the chemical structure. The NBO

analysis was previously usefully applied in the assignment of core-excited states.[148, 149]

The stabilization of the chemical structure by the electronic delocalization plays an essential

role for the excited states investigated by the Resonant Auger spectroscopy. Through the NBO

formulation, the quantum-mechanical delocalization is described by the deviation when compar-

ing the obtained NBO set with an ideal Lewis structure, in which each Lewis-type NBO orbital

occupancy q is exact (2.0 for filled orbitals and 1.0 for open-shell orbitals). To quantify these

effects, we applied the second-order perturbation analysis of the Fock matrix,[150–152] which

enables the detailed evaluation of the stabilization energy ∆E
(2)
ij by the electronic delocalization

between an occupied NBO(i) and a non-occupied NBO(j), characterized as donor and accep-

tor orbitals, respectively. Then, the delocalization can be rationalized by the electron transfer

between a pair of NBOs, and the stabilization energies are calculated through:

∆E
(2)
ij = qi

F 2
ij

|ϵi − ϵj |
(4.1)

where qi is the donor orbital occupancy, Fij is the off-diagonal NBO Fock matrix element,

and ϵi (resp. ϵj) is the donor (acceptor) orbital energy.

Two types of Lewis-type NBO interactions are relevant for the investigated heterocyclic

molecules: the conjugation effect, which is related to the delocalization over π orbitals and n

lone pairs, and the hyperconjugation effect, which is related to σ orbitals and n lone pairs.[153–

155]

In order to estimate the transition energies of the core excited states, we applied the spe-

cific Inner-Shell Complete Active Space Self-Consistent Field (IS-CASSCF) procedure. For the

ground state of the thiophene and thiazole molecules, we applied a wave function CASSCF(12,10),

including the bonding and antibonding pairs of orbitals related to the σSC and π bonds, and

two orbitals related to Sulfur lone pairs, totaling ten orbitals. An equivalent selection was made

for the thiolane molecule, using a wave function CASSCF(8,6), and including the bonding and

antibonding pairs related to the σSC and also two orbitals related to Sulfur lone pairs.
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When calculating the core excited states using the IS-CASSCF method, we include in the

active space their related core orbital. For the Sulfur K -shell excitations, the orbital equivalent to

S 1s is included, and its occupation is constrained to one electron, moving the excited electron to

the valence active space. For the final states, resulting from Sulfur Auger KLL decay spectator,

the three S 2p orbitals are included, and their occupation is constrained to four electrons so

that one electron is moved to the valence active space and another one, related to the Auger

ionization, is removed from the system. In the last case, we also include a state-average between

three states (SA3-IS-CASSCF), to describe all the 2p double-hole possibilities appropriately.

Electronic transition energies were obtained by ∆CASSCF calculations, by the difference be-

tween ground and excited states energies. Oscillator strengths for S 1s excitations were obtained

using the molecular orbitals of the excited state as the basis for the electronic configurations. To

be able to compare our calculated transitions to the experimental partial electron yield results,

the theoretical sticks spectrum was broadened with Voigt functions. The Lorentzian part rep-

resents the lifetime broadening, 0.52 eV full-width at half-maximum (FWHM), The Gaussian

part accounts for the photon bandwidth (0.2 eV FWHM) and the eventual dynamics broaden-

ing, which varies for different states. Equilibrium geometries were obtained by the geometry

optimization procedure at second order MøllerPlesset perturbation theory (MP2) level. Thi-

olane has two enantiomers: envelope (CS) and twisted (C2), so both geometries were included

in the inner-shell calculations. Relativistic scalar effects were recovered by 4th Douglas-Kroll-

Hess method (DKH). [156–158] We applied the core-extended Dunning’s correlated consistent

polarized basis set, aug-cc-pCVTZ-DK. [159–164] A similar approach was previously applied to

Sulfur core states providing nice agreement with experiments. [165] All calculations were done

using MOLPRO 2012 package. [166, 167]

Furthermore, we performed the Natural Bond Orbitals analysis by the Second Order Per-

turbation Analysis of the Fock Matrix. The threshold for considering the NBO interactions

was set to 1.0 meV. The analysis requires a single electronic configuration wave function, using

the Restricted Open-Shell Hartree-Fock (ROHF) method, in order to describe the core ionized

states related to 1s−1 and 2p−2 cations. For comparison, calculations for the core excited states

were also performed at the same level of theory. These wave functions were obtained by con-

straining the occupation of the desired inner-shell molecular orbitals, in a procedure similar to

the IS-CASSCF. Correspondingly, these core states calculations at the ROHF level labelled as
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IS-ROHF.

4.2 Experimental Details

We measured the resonant Auger S KL2,3L2,3 spectra for thiophene, thiolane, and thiazole

molecules in gas phase. The spectra presented as two-dimensional maps were obtained by

changing the incident photon energy between 2470 eV and 2480 eV in steps of 0.1 eV (0.2 eV

for thiazole). The X-ray absorption-like partial electron yield (PEY) spectra for Sulfur K-edge

were obtained by integrating the intensity signal along the kinetic energy axis of the 2D maps.

The pass energy of 200 eV and the 400 µm slit width of the analyzer, fixed during the

measurements, provided a spectrometer resolution of 178 meV. The photon bandwidth was

approximately 0.25 eV at 2473 eV photon energy, resulting in a total resolution of 0.31 eV. The

related electron kinetic energy windows were 2090 eV to 2125 eV for thiophene and thiolane and,

2090 eV to 2120 eV for thiazole. The pressure inside the chamber was kept at 1.2 e-5 mbar for

thiophene, 1.7 e-5 mbar for thiolane, and 4.5 e-5 mbar for thiazole measurements. We calibrated

the kinetic energy scale through the known Argon KLL Auger lines measured with the same

experimental parameters. The photon energy was calibrated using the known Ar 2p1/2 binding

energy of 250.79 eV for the measured Argon 2p−1 photoline.[101]

4.3 Results and Discussion

The experimental partial electron yield (PEY) and calculated absorption spectra near Sulfur K -

edge for thiolane, thiophene and thiazole molecules are presented in Figure 4.1.The calculated

spectra were shifted by -3.2 eV for thiazole and -2.7 eV for thiophene and thiolane, respectively,

to compare with the experimental spectra. The PEY spectra are obtaining by summing the

measured S KLL Auger spectra over kinetic energies.

We start the discussion with the thiolane molecule (Figure 4.1a). The experimental spectrum

shows an intense peak at the photon energy of 2472.6 eV and a shoulder at ≈ 2473.5 eV. Similar

observations were made in an earlier experimental work [168] showing the transition energies of

2472.3 eV and 2473.1 eV for S 1s absorption spectrum in thiolane, in good agreement with our

measurements.
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B BFigure 4.1: The absorption spectra near S K-edge in thiolane (a), thiophene (b) and thiazole (c). The

dashed and solid lines correspond to the experimental and the calculated spectra, respectively. The energy

axis was shifted in the calculated spectra by -2.7 eV in thiolane and thiophene and by -3.2 eV in thiazole.

It is known that the thiolane molecule has different conformers. Therefore, we performed

the IS-CASSCF calculations for both thiolane enantiomers, twisted (C2), and envelope (Cs)

geometries. In twisted geometry, the most intense peak corresponds to the transition of the

S 1s electron to the LUMO attributed to 12b∗ in symmetry notation. The shoulder observed

at 2473.5 eV is attributed to the transition of the S 1s electron to the 14a∗ molecular orbital.

The same feature is also present in the calculated spectrum for the envelope geometry; however,

its intensity is strongly reduced. Therefore, the twisted geometry provides a better agreement

with the experiment. This agreement is corroborated by Boese et al. [169] predictions for the

dominance of the twisted conformation for thiolane molecule.

Following, thiophene spectra are presented in Figure 4.1b. The experimental thiophene

PEY spectrum (dashed blue line) is dominated by a broad barely resolved peak composed by

the transitions from S 1s shell to the first two unoccupied molecular orbitals at the photon

energies of 2473.2 eV and 2473.6 eV. In Hitchcock’s et. al. [168] study on X-ray absorption at

the S 1s edge of the thiophene molecule, the broad main peak around 2473.4 eV includes the

two first transitions, similar to our data. Our calculations (solid blue line) assign them as the

excitation to the 4b∗1 and 8b∗2 molecular orbitals. Similar features observed in thiazole spectrum

at 2472.6 eV and 2473.2 eV (Figure 4.1c) are assigned as the excitation to the 5a”∗ and 19a
′∗

orbitals, respectively.

Although our theoretical investigation agrees quite well to the experimental data for the two

lowest absorption transitions, discrepancies are observed at higher excitation energies due to
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the limitations of the approach describing the electronic structure. First of all, the IS-CASSCF

approach recovers only part of the electronic correlation energy, so-called dynamic correlation,

which needs to be included for both ground and excited states. For excitation of deep core

shells such as the Sulfur K -edge, strong relativistic effects must be involved, whereas the DKH

approximate Hamiltonian recovers only part of these significant effects. Finally, the appropriate

description of the high-energy diffuse states with a mixed valence-Rydberg character requires a

larger basis set than the one used in the present study, where we focused our interest on the

lowest absorption transitions. A limited basis set is also the reason for the relative energy shift

between the experimental and the calculated spectra. However, the value of this shift is only

around 0.1% of the transition energies values and the shifted calculated spectra are in good

agreement with the experimental data.

An interesting advantage of the IS-CASSCF method is the detailed description of each core

excited state by the related wave function. For the S 1s core excitations to LUMO and LUMO+1,

which are the focus of our analysis, we found natural orbitals related to the spectator electron.

We present these orbitals for all the studied molecules in Figure 4.2.

B B B

Figure 4.2: Natural orbitals obtained at IS-CASSCF level, which represent excited electrons for first S

1s absorption transitions for thiolane in twisted (a) and envelope (b) conformations, thiophene (c) and

thiazole (d).

For the thiolane molecule, the shapes of the obtained natural orbitals allow us to assign

the 12b∗ (Figure 4.2a) and 10a”∗ (Figure 4.2b) LUMO orbitals of the twisted and envelope
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enantiomers as the σ∗SC orbital. The 14a∗ (Figure 4.2a) and the 14a′∗ (Figure 4.2b) orbitals are

related to the LUMO+1. An earlier work [168] previously assigned this orbital as a π∗CH2
, by an

analogy with the transition observed in cyclic [170] and non-cyclic [171] alkanes. However, our

theoretical analysis shows that it is related to an antibonding σ∗SC orbital which has a mixed

Rydberg character of s- and p- atomic orbitals from Sulfur and the nearest Carbon atoms.

The same analysis for the 1s−1V excited states is presented in Figure 4.2c and Figure 4.2d to

thiophene and thiazole, respectively. In both molecules, the LUMO and LUMO+1 are attributed

to π∗ and σ∗SC orbitals, respectively. Our chemical assignment regarding thiophene agrees with

the one proposed by Hitchcock et. al. [168] and is confirmed by ∆SCF [172] and PBE [173]

calculations.

The core-excited states for the two lowest absorption transitions were described by the anal-

ysis of the absorption spectra. Now, we focus on the relaxation process and the final states. The

process of KLL Auger electron emission after resonant Sulfur 1s excitation can be written as in

Equation 4.2.

hν + S → S∗(1s−1V ′) → e−KLL + S+(2p−2V ) (4.2)

where in the first part of the equation, hν represents the energy of the incoming X-ray photon

and the S is the Sulfur atom in the ground state. In the second part, we have the intermediate

state S∗(1s−1V ′). Here, V’ stands for the core-shell electron excited to a valence orbital. The

prime on V represents the electron in the valence orbital in the presence of the S 1s−1 core-hole.

The last part of the equation shows the final state S+(2p−2V ), where V without prime represents

the electron in the valence orbital in the presence of the S 2p−2 core-hole. e−KLL is the resonant

KLL Auger electron ejected during the spectator Auger decay of the K vacancy. A schematic

picture of the spectator resonant Auger decay is given in Section 1.3.

The resonant KLL Auger spectra for the three molecular systems investigated are presented

as 2D maps in Figure 4.3. The spectra are vizualized as 2D maps showing the kinetic energy of

the Auger electron as a function of the incident photon energy. The intensity is represented by a

colorscale. Above the ionization threshold (around 2478 eV), the onset of non-dispersive lines is

highlighted by the solid dark blue lines. These non-dispersive lines correspond to KLL normal

Auger lines, which are independent of the photon energy since the excess of incident energy is

transferred to the photoelectron’s kinetic energy. Close to the ionization threshold, the presence

of the PCI effect is evidenced by the normal Auger lines distorted to higher kinetic energy. The
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sloped curves below the ionization threshold highlighted by the dashed lines around the photon

energy of 2473 eV correspond to the resonant excitation of the S 1s electron to LUMO and

LUMO+1 orbitals and the subsequent KLL Auger spectator decay.

B B

Figure 4.3: Resonant Auger KL2,3L2,3 spectra recorded for (a) thiolane, (b) thiophene and (c) thiazole

near the S K-edge.

The normal Auger spectrum consists of three multiplet lines corresponding to the 1S, 1D,

and 3P terms of 2p−2 final state. Naturally, the multiplets of the normal Auger spectrum

observed above the ionization potential (IP) are reproduced for every 2p−2V final state in the

resonant spectator Auger spectrum. However, due to the screening of the core by the spectator

electron in the molecular orbital V, the resonant Auger electrons "gain" kinetic energy and the

whole multiplet structure is blue-shifted. The screening effect is most efficient for a spectator

electron located in the LUMO and weakens for higher molecular orbitals, so that the shift in

kinetic energy decreases with the increase of the excitation energy of the spectator electron.

Thus, the multiplet structure of the resonant Auger spectrum with a spectator electron in a

Rydberg state is only slightly shifted (1 − 2 eV) to higher kinetic energies with respect to the

normal Auger spectrum, whereas the Auger spectrum with a spectator electron in the LUMO

is observed at kinetic energies around 7 eV higher than the normal Auger spectrum. This is

illustrated in Figure 4.3. For the case o thiolane (Figure 4.3a) the resonant Auger spectrum with

the largest blue shift with respect to the normal Auger spectrum corresponds to the case with

an electron in the LUMO 12b∗. However, in thiophene and thiazole, (Figures 4.3b and 4.3c),

the largest shift towards higher kinetic energies corresponds to the resonant Auger decay with
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the spectator electron in the σ∗(LUMO+1) − 8b∗2 and 19a
′∗, respectively. Whereas the resonant

Auger decay with the spectator electron in the π∗LUMO (4b∗1 and 5a”∗) manifests a smaller

shift of the multiplet structure with respect to the normal Auger spectrum. This indicates a

stronger screening of the core in the final state by the electron in the σ∗ orbital than by the

electron in the π∗ orbital. This experimental observation points at the inversion of the orbital

order between the S1s−1V ′ core-excited and final states S2p−2V .

High-level quantum-mechanical calculations were applied to elucidate the reason for the

observed behavior of the valence orbitals in the aromatic molecules. Once more, we explored

the versatility of the IS-CASSCF method. The calculations provide the excitation energies of the

intermediate S1s−1V ′ and the final S2p−2V electronic states, and also a kinetic energy evaluation

for the emitted Auger electrons by Eexc(1s−1V ′) − Eexc(2p−2V ). Our multi configurational

state-averaged wave function includes all the three possible electronic states for a singly ionized

molecule with two holes in the S 2p shell. For the three molecules, the lower energy final

states found are related to open-shell configurations, in which the most relevant contains each

vacancy in a different S 2p orbital. The results for all the investigated molecular systems,

are in agreement with the experimental observations (Table 4.1). In thiophene and thiazole,

the calculations show that a core-excited intermediate state with an electron in the LUMO

S1s−1π∗ relaxes into a final state S2p−2π∗ with the energy around 360 eV with respect to the

ground state, whereas the intermediate state with an electron in the LUMO+1 S1s−1σ∗SC relaxes

into a final state S2p−2σ∗SC with energy close to 359 eV. Thus, our calculations demonstrate the

inversion of orbital order between the intermediate and the final states. The corresponding Auger

electron energies obtained from the calculations qualitatively reproduce the trends observed in

the experimental Auger spectra. Concerning the thiolane molecule, the intermediate state with

the spectator electron in LUMO+1 (S 1s−1 14a∗ for C2 and S 1s−1 16a
′∗ for Cs geometries) lead

to resonant Auger electron with lower kinetic energy compared with the excited state with the

spectator electron in LUMO (S 1s 12b∗ for C2 and S 1s 10a′′∗ for Cs geometries), which leads

to a resonant Auger electron with higher kinetic energy. In this case, the orbital order remains

unchanged as observed in the experimental data.
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Table 4.1: Experimental and theoretical excitation energies and Auger electron energies. Excitation

energies are given in electron-volts (eV) with respect to the ground state.

Molecule
Intermediate State Final State Excitation Energy Auger Electron Energy

Attribution Exp. Calc. Main Configuration Calc. Exp. Calc.

C4H8S (C2)

S 1s −→ 12b∗

2472.6 2475.29

S 2p−1
x 2p−1

z 12b∗ 356.25

2111.1

2119.04

(S 1s−1σ∗SC)
S 2p−1

x 2p−1
y 12b∗ 356.63 2118.66

S 2p−1
y 2p−1

z 12b∗ 356.71 2118.58

S 1s −→ 14a∗

2473.5 2475.91

S 2p−1
x 2p−1

y 14a∗ 357.76

2110.9

2118.15

(S 1s−1σ∗SC)
S 2p−1

x 2p−1
z 14a∗ 357.98 2117.93

S 2p−1
y 2p−1

z 14a∗ 358.14 2117.76

C4H8S (Cs)

S 1s −→ 10a′′∗

2472.6 2475.26

S 2p−1
x 2p−1

z 10a′′∗ 356.27

2111.1

2118.99

(S 1s−1σ∗SC)
S 2p−1

x 2p−1
y 10a′′∗ 356.64 2118.62

S 2p−1
y 2p−1

z 10a′′∗ 356.73 2118.53

S 1s −→ 16a′∗

2473.5 2475.92

S 2p−1
x 2p−1

y 16a′∗ 358.18

2110.9

2117.75

(S 1s−1σ∗SC)
S 2p−1

x 2p−1
z 16a′∗ 358.44 2117.49

S 2p−1
y 2p−1

z 16a′∗ 358.58 2117.34

C4H4S

S 1s −→ 4b∗1
2473.2 2476.10

S 2p−1
x 2p−1

y 4b∗1 360.01

2108.2

2116.09

(S 1s−1π∗)
S 2p−1

x 2p−1
z 4b∗1 360.09 2116.00

S 2p−1
y 2p−1

z 4b∗1 360.18 2115.91

S 1s −→ 8b∗2
2473.6 2476.44

S 2p−1
x 2p−1

z 8b∗2 358.47

2109.8

2117.97

(S 1s−1σ∗SC)
S 2p−1

x 2p−1
y 8b∗2 358.88 2117.56

S 2p−1
y 2p−1

z 8b∗2 359.10 2117.34

C3H3NS

S 1s −→ 5a′′∗

2472.6 2475.84

S 2p−1
x 2p−1

y 5a′′∗ 359.77

2107.2

2116.07

(S 1s−1π∗)
S 2p−1

x 2p−1
z 5a′′∗ 359.88 2115.96

S 2p−1
y 2p−1

z 5a′′∗ 359.95 2115.89

S 1s −→ 19a′∗

2473.2 2476.20

S 2p−1
x 2p−1

z 19a′∗ 358.58

2108.5

2117.62

(S 1s−1σ∗SC)
S 2p−1

x 2p−1
y 19a′∗ 358.96 2117.24

S 2p−1
y 2p−1

z 19a′∗ 359.18 2117.02

The comparison between the two aromatic molecules with thiolane, a saturated molecule,

suggests that the observed orbital order inversion is related to the conjugation character of

thiophene and thiazole. In order to reveal the role of conjugation effects, we applied the NBO

analysis for the ground, and the core ionized states S 1s−1 and S 2p−2, relevant for the analysis

of the intermediate and final states, respectively. The Lewis-like description for these states

enables the evaluation of the orbital interactions by the Second Order Perturbation Analysis of

the Fock Matrix. The analysis is limited to Hartree-Fock wave functions, which were applied

here whithin the IS-ROHF approach for the ionized states, and the stabilization energies values,
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∆E(2), quantify the results. We focused the analysis in terms of two relevant chemical concepts

which can be rationalized in the scope of the interaction between pairs of NBOs: the conjugation

effect, related to interactions between π-type orbitals, and the hyperconjugation effect, mostly

related to interactions between σ-type orbitals. Both effects are significant for stabilizing the

chemical structure in core excited states, and they can explain the change in the energy order

found for the two lowest excited states, when comparing the S 1s−1V’ and S 2p−2V states, in

thiophene and thiazole molecules.

The discussion on NBO interactions begins by the conjugation effect, where the π∗ orbital

plays the acceptor role. There are two lone pairs in the Sulfur atom: one with hybrid sp2

character (LP(1) S in NBO notation) and another one with pure p− character (LP(2) S), which

has the same orientation of the other π∗ orbitals. As should be expected, only the p−type

lone pair takes part in the interaction with the π∗ NBOs. Another important interaction in

thiophene comes from the bonding π (BD(2) (C-C)) and the alternate antibonding π∗ (BD*(2)

(C-C)) NBOs. A similar shape is also found for the interactions of the antibonding π∗ orbitals

(BD*(2) (C-C) and BD*(2) (C-N)) in thiazole molecule. The representation of these interactions

can be found in Figure 4.4.
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B B B B B

Figure 4.4: Natural Bond Orbitals representation of the Second-Order Perturbation interaction between

donor (in purple) and π∗ acceptor (in cyan) for (a, b) thiophene and (c, d, e, f) thiazole.

The stabilization energies ∆E(2) obtained for the most relevant interactions are presented in

Table 4.2. Starting from the ground state, the interactions between Sulfur p−type lone pairs and

antibonding π∗ NBOs quantify the effect of the stabilization by the aromatic character of both

molecules. This quantification highlights the importance of the pair interaction for the electronic

ground state’s chemical structure. The situation dramatically changes when considering the
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intermediate and final states, where the stabilization energy values noticeably decrease, implying

a reduction in the chemical structure stability in the core-ionized states. It means that the

conjugation effect becomes less effective. A similar behavior can be observed for the interaction

between alternate π and π∗ NBOs, where the stabilization energies also decrease from the

ground state to the final states. Moreover, the promotion of a core electron to the antibonding

π∗ orbitals should also contribute to the chemical structure destabilization once it lowers the

electronic conjugation and, therefore, the aromaticity of the heterocyclic molecules.

Table 4.2: Results from Second-order Perturbation Theory Analysis of Fock Matrix in NBO Basis. Stabi-

lization energies ∆E(2) for the conjugation interactions in eV. Symmetrically equivalent NBO interactions

are omitted due to redundancy.

Molecule
NBO Orbital Stabilization Energy ∆E(2)

Donor Acceptor Ground S 1s−1 S 2p−1
x p−1

z S 2p−1
x p−1

y S 2p−1
y p−1

z

C4H4S
LP(2) S BD*(2) (C1-C2) 1.753 1.090 0.990 0.995 0.992

BD(2) (C3-C4) BD*(2) (C1-C2) 1.197 0.801 0.401 0.412 0.438

C3H3NS

LP(2) S BD*(2) (C1-C2) 1.565 0.722 0.378 0.378 0.404

LP(2) S BD*(2) (C3-N) 2.447 1.005 0.565 0.567 0.602

BD(2) (C3-N) BD*(2) (C1-C2) 1.572 1.173 1.163 1.166 1.164

BD(2) (C1-C2) BD*(2) (C3-N) 1.023 0.828 0.743 0.749 0.746

Furthermore, the stabilization energies resulting from the interaction of the π∗ NBO orbitals

when interacting with the S sp2 lone pair orbital are negligible (∆E(2) <0.01 eV). The sp2 lone

pair LP(1) S has a perpendicular orientation to the π system of the molecule, meaning that the

interaction between these NBO pairs is minimal and is ineffective in stabilizing the ideal Lewis

chemical structure, even for the ground state.

Another insight can be achieved if one considers the hyperconjugation effects. In this case,

we focus our analysis on the orbital interactions where the pair of σ∗SC (BD*(1) (S-C)) NBOs

acts as acceptors. We found mainly two types of donor NBOs: the σ bond between carbon

and hydrogen atoms (BD(1) (C-H)) and between the adjacent carbon atoms (BD(1) (C-C)).

Taking the sulfur atom position as reference, it should be noticed that the interactions with σCH

NBOs can be geminal, when related to the nearest carbon atom, or vicinal, when from the next

neighbor carbon atom. Particularly for the thiazole molecule, we also have the equivalent of

these donors, by the Nitrogen lone pair (LP(1) N) and its σ bond with the related carbon atom
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(BD(1) (C-N)). The representation of all the mentioned interactions can be found in Figure 4.5.

B B B B B B B B B B B B B

B B B

Figure 4.5: Natural Bond Orbitals representation of the Second-Order Perturbation interaction between

donor (in purple) and σ∗
SC acceptor (in cyan) for (a-c) thiophene, (d-i) thiazole, (j-m) envelope thiolane

conformer and (n-q) twisted thiolane conformer.

The stabilization energies ∆E(2) for the most relevant σ−type interactions are presented in

Table 4.3 for all investigated systems. For the ground state, the major stabilizing interactions

come from the vicinal σCH NBOs. Including the intermediate and final states in the analysis, the
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stabilization energy values increase for all the selected NBO pairs. Consequently, we can assume

that the hyperconjugation effect surprisingly becomes more relevant to the chemical structure of

these heterocyclic molecules in core ionized states. Comparing over the different core ionization

levels, we also found that the interactions of the σ∗SC NBOs with its geminal σCC NBOs have the

smallest energetic contribution. In contrast, the nitrogen lone pair NBO (LP(1) N), exclusive

for the thiazole molecule, stands out with the highest stabilization energy values.

Table 4.3: Results from Second-order Perturbation Theory Analysis of Fock Matrix in NBO Basis.

Stabilization energies ∆E(2) for the hyperconjugation interactions in eV. Symmetrically equivalent NBO

interactions are omitted due to redundancy.

Molecule
NBO Orbital Stabilization Energy ∆E(2)

Donor Acceptor Ground S 1s−1 S 2p−1
x p−1

z S 2p−1
x p−1

y S 2p−1
y p−1

z

C4H4S

BD(1) (C1-H1) BD*(1) (S-C1) <0.010 0.118 0.292 0.309 0.302

BD(1) (C1-C2) BD*(1) (S-C1) <0.010 0.041 0.150 0.143 0.149

BD(1) (C2-H2) BD*(1) (S-C1) 0.210 0.303 0.460 0.460 0.462

C3H3NS

BD(1) (C1-H1) BD*(1) (S-C1) 0.010 0.113 0.274 0.290 0.284

BD(1) (C3-H3) BD*(1) (S-C3) 0.033 0.175 0.346 0.363 0.355

BD(1) (C1-C2) BD*(1) (S-C1) <0.010 0.051 0.166 0.157 0.164

BD(1) (C6-N) BD*(1) (S-C3) <0.010 0.059 0.150 0.145 0.150

BD(1) (C2-H2) BD*(1) (S-C1) 0.181 0.270 0.415 0.413 0.415

LP(1) N BD*(1) (S-C3) 0.691 1.088 1.739 1.746 1.751

C4H8S (Cs)

BD(1) (C1-H1) BD*(1) (S-C1) 0.017 0.147 0.363 0.378 0.374

BD(1) (C1-H3) BD*(1) (S-C1) 0.020 0.147 0.351 0.351 0.356

BD(1) (C1-C2) BD*(1) (S-C1) <0.010 0.087 0.233 0.228 0.235

BD(1) (C2-H4) BD*(1) (S-C1) 0.162 0.264 0.432 0.434 0.435

C4H8S (C2)

BD(1) (C1-H2) BD*(1) (S-C1) 0.019 0.148 0.356 0.362 0.363

BD(1) (C1-H1) BD*(1) (S-C1) 0.018 0.147 0.358 0.369 0.368

BD(1) (C1-C2) BD*(1) (S-C1) <0.010 0.090 0.235 0.228 0.235

BD(1) (C2-H4) BD*(1) (S-C1) 0.172 0.291 0.481 0.483 0.484

Our analysis shows that in aromatic molecules relaxation of a core-excited S 1s−1 state via

Auger decay to the final S 2p−2 state is accompanied by a significant drop of the stabilization

energy resulting from conjugation interactions of π-type and by the enhancement of stabilization

energy resulting from hyperconjugation interactions of σ-type. The combination of both stabi-

lization energy ∆E(2) trends is in line with the changes observed for the relative energy order
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of the π∗ and σ∗ inner-shell excited states, as observed for thiophene and thiazole molecules.

Although the stabilization energy ∆E(2) is a useful notion to describe the electronic structure

changes in aromatic molecules, it does not provide a quantitative comparison to the calculated

transitions energies at the same level of theory or to the experimental results. These energy

values do not have a direct physical comparable observable, and they are related only to the

NBO Lewis-like description of the chemical structure. An extensive investigation of the NBO

interactions and the application of the same analysis for a larger group of molecules is needed to

obtain more quantitative statements. A similar approach was successfully applied in the inter-

pretation of vibrational spectroscopic measurements by the evaluation of the hyperconjugation

effects in amide molecules.[174]

The ionization of inner-shell orbitals should differ from the valence ionization, in which

the electronic system can be rearranged spatially over the molecule to reduce the deficiency

of the negative charge. By the NBO analysis, the first valence ionization breaks the π bonds

and removes any electronic conjugation effect from the chemical structure of these molecular

systems. However, the core electrons removal outcome would be the increase of the effective

nuclear charge, primarily on the electrons located near the core ionized atom; i.e., the Sulfur

atom. Their electronic density would be tight to the nucleus and then the overlap between NBO

pairs involved in the electronic conjugation decreases while it increases for hyperconjugation

pairs. Our analysis shows that the core ionization, or even the core excitation, has a strong and

localized electrostatic character over the molecular electronic structure. The energy reorders of

the first two final states S 2p−2V in comparison with intermediate S 1s−1V states is a particular

behavior of inner-shell states created by a localized charge inequality.

4.4 Conclusion

The opportunity to conduct HAXPES experiments under state-of-the art conditions at GALAX-

IES beamline enabled us to perform high-resolution resonant Auger spectroscopy. The measured

resonant Auger Sulfur KL2,3L2,3 2D maps for thiophene and thiazole show the inversion of the

energy order of the two lowest core-excited states between the intermediate (S 1s−1V’) and the fi-

nal (S 2p−2V) states. This effect is absent in the similar measurements in thiolane, the saturated

analog of thiophene. We applied high-level quantum-mechanical calculations to understand this
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behavior. The intensities and excitation energies for the core-excited states and the excitation

energies of the final states were obtained by applying the IS-CASSCF method. This multi con-

figurational approach recovers important effects of relaxation and electronic correlation through

a self-consistent procedure. We also obtained the kinetic energies of the Auger electron from the

calculated final and intermediate states’ excitation energies. For the conjugated molecules, the

two lowest S 1s−1V’ excited states are assigned to the core electron promotion to the π∗ and

σ∗SC orbitals, respectively. Our calculations agree with the measurements in the three molecules

studied. It reproduced the inversion in the two lowest states’ energy levels between the excited

and final states in thiophene and thiazole, as well as the absence of this effect in thiolane.

In order to reveal the effect of electronic orbital interactions, we performed NBO analysis

for the ground, and the core ionized states S 1s−1 and S 2p−2, relevant to the S 1s−1V excited

and S 2p−2V final states. The NBO analyses allowed us to give a chemical description for the

behavior observed in thiophene and thiazole 2D maps since the conjugation effect presents itself

as a clue in explaining the reason for the observed phenomenon. The second-order perturbation

analysis of the Fock matrix allow us to obtain the stabilization energy (∆E(2)), which provides

qualitative information on the orbitals pair interactions. The observed inversion of the orbital

order is attributed to the electronic conjugation and hyperconjugation effects, which contribute

to the chemical structure stabilization. Our calculations reveal a strong interaction between

the pure S p-type lone pair and the antibonding π∗ orbital from the ring in the ground state.

A drastic downtrend in ∆E(2) occurs in the core-ionized states S 1s−1 and S 2p−2, meaning a

decrease in the stabilization of the chemical structure of the thiophene and thiazole molecules

following the Auger decay. The opposite trend was found for hyperconjugation interactions,

between the pairs of σCH and σCC orbitals with the antibonding σ∗SC orbital.

Therefore, a combination of both trends provides a chemical interpretation of the observed

inversion of the orbital order in aromatic molecules undergoing resonant core-excitation and

Auger decay. The described effect is specific to the conjugated heterocycles since it emerges

from the interaction between the lone pair of the heteroatom and the π−system in the aromatic

ring. The discovered phenomenon has been recently observed in polythiophene (as presented

in the Chapter 5) and, thus, is not limited to isolated molecules. This effect is expected to be

general for other conjugated heterocycles as well as for larger conjugated systems like polymers.
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Introduction

Ultrafast processes are commonly investigated performing laser pump-probe experiments. Briefly,

a laser pump pulse excites the target system, and a probe pulse tracks its temporal evolution

as a function of the delay between the two pulses. So, the measurement is carried out in the

time domain. Recently, pulse compression in the extreme ultraviolet down the subfemtosecond

timescale has been demonstrated, allowing studies on electron delocalization in small molecules.



[41, 42] Notwithstanding that this tool is used to measure processes on the timescale of hundreds

of attoseconds in molecules, the optical laser pulses experiments typically last several femtosec-

onds for studies on more complex systems such as conjugated organic molecules. Alternatively,

the CHCS can be applied to obtain information on dynamical processes. The CHC method is

based on core-level excitation and decay with an intrinsic time scale based on the lifetime of the

intermediate (core-hole) state. So, in this case, the measurements are performed in the energy

domain. Furthermore, core electrons are involved, enabling the atomic specificity singular to

core spectroscopies. The lifetime of the intermediate state is in the order of few femtoseconds or

even hundreds of attoseconds. Electron delocalization in organic semiconductors usually occurs

at ultrafast electron dynamics on time scales of few femtoseconds. Therefore, CHC is a desirable

approach in the study of electron-transfer dynamics in conjugated organic molecules.

Conjugated organic molecules have been widely studied in materials sciences in the past years

since it was discovered in 1977 the polymers’ conductive properties. [175] Briefly, the electric

conduction is formed by the π−electrons delocalized over several carbon atoms along the poly-

mer backbone. Organic semiconductors allow for solution-based fabrication, enabling low-cost,

low-weight, flexible, and more sustainable materials. Thiophene-based conjugated polymers such

as polythiophene (PT) are particularly relevant for application as semiconducting polymers due

to their stability in several redox states and their optical, mechanical, and electronic properties.

Alkyl side-chains, among which hexyl chains, have been added to PT to make it soluble in organic

solvents. The PT analog with hexyl chains is P3HT (poly(3-hexylthiophene)). The presence of

the side chains plays a major role also in the polymer organization, which influences changes

in the properties of the material, such as the charge transport. Due to these characteristics,

this class of materials can be applied in electronic devices and photonics. Among the numerous

examples of devices are organic field-effect transistors (OFETs), span LEDs, and organic photo-

voltaics (OPVs). [176–178] An important characteristic of the OPVs is charge transport, which

represents one of the significant limitations for their performances. [179] In detail, the charge

transport in OPVs is linked to the electron transfer between neighbor molecules. Note that the

electron transfer to neighboring molecules is generally referred to as charge transfer in several

studies involving electron dynamics on semiconducting polymers.

Ultrafast electron dynamics phenomenon was reported in studies on thiophene-based oligomers

and polymers using resonant Auger electron spectroscopy, one of the CHC techniques. Recently,
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a work performed RAS measurements at the carbon K-edge in the polycrystalline oligothio-

phene thin-film series quaterthiophene (T4), quinquethiophene (T5), and sexithiophene (T6)

to investigate the effect of the oligomer length on ultrafast electron transfer times [180]. The

most considerable ultrafast charge transfer rates were observed for T5 around three times higher

compared with the T6. The manifestation of the odd/even effect is suggested to explain these

differences in the charge transfer rates. The effect of structural periodicity on the conduction

properties was explored using an example of conjugated polythiophene polymers [181]. Interest-

ingly, despite the periodic structure and extended electronic states across the polymer chain, no

signature of electron delocalization using resonant Auger spectroscopy has been observed in the

powdered samples. However, a subsequent study of the same polymer deposited on a substrate

as a thin film revealed electron delocalization in the low-femtosecond regime [59]. The possible

interpretation of this effect relates the observed electron dynamics to the interaction between

the polymer chains in the highly ordered films. This hypothesis was further corroborated by the

studies in poly(3-hexylthiophene) [60] and poly(bithiophene) [182] showing a correlation between

the conductive properties of the material and its morphology: highly oriented configuration fa-

vors a more efficient electron delocalization process. However, further studies are required to

clarify the mechanisms responsible for this correlation.

We investigated ultrafast electron dynamics in PT and P3HT thin-film polymers deposited

onto an ITO (indium tin oxide) substrate coated glass. We performed resonant Auger electron

spectroscopy measurements at two different angles of the photon beam incidence to the samples,

10◦ and 70◦, which will be referred to as measurements at grazing and normal photon beam

incidence to the samples. P3HT thin films were characterized by XRD and AFM measure-

ments to obtain information on orientation and thickness. P3HT thin-films exhibit a strong

angular dependence evidenced by the difference of relative intensities of the spectator Auger

contributions resulting from resonant excitation to π∗ and σ∗ molecular orbitals depending on

the incident photon beam angle with respect to the surface sample. This behavior is due to rel-

atively well-organized polymer chains in the film. In contrast, for PT, weak angular dependence

was observed. Our results suggest that the spectator electron delocalizes mainly from the σ∗

(LUMO+1) for both studied cases. Moreover, a hint of an additional delocalization pathway

from the π∗ (LUMO) is observed for P3HT. Furthermore, we obtained the charge transfer rate

for both cases. Theoretical calculations are necessary to get information on the mechanism of

electron delocalization.
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This work was performed in collaboration with Prof. Dr. Maria Luiza Rocco, full professor

at Instituto de Química, Universidade Federal do Rio de Janeiro (Brazil), who provided the PT

samples and the expertise for polymers measurements. The P3HT film preparation, character-

ization by XRD and AFM was performed in collaboration with Dr. Laure Fillaud, maître de

conferences at LISE, Sorbonne Université.

5.1 Formalism

5.1.1 Electronic Structure of Semiconducting Materials

Essentially, a polymer backbone comprises a large number of repeated units of molecules named

monomers. The electric properties and the conductivity in a material are directly related to

its electronic structure. For metals, the atomic orbitals overlap with equivalent orbitals of

neighboring atoms in all directions, creating continuous molecular orbitals proportional to the

number of atoms involved. This effect gives rise to an energy band responsible for the conductive

properties of metals. The so-called semiconducting polymers are π−conjugated polymers. Their

electronic structure originates from the sp2pz hybridized wavefunctions of the carbon atoms in

the repeat unity. These chemical systems are described in terms of the energy bands that

arise from the bonding and anti-bonding energy levels related to the σ−bonds between adjacent

carbon atoms created from the sp2 wavefunctions and the orthogonal π−bonds that originate

from the pz wavefunctions. Despite the σ−bonds maintain the structure together, the π−bonds

are the heart of the properties that characterize conjugated polymers as semiconductors. A

pictorial representation of the band diagram for π−conjugated polymers is shown in Figure 5.1.

The wavefunctions of the π−bands are linear combinations of the pz orbitals from the car-

bon atoms in each repeat unit. In the one-electron approximation, where the electron-electron

Coulomb interaction is neglected, the number of sub−π−bands is determined by the number of

carbon atoms in the monomer of the polymer. These bands have similar behavior as the energy

bands in metals leading to electron delocalization along the polymer’s backbone. This electronic

delocalization provides a kind of "path" for charge mobility along the backbone of the polymer

chain. In other words, the explanation for the semiconductor characteristic of organic polymeric

materials lies in the conjugated structure of its monomers. Because of this characteristic, when

the polymer is formed, the orbitals are extended along the polymer chain, acting equivalently to
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Figure 5.1: Pictorial representation of the band diagram for π−conjugated polymers. Adapted from

[183].

the formation of the valence band in inorganic semiconductors. [183]. The extent of the system

and its interactions are crucial for the electronic structure of the film, which in turn controls

key parameters for its application in materials science, such as molecular absorption and optical

emission, redox characteristics, among others.

5.1.2 Charge Transfer Rate

In Section 1.3, we introduced the core-excitation and its subsequent relaxation processes. In the

photoexcitation of a target chemical system, the electron is promoted to an unoccupied molecular

orbital. During the excited-state lifetime, this promoted electron might remain localized in the

vicinity of the core-hole. In other words, the molecular orbital’s wavefunction where the excited

electron is placed overlaps with that of the core-hole. In the electron transfer process, the

promoted electron delocalizes, i.e, transfers away from the core-hole. In this case, the overlapped

wavefunction drops to zero leading to a quenching of the resonant channels (participator and

spectator) in the decay of the intermediate state. Then, the decay channel converges to normal

Auger decay, leading to a two-hole final state configuration. The quenching of the resonant

channels represents, in this way, a signature of dynamic electron transfer.

The charge transfer rate can be defined as the characteristic time required for the promoted

core electron to delocalize to a neighbor system and is given in relation to the lifetime of the

core-excited state, τCH . The necessary conditions for observing charge transfer dynamics are
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the strength of the intermolecular electronic coupling and the relative (local) energy levels. If

one assumes the electron transfer to a neighbor molecule as a tunneling process with exponential

probability as a function of time, one can directly compare this process with the core-hole decay

rate, which is also described by an exponential probability. Here, it is assumed that the two

processes are independent. [47] According to Fermi Golden Rule, the electron delocalization and

Auger decay can be treated as first-order processes (Equation 5.1).

dN(t)

dt
= −Γ

ℏ
N(t) (5.1)

where dN(t)/dt is the decay rate, ℏ/Γ is the characteristic time for the decay (ℏ/Γ ≡ τ), Γ is

the lifetime width of the process, and N is the set of identical core-excited states. A solution

for Equation 5.1 is given by Equation 5.2.

N(t) = N0e
−t/τ (5.2a)

N(t) = N0exp

(
−ℏ
Γ
t

)
(5.2b)

where N(t) is the number of systems left in the excited state at time t and N0 is the set of

decaying systems at an arbitrarily chosen time zero. Therefore, the Equation 5.2 gives the

information about the systems which remain in the excited state upon the decay time t. The

time-dependent decay event probability, P (t), for the decay events to occur for times less than

or equal to a given time T can be obtained by the integral of the ratio between the Equation

5.1 and N0 over that time T (see Equation 5.3).

P (t) = 1−
∫ T

0

Γ

ℏ
exp

(
−Γ

ℏ
t

)
dt (5.3)

Since the resonant decay channel and the charge transfer channel compete, the ratio of the

total numbers of events through the two channels has to be considered. Measuring a spectrum

corresponds to T → ∞. From the combination of the possible events, one can obtain the

Equation 5.4 (see reference [47]).

PCT
CH =

ΓCT

ΓCH + ΓCT
(5.4)

where ℏ/ΓCH and ℏ/ΓCT are the characteristic times for the core-hole decay and charge transfer,

respectively. ΓCH is the lifetime width of the core-hole, and ΓCT is the lifetime width of the
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charge transfer. These widths are proportional to the measurable spectral integrated intensities

I. Therefore, one can write the Equation 5.5a.

ΓCT

ΓCH + ΓCT
=

IAuger

IAuger + Ires
(5.5a)

ℏ
τCT

ℏ
τCH

+ ℏ
τCT

=
IAuger

IAuger + Ires
(5.5b)

where Ires is the intensity of resonant spectator decay spectral contribution and IAuger corre-

sponds to the decay where final state configuration is 2h similar as in the normal Auger decay,

respectively. The Equation 5.5b can be written as presented in Equation 5.6 for the charge

transfer rate, τCT . [47, 184]

τCT =
Ires
IAuger

τCH (5.6)

We obtained the charge transfer rates for our studied polymers. Note that this quantity does not

directly describe the transfer time, which can be much faster. The τCT is rather a characteristic

of the conduction properties of the polymer and describes the possibility of an electron to

delocalize from the initially excited orbital to where the excited electron is being transferred to.

5.2 Experimental Details

5.2.1 Sample Preparation

Commercial polymers from Sigma-Aldrich® have been used throughout this study [185]. The

P3HT polymer depositions in this work were done by spin-coating 0.5 wt% (5 mg/ml) regioreg-

ular P3HT solution in chloroform (CHCl3) on ITO substrates with 1500 - 2000 revolutions per

minute (rpm) spin frequency. In this method, a small pump maintain the substrate on its holder

without mechanical constraint by aspiration. A small amount of the polymer in solution is de-

posited on the substrate. Then, the high-speed rotation spreads evenly the polymer solution on

the substrate and enables the uniform evaporation of the solvent. This method is typically used

for deposition of thin and uniform layers on small substrates in the order of a few square cen-

timeters. One can consider a film to be thin, ranging from 10 nm to a few hundred nanometers.
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In particular for P3HT, the π−stacking of the polymer chains occurs during the solvent evapo-

ration process. It was evidenced by changing in color from orange to purple, which is induced

by the formation of well-ordered P3HT aggregates. PT film was prepared by the potentiostatic

deposition method on ITO substrate and the thickness was controlled by time deposition.

5.2.2 Atomic Force Microscopy Characterization

The polymer films thickness was determined using Atomic Force Microscopy (AFM) scratching

measurements. The results are presented in Figure 5.2. Essentially, the AFM tip is scanned

under strong loading forces to remove the film, leaving deep trenches in the sample. The deepness

of this trenches are obtained and then, thickness of the film is known. In detail, a 5 µm x 5 µm

P3HT pristine was imaged (Figure 5.2a). Then, the pristine was scratched using an AFM tip

in contact mode by applying a force1 (Figure 5.2b), and we find a thickness of 33 nm (Figure

5.2d). A force2, was applied (Figure 5.2c) where force2 > force1 to assure that the bottom

of the layer was reached and a similar thickness of 34 nm was found (Figure 5.2e). Since the

thickness of thin-films range from few nanometers up to around 100 nanometers our samples

can be considered as thin-films.
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Figure 5.2: Images of the scratching of P3HT sample by AFM to determine the sample thickness. 5.2a:

pristine P3HT sample. 5.2b: first scratch on the sample by a loading force1. 5.2c: second scratch on the

sample by a loading force2, where force2 > force1. The panels 5.2d and 5.2e shows the depth of 33 nm

and 34 nm, resulting from the scratch using force1 and force2, respectively.

5.2.3 Resonant Auger Electron Spectroscopy Measurements

The measurements were performed at Synchrotron SOLEIL at GALAXIES beamline. The

samples were mounted on a standard omicron-type stainless steel plate (18 mm x 15 mm) using

conducting carbon tape to glue the sample on top of the plate. We added this carbon tape also

on the sides (Figure 5.3), so that the tape touched both plate and sample. This procedure was

performed to minimize sample charging, typical for organic semiconductors samples.

The resonant Sulfur KL2,3L2,3 Auger electron spectra were recorded as a function of photon

energy using the HAXPES spectrometer. We tuned the photon energy with 0.1 eV step from

2468.0 eV to 2485.0 eV. The electron kinetic energy window used for the experiments was 2097.0

eV to 2125.0 eV. For each photon energy, a RAS spectrum was measured at different non-

overlapping points across the sample. The sample was constantly moved during measurements.

This scan procedure was applied to avoid radiation damage. We plotted the spectra in the form

of two-dimensional (2D) maps, which highlights the qualitative difference in the behavior of

the spectral lines. We performed the measurements at two different angles of the photon beam

incidence with respect to the sample surface. The measurements at the 10◦ angle is further
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Figure 5.3: Photography of the two samples used in this work. The samples were glued in a stainless steel

plate with conducting carbon tape. A small piece of the same carbon tape was glued around the samples

in a way to contact both the films and the plate. This procedure was done to avoid sample charging.

considered as grazing incidence and the 70◦ angle represents the conditions of normal incidence.

The spectra were collected with a pass energy of 200 eV. The slits of the beamline monochro-

mator were set to 400 µm yielding a total resolution of 0.31 eV. Both the pass energy and the

slits were kept fixed during all measurements. We calibrated the kinetic energy scale through

the known Au 4f7/2 photoelectron line (EB = 84.0 eV) [186] measured with the same experimen-

tal parameters. The photon energy was calibrated using the absorption spectrum measured by

Arantes et. al. [59] as the reference. The resonant Auger spectra were fitted by multiple Voigt

profiles using the SPANCF macro package. [100]

5.3 Results and Discussion

The resonant Sulfur KL2,3L2,3 Auger 2D maps for PT and P3HT thin-film polymers measured

at grazing incidence and at normal incidence are shown in Figures 5.4 and 5.5. In detail, the

2D maps present the Auger electrons’ kinetic energy as a function of the photon energy. The

peak intensity is represented by the color scale. The kinetic energy of the normal Auger lines

equals 2111 eV and is independent of the photon energy. This behavior is observed at the photon

energies from around 2474 eV and above.

For photon energies below 2474 eV, we observe the dispersive behavior of the electron kinetic
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Figure 5.4: Resonant KLL Auger two-dimensional maps at sulfur 1s for PT. Left: for grazing incidence.

Right: for normal incidence. Similar intensities for π∗ and σ∗ resonances in both maps.

Figure 5.5: Resonant KLL Auger two-dimensional maps at sulfur 1s for P3HT. Left: grazing inci-

dence. Right: normal incidence. The intensity of σ∗ resonance is stronger than π∗ resonance for normal

incidence measurement.

energy with the photon energy, characteristic of the spectator Auger decay channel. The features

at photon energy around 2472 eV, at kinetic energy around 2105 eV and 2112 eV, correspond

to, respectively, the 1S0 and 1D2 configurations of the 2p−2V final state, where V is the valence

orbital populated by the spectator electron. The two main features labelled in each map as

π∗ and σ∗ correspond to the promotion of the S 1s electron to the π∗ (LUMO) orbital and to
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the σ∗ (LUMO+1) orbital and decay to the 2p−2π∗ and 2p−2σ∗ final states, respectively. So,

the excitation energy of the core-excited states is 2471.7 eV for 1s−1π∗ state and 2472.6 eV

for 1s−1σ∗ state, whereas the Auger electron kinetic energy for the final states are 2112 eV for

2p−2π∗ state and 2115 eV for 2p−2σ∗ state.

For the case of electron delocalizing from the LUMO or (LUMO+1), one can expect an

additional contribution in the Auger spectrum at the kinetic energy of 2111 eV. This feature is

labelled in Figures 5.4 and 5.5 as ET (electron transfer). Note that the kinetic energy of the

additional contribution related to the electron delocalization is the same as of the normal Auger

line since the electron transfer causes the quenching of the resonant channels leading to a final

state configuration equivalent to the normal Auger decay. Another feature is observed in P3HT

measured at grazing incidence (Figure 5.5, left panel), around the photon energy of 2471.9 eV

and the kinetic energy of 2110 eV. This feature, labelled as HL, appears at the photon energy

close to the resonant excitation of the π∗LUMO orbital and might be related to shake-up of an

electron from HOMO to π∗LUMO.

We start our discussion by the angular dependence of relative in intensities of the two main

resonant features. If the investigated material has a regular structure, with the molecules ordered

with respect to the surface of the material, we should observe differences in intensity between the

1s−1π∗ and the 1s−1σ∗ core-excited states. This difference in intensity is a result of the different

overlap between the polarization vector for the electric field E⃗, which is perpendicular to the

propagation direction of the incident radiation beam and the orientation of the antibonding

orbitals π∗ and σ∗. Therefore, the greater the overlap between E⃗ and the antibonding orbital,

the greater the intensity at the corresponding resonance. The intensities of both resonances on

PT 2D maps (Figure 5.4) did not reveal a strong angular dependence. In contrast, a strong

angular dependence has been observed for P3HT samples (Figure 5.5), suggesting that P3HT

can be considered better organized compared to PT. P3HT is known to undergo self-organization

with formation of lamella structure of 2D sheets formed by interchain stacking [187]. There are

two main possible orientations of the polymeric chains of P3HT with respect to the surface of

the substrate (see Figure 5.6): edge-on and face-on [188]. Edge-on orientation is characterized

by the lamella sheets placed perpendicular to the substrate, whereas in face-on orientation the

lamella sheets are parallel to the substrate.

The angular dependence observed in our measurements on P3HT suggests the dominance of

98



CHAPTER 5. ELECTRON DYNAMICS IN SULFUR-BASED POLYMERS USING
CORE-HOLE CLOCK SPECTROSCOPY

Figure 5.6: Pictorial representation of the two main possible orientations for the P3HT thin-films: (a)

edge-on orientation, where the polymer chains are placed perpendicular to the substrate and (b) face-on

orientation, where the chains are placed parallel to the substrate surface.

the face-on orientation. In our experiment the directions of the photon beam and of the light

polarization vector E⃗ are fixed in the horizontal plane. For angle-dependence studies we can

rotate the sample around the vertical axis. Under the grazing incidence conditions polarization

is perpendicular to the sample surface, whereas for the normal incidence polarization is parallel

to the substrate (see Figure 5.7). If we assume a face-on orientation of P3HT as shown in

Figure 5.6b, then grazing incidence geometry provides favourable conditions for excitation of

the π∗ orbital, whereas normal incidence geometry should provide dominant excitation of the

σ∗ orbital. This is exactly what we observe in our P3HT 2D maps (Figure 5.5). The relative

intensity of the π∗ resonance is higher for the grazing incidence geometry, and the intensity of

the σ∗ resonance is significantly enhanced for the normal incidence geometry.

The preferential orientation depends on the conditions of the sample preparation and on the

regioregularity of the P3HT [187]. According to our preparation method, we can expect face-on

orientation of our P3HT films. In previous works, X-ray Diffraction (XRD) was employed for

a systematic study of the orientation of the P3HT conjugate plane in films prepared by spin

coating of P3HT in chloroform solutions as a function of the rotational spin-coating frequency

and the solution concentration [189]. According to this study, the film preparation using the same
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Figure 5.7: Pictorial representation of the measurements at different angles of photon incidence. We

represented the sample by the stick structure of the P3HT polymer. 5.7a: 10◦ of the photon beam incidence

to the sample (grazing incidence) and 5.7b: 70◦ of the photon beam incidence to the sample (conditions

of the normal incidence).

experimental conditions as ours correspond to formation of face-on (plane-on) orientation. In a

second study, P3HT samples prepared by spin-coating 0.5 wt% in chloroform, were characterized

by grazing incidence XRD [190]. In this configuration XRD is mostly sensitive to crystallographic

planes non-parallel to the sample surface. The corresponding XRD spectrum confirms face-on

orientation in the as-spun sample. We characterized the P3HT sample by XRD using Cu Kα

source (about 8 keV photon energy) in the symmetric θ/2θ geometry scanning the 2θ angle

in the range from 5◦ to 90◦. Our characterization agrees with the previous XRD studies on

P3HT films prepared using a protocol similar to ours: the dominance of the face-on structure,

evidenced by the features related to the interchain π − π stacking.

Back to the resonant S KL2,3L2,3 Auger electron spectra, we analysed each individual spec-

trum from the maps. In Figure 5.8, we show a set of spectra selected from the PT 2D map

recorded at grazing incidence as an example. We observe an evolution of the resonant Auger

spectra with the photon energy. At hν = 2471.7 eV the spectrum is dominated by the π∗(LUMO)

resonance (Figure 5.8a), at higher photon energies the contribution of the σ∗(LUMO+1) res-

onance increases and becomes dominant at hν = 2472.6 eV (Figure 5.8c). A small peak at

the kinetic energy of 2111 eV, labelled as ET and attributed to electron transfer to a neighbor

molecule, can be observed in all the panels. Its contribution enhances significantly at the photon

energies above the σ∗ resonance (Figure 5.8d). As the photon energy approaches 2474 eV, the
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ET peak merges into a normal Auger line (Figure 5.8f). Similar analysis was performed for all

the measurements. It is important to point out that the resonant Auger spectrum consists of

three multiplet lines corresponding to the 1S, 1D, and 3P terms of 2p2 final state. So, the peaks

labelled as 1S0 correspond to the 1S multiplet lines.

Figure 5.8: Fitted resonant KLL Auger spectra at sulfur 1s for PT measured at grazing incidence.
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Results of the fitting allowed us to plot the peak areas as a function of the photon energy

(Figure 5.9). Remarkably, in PT (Figures 5.9a and 5.9b) the area of the ET peak (yellow

symbols) becomes substantial only at the photon energies close to the resonant excitation of σ∗

orbital (hν = 2472.6 eV). It reaches a local maximum around hν = 2473.2 eV, and then shows a

further enhancement above hν = 2474 eV, corresponding to the onset of the normal Auger line.

In P3HT (Figure 5.9c) the ET peak area is substantial already at the photon energies around

the resonant excitation of the π∗ orbital (hν = 2471.7 eV). In normal incidence measurements

(P3HT 70◦) the ET peak area exhibits a local maximum around hν = 2472.8 eV, at the photon

energy slightly above the σ∗ resonant excitation. Further increase of the photon energy leads to

the drop of the ET peak area followed by enhancement related to the onset of the normal Auger

line. Our observations indicate that the appearance of the ET peak related to electron transfer

is correlated with the resonant excitation of the σ∗ orbital.

Figure 5.9: Areas from π∗, σ∗ and ET as a function of the photon energy for PT (5.9a: grazing incidence

and 5.9b: normal incidence) and P3HT (5.9c: normal incidence).

Previous studies employing RAS to investigate ultrafast electron dynamics in PT thin films

on ITO suggested the interchain electron transfer pathway [59]. This interpretation is based on

the former work by Ikeura-Sekiguchi and Sekiguchi [181], where resonant Auger spectroscopy

measurements were performed to identify closely lying states, not resolved by XAS on PT pow-
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dered samples. Although this work did not directly discuss electron dynamics, an important

observation can be made: RAS spectra did not indicate the presence of electron transfer dy-

namics. In contrast, Arantes et. al. [59] observed electron transfer dynamics on the PT films.

Considering that interchain interactions should be weak in powders since they are amorphous,

whereas in a thin-film such interactions should be present, the available pathway for electron

transfer should be between the polymer layers. However, in such studies it was not possible to

obtain information from which orbital the electron delocalizes. We observed from our analy-

sis on PT 2D maps that the maximum of the ET peak has energy close to the σ∗ resonance,

suggesting that the transferred electron delocalizes from the σ∗ (LUMO+1) molecular orbital.

In the P3HT films, which exhibits a better organized structure, an additional mechanism of

electron delocalization in the π−π stacking direction becomes possible. This may be the reason

for an observable ET peak around the π∗ resonance.

In addition, the curve fitting analysis enabled us to obtain the charge transfer rate, τCT, as a

function of photon energy applying the Equation 5.6. In detail, Ires is the area of the σ∗ resonant

Auger line and IAuger is the area of the labelled ET peak in the resonant Auger spectrum. The

natural lifetime of the S 1s core hole τCH = 1.27 fs [191]. We obtain similar curves for PT and

P3HT measurements (Figure 5.10). The electron delocalization time varies on the order of 1

fs to 3 fs at the photon energies close to the σ∗ resonant excitation. The obtained values are

comparable to the S 1s core hole lifetime τCH. The τCT describes the probability of an electron

to delocalize from the initially excited orbital to where the excited electron is being transferred

to. Therefore, we can assume that this parameter should depend on 1) whether the electron is

excited to the σ∗ or π∗ orbital and 2) whether the delocalization occurs along the polymer chain

or through the π − π stacks. From our analysis, we suggest the σ∗ (LUMO+1) as the orbital

from which the spectator electron delocalizes, transferring to a neighbor system. Following the

selection rules, one can assume that the electron transfers from σ∗ to a π∗ orbital. However,

theoretical calculations must be performed to the obtain further information on which π∗ orbital

the electron delocalizes, along or at the next polymer chain.
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Figure 5.10: Electron transfer rate in fs as a function of the photon energy for PT measured at 10◦ and

70◦ (green and blue squares, respectively) of photon incidence and for P3HT measured at 70◦ of photon

incidence (pink squares). The error bars are derived from the standard deviation of the spectral curve

fitting.

5.4 Conclusion

The access to the state-of-the-art in terms of the photon energy resolution on the GALAXIES

beamline enabled us to conduct resonant Auger electron spectroscopy in the tender X-ray photon

energy domain under the so-called Raman conditions, where the total experimental resolution

is narrower than the natural lifetime broadening of the core-excited state. Such conditions

allowed us to study ultrafast electron dynamics using the core-hole clock spectroscopy, CHCS,

in which the main idea is to use the lifetime of the core-excited state as a timer to obtain

information on the studied system’s dynamics. Applying the CHCS, we investigated ultrafast

electron dynamics in PT and P3HT thin-films deposited onto ITO substrate using resonant

Auger electron spectroscopy, one of the CHCS techniques. The measurements were carried out

at two different photon incidence angles to the substrate surface: at 10◦, corresponding to the

grazing incidence, and at 70◦, which stands for the conditions of normal incidence. Our samples
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are assumed to be thin-films, which was confirmed by AFM characterization.

We recorded each resonant Sulfur KL2,3L2,3 Auger spectrum by tuning the photon energy

in small steps from below resonances to above the ionization threshold. The spectra were

presented as 2D maps, highlighting the qualitative difference in the spectral lines’ behavior.

The PT thin-films did not show strong angle dependence whereas the P3HT films exhibits

stronger angle dependence, observed by the difference in the intensities of the 1s−1π∗(LUMO)

and 1s−1σ∗(LUMO+1) states for grazing and normal incident measurements. This dependence

suggests a well-organized P3HT film with its lamella sheets placed at face-on orientation. Since

the P3HT film orientation strongly depends on the preparation method, we performed XRD

measurements to assure the face-on orientation in our samples. The results agree with the

literature for P3HT thin-films prepared in similar conditions as ours, confirming the face-on

orientation for our P3HT thin-films.

From the PT maps measured at both incidence angles to the sample surface and from P3HT

maps measured at normal incidence, we observed an additional contribution appearing at the

kinetic energy of the normal Auger lines. This feature is related to the electron delocalization

since the final state configuration has two-holes similar to the normal Auger decay final state’

configuration. We performed curve fitting analysis of the individual spectra from the 2D maps,

which enabled us to plot the peak areas related to the states where the spectator Auger electron

is at π∗ and σ∗ molecular orbitals as well as the peak areas of the feature related to the electron

transfer as a function of the photon energy. We observed the maximum of the electron transfer

peak close in energy to the top of σ∗ resonance for the PT measurements (at 10◦ and 70◦ of the

photon beam incidence with respect to the sample) and for the P3HT measurements at 70◦ of

photon incidence. This result suggests the electron being transferred from the σ∗ (LUMO+1)

orbital. In P3HT, our analysis showed an indication of the electron being transferred also from

the π∗ (LUMO), suggesting this additional transfer pathway.
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We obtained charge transfer rates, τCT , by the ratio of the spectator (σ∗) and electron

transfer peak areas multiplied by the S 1s core-hole lifetime (τCH). We plotted the obtained

values as a function of the photon energy. We obtained similar curves for both PT and P3HT

analysis. We observed values comparable to τCH at photon energies close to the σ∗ resonant

excitation. The τCT is interpreted as the probability of the electron to delocalize from the

initially excited orbital. Therefore, one can have two considerations. First, which molecular

orbital the core-electron is promoted to. Second, whether this electron delocalizes along the

polymer chain or through the π − π stacks between chains. From our experimental analysis,

one can suggest the electron transferring from the σ∗ (LUMO+1) orbital. However, theoretical

support is necessary to obtain determine in which direction the transferred electron delocalizes.
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6
Conclusions and Outlooks

In this thesis, we have demonstrated the potential of HAXPES end-station installed at the

GALAXIES beamline of the SOLEIL synchrotron facility. This set-up enabled us to perform

photoexcitation and photoionization experiments under state-of-the art conditions in terms of

photon and electron energy resolution. Such conditions allowed us to carry out electron spec-

troscopy measurements aiming to study complex phenomena which could not be performed in

hard X-rays few years ago.

We addressed our first investigations to atomic systems in gas phase. The advance in bril-

liance of the synchrotron sources combined with the instrumental development of the spectrome-

ters enabled experimental investigations of quite small cross-section processes, specially in tender

to hard X-ray regime. The access to these state-of-the-art experimental technologies enabled us

to perform photoionization of shells far above their thresholds in rare-gas atoms. We measured

the ratio of the photoionization cross-section of the spin-orbit doublet components for Argon

and Xenon rare-gas atoms. The investigation enabled us to experimentally confirm the predic-

tions that the branching ratio of the spin-orbit components’ photoionization cross-section never

approaches the statistical value (l+1)/l for a given subshell nl due to relativistic effects. Second,

we found that the resonances just below the photoionization threshold couple differently to each

spin-orbit doublet component. A third result is related to the interchannel coupling effects on

the intensity of the spin-orbit doublet branching ratio in a wide energy range of about two keV.

In the photoionization process, the interchannel coupling is a manner to describe the electron

correlation in the final state. The interchannel coupling can significantly influence the photoion-

ization cross section or the angular distribution of the emitted photoelectrons, in particular,

close to deeper ionization thresholds. The study of the interchannel coupling between the con-

tinua of two spin-orbit split levels explicitly probes the manifestations of relativistic effects in

the photoionization process, since the effect owes to relativistic interactions. This phenomenon



has been studied for several atoms. However, such studies are restricted to the channels of the

spin-orbit doublet. Recently calculations of the photoionization cross section of Xe 5p, 5s, 4d,

4p, and 4s levels in the vicinity of the Xe 3d thresholds were performed in collaboration with

Prof. Dr. Steven Manson. The predictions showed that interchannel coupling also significantly

affects these outer shell cross sections via interchannel coupling. We intend to perform further

experimental investigations on interchannel coupling at the Xe 5p, 5s, 4d, and 4s cross sections

to compare them with the predicted results. We expect to gain valuable information on the phys-

ical processes that must be included by theory to correctly represent relativistic interactions in

the final continuum state of an atomic photoionization process.

In the second part of our results, we studied organic aromatic molecules, thiophene and

thiazole, in gas phase. In this work, we employed resonant Auger spectroscopy as a tool to probe

the conjugation effects in these molecules. We observed the effect of inversion in the energy order

of deep core-excited states. The absence of such inversion in thiolane, the saturated analog of

thiophene, suggested that the conjugation effects play a role in the observed behavior. High-

level quantum chemistry calculations and NBO calculations were carried out to interpret the

experimental observations. We have shown that the effect of the orbital order inversion is specific

to core-excitation in conjugated molecules since it emerges from the interaction between the lone

pair of the heteroatom and the π−system in the aromatic ring. The discovered phenomenon has

been also recently observed in our studies on polythiophene and, thus, is not limited to isolated

molecules. This effect is expected to be general for other conjugated heterocycles as well as for

larger conjugated systems like polymers undergoing core-excitation and Auger decay. Therefore,

we showed that the resonant Auger spectroscopy can be applied in the study of any conjugated

system.

In the last part of the results of this thesis, we moved to larger systems: thiophene-based

thin-film polymers. In this case, we explored the potential of core-hole clock spectroscopy

to understand the electron delocalization in polythiophene (PT) and poly[3-hexylthiophene-2,5-

diyl] (P3HT) deposited onto an ITO substrate. We used resonant Auger spectroscopy to monitor

delocalization from a core-excited state. The resonant S KL2,3L2,3 Auger decay spectra were

measured at two different angles of the photon beam incidence with respect to the sample surface

and they were presented as two-dimensional maps. A strong angle dependence was observed for

P3HT suggesting the face-on organization of the polymer layers, and it was confirmed by X-ray
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diffraction characterization. We observe an indication that the electron delocalization in these

films is correlated with the resonant excitation to the σ∗ orbital. The charge transfer times

were determined by quantifying the integrated intensity ratio between spectator Auger and the

electron transfer peak contributions from the resonant Auger spectra. The obtained values are

comparable to the S 1s core hole lifetime.

For future investigations on polymers, we expect to perform theoretical calculations to have

a complete description of the charge transfer mechanisms. Moreover, we expect to perform

resonant Auger electron spectroscopy on powdered polythiophene. This system was already

investigated few years ago by other research group and the electron transfer was not observed

[181]. However, only several spectra at selected photon energies could be measured. We can

perform the resonant Auger electron spectroscopy on powdered polythiophene with better reso-

lution and plot the 2D maps. Therefore, we expect to obtain more information on this system,

compared to the earlier studies which suffered from to experimental limitations. We expect to

combine the results from these future measurements with our present results to gain further

information concerning the electron delocalization pathways in polymers. Finally, an interesting

observation which deserves more detailed investigation is the PCI effect (a brief description of

this effect can be found in Subsection 2.2.2) in polymers (see Figure 6.1). To the best of our

knowledge, this effect was never observed before in polymer systems.

Besides the main subject of this thesis, I also had an active participation in other projects

in collaboration with Prof. Dr. Yoshiro Azuma (from Sophia University in Tokyo, Japan)

using soft X-rays. We recently investigated the recapture of photoelectrons induced by post-

collision interaction following near-threshold Ar 2p photoionization. [192]. We also studied the

configuration interaction between 3p−1 and 3p−2nl states in the high-resolution Kr photoelectron

spectrum in the region close to the 3p ionization threshold [193].
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Figure 6.1: Resonant Sulfur KL2,3L2,3 Auger 2D map for polythiophene thin film on an ITO substrate

measured at 10◦ of the photon beam incidence with respect to the sample. The PCI signature, characterized

by the shift of the Auger electron to higher kinetic energies close to the ionization threshold, is highlighted

on the map.
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