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Résumé

Le traitement du langage naturel (NLP) permet la compréhension et la génération
automatiques du langage naturel. Le traitement du langage naturel a récemment
fait l’objet d’un intérêt croissant de la part de l’industrie et des chercheurs, car
l’apprentissage profond (AD) a exploité la quantité stupéfiante de textes disponibles
(e.g web, youtube, médias sociaux) et a atteint des performances similaires à celles de
l’homme dans plusieurs tâches (e.g traduction, classification de textes). Par ailleurs,
la théorie de l’information (TI) et la DL ont développé un partenariat de longue date.
En effet, l’informatique a favorisé l’adoption des réseaux neuronaux profonds grâce à
des principes célèbres tels que la longueur minimale de description (LMD), le goulot
d’étranglement de l’information (GIO) ou le célèbre principe InfoMax. Dans tous ces
principes, différentes mesures de l’information (e.g entropie, MI, divergences) sont
l’un des concepts fondamentaux.

Dans cette thèse, nous abordons l’interaction entre le NLP et les mesures d’information.
Nos contributions se concentrent sur deux types de problèmes PNL : la compréhen-
sion du langage naturel (NLU) et la génération du langage naturel (NLG). La NLU vise
à comprendre et à extraire automatiquement des informations sémantiques d’un
texte d’entrée, tandis que la NLG vise à produire un langage naturel à la fois bien
formé (i.e grammaticalement correct, cohérent) et informatif.

La construction d’agents conversationnels parlés est un défi et le traitement des
données conversationnelles parlées reste un problème difficile et négligé. Ainsi,
nos premières contributions sont tournées vers l’UAL et nous nous concentrons sur
l’apprentissage de représentations de transcriptions. Notre contribution se concentre
sur l’apprentissage de meilleures représentations de transcriptions qui incluent deux
caractéristiques importantes des conversations humaines parlées : la dimension con-
versationnelle et la dimension multimodale. Pour ce faire, nous nous appuyons sur
diverses mesures d’information et nous tirons parti du principe de maximisation de
l’information mutuelle. Le deuxième groupe de contributions aborde les problèmes
liés au NLG. Cette thèse se concentre spécifiquement sur deux problèmes centraux.
Premièrement, nous proposons une nouvelle limite supérieure de l’information
mutuelle pour aborder le problème de la génération contrôlée via l’apprentissage de
la représentation démêlée (transfert de style i.e et génération de phrases condition-
nelles). Deuxièmement, nous abordons le problème de l’évaluation automatique des
textes générés en développant une nouvelle famille de métriques utilisant diverses
mesures d’information.
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Abstract

Natural language processing (NLP) allows for the automatic understanding and gen-
eration of natural language. NLP has recently received growing interest from both
industry and researchers as deep learning (DL) has leveraged the staggering amount
of available text (e.g web, youtube, social media) and reached human-like perfor-
mance in several tasks (e.g translation, text classification). Besides, Information
theory (IT) and DL have developed a long-lasting partnership. Indeed, IT has fueled
the adoption of deep neural networks with famous principles such as Minimum
Description Length (MDL), Information Bottleneck (IB) or the celebrated InfoMax
principle. In all these principles, different measures of information (e.g entropy, MI,
divergences) are one of the core concepts.

In this thesis, we address the interplay between NLP and measures of information.
Our contributions focus on two types of NLP problems: natural language under-
standing (NLU) and natural language generation (NLG). NLU aims at automatically
understand and extract semantic information from an input text where NLG aims
at producing natural language that is both well-formed (i.e grammatically correct,
coherent) and informative.

Building spoken conversational agents is a challenging issue and dealing with
spoken conversational data remains a difficult and overlooked problem. Thus, our
first contributions, are turned towards NLU and we focus on learning transcript
representations. Our contribution focuses on learning better transcript represen-
tations that include two important characteristics of spoken human conversations:
namely the conversational and the multi-modal dimension. To do so, we rely on
various measures of information and leverage the mutual information maximization
principle. The second group of contributions addresses problems related to NLG.
This thesis specifically focuses on two core problems. First, we propose a new upper
bound on mutual information to tackle the problem of controlled generation via the
learning of disentangled representation (i.e style transfer and conditional sentence
generation). Secondly, we address the problem of automatic evaluation of generated
texts by developing a new family of metrics using various measures of information.
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Chapter 1

Introduction and Overview

1.1 Introduction

Natural Language Processing (NLP) allows computers to automatically read, inter-
pret and generate natural language. Today’s algorithms can automatically analyze,
classify and generate texts in a consistent way. Considering the staggering amount
of textual data that is generated every day on various online platforms (e.g social
network, online marketplace, transcripts of conversations) improving automated
processing to analyze textual data in an efficient manner will be critical. This task
is made complex by the variability of both spoken and written human language
[EVANS and LEVINSON, 2009]. On top of that, algorithms have to be flexible and
robust to multiple undesirable variations such as misspelling [HU and collab., 2021],
abbreviations [MOON and collab., 2012], lack of punctuation [EK and collab., 2020],
typos [DUTREY and collab., 2012] when dealing with written texts, or stutters [LU

and collab., 2018], disfluencies [DUTREY and collab., 2014], presence of fillers (e.g.
“um” or “uh”) [DINKAR and collab., 2018, 2020], transcript errors [PYE and collab.,
1988] when processing spoken transcripts. Because of the almost infinite variability
of language, the most thriving approaches in NLP are nowadays fully data-driven.
Those systems keep improving while increasing the amount of data as they are ex-
posed to more diverse linguistic variations [LIU and collab., 2019]. In NLP, data
driven systems relying on neural networks have been widely adopted since they have
reached state-of-the art results and human like performances on many NLP tasks
(e.g translation, sentiment analysis) [SEJNOWSKI, 2020]. Thus nowadays, the use of
data driven methods such as neural networks is one of the dominant paradigms.

The breakthrough and the adoption of deep neural networks have been fueled by
Information Theory (IT) [SHANNON, 2001]. Perhaps the most famous loss to train
neural networks is the cross-entropy loss which can be linked to a specific measure of
information named Entropy introduced by Shannon [COVER, 1999]. Entropy which
lies at the root of IT measures the information and the redundancy contained in a
message. As an example, Shannon found 11.82 bits per word when computing the en-
tropy of English over 8000 words [SHANNON, 1951]. Over the years multiple concepts
of IT has encountered much success when applied to neural networks: most recent
embeddings [CLARK and collab., 2020] take inspiration in the noisy channel model
[VINCENT and collab., 2010] and maximize a lower bound of mutual information
(MI) [KONG and collab., 2019], tokenizers use concepts from universal source coding
[GAGE, 1994], neural networks have been explained using the information bottle-
neck principle [SAXE and collab., 2019], deep architectures [VELICKOVIC and collab.,
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2019] are trained using InfoMax principle [CARDOSO, 1997], neural networks are
compressed using lossless compression [WIEDEMANN and collab., 2020]. In all these
applications, different measures of information (e.g entropy, MI, divergences) are
one of the core concepts.

This thesis addresses the interplay between two different classes of NLP problems
and measures of information. The first class gathers problems related to representa-
tion learning for natural language understanding (NLU). For this class of problem,
our work is inscribed within the MI maximization framework which aims at learning
representations by maximizing the MI between the inputs and a latent representation
of the encoder. The second class is related to natural language generation (NLG) and
our work mainly focuses on two problems namely controlled generation (i.e style
transfer) and automatic evaluation of text generation.

In the next section we present our two sets of research questions RQ1 and RQ2,
where RQ1 is turned towards NLU and RQ2 is dedicated to NLG.

1.2 Research Questions

1.2.1 RQ1: How to adapt the MI maximization principle to learn
transcripts representations with conversational and multimodal
dimensions?

One of the big payoffs of deep learning is to allow the learning of a higher level of
abstraction which allows both better generalization and better transfer [BENGIO

and collab., 2007]. These abstract representations are deeply linked to the invariant
in the data distribution [BENGIO and collab., 2013]. The MI maximization princi-
ple, which leverages the invariance property of MI, has been successfully applied to
learning representation of diverse types of data, including text [DEVLIN and collab.,
2018; MIKOLOV and collab., 2013a]. However, these studies are mainly focusing on
written text [MEHRI and collab., 2019]. There is a pressing need for spoken conversa-
tional agents [CHEN and collab., 2017] as the field of business have shown a growing
interest in using them to improve both service quality and market competitiveness
[GAO and collab., 2018a]. Thus, it is interesting to adapt the MI maximization prin-
ciple to conversational data. Conversations are well-structured interaction [ARORA

and collab., 2013], they are a sequence of turns (or utterances) which contains a
variable number of words. Additionally, augmenting text with additional modalities
(e.g audio, video) is of high importance in the context of designing conversational
agents as interactions are intrinsically multimodal and thus multimodal signal car-
ries more information than the commonly used textual representation [MORENCY

and BALTRUŠAITIS, 2017]. As an example, prosodic cues (e.g change of pitch, laughs,
pauses) and corporal expressions (e.g gaze, gestures) are carried by the audio and
video respectively.

The two aforementioned characteristics of human conversations (i.e conversa-
tional nature and multi-modalities) are among the challenges that researchers need
to address while building generic representations for conversational agent [GAO

and collab., 2018b]. Thus, RQ1 is linked to the generic questions: how to adapt the
MI maximization principle for learning better transcript representations and includ-
ing conversational information? How to enhance representation with additional
information carried by multimodal signal (e.g audio, video)?
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Learning generic text transcript representations with conversational dimen-
sion. Available generic representations such as Word2Vect [MIKOLOV and collab.,
2013b], Glove [PENNINGTON and collab., 2014] or BERT [DEVLIN and collab., 2018]
have been shown to be an effective way to achieve state-of-the-art results on written
benchmarks. However, they are not suited to the hierarchical structure of conversa-
tions which can not be considered flat contrarily to non-conversational text. This
setting raises the following sub-questions:

• How to adapt the MI maximization principle to the hierarchy of conversations
and to build generic representation for transcripts that takes into account the
specifics of dialogue?

• What are the consequences of introducing hierarchy? How can this inductive
bias be further leveraged to improve the learning phase?

Enriching transcripts representation with additional modalities. In multi-modal
learning, one of the difficulties is to join information from the different modalities.
The information coming from various sources has different nature and thus a fusion
mechanism is needed. A good fusion mechanism should retain as much information
as possible from different modalities [GAO and collab., 2020]. This new setting raises
the following sub-questions:

• Does it make sense to apply the MI maximization principle to learn representa-
tions of multi-modal conversations?

• If so, how can we adapt it to multi-modal data?

• What new properties are learnt by the representations when using the MI
maximization principle?

1.2.2 RQ2: How to use the geometrical properties of the measures
of information to generate and evaluate generated text?

In NLG, the goal is to produce natural language that is both well formed (i.e gram-
matically correct, coherent) and informative [GATT and KRAHMER, 2018]. Both the
nature of input data and the output highly depends on the application. Popular types
of business applications include producing personalized text [COLOMBO and collab.,
2019], translating texts [SON and collab., 2012], summarizing documents [ALLAHYARI

and collab., 2017]. Since, the text is highly variable and there are multiple ways
to express the same idea, automatic evaluation of text generation systems is also
a challenging problem: text quality needs to be assessed along multiple axes (e.g
informativeness, relevance coherence) where each axis is task-specific. One of the
flexibilities of using different types of information measure (e.g MI, Fisher-Rao dis-
tance [ATKINSON and MITCHELL, 1981], F-divergences [SASON and VERDÚ, 2016]) is
the ability to measure different geometrical properties of the distributions [AMARI

and CICHOCKI, 2010]. Thus the use of these measures seems to be particularly suited
for NLG where variability and diversity plays a major role. The set of RQ2 is related to
the following research questions: can we use the geometrical properties of the mea-
sures of information to control different aspects of text generation? Since the different
measures of information measure different properties of the distributions, what are
the best measures of information to automatically assess the quality of generated texts?
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Generating Textual Data. For this problem, we focus on controlled text gen-
eration. A popular application is style transfer which aims at controlling several
factors of the generated text. Examples of factors include style formality [RAO and
TETREAULT, 2018], polarity [HU and collab., 2017], sarcasm [MISHRA and collab.,
2019], gender [PRABHUMOYE and collab., 2018] or product type [LAMPLE and collab.,
2018]. One of the existing dominant approaches in the context of text data has been
to learn to embed the input sentence into a style-independent vector. This vector,
along with the desired attribute is feed to a decoder that generate a new sentence.
As previously mentioned, measures of information such as MI are related to the
invariant. Our research subquestions boil down to:

• What conditions can we introduce to learn disentangled representations to
remove attribute information from the latent space?

• How do these conditions affect the learned representations? What is the trade-
off that exists between the disentanglement and the quality of the representa-
tions?

Evaluation of Text Generation. The goal of NLG is to generate coherent, readable
and informative texts from some input data (e.g., texts, images and tables). However,
the exact definition of each of these three criteria remains task-dependent and thus,
making it hard to provide a unique metric for all tasks. As an example, NMT focuses
on fluency, fidelity and adequate [HOVY, 1999; WHITE and collab., 1994] in contrast
to summarization where annotators have to focus on coherence, content, readability,
syntactic coherence and conciseness [MANI, 2001]. Thus this setting raises the
following sub-questions:

• Can we use the measure of information to propose a new metric that automati-
cally evaluates text generation?

• Are the measures of information flexible enough to correlate well with different
task-specific criteria?

1.3 Organization of the Thesis

This thesis presentation focuses on the use of using the measure of information with
application to NLP using deep neural networks. After introducing the measure of
information and presenting relevant previous work on representation learning and
generation of textual data (see Part I), we focus in Part II on the problem of using
MI (a specific measure of information) to learn better representation. In Part III, we
tackle two NLG problems using the measure of information.

[Part I]. In this first part, we introduce the background and mathematical tools
related to IT and NLP useful to understand the contributions in Part II and Part III.

[Chapter 2]: A plethora of measures of information has been used in various
applications. We start by defining the entropy and its derivatives (conditional entropy,
differential entropy) and then move to MI which is a central concept of this thesis. In
many cases, the exact computation of the MI is intractable so we review the most used
alternatives which rely on variational bounds. Then, we focus on the connections
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between MI and KL divergence to introduce other types of information measures in
the discrete case. These information measure will be useful in Chapter 8.

[Chapter 3]: In this chapter, we explore previous work linked to the learning
representation of textual data in NLU. State of the art techniques rely on pretrained
representations that are learnt through self supervized objectives. We draw connec-
tions between these objectives and MI information maximization and discuss the
limitations of current pretraining objectives. The second part of the chapter will be
useful in Chapter 3 and is dedicated to learning multimodal representations.

[Chapter 4]: In this chapter, we present the two different NLG problems we will
address, namely style transfer and automatic evaluation of text generation. The
first problem involves learning disentangled representations. The learning of such
disentangled representations can be set as a multitask learning problem where the
first term is a task specific term and the second term involves computing the MI. In
the second problem, we recall the framework of automatic evaluation and review
existing metrics.

[Part II]. The second part gathers the contributions related to the RQ1. MI maxi-
mization is applied to learn transcripts representations on two different dimension
namely interactional and multimodal.

[Chapter 5]: The first setting involves learning representations of transcripts that
integrate the conversational dimension. In this chapter, we propose two sets of
new losses that can be connected to the MI maximization framework introduced in
Chapter 2. These new pretraining losses are tailored for spoken dialog and allow the
model to learn the hierarchical nature of the data. The novel form of these losses has
a direct influence on the choice of the deep neural network architecture. Additionally,
the new pretraining objective allows to reduce the number of parameters and train
the representation at a reduced cost. The experiments are conducted using various
corpora composed of spoken dialogues.

[Chapter 6]: In the second setting, we focus on learning representations that
integrate the multimodal dimension. In this chapter, we show how to leverage the MI
maximization principle as an alternative to complex fusion mechanisms. Our method
involves using the total correlation or multivariate MI introduced in Chapter 2. Not
only our solution can be used as an alternative to complex fusion mechanism but it
also improves the fusion of state of the art models (presented in Chapter 3). We show
that the resulting representations are more robust but can also be better explained.
Experiments are conducted using multimodal corpora composed of monologues (a
particular type of interaction where only one speaker is involved).

[Part III]. In this third part, we gather the contributions related to the RQ2 and
apply the measures of information to generate and evaluate generated texts.

[Chapter 7]: This chapter gathers our contributions to learning disentangled
representations for style transfer. In this chapter, we develop a new trainable up-
per bound on MI. We start by experimenting with this bound on fair classification
where we find that our bound does not suffer from existing problems of existing MI
estimators (e.g saturation, degeneracy). Then we experiment on textual style and
show that our new method achieves a better trade-off while allowing to reach better
disentangled representations. As a matter of fact, there is no free-lunch [WOLPERT
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and MACREADY, 1997] for sentence generation tasks: although transferring style is
easier with disentangled representations, it also removes important information
about the content.

[Chapter 8]: In the last chapter, we study the use of discrete measures of infor-
mation (see Chapter 3) to build automatic metrics. Currently, two main categories
of untrained metrics can be distinguished: word or character based-metrics that
compute a score based on string representation of the texts and embedding-based
metrics that rely on a continuous representation of the text. In this chapter, we pro-
pose a new metric, that belongs to both classes. This metric called InfoLM leverages
different measures of information and a pretrained language model it outperforms
available untrained metrics on both summarization and data2text generation.

The following references have been published during the thesis, underlined
references are discussed in this thesis.

1.4 List of Publications
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4. n P. Colombo, E. Chapuis, M. Labeau, and C. Clavel. Improving multimodal
fusion via mutual dependency maximisation. EMNLP 2021

5. n P. Colombo, C. Clavel and P. Piantanida. A Novel Estimator of Mutual
Information for Learning to Disentangle Textual Representations (oral) ACL
2021

6. n E. Chapuis*, P. Colombo*, M. Manica, M. Labeau, and C. Clavel. Hierar-
chical pre-training for sequence labelling in spoken dialog. Finding of EMNLP
2020

7. n T. Dinkar*, P. Colombo*, M. Labeau, and C. Clavel. The importance of
fillers for text representations of speech transcripts. EMNLP 2020

8. n H. Jalalzai*, P. Colombo*, C. Clavel, E. Gaussier, G. Varni, E. Vignon, and
A. Sabourin. Heavy-tailed representations, text polarity classification & data
augmentation. NeurIPS 2020

9. n P. Colombo*, E. Chapuis*, M. Manica, E. Vignon, G. Varni, and C. Clavel.
Guiding attention in sequence-to-sequence models for dialogue act prediction.
(oral) AAAI 2020

22

https://arxiv.org/abs/2105.02685
https://www.aclweb.org/anthology/2020.findings-emnlp.239/
https://www.aclweb.org/anthology/2020.emnlp-main.641/
https://papers.nips.cc/paper/2020/hash/2cfa3753d6a524711acb5fce38eeca1a-Abstract.html
https://arxiv.org/abs/2002.08801


CHAPTER 1. INTRODUCTION AND OVERVIEW

10. n A. Garcia*, P. Colombo*, S. Essid, F. d’Alché-Buc, and C. Clavel. From the
token to the review: A hierarchical multimodal approach to opinion mining.
EMNLP 2019

11. n P. Colombo*, W. Witon*, A. Modi, J. Kennedy, and M. Kapadia. Affect-
driven dialog generation. NAACL 2019

1.4.2 Workshop

1. n W. Witon*, P. Colombo*, A. Modi, and M. Kapadia. Disney at IEST 2018:
Predicting emotions using an ensemble. In Proceedings of the 9th Workshop
WASSA@EMNLP 2018

1.4.3 Preprints

1. n Georg Pichler*, P. Colombo*, Malik Boudiaf*, Günther Koliander, Pablo
Piantanida. KNIFE: Kernelized-Neural Differential Entropy Estimation. Sub-
mitted at NeurIPS 2021

2. n P. Colombo, C Yang, G. Varni, and C. Clavel. Beam search with bidirec-
tional strategies. 2020

1.4.4 Patent

1. Affect Driven Dialog Generation, A. Modi, M. Kapadia, Douglas A. Fidaleo, J.
Kennedy, W. Witon and P. Colombo, US Patent 16,226,166, A framework for
Affective Conversational System

1.5 References

ALLAHYARI, M., S. POURIYEH, M. ASSEFI, S. SAFAEI, E. D. TRIPPE, J. B. GUTIERREZ

and K. KOCHUT. 2017, «Text summarization techniques: a brief survey», arXiv
preprint arXiv:1707.02268. 19

AMARI, S.-I. and A. CICHOCKI. 2010, «Information geometry of divergence functions»,
Bulletin of the polish academy of sciences. Technical sciences, vol. 58, no 1, p. 183–
195. 19

ARORA, S., K. BATRA and S. SINGH. 2013, «Dialogue system: A brief review», arXiv
preprint arXiv:1306.4134. 18

ATKINSON, C. and A. F. MITCHELL. 1981, «Rao’s distance measure», Sankhyā: The
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Chapter 2

Measures of Information

Chapter 2 abstract

This thesis explores the use of measures of information for two NLP problems:
representation learning and generation of textual data. In this chapter, we
present formal definitions of the various measures of information that we will
use in the rest of this thesis. We start by reviewing the well-known Shannon’s
information measures namely the entropy, the conditional entropy and the
mutual information. MI is one of the most important measures of information
in IT, when used to train deep neural networks they are often intractable, thus
we often rely on surrogates. In the second part, we review current techniques
to estimate them with a particular focus on MI. Last, we introduce additional
measures of information that have been introduced over the years and will be
useful in Chapter 8.

2.1 Shannon’s Information Measures

We begin this section dedicated to information measures by introducing Shannon’s
information measures namely the entropy, the conditional entropy as well as the MI.
For each measure, we start by the definition with discrete random variables and then
extend it to the continuous case.

2.1.1 Entropy

In this section, we define the concept of entropy. Linear combination of entropy
will be further used to define other Shannon’s information measures. The entropy
measures the level of information available considering a random variable’s possible
outcomes. If an event is unlikely to occur, the observation of such an event brings
more information than observing an event that is likely to append.

Definition 2.1.1 (Entropy (Discrete Case)). Let X be a random variable (r.v) taking
values in a discrete space X , the associated pdf is denoted pX with pX(x) which
denotes the probability of X to take the value x ∈X . The entropy H(X) of a r.v X is
defined as:

H(X) =− ∑
x∈X

pX(x) log pX(x). (2.1)
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We suppose in Equation 2.1 and all the definitions that ∀x ∈X pX(x) > 0. From
Equation 2.1 it can be deduced that the maximum entropy distribution for the
discrete case is obtained for the uniform distribution. In that case H(X) = log |X |.

We can extend the definition of entropy by defining the joint entropy between
two discrete r.v. The joint entropy measures the level of information of the set of
variables X,Y. It is the entropy of the couple (X,Y)

Definition 2.1.2 (Joint Entropy (discrete Case)). Let X and Y two r.v taking value in a
discrete space X and Y respectively with joint pdf pX,Y. The joint entropy H(X,Y)
between r.v X and Y is defined as:

H(X,Y) = H(Y,X) =− ∑
x∈X

∑
y∈Y

pX,Y(x, y) log pX,Y(x, y). (2.2)

For two r.v we can also define the conditional entropy which characterizes the
quantity of information needed to know the behavior of Y when when X is known.

Definition 2.1.3 (Conditional Entropy (discrete Case)). The conditional entropy
H(X|Y) between X and Y is defined as:

H(Y|X) =− ∑
x∈X

∑
y∈Y

pX,Y(x, y) log pY|X(y |x). (2.3)

In Chapter 7, we will use the following equality: H(Y|X) = ∑
x∈X

pX(x)H(Y|X = x)

which is a direct consequence of Equation 2.3 by denoting

H(Y|X = x) =− ∑
y∈Y

pY|X(y |x) log pY|X(y |x)

Previous definitions can be extended to continuous random variables. Let X and
Y be two random variables taking values in a continuous space X and Y respectively.
As previously, pdf are denoted pX and pY.

Definition 2.1.4 (Differential Entropy). For continuous r.v the entropy becomes the
differential entropy. Formally, the differential entropy h(X) of a r.v X is defined as:

h(X) =−
∫

x∈X
pX(x) log pX(x)d x. (2.4)

In Equation 2.6 and what follows, we assume that when h(X) is written it exists
(i.e that the integral is defined and the pdf exists). We then generalize the differential
entropy to a set of continuous r.v as well as the conditional case.

Definition 2.1.5 (Differential Entropy of a set). The differential entropy of a set of
continuous r.v X1, · · · ,Xn with pdf pX1,··· ,Xn is defined as:

h(X1, · · · ,Xn) =−
∫

(x1,··· ,xn )∈(X 1×···X n )
pX1,··· ,Xn (x1, · · · , xn)

log pX1,··· ,Xn (x1, · · · , xn)d x1, · · · ,d xn .
(2.5)

Definition 2.1.6 (Conditional Differential Entropy). The conditional differential en-
tropy of two of continuous r.v X,Y with joint pdf pX,Y is defined as:

h(X|Y) =−
∫

(x,y)∈(X×Y )
pX,Y(x, y) log pX|Y(x|y)d xd y. (2.6)
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Figure 2.1 – Venn Diagrams connecting entropy, conditional entropy, joint entropy and MI
for two r.v X and Y.

2.1.2 Mutual Information

The mutual information (MI) can be defined from the entropy. MI can be seen as a
quantity that characterizes the amount of information between two r.v.. Given the
observation of the first r.v, it measures how much information can be deducted on
the second. Formally: how will the knowledge of X be affected if a specific event of Y
happens.

Definition 2.1.7 (MI for Discrete r.v). Given two discrete r.v X and Y the MI is defined
as:

I(X;Y) = I(Y;X) = ∑
x∈X

∑
y∈Y

pX,Y(x, y) log
pX,Y(x, y)

pX(x)pY(y)
. (2.7)

Similarly to what is done with entropy the MI can be extended to continuous r.v.

Definition 2.1.8 (MI for Continuous r.v). Given two continuous r.v X and Y the MI
I(X;Y) is defined as:

I(X;Y) = I(Y;X) =
∫

x∈X

∫
y∈Y

pX,Y(x, y) log
pX,Y(x, y)

pX(x)pY(y)
d xd y. (2.8)

Connection between MI and entropy. We then recall the connection between
MI and entropy. In what follows, we will work in the case of discrete variables but
the formalism hold with a continuous random variable by changing replacing the
entropy with the conditional entropy.

The MI can be link to entropy by the following formula:

I(X;Y) = H(X)−H(X|Y). (2.9)

Further link can be drawn between joint entropy and MI. They can be summa-
rized using the Venne Diagram given in Figure 2.1.

Positivity of the MI. The MI is always non negative. It reflects the intuitive fact
that knowing the outcome of the first random variable can only decrease the uncer-
tainty on the second one. If the two variables are independent, no information is
gained on the second knowing the first one.

Data Processing Inequality. The data processing inequality states that any trans-
formation or a r.v can only decrease the quantity of information available in the r.v.
Formally, given a function f applied to X:

I(X;Y) > I( f (X);Y). (2.10)
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2.1.3 Connections Between MI and Kullback-Leibler (KL) Divergence.

Kullback-Leibler (KL) divergence. The KL divergence measures the difference be-
tween a distribution pX and a reference distribution qX with same support X (we
also suppose that pX is absolutely continuous with respect to qX).

Definition 2.1.9 (KL divergence). In the discrete case, the KL divergence is defined
as:

KL(pX; qX) = ∑
x∈X

pX(x) log
pX(x)

qX(x)
. (2.11)

In the continuous case, the KL divergence is defined as:

KL(pX||qX) =
∫

x∈X
pX(x) log

pX(x)

qX(x)
d x. (2.12)

The KL divergence can be linked to the MI:

I(X;Y) = KL[pY|X(y |x)||pY(y)]. (2.13)

2.2 Computational Aspects of MI

Estimating MI has been a long-standing challenge as the exact computation is often
intractable, in particular when dealing with high-dimensional data [PANINSKI, 2003;
PICHLER and collab., 2020]. Thus in practice most of the methods rely on varia-
tional bounds (see POOLE and collab. [2019] for a comprehensive study). Although
a plethora of estimators are available [AGAKOV, 2004; ALEMI and collab., 2016; BLEI

and collab., 2017; MCALLESTER and STRATOS, 2020], in this section we focus on the
fourth we will use in Part II and Part III namely InfoNCE [OORD and collab., 2018a],
MINE [BELGHAZI and collab., 2018], NWJ and CLUB [CHENG and collab., 2020] as
they are the one that are commonly used for textual data.

In practice, to compute a bound of the MI between two r.v, we have pairs {(xi , yi )}N
i=1

that are sampled from an unknown distribution pX,Y.
In this setting, the empirical MINE estimator is given by:

ÎMINE(X;Y) = 1

N

N∑
i=1

fθ(xi , yi )− log
1

N

N∑
i=1

exp( fθ(xi , yki )), (2.14)

where fθ(., .) is a neural network that approximate a score function. This estimator is
a direct consequence of the Donsker-Varadhan representation of the KL divergence
[DONSKER and VARADHAN, 1985].

A similar estimator can be derived for the MI f -divergence representation and is
due to Nguyen, Wainwright, and Jordan(NWJ) [NGUYEN and collab., 2017, 2010]:

ÎNWJ(X;Y) = 1

N

N∑
i=1

fθ(xi , yi )− 1

N

N∑
i=1

exp( fθ(xi , yki )−1). (2.15)

Using the the Noise Contrastive estimation principle [GUTMANN and HYVÄRINEN,
2010], a lower bound on MI can be derived called InfoNCE:

ÎInfoNCE(X;Y) = 1

N

N∑
i=1

log
exp( fθ(x j , y j )

1
N

∑N
j=1 exp( fθ(x j , y j )

, (2.16)
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where fθ(., .) is a function with parameter θ (classical choice includes dot products
between encoded representations).

One of the most recent MI estimator called CLUB ( Log-ratio Upper Bound) which
takes inspiration from FEUTRY and collab. [2018] is defined by:

ÎCLUB(X;Y) = 1

N

N∑
i=1

log qθ(yi |xi )− log qθ(yki |xi ), (2.17)

where qθ is a variational distribution that approximate pY|X and with ki uniformly
selected from [1,N].

InfoNCE will be mainly used in Chapter 6 for learning representation of textual
data, MINE and NWJ will be used for learning multimodal representation in Chapter 7
and CLUB will be compared to our estimator in Chapter 8.

2.3 Contrastive Learning and NLP

InfoNCE which can be linked to contrastive learning CHOPRA and collab. [2005] offer
satisfactory approximation of MI with theoretical guarantees (we refer the reader
to OORD and collab. [2018b] for further details). Contrastive learning has first been
introduced in GUNEL and collab. [2020]; KHOSLA and collab. [2020] and is connected
to triplet loss SCHROFF and collab. [2015]. It has since been used to tackle the different
problems including self-supervised or unsupervised representation learning (e.g.
audio QIAN and collab. [2021], image YAMAGUCHI and collab. [2019], text GIORGI

and collab. [2020]; LOGESWARAN and LEE [2018]; REIMERS and GUREVYCH [2019]). It
consists in bringing closer pairs of similar inputs, called positive pairs and further
dissimilar ones, called negative pairs. The positive pairs can be obtained by data aug-
mentation techniques CHEN and collab. [2020] or using various heuristic (e.g similar
sentences belong to the same document GIORGI and collab. [2020], backtranslation
FANG and collab. [2020] or more complex techniques GILLICK and collab. [2019]; QU

and collab. [2020]; SHEN and collab. [2020]). For a deeper dive in mining techniques
used in NLP, we refer the reader to RETHMEIER and AUGENSTEIN [2021]. In contrast,
recent supervised contrastive learning methods take advantage of the label to create
positive and negative pairs. In both cases, the sampling strategy adopted to obtain
positive and negative examples is instrumental for the performance CHEN and collab.
[2020]; ZHANG and STRATOS [2021]; ?. Additional important factors to tune to ensure
good performance of contrastive learning include to choose the temperature param-
eter WANG and LIU [2021]; WANG and ISOLA [2020] and working with large batch size
BACHMAN and collab. [2019]; HENAFF [2020]; MITROVIC and collab. [2020]; OORD

and collab. [2018b]. In practice, hardware limits the maximum number of sample
that can be stored in memory. Although several works GAO and collab. [2021]; HE

and collab. [2020], have been conducted to go beyond the memory usage limitation,
every experiment we conducted was performed on a single GPU.

2.4 Beyond KL Divergence as a Measure of Similarity

MI can be linked to the KL divergence. However, the KL divergence is not the only
measure that can be adopted to measure the similarity between two distributions.
In machine learning, a plethora of distances have been utilized among which we
can mention the euclidian distance, f-divergences, Bregman divergences [BREGMAN,
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Name Notation Domain Expression

α-divergence
[CSISZÁR, 1967]

Dα α 6∈ {0,1} 1
α(α−1) (1−∑

q1−α
i pα

i )

γ divergence
[FUJISAWA and EGUCHI, 2008]

D
β
γ β 6∈ {0,−1} β ∈R 1

β(β+1) log
∑

pβ+1
i + 1

β+1 log
∑

qβ+1
i − 1

β log
∑

pi qβi

AB Divergence
[CICHOCKI and collab., 2011]

D
α,β
sAB

(α,β) ∈ (R∗)2

β+α 6= 0
1

β(β+α) log
∑

pβ+α
i + 1

β+α log
∑

qβ+αi − 1
β log

∑
pα

i qβi

L1 distance L1
∑ |pi −qi |

L2 distance L2
√∑

(pi −qi )2

L∞ distance L∞ maxi |pi −qi |
Fisher-Rao distance R 2

π arccos
∑p

pi ×qi

Table 2.1 – Expression of the divergences (upper group) and distance between two positives
measures p = (p1, . . . , pN) and q = (q1, . . . , qN) as well as the definition domain. For sake of
clarity we omit the index in the summations.

1967], Rao [RAO, 1987] or Wasserstein distances [PEYRÉ and collab., 2019]. In this
section, we introduce the one used in Chapter 8 and thus we focus on discrete
distribution. We call information measure any function of one or more probability
distributions (see [BASSEVILLE, 2013; CROOKS, 2017] for an exhaustive study). Here
we focus on comparing a pair of discrete probability distributions. We call distance,
a function that is symmetric, positive, respect the triangle inequality and is equal
to zero if (and only if) the two considered distributions are strictly identical. The
divergence is a measure of dissimilarity that is always positive or equal to zero if (and
only if) the two considered distributions are strictly identical. Here, we focus, on
information measures that belong to either Csiszar f -divergences [CSISZÁR, 1967] or
that are distances.

2.4.1 Divergence Measures

Various divergence measures have been proposed for a large variety of applications
[BASSEVILLE, 2013; CROOKS, 2017]. The full expression of the studied divergences can
be found in Table 2.1. We focus here on three families of divergences αDivergences, γ
Divergences and AB Divergences. Note that there exist other families of divergences
such as Bregman divergence [BREGMAN, 1967], β divergences [BASU and collab.,
1998], Chernoff divergence [CHERNOFF and collab., 1952; KAKIZAWA and collab.,
1998] or α-Rényi Divergences [RÉNYI and collab., 1961; VAN ERVEN and HARREMOS,
2014] to cite a few of them.

α-Divergences.

This divergence was introduced by RÉNYI and collab. [1961] and are a special case
of the f -divergences [ALI and SILVEY, 1966; CSISZÁR, 1967]. They are widely used in
variationnal inference [LI and TURNER, 2016] and closely related to Rényi divergences
but are not a special case [PÓCZOS and SCHNEIDER, 2011]. From Table 2.1 we note
special cases of α-Divergences:

• Kullback-Leiber (KL) is recovered by letting α→ 1;

• Hellinger distance [HELLINGER, 1909] follows by choosing α= 0.5.

For this family, α can be seen as weighting the influence of p
q .
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γ-Divergences.

This divergence has been introduced by EGUCHI and KATO [2010]; FUJISAWA and
EGUCHI [2008] as a scale-invariant modification of the robust β-divergences.1 For
the γ divergences the parameter β is used to control the importance of the element
of small probabilities (e.g., outliers in some scenario, words with low probability in
our case). If β> 1, the importance of large qi is reduced which gives more weights to
the outliers. Special cases include the L2 distance (i.e., β= 2) and KL divergence (i.e.,
β→ 1).

AB-Divergences.

The family of AB-divergences is flexible and allows to respectively control the mass
coverage or the robustness. CICHOCKI and collab. [2011]; REGLI and SILVA [2018]
propose to use AB divergences. As can be seen in Table 2.1 these divergences have two
parameters α,β allow to tune the mass coverage and the robustness independently.
Special cases of this divergence include:

• The KL divergence which is recovered by choosing α= 1,β= 1;

• The β-divergence is obtained by choosing α= 1,β ∈R.

2.4.2 Distances

Lp Distances

The Lp distances p ∈R>0 can be used to measure the similarity between two distri-
butions. We restrict ourselves to the special case where p ∈ {1,2, . . . ,+∞}.

Fisher-Rao Distance

The Fisher-Rao distance represents the Geodesic Distance [MENÉNDEZ and collab.,
1997; RAO, 1987] between two distributions. Interestingly, this distance remains
overlooked in the ML community but has been recently used to achieve robustness
against adversarial attacks [PICOT and collab., 2021].

2.4.3 From Information Divergences to Discrimination

For our application in Chapter 8, we would like to produce a metric between two texts
regardless of the source (system or human). Thus we are interested in symmetric
divergence: such divergences are called discrimination. To obtain discrimination two
tricks are commonly applied either the Jeffrey’s symmetrization, which is obtained by
averaging KL(p‖q) and KL(q‖p)), or the Jensen’s symmetrization, which is obtained
by averaging KL(p‖p+q

2 ) and KL(q‖p+q
2 ). We choose to use Jeffreys symmetrization

as it does not require computing p+q
2 .

1In our setting we work we normalised distributions, thus scale invariance is not a mandatory
property. However, it is worth mentioning as it could cause practical issues when optimising our
metric.
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2.5 Multivariate Extensions

In the previous section, we focused on computing the MI between two r.v, however,
in some case it can be interesting to measure the statistical dependency of multiple
r.v.. In this part, we present the extension of the MI to multiple r.v..

2.5.1 Extension of MI to Different Metrics

The KL divergence seems to be limited when used for estimating MI [MCALLESTER

and STRATOS, 2020]. A natural step is to replace the KL divergence in Equation 6.2 with
different divergences such as the f-divergences or distances such as the Wasserstein
distance. Hence, we introduce new mutual dependency measures (MDM): the f-
Mutual Information [BELGHAZI and collab., 2018], denoted I f and the Wasserstein
Measures [OZAIR and collab., 2019], denoted IW . As previously, pXY denotes the joint
pdf, and pX, pY denote the marginal pdfs. The new measures are defined as follows:

I f ,D f (pXY(x, y); pX(x)pY(y)), (2.18)

where D f denotes any f -divergences and

IW ,W (pXY(x, y); pX(x)pY(y)), (2.19)

where W denotes the Wasserstein distance [PEYRÉ and collab., 2019].

2.5.2 From Bivariate to Multivariate

In our Chapter 7, we will maximize cross-view interactions involving three modalities
(i.e text, audio,video), thus we need to generalize bivariate dependency measures to
multivariate dependency measures.

Definition 2.5.1 (Multivariate Dependencies Measures). Let Xa ,Xv ,Xl be a set of
random variables with joint pdf pXa Xv Xl and respective marginal pdf pX j with j ∈
{a, v, l }. Then we defined the multivariate MI Ikl , also refered as total correlation
[WATANABE, 1960] or multi-information [STUDENỲ and VEJNAROVÁ, 1998]:

Ikl ,KL(pXa Xv Xl (xa , xv , xl )|| ∏
j∈{a,v,l }

pX j (x j )).

Simarly for any f-divergence we define the multivariate f-MI I f as:

I f ,D f (pXa Xv Xl (xa , xv , xl );
∏

j∈{a,v,l }
pX j (x j )).

Finally, we also extend Equation 6.3 to obtain the multivariate Wasserstein dependency
measure IW :

IW ,W (pXa Xv Xl (xa , xv , xl );
∏

j∈{a,v,l }
pX j (x j )).

where W denotes the Wasserstein distance.

Remark. Aforementioned multivariate measures suffer from the same problem as MI:
the exact value is often intractable, thus in Chapter 6 we will work with variational
bounds.
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Chapter 2 conclusion

In this chapter, we provided an informal introduction of the main mathemati-
cal tools belonging to the field of information theory required to understand
the contributions of the thesis. We introduced the main measures of informa-
tion we will use in this thesis. In the next chapter, we will see the connection
between learning textual representations and the mutual information intro-
duced at the beginning of this chapter.
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Chapter 3

Representing Textual Transcripts

Chapter 3 abstract

Representing the meaning of natural language in a mathematically grounded
way is a scientific challenge that has received increasing attention with the
explosion of digital content and text data in the last decade. Relying on the rich-
ness of contents, several embeddings have been proposed [DEVLIN and collab.,
2019; PETERS and collab., 2018a; RADFORD and collab., 2018] with demon-
strated efficiency for the considered tasks when learned on massive written
datasets. This chapter is dedicated to the related work specific to the prob-
lem of representation learning for transcript data, more precisely we focus on
integrating the conversational and multimodal dimensions. First, we review
the specifics of written transcript, then we review the connection between the
InfoNCE and classical word embeddings (e.g Skipgram objective [MIKOLOV

and collab., 2013b]) as well as contextualized embeddings based on the de-
noising autoencoder framework (e.g Masked Language Model (MLM) [DEVLIN

and collab., 2018] or the Generalized Autoregressive Pretraining objective
(GAP) [YANG and collab., 2019]). Second, different features not present in the
text modality such as prosodic features (e.g pitch, word duration and intensity)
and corporal expressions (e.g gaze, gestures) can be of interest when learning
representations of transcripts. Thus, we will enrich our representation with dif-
ferent multi-modal signals of Chapter 6 and we finish this chapter by recalling
the principal challenges of multimodal learning that aims at providing better
textual embedding when additional modalities (e.g audio, video) are available.
We review existing architectures with a particular emphasis on the most recent
state-of-the-art models that rely on pretrained textual representations.

3.1 Importance of Conversational and Multimodal Di-
mensions to Learn Transcripts Representations

Conversational AI or dialogue systems is a booming field that attracts researchers
from various communities [CHEN and collab., 2017] (e.g Natural Language Processing
(NLP), Linguistics, Psychology, Information Retrieval (IR), Machine Learning (ML)).
There is a pressing need for conversational agents as the field of business have shown
a growing interest in using conversational agents to improve both service quality
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and market competitiveness. Thus learning representations of transcripts of spoken
conversations is a challenging research topic. A conversation is a well-structured
interaction [ARORA and collab., 2013]. As can be seen in Table 3.1, a dialogue is a
sequence of turns (or utterances) which contains a variable number of words. Each
utterance can be classified by a kind of “action” performed by the speaker named
dialog act or speech act. Along with speech acts each speaker ground each other’s
utterances; meaning that each listener implicitly (or explicitly) acknowledges that
he has understood the speaker. These characteristics of human conversations are
among the challenges that researchers need to address while building conversational
agent [GAO and collab., 2018].
Specifics of Spoken Language. The example in Table 3.1 also illustrates two specific
phenomena that appear when working with spoken language (as opposed to written
text):

• Disfluencies. In many applications, the input of the conversational agent comes
from spoken language. Spoken language is rarely fluent. Disfluencies that are
interruptions in the regular flow of speech, such as pausing silently, repeating
words, or interrupting oneself to correct something previously said. They
commonly occur in spoken language, as spoken language is rarely fluent. Fillers
are a type of disfluency that can be a sound (“um” or “uh”) filling a pause in an
utterance or conversation [STOLCKE and SHRIBERG, 1996].

• Segmentation Issues. In spoken dialog segmentation is not given as the text
usually comes from an automatic speech recognition system (ASR), thus ut-
terances are not given. Finding the beginning and the end of an utterance is a
tough problem [ANG and collab., 2005; ZIMMERMANN and collab., 2005]. For
instance, one can assume that an utterance ends when the user ceases to speak
(by detecting a certain amount of silence, or non-speech). As previously men-
tioned spontaneous speech usually contains silent pauses inside utterances,
for instance when a hesitation occurs. Efficient and effective segmentation of
spoken language remains an open problem in spoken dialog.

Further specifics of spoken text could be listed (e.g surface formality change,
the role of prosody, lexical diversity, and grammatical complexity and accuracy), for
an exhaustive comparison one could refer to [CHAFE and TANNEN, 1987; REDEKER,
1984]. Different features not present in the text only modality such as prosodic (i.e
pitch, sound lengths) or visual (e.g gaze, glance, face expressions) features can be of
interest when learning transcript representations which motivate the multimodal
setting of Chapter 6.
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Caller Utterance
A um, did you do through a public school system or private?
B Yeah,
B well, I went through private an until ninth grade.
A Uh-huh,
A did you notice a big difference?
B Oh, yeah,
B a big difference.
A Like in what sense?
B Well, um, in, uh, public schools I guess there wer-, there are a lot of, of, you know,
B people can take lower level courses an get away with learning nothing.
A Uh-huh.
B But, um, private school you couldn’t do that,
A Uh-huh.
B you had to learn.
A Yeah,
A I work in a temporary agency

Table 3.1 – Example of dialog taken from the Switchboard Dialog Act Corpus.

3.2 Pretrained Representations and MI Maximization

In this section, we gather the related work useful to understand our contributions
described in Chapter 5. Generic representations are an effective way to adapt mod-
els across different sets of labels [DEVLIN and collab., 2018; LIU and collab., 2019;
MIKOLOV and collab., 2013b; PENNINGTON and collab., 2014; PETERS and collab.,
2018b; YANG and collab., 2019]. Those representations are usually trained on large
written corpora such as OSCAR [SUÁREZ and collab., 2019], Book Corpus [ZHU

and collab., 2015] or Wikipedia [DENOYER and GALLINARI, 2006]. In this section,
we review the most famous existing pretraining objectives for learning generic repre-
sentations (e.g Skipgram [MIKOLOV and collab., 2013b], MLM [DEVLIN and collab.,
2018] and GAP [YANG and collab., 2019]) and show how they relate to MI. This section
is heavily borrowed from the work of KONG and collab. [2019].

3.2.1 Relationship between InfoNCE, MI and Cross Entropy

In the MI Maximization framework, which is inspired from the Infomax principle
[LINSKER, 1988], the training of the encoder is done by maximizing the MI. However,
the direct maximization of the MI is often intractable when the encoder is a deep
neural network. Thus, the maximization often involves a variational lower bound. In
this section, we particularly focus on InfoNCE which was previously introduced (see
Chapter 2). As a recall, InfoNCE is defined as:

ÎInfoNCE(X;Y) = 1

N

N∑
i=1

log
exp( fθ(xi , yi )

1
N

∑N
j=1 exp( fθ(xi , y j )

, (3.1)

where the pairs {(xi , yi )}N
i=1 are sampled from an unknown distribution pX,Y and

fθ(., .) is a function with parameter θ (classical choice includes dot products between
encoded representations).

Following the steps described in KONG and collab. [2019]; OORD and collab.
[2018a], InfoNCE can be rewritten and further connected to MI.

47



CHAPTER 3. REPRESENTING TEXTUAL TRANSCRIPTS

IInfoNCE(X;Y) = fθ(xi , yi )− 1

N

N∑
i=1

log
1

N
− log

N∑
j=1

exp( fθ(xi , y j ) (3.2)

= fθ(xi , yi )−Eq(B̃) log
∑

y j∈B̃

exp( fθ(xi , y j )+ log |B̃| (3.3)

≤I(X;Y). (3.4)

In practice, in order to use Equation 3.2, we have to:

• select X,Y,

• choose the form of the function fθ,

• fix he set B̃ of negative samples,

• choose the proposal distribution q from which we sample the negative exam-
ples.

Last, the sampling strategy from the first expectation can be an additional parameter.

InfoNCE and Cross Entropy. Following the work from KONG and collab. [2019], we
can see that InfoNCE is related to cross entropy when B̃ includes all possible values
of Y and q is the uniform distribution. Thus, maximizing the InfoNCE is similar to
maximizing the cross-entropy defined by:

fθ(x j , y j )− log
∑

y j∈B̃

exp( fθ(x j , y j ). (3.5)

On the relationship of InfoNCE and contrastive learning. InfoNCE can be linked
to contrastive learning surrogates CHOPRA and collab. [2005] which offer satisfac-
tory approximations of MI with theoretical guarantees (we refer the reader to OORD

and collab. [2018b] for further details). Contrastive learning has first been intro-
duced in GUNEL and collab. [2020]; KHOSLA and collab. [2020] and is connected to
triplet loss SCHROFF and collab. [2015]. It has since been used to tackle the different
problems including self-supervised or unsupervised representation learning (e.g.
audio QIAN and collab. [2021], image YAMAGUCHI and collab. [2019], text GIORGI

and collab. [2020]; LOGESWARAN and LEE [2018]; REIMERS and GUREVYCH [2019]). It
consists in bringing closer pairs of similar inputs, called positive pairs and further
dissimilar ones, called negative pairs. The positive pairs can be obtained by data
augmentation techniques CHEN and collab. [2020] or using various heuristic (e.g
similar sentences belong to the same document GIORGI and collab. [2020], back-
translation FANG and collab. [2020] or more complex techniques GILLICK and collab.
[2019]; QU and collab. [2020]; SHEN and collab. [2020]). For a deeper dive in mining
techniques used in NLP, we refer the reader to RETHMEIER and AUGENSTEIN [2021].
In contrast, recent supervised contrastive learning methods take advantage of the
label to create positive and negative pairs. We then discuss the important parameters
when working with constrastive losse. First, the sampling strategy adopted to obtain
positive and negative examples is instrumental for the performance CHEN and collab.
[2020]; KARPUKHIN and collab. [2020]; WU and collab. [2021]; ZHANG and STRATOS

[2021]; ?. Second, as discussed in WANG and LIU [2021]; WANG and ISOLA [2020] a
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X Y p(x, y) gν gψ
Skip-gram word word. words + context lookup lookup

MLM context masked word masked token probability transformer lookup
XLNet context masked word factorization permutation TXL lookup

Table 3.2 – Choices of the different parameters used in Equation 3.2 for the different pretrain-
ing objectives (borrowed from KONG and collab. [2019])

good choice of temperature parameter is also crucial for contrastive learning. Lastly,
works on contrastive losses BACHMAN and collab. [2019]; HENAFF [2020]; MITROVIC

and collab. [2020]; OORD and collab. [2018b] also argue for using large batch sizes
to achieve good performances. In practice, hardware limits the maximum number
of sample that can be stored in memory. Although several works GAO and collab.
[2021]; HE and collab. [2020], have been conducted to go beyond the memory usage
limitation.

3.2.2 MI and Pretraining Objectives

In their work, KONG and collab. [2019] show the connection between Equation 3.2
and different pretraining objectives. They focus on a particular form of fθ by defining
fθ(x, y) = gψ(x)gν(y) where {ψ,ν} = θ. Popular choices for g include:

• gψ : V → Rd , where V stands for the vocabulary, a lookup function that maps a
token index to a vector.

• a transformer encoder that processes a sentence and returns the final hidden
state.

• a combination of Transformer XL [DAI and collab., 2019] with a two-stream of
attention [YANG and collab., 2019].

Table 3.2 relates classical pretraining objectives to Equation 3.2. We refer the
curious reader to KONG and collab. [2019] for exhaustive details.

3.2.3 Limitations of Current Pretrained Representations

For our application we will focus on learning representation for spoken conversation
where hierarchy plays an import role (see Chapter 1). However, research on learning
generic representation focuses either on word level [MIKOLOV and collab., 2013a]
or sentence level objectives [LAMPLE and CONNEAU, 2019]; while modeling the con-
versational aspect of data requires to capture discourse-level features [THORNBURY

and SLADE, 2006] (i.e information presents at different levels of the dialogue hier-
archy: discourse-level information within the dialogue context and utterance-level
information). Moreover, the aforementioned research focuses on written data which
makes them not suited for spoken dialogue as there is a discrepancy between spo-
ken and written language (e.g disfluencies [DINKAR and collab., 2020; STOLCKE and
SHRIBERG, 1996], a change in grammar and lexical accuracy [CHAFE and TANNEN,
1987; REDEKER, 1984] and modifications of surface formality form [HEYLIGHEN and
DEWAELE, 1999]).
In Chapter 5, we will propose new pretraining objectives tailored for conversational
data and we will show how they relate to the previously introduced framework of
Mutual Information Maximization.

49



CHAPTER 3. REPRESENTING TEXTUAL TRANSCRIPTS

3.3 Supervised Fine-tuning For Multimodal Data

This section describes related work useful to understand our contributions in Chap-
ter 4 on integrating the multimodal dimension on transcript representations.

3.3.1 Introduction

Importance of Multimodality

Humans employ several different modalities to communicate in a coordinated man-
ner for example, the language modality with the use of words and sentences, the
vision modality with gestures, poses and facial expressions and, the acoustic modal-
ity through change in vocal tones. Multimodal representation learning has shown
great progress in a large variety of tasks including emotion recognition, sentiment
analysis [SOLEYMANI and collab., 2017], speaker trait analysis [PARK and collab., 2014]
and fine-grained opinion mining [GARCIA and collab., 2019]. Learning from differ-
ent modalities is an efficient way to improve performance on the target tasks [XU

and collab., 2013]. For example, multimodal data has been shown to provide a mean
to disambiguate some hard to understand opinion expressions such as irony and
sarcasm [ATTARDO and collab., 2003] and contain crucial information indicating the
level of engagement and the persuasiveness of the speaker [BEN YOUSSEF and collab.,
2019; CLAVEL and CALLEJAS, 2016; NOJAVANASGHARI and collab., 2016]. Neverthe-
less, heterogeneities across modalities increase the difficulty of learning multimodal
representations and raise specific challenges.

Challenges for Multimodal Learning

BALTRUŠAITIS and collab. [2018] identifies fusion as one of the five core challenges in
multimodal representation learning, the four other being: representation, modality
alignment, translation and co-learning. Fusion aims at integrating the different
unimodal representations into one common synthetic representation. Effective
fusion is still an open problem: the best multimodal models in sentiment analysis
[RAHMAN and collab., 2020] improve over their unimodal counterparts, relying on
text modality only (through BERT), by less than 1.5% on accuracy. Additionally, the
fusion should not only improve accuracy but also make representations more robust
to missing modalities.

3.3.2 A Formalization of Learning Multimodal Representations

Plethora of neural architectures have been proposed to learn multimodal represen-
tations for sentiment classification. Models often rely on a fusion mechanism (e.g
multi-layer perceptron [KHAN and collab., 2012], tensor factorisation [LIU and collab.,
2018; ZADEH and collab., 2019] or complex attention mechanisms [ZADEH and col-
lab., 2018a]) that is fed with modality-specific representations. These complex fusion
mechanism involves new trainable parameters and lack of effectiveness. Formally,
the fusion problem boils down to learning a model M f : Xa ×Xv ×Xl →Rd . M f

is fed with uni-modal representations of the inputs Xa,v,l = (Xa ,Xv ,Xl ) obtained
through three embedding networks fa , fv and fl . M f has to retain both modality-
specific interactions (i.e interactions that involve only one modality) and cross-view
interactions (i.e more complex, they span across both views).
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3.3.3 Existing Deep Encoders

A large body of work has focused on the design of the encoding functions that will
solve the aforementioned challenges. Multimodal fusion can be divided into early
and late fusion techniques: early fusion takes place at the feature level [YE and collab.,
2017], while late fusion takes place at the decision or scoring level [KHAN and col-
lab., 2012]. Current research in multimodal sentiment analysis mainly focuses on
developing new fusion mechanisms relying on deep architectures (e.g TFN [ZADEH

and collab., 2017], LFN [LIU and collab., 2018], MARN [ZADEH and collab., 2018c], MISA
[HAZARIKA and collab., 2020], MCTN [PHAM and collab., 2019], HFNN [MAI and collab.,
2019], ICCN [SUN and collab., 2020]). In this section, we quickly review the architec-
tures we will use in Chapter 6. These architectures can be broadly divided in two
categories: randomly initialized and pretrained models.

Randomly Initialized Multimodal Encoders

Early Fusion LSTM (EF-LSTM) EF-LSTM is the most basic architecture used in the
current multimodal analysis where each sequence view is encoded separately with
Long Short Term Memory Units (LSTM) channels. LSTM cells [HUANG and collab.,
2015] have been shown to provide good results on tasks implying the encoding or
decoding of a sentence in or from a fixed size representation. Such a problem is
encountered in automatic machine translation [LUONG and collab., 2015], automatic
summarization [NALLAPATI and collab., 2017] or image captioning and visual ques-
tion answering [ANDERSON and collab., 2018]. Sequential models build their inner
state based on observations from the past. One can thus naturally use the hidden
state computed at the last observation of a sequence to represent the entire sequence.
In the case of the EF-LSTM, the input objects are the concatenation of the 3 feature
representations coming from text, audio and video.
Memory Fusion Networks (MFN): MFN enriches the previous EF-LSTM architecture
with an attention module that computes a cross-view representation at each time
step. It belongs to the family of multi-view sequential models built upon a set of
LSTM per modality feeding a joint delta memory. This architecture has been de-
signed to carry some information in the memory even with very long sequences due
to the choice of a complex retain/forget mechanism. The Memory Fusion Network
[ZADEH and collab., 2018b] is made of 3 blocks:

• Each modality based sequence of feature is represented by the hidden state of
a LSTM model. These hidden state are fed in the next part of the model:

• A delta attention memory takes the concatenation of two consecutive input
vectors (taken from the sequence of hidden representations of the LSTM)
which are fed to a feedforward model to compute an attention score for each
component of these inputs. The name delta memory is only indicating the fact
that the inputs are taken by pairs of inputs.

• The output of the attention layer is then sent to a Multi-view Gated Memory
generalizing the GRU layer to multiview data by taking into account a modality
specific and a cross modality hidden representations.

Low Rank Fusion Network (TFN). TFN [ZADEH and collab., 2017] computes a repre-
sentation of each view, and then applies a fusion operator. Acoustic and visual views
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are first mean-pooled then encoded through a 2-layers perceptron. Linguistic fea-
tures are computed with a LSTM channel. Here, the fusion function is a cross-modal
product capturing unimodal, bimodal and trimodal interactions across modalities.

Pretrained Multimodal Encoders

MAG-BERT and MAG-XLNET Transformers have been been recently introduced to learn
multi-modal representations [TSAI and collab., 2019]. The current state of the art
involves pretrained transformers and more precisely by MAG-BERT and MAG-XLNET

[RAHMAN and collab., 2020]. They are based on pre-trained transformer architectures
(such as BERT [DEVLIN and collab., 2018] or XLNET [YANG and collab., 2019]) allowing
inputs on each of the transformer units to be multimodal, thanks to a special gate
inspired by WANG and collab. [2018]. The representations are pulled thanks to the
representation of the [CLS] token provided by the last transformer head.

3.3.4 Limitation of Current Architectures

The aforementioned architectures are usually trained by minimising either a L1

loss or a Cross-Entropy loss between the predictions and the ground-truth labels.
The learning of the fusion involves both the minimisation of the downstream task
loss (to retain task specific information) and the maximization of the information
between the different modalities. To the best of our knowledge, few efforts have been
dedicated to deriving new losses to take into account both phenomenon at once.
Additionally, the use of measure of information remains overlooked to address the
fusion problem. That is our contribution of Chapter 6.

Chapter 3 conclusion

In this chapter, we presented the related work needed to understand the con-
tribution of Part II. We recalled the connection between MI and the pretraining
objectives and showed how the problem of multi-modal representation learn-
ing can be linked to the measures of information. In both case we presented
the limitation of existing approaches. In the next chapter, we will present the
related work useful for Part III.
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Chapter 4

Controlled sentence generation and
automatic evaluation of NLG

Chapter 4 abstract

Recently sequence-to-sequence (seq2seq) neural networks have been widely
used in various language-based applications as they have flexible capabilities.
Although seq2seq generally output grammatical, coherent sentences, control-
ling discrete attributes of the generated text (e.g polarity, tense) remains an
open problem. In this chapter, we first introduce the problem of textual style
transfer which aims at controlling the style of a generated sentence. Then, we
present the problem of Automatic Evaluation (AE) of NLG. AE is a key problem
towards better NLG systems [SPECIA and collab., 2010] as it allows to assess the
quality of generated text without relying on human evaluation campaigns that
are expensive and time consuming [BELZ and REITER, 2006]. Thus designing
automatic and effective metrics has two simultaneous goals: (i) to be able to
compare, to control and to debug systems without relying on human anno-
tators [PEYRARD, 2018]; and (ii) to improve the learning phase of models by
deriving losses that are a better surrogate of human judgment than the widely
used cross-entropy loss [CLARK and collab., 2019]. In this chapter, we present
the two aforementioned problems that will be tackled in Part III.

4.1 Controlled Sentence Generation

4.1.1 Context and Problem Statement

Due to recent breakthroughs in Artificial Intelligence, the use of chatbots has be-
come more prevalent. Existing systems are mainly focused on functional aspects of
chatbots: keywords extraction, natural language understanding, and pertinence of
generated responses. Although these aspects are indeed key features for building a
commercial chatbot, most of the existing solutions lack social intelligence. From a
functional point of view, social intelligence could help by (1) avoiding interaction
problems (anger, user indifference) that arise when the bot does not understand the
user request [MASLOWSKI and collab.], and (2) building a relationship with the user.
One step to make chatbots more social is to output sequences expressing emotion in
a controlled manner, without sacrificing either grammatical correctness, coherence,
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or relevance. In this chapter, we propose to explore the problem of conditional text
generation. Formally, given an input text X and a target label Y, the goal is to produce
a grammatically correct sentence that contains the label Y while preserving most of
the content of X. Two popular tasks corresponding to this framework are conditional
sentence generation and style transfer.

4.1.2 Related Work

The task of conditional sentence generation consists of taking as input a text contain-
ing specific stylistic properties to generate then a realistic (synthetic) text containing
potentially different stylistic properties. It requests to learn a model M : X ×Y →X

that maps a pair of inputs (x, y t ) to a sentence xg , where the outcome sentence
should retain as much as possible of the original content from the input sentence
while having (potentially a new) attribute y g . Proposed approaches to tackle textual
style transfer [XU and collab., 2019; ZHANG and collab., 2020] can be divided into
two main categories. The first category [LAMPLE and collab., 2018; PRABHUMOYE

and collab., 2018] uses cycle losses based on back translation [WIETING and collab.,
2017] to ensure that the content is preserved during the transformation. Whereas,
the second category looks to explicitly separate attributes from the content. This
constraint is enforced using either adversarial training [FU and collab., 2017; HU

and collab., 2017; ZHANG and collab., 2018] or MI minimisation using CLUB [CHENG

and collab., 2020]. Traditional adversarial training is based on an encoder that aims to
fool the adversary discriminator by removing attribute information from the content
embedding [ELAZAR and GOLDBERG, 2018].

4.1.3 Problem Formulation

For this task, aforementioned previous works rely on an encoder fθe taking as input
a random sentence X and maps it to a random representation Z using fθe . Then,
classification and sentence generation are performed using either a classifier or an
auto-regressive decoder denoted by fθd . We aim at minimizing MI between the latent
code represented by the r.v. Z = fθe (X) and the desired attribute represented by the
r.v. Y. The objective of interest L ( fθe ) is defined as:

L ( fθe ) ≡ Ldown.( fθe )︸ ︷︷ ︸
downstream task

+λ · I( fθe (X);Y)︸ ︷︷ ︸
disentangled

, (4.1)

where Ldown. represents a downstream specific (target task) loss and λ is a meta-
parameter that controls the sensitive trade-off between disentanglement (i.e., mini-
mizing MI) and success in the downstream task (i.e., minimizing the target loss). In
section 7.5, we illustrate theses different trade-offs.

4.1.4 Evaluation Approach

Automatic evaluation of generative models for text is still an open research problem.
Sentences generated by the model are expected to be fluent, to preserve the input
content and to contain the desired style. Concurrent works rely both on perceptive
evaluation and automatic measures to evaluate the model quality through four
criteria:
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• C1 measures fluency: are the generated sequences grammatically correct and
fluent?

• C2 evaluates label transfer: does the label present in the generated sequence
match the target label?

• C3 measures the content preservation: does the generated sentence have the
same content as the input sentence?

• C4 measures the disentanglement of the latent space: are we learning disen-
tangled representations?

In the following we present the automatic metrics used for our evaluation.

C1: Fluency evaluation. Motivated by previous work, we evaluate the fluency
of the language with the perplexity given by a GPT-2 [RADFORD and collab., 2018]
pretrained model performing fine-tuning on the training corpus. We choose to
report the log-perplexity since we believe it can better reflect the uncertainty of the
language model (a small variation in the model loss would induce a large change in
the perplexity due to the exponential term).

C2: Style transfer. For style transfer, the desired style is different from the input
style while for conditional sentence generation, both input and output styles should
be similar. We measure the style of the output sentence by using a fastText classifier
[JOULIN and collab., 2016].

C3: Content preservation. For content preservation, we follow JOHN and collab.
[2018] and compute both: (i) the cosine measure between source and generated
sentence embeddings, which are the concatenation of min, max, and mean of word
embeddings (sentiment words removed), and (ii) the BLEU score between generated
text and the input using SACREBLEU from POST [2018].

C4: Efficiency measure of the disentanglement methods. BARRETT and collab.
[2019] reports that offline classifiers (post training) outperform clearly adversarial
discriminators. We will re-train a classifier on the latent representation learned by
the model and we will report its accuracy.

4.1.5 Limitations of Previous Approaches

Learning disentangled representations of textual data is essential for many natural
language tasks such as style transfer and sentence generation, among others. The
existent dominant approaches in the context of text data have been based on training
an adversary (discriminator or teacher) that aims at making attribute values difficult
to be inferred from the latent code. Although these approaches are remarkably simple
and even though the adversary seems to be performing perfectly during the training
phase, after training is completed a fair amount of sensitive information to infer the
attribute still remains. In Chapter 7 we propose a novel objective to train disentangled
representations from attributes. It overcomes some known limitations of adversarial
losses to learn disentangled representations as we propose to minimize our novel
bound on Mutual Information (MI) between the latent code and the attribute.
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4.2 Evaluation of NLG

4.2.1 Introduction

A plethora of applications of natural language processing (NLP) perform text-to-
text transformations [BELZ and REITER, 2006; MELLISH and DALE, 1998; SPECIA

and collab., 2018] that is, given a text, these systems are required to produce a text
that is coherent, readable and informative. Due to both high annotation costs and
time requirements, researchers tend to rely on automatic evaluation to compare the
output of such systems. Reference-based automatic evaluation relies on comparing a
candidate text produced by the NLG system and one or multiple reference texts (‘gold
standard’) created by a human annotator. Generic automatic evaluation of NLG is a
huge challenge as it requires building a metric that evaluates semantic equivalence
between a candidate and one or several gold-standard reference texts. However,
the definition of semantic equivalence is task-specific: as an example, evaluation
of text summarization focuses on content, coherence, grammatically correctness,
conciseness, and readability [MANI, 2001], whereas machine translation focuses on
fidelity, fluency and adequacy of the translation [HOVY, 1999; WHITE and collab.,
1994] and data2text generation [DUŠEK and collab., 2020; GARDENT and collab., 2017;
TIAN and collab., 2019] considers criteria such as data coverage, correctness and text
structure.

Automatic text evaluation is an active area of research and a plethora of metrics
have been previously proposed. They fall into two categories: metrics that are trained
to maximize their correlation using human annotation (e.g., RUSE [SHIMANAKA

and collab., 2018], BLANC [LITA and collab., 2005], BEER [STANOJEVIĆ and SIMA’AN,
2014], BLEND [MA and collab., 2017], Q-Metrics [NEMA and KHAPRA, 2018], SIMILE
[WIETING and collab., 2019]) and untrained metrics (e.g., BLEU [PAPINENI and collab.,
2002], ROUGE [LIN, 2004], BERTSCORE [ZHANG and collab., 2019], Word Mover
Distance [KUSNER and collab., 2015]). In Chapter 8, we focus on untrained metrics
as they do not require costly training1. Two categories of untrained metrics can be
distinguished: word or character based-metrics that compute a score based on string
representation of the texts and embedding-based metrics that rely on a continuous
representation of the text. String-based metrics (e.g., BLEU, METEOR) often fail to
robustly match paraphrases [REITER and BELZ, 2009] as they mainly focus on the
surface form (e.g., string representation of the metric) as opposed to embedding-
based metrics that leverage continuous representations.

In this section, we start by introducing notations and formulate the problem of
both evaluating text generation and metrics. Then, we identify and present the most
relevant related work and the existing approaches for the studied tasks.

4.2.2 Problem statement

NLG evaluation. Given a dataset D = {xxxi , {x̃̃x̃xs
i ,hxxxi (x̃̃x̃xs

i )}S
s=1}N

i=1 where xxxi is the i-th
reference text; x̃̃x̃xs

i is the i -th candidate text generated by the s-th NLG system; N
is the number of text in the dataset and S the number of systems available. The
vector xxxi = (ω1, · · · ,ωM) is composed of M tokens (e.g., words or subwords) and

1Existing labelled corpora are of small size thus trained metrics may not generalize well to new
data.
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x̃̃x̃xs
i = (ω̃1, · · · ,ω̃L) is composed of L tokens2. hxxxi (x̃̃x̃xs

i ) is the score associated by a human
annotator to the candidate text x̃̃x̃xs

i when comparing it with the reference text xxxi . We
aim at building an evaluation metric f such that f (xxxi , x̃̃x̃xi ) ∈R>0.

Evaluating evaluation metrics. To assess the relevance of an evaluation metric
f , correlation with human judgment is considered to be one of the most important
criterion [BANERJEE and LAVIE, 2005; CHATZIKOUMI, 2020; KOEHN, 2009; SPECIA

and collab., 2010]. Debate on the relative merits of different correlation for the
evaluation of automatic metrics is ongoing, but classical correlation measures are
Pearson [LEUSCH and collab., 2003], Spearman [MELAMED and collab., 2003] or
Kendall test [KENDALL, 1938]. Two meta evaluation strategies are commonly used:
(1) text-level correlation or (2) system-level correlation. Formally, the sentence-level
correlation Ct , f is computed as follows:

Ct , f ,
1

N

N∑
i=1

K(Ft
i ,Ht

i ), (4.2)

where Fi = [
f (xxxi , x̃̃x̃x1

i ), · · · , f (xxxi , x̃̃x̃xS
i )

]
and Hi = [

hxxxi (x̃̃x̃x1
i ), · · · ,hxxxi (x̃̃x̃xS

i )
]

are the vectors
composed of scores assigned by the automatic metric f and the human respectively.
and K :RN ×RN → [−1,1] is the chosen correlation measure (e.g., Pearson, Kendall or
Spearman). Similarly, the system level correlation Cs y, f is obtained by

Cs y, f ,K(Fs y ,Hs y ), (4.3)

Fs y =
[

1

N

N∑
i=1

f (xxxi , x̃̃x̃x1
i ), . . . ,

1

N

N∑
i=1

f (xxxi , x̃̃x̃xS
i )

]

Hs y =
[

1

N

N∑
i=1

hxxxi (x̃̃x̃x1
i ), . . . ,

1

N

N∑
i=1

hxxxi (x̃̃x̃xS
i )

]
,

where the latter are the vectors composed of the averaged scores assigned by f and
the human, respectively. For the significance analysis, we follow GRAHAM [2015];
GRAHAM and BALDWIN [2014]; GRAHAM and collab. [2015]3. They use a William test
to validate a significant improvement for dependent correlations [STEIGER, 1980].

4.2.3 Existing metrics

In this section, we start by reviewing existing untrained metrics which can be grouped
into two categories (e.g., string-based and embedding-based metrics) and then
provide a short overview of training-based metrics.

String-Based Metrics

There are two types of string-based metrics: N-Grams matching metrics and Edit
distance-based metrics.
N-Grams matching metrics count the number of N-grams in common between the
candidate text and the reference text. Thus they are usually lightweight. The three
most-used metrics are BLEU [PAPINENI and collab., 2002], ROUGE [LIN, 2004] and

2The reference and candidate text can be composed of several sentences as it is the case in summa-
rization.

3Code of the authors is available at https://github.com/ygraham/nlp-williams
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METEOR [BANERJEE and LAVIE, 2005]. If no n-gram is in common between the
input text candidate and the reference, these metrics fail to produce meaningful
scores. Several revised version of BLEU [DODDINGTON, 2002; GALLEY and collab.,
2015; POPOVIĆ, 2015, 2017] and METEOR [DENKOWSKI and LAVIE, 2014; GUO and
HU, 2019] have been proposed in the recent years.
Edit distance based metrics. The second category of metrics measures the number
of basic operations such as edit/delete/insert to measure semantic equivalence (i.e.,
using Levenshtein distance [LEVENSHTEIN, 1966]). Variants include TER [SNOVER

and collab., 2006], CDER [LEUSCH and collab., 2006], EED [STANCHEV and collab.,
2019], CHARACTER [WANG and collab., 2016]. Similarly to previous approaches these
metrics do not handle synonyms and focus on surface form.

Embedding-Based Metrics

Another class of metrics relies on word embeddings. These metrics either use
static word embeddings such as Glove [PENNINGTON and collab., 2014], word2vec
[MIKOLOV and collab., 2013] or contextualized embeddings such as ELMO [PETERS

and collab., 2018], BERT [DEVLIN and collab., 2018] and its variants [LIU and collab.,
2019; SANH and collab., 2019]. Among the most popular metrics we can mention
MoverScore [ZHAO and collab., 2019], BERTSCore [ZHANG and collab., 2019] , Sen-
tenceMover [CLARK and collab., 2019], WMD [KUSNER and collab., 2015] , WMDO
[CHOW and collab., 2019], MEANT [LO, 2017; LO and WU, 2011] and YISI [LO and col-
lab., 2018]. Contextualized embeddings achieve better results, but it remains an open
question how to find the combination of layers that leads to the best results4. InfoLM
addresses this issue by relying on the language model only.

Learning-Based Metrics

Various trained metrics have been proposed such as BEER [STANOJEVIĆ and SIMA’AN,
2014], BLEND [MA and collab., 2017], RUSE [SHIMANAKA and collab., 2018], CIDER
[VEDANTAM and collab., 2015]. Because of the learning phase, these methods require
a training validation and testing set composed of human evaluations. Different from
these approaches InfoLM relies on a pretrained LM.
Use of pretrained LM as a metric. In text generation (e.g., style transfer, news gener-
ation), LM is (optionnaly) fine-tuned to measure perplexity and assess the fluency of
the generated sentences.

4.2.4 Weakness of Pretrained Embedding-Based Metrics

Current metrics based on pretrained embeddings such as BERT (or other contextual-
ized embeddings) take advantage of the contextualized pretrained representations.
However, they rely on a first arbitrary operation to aggregate layer information (av-
erage or single layer selection) followed by a second arbitrary operation (optimal
transport, cosine similarity) to transform the previously obtained vector in a real
number. In Chapter 8, we first get rid of the first operation by working with the output
distribution of the LM. Then, we leverage the discrete nature of the output distribu-
tions to use discrete measures of information. The geometrical interpretations of the
discrete measures of information allow us to better interpret the proposed metric.

4BertScore uses a different layer for each model while MoverScore uses the 5 last layers.
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Chapter 4 conclusion

In this chapter, we introduced two problems related to NLG, namely controlled
conditional text generation and text evaluation. The latter is closely related to
the former as it could be used to derive new losses. In both cases, we presented
the limitation of existing approaches that we will address in Part III. In the next
chapter, we will present our contributions related to RQ1.
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Part II Introduction

In this part, we aim at providing answers to the set of research questions RQ1
and other related subquestions presented in Chapter 1. We thus present our
contribution to the problem of learning transcript representations using MI.
This second part is split in two chapters that covers two different aspects:

• In Chapter 5, we describe a new method to learn generic text spoken
transcript representations by integrating the conversational dimension.
We obtain our representations with a hierarchical encoder based on
transformer architectures, for which we propose two new pre-training
objectives that are tightly linked to MI. Pre-training is performed on
OpenSubtitles: a large corpus of movie subtitles containing over 2.3
billion of tokens. These representations are evaluated on a new bench-
mark we call Sequence labellIng evaLuatIon benChmark fOr spoken
laNguagE benchmark (SILICONE). Our hierarchical pre-training method
achieves competitive results with consistently fewer parameters com-
pared to state-of-the-art models and we show their importance for both
pre-training and fine-tuning.

• In Chapter 6, we enrich transcripts representation with multi-modal
dimensions. So far, a consequent effort has been made on developing
complex architectures for multimodal representation learning allowing
the fusion of these modalities. We investigate unexplored penalties and
propose a set of new objectives that measure the dependency between
modalities. Our new fusion method, which can be combined with both
randomly initialized encoder and pretrained representations, not only
achieves a new SOTA on sentiment analysis but also produces represen-
tations that are more robust to modality drops. Finally, a by-product of
our methods includes a statistical network which can be used to interpret
the high dimensional representations learnt by the model.
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Chapter 5

Integrating Conversational Dimension
in Pretrained Representation

Chapter 5 abstract

This chapter is dedicated to our first contribution where we propose a new
approach to learn generic representations adapted to spoken transcripts by in-
cluding the conversational dimension. We evaluate the learnt representations
on a new benchmark we call Sequence labellIng evaLuatIon benChmark fOr
spoken laNguagE benchmark (SILICONE). SILICONEa is model-agnostic and
contains 10 different datasets of various sizes. We obtain our representations
with a hierarchical encoder based on transformer architectures, for which we
extend two well-known pre-training objectives (i.e Masked Language Model
and Generalized Autoregressive Pretraining). We study the connection of the
new pretraining objectives to MI section 5.3. We process and gather a large
pre-training corpora extracted from OpenSubtitles: a large corpus of spoken
dialog containing over 2.3 billion of tokens. We demonstrate how hierarchi-
cal encoders achieve competitive results with consistently fewer parameters
compared to state-of-the-art models and we show their importance for both
pre-training and fine-tuning.

aBenchmark can be found in the dataset library from HuggingFace [WOLF and collab., 2020]
at https://huggingface.co/datasets/silicone

5.1 Introduction

Generic representations have been shown to be an effective way to adapt mod-
els across different sets of labels [DEVLIN and collab., 2018; LIU and collab., 2019;
MIKOLOV and collab., 2013; PENNINGTON and collab., 2014; PETERS and collab., 2018;
YANG and collab., 2019]. Those representations are usually trained on large written
corpora such as OSCAR [SUÁREZ and collab., 2019], Book Corpus [ZHU and collab.,
2015] or Wikipedia [DENOYER and GALLINARI, 2006]. Although achieving state-of-
the-art (SOTA) results on written benchmarks [WANG and collab., 2018], they are
neither tailored for transcript nor for spoken dialog (SD) representation. Indeed,
TRAN and collab. [2019] have suggested that training a parser on conversational
speech data can improve results, due to the discrepancy between spoken and written
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language (e.g. disfluencies [STOLCKE and SHRIBERG, 1996], fillers [DINKAR and col-
lab., 2020; SHRIBERG, 1999]). Furthermore, capturing discourse-level features, which
distinguish transcripts from other types of text [THORNBURY and SLADE, 2006], e.g.,
capturing multi-utterance dependencies, is a key to embed dialog that is not ex-
plicitly present in pre-training objectives [DEVLIN and collab., 2018; LIU and collab.,
2019; YANG and collab., 2019], as they often treat sentences as a simple stream of
tokens. The goal of this work is to train on SD data a generic dialog encoder capturing
discourse-level features that produce representations which integrate the conversa-
tional nature of the transcripts.

Evaluation. To evaluate theses pretrained representations we focus on Dialog
Acts (DA) and Emotion/Sentiment (E/S). The automated identification of both DA and
E/S in spoken language is an important step toward improving model performances
on spontaneous dialogue tasks. Especially, it is essential to avoid the generic response
problem, i.e., having an automatic dialog system generate an unspecific response —
that can be an answer to a very large number of user utterances COLOMBO and collab.
[2019]; YI and collab. [2019]. DA and emotion identification JALALZAI and collab.
[2020a]; WITON and collab. [2018a] are done through sequence labelling systems
that are usually trained on large corpora (with over 100k labelled utterances) such as
Switchboard [GODFREY and collab., 1992], MRDA [SHRIBERG and collab., 2004] or Daily
Dialog Act [LI and collab., 2017]. Even though large corpora enable learning complex
models from scratch (e.g., seq2seq [COLOMBO and collab., 2020]), those models are
very specific to the labelling scheme employed. Adapting them to different sets
of emotions or dialog acts would require more annotated data. We evaluate these
representations on both DA and E/S labelling through a new benchmark SILICONE
(Sequence labellIng evaLuatIon benChmark fOr spoken laNguagE) composed of
datasets of varying sizes using different sets of labels.

We follow the general trend of using smaller models to obtain lightweight repre-
sentations JIAO and collab. [2019]; LAN and collab. [2019] that can be trained without
a costly computation infrastructure while achieving good performance on several
downstream tasks [HENDERSON and collab., 2020]. Concretely, since hierarchy is
an inherent characteristic of dialog [THORNBURY and SLADE, 2006], we propose the
first hierarchical generic multi-utterance encoder based on a hierarchy of trans-
formers. This allows us to factorise the model parameters, getting rid of long term
dependencies and enabling training on a reduced number of GPUs.

Based on this hierarchical structure, we generalise two existing pre-training ob-
jectives. As embeddings highly depend on data quality [LE and collab., 2019] and vol-
ume [LIU and collab., 2019], we preprocess OpenSubtitles [LISON and collab., 2019]: a
large corpus of spoken dialog from movies. This corpora is an order of magnitude big-
ger than corpora [BUDZIANOWSKI and collab., 2018b; DANESCU-NICULESCU-MIZIL

and LEE, 2011; LOWE and collab., 2015] used in previous works [HAZARIKA and collab.,
2019; MEHRI and collab., 2019]. Lastly, we evaluate our encoder along with other
baselines on SILICONE, which lets us draw finer conclusions of the generalisation
capability of our models1.

1Upon publication, we will release the code, models and especially the preprocessing scripts to
replicate our results.

76



CHAPTER 5. INTEGRATING CONVERSATIONAL DIMENSION IN PRETRAINED
REPRESENTATION

5.2 Method

We start by formally defining the Sequence Labelling Problem. At the highest level, we
have a set D of conversations composed of utterances, i.e., D = (C1,C2, . . . ,C|D|) with
Y = (Y1,Y2, . . . ,Y|D|) being the corresponding set of labels (e.g., DA, E/S). At a lower
level each conversation Ci is composed of utterances u, i.e Ci = (u1,u2, . . . ,u|Ci |)
with Yi = (y1, y2, . . . , y|Ci |) being the corresponding sequence of labels: each ui is
associated with a unique label yi . At the lowest level, each utterance ui can be seen
as a sequence of words, i.e ui = (ωi

1,ωi
2, . . . ,ωi

|ui |). Concrete examples with dialog act
can be found in Table 5.1.

Utterances DA

How long does that take you to get to work? qw

Uh, about forty-five, fifty minutes. sd

How does that work, work out with, uh,
storing your bike and showering and all that?

qw

Yeah , b

It can be a pain . sd

It’s, it’s nice riding to school because
it’s all along a canal path, uh,

sd

Because it’s just,
it’s along the Erie Canal up here.

sd

So, what school is it? qw

Uh, University of Rochester. sd

Oh, okay. bk

Table 5.1 – Examples of dialogs labelled with DA taken from SwDA. The labels qw, sd, b, bk
respectively correspond to wh-question, statement-non-opinion, backchannel and response
acknowledgement.

5.2.1 Pre-training Objectives

Our work builds upon existing objectives designed to pre-train encoders: the Masked
Language Model (MLM) from DEVLIN and collab. [2018]; LAN and collab. [2019]; LIU

and collab. [2019]; ZHANG and collab. [2019a] and the Generalized Autoregressive
Pre-training (GAP) from YANG and collab. [2019].
MLM Loss: The MLM loss corrupts sequences (or in our case, utterances) by masking
a proportion pω of tokens. The model learns bidirectional representations by pre-
dicting the original identities of the masked-out tokens. Formally, for an utterance
ui , a random set of indexed positions mui is selected and the associated tokens are
replaced by a masked token [MASK] to obtain a corrupted utterance umasked

i . The set
of parameters θ is learnt by maximizing :

L u
MLM(θ,ui ) = E

[ ∑
t∈mui

log(pθ(ωi
t |ũi ))

]
(5.1)

where ũi is the corrupted utterance, mui
j ∼ unif{1, |ui |} ∀ j ∈ [1, pω] and pω is the

proportion of masked tokens.
GAP Loss: the GAP loss consists in computing a classic language modelling loss across
different factorisation orders of the tokens. In this way, the model will learn to gather
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information across all possible positions from both directions. The set of parameters
θ is learnt by maximising:

L u
GAP(θ,ui ) = E

[
Ez∼Z|ui |

[∑
t

log pθ(ωi
zt
|uz<t

i )
]]

(5.2)

where Z|ui | is the set of permutations of length |ui | and uz<t
i represent the first t

tokens of ui when permuting the sequence according to z ∈Z|ui |.

5.2.2 Hierarchical Encoding

Capturing dependencies at different granularity levels is key for dialog embedding.
Thus, we choose a hierarchical encoder [CHEN and collab., 2018b; LI and collab.,
2018a]. It is composed of two functions f u and f c , satisfying:

Eui = f u
θ (ω1, . . . ,ω|ui |) (5.3)

EC j = f d
θ (Eu1 , . . . ,EC j ) (5.4)

where Eui ∈ Rdu is the embedding of ui and EC j ∈ Rdd the embedding of C j . The
structure of the hierarchical encoder is depicted in Figure 5.1.

5.2.3 Hierarchical Pre-training

General Motivation

Figure 5.1 – General structure of our proposed hierarchical dialog encoder, with a decoder:
f u
θ

, f d
θ

and the sequence label decoder (g dec
θ

) are colored respectively in green, blue and red.

Current self-supervised pre-training objectives such as MLM and GAP are trained
at the sequence level, which for us translates to only learning f u

θ
. In this section, we

extend both the MLM and GAP losses at the dialog level in order to pre-train f d
θ

. Follow-
ing previous work on both multi-task learning [ARGYRIOU and collab., 2007; RUDER,
2017] and hierarchical supervision [GARCIA and collab., 2019; SANH and collab., 2019],
we argue that optimising simultaneously at both levels rather than separately im-
proves the quality of the resulting embeddings. Thus, we write our global hierarchical
loss as:

L (θ) = λu ∗L u(θ)+λd ∗L d (θ) (5.5)
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(a) Initial context composed by 5 utterances.

(b) u1 is chosen to be masked.
(c) Corrupted context with utterance u1

masked.

(d) u4 is chosen to be masked.
(e) Corrupted context with utterance u4

masked.

Figure 5.2 – This figure shows an example of corrupted context. Here pC is randomly set to 2
meaning that two utterances will be corrupted. u1 and u4 are randomly picked in 5.2b, 5.2d
and then masked in 5.2c, 5.2e.

where L u(θ) is either the MLM or GAP loss at the utterance level and L d (θ) is its
generalisation at the dialog level.

MLM Loss

The MLM loss at the utterance level is defined in Equation 5.1. Our generalisation at
the dialog level masks a proportion pC of utterances and generates the sequences of
masked tokens. Thus, at the dialog level the MLM loss is defined as:

L d
MLM(θ,Ck ) = E

 ∑
j∈mCk

|u j |∑
i=1

log(pθ(ω j
i |C̃k ))

 (5.6)

where mCk
j ∼ unif{1, |Ck |} ∀ j ∈ [1, pC ] is the set of positions of masked utterances

in the context Ck , C̃k is the corrupted context, and pC is the proportion of masked
utterances. We propose a visual illustration of the MLM Loss with corrupted context in
Figure 5.2.

GAP Loss

The GAP loss at the utterance level is defined in Equation 5.2. A possible generalisation
of the GAP at the dialog level is to compute the loss of the generated utterance across
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all factorization orders of the context utterances. Formally, the GAP loss is defined at
the dialog level as:

L d
GAP(θ,Ck ) =E

[
Ez∼ZT

[ |Ck |∑
t=1

|uzt |∑
i=1

log pθ(ωzt
i |Cz<t

k )
]]

(5.7)

where ωzt
i denotes the first i -th tokens of the permuted t-th utterance when per-

muting the context according to z ∈ ZT and Cz<t
k the first t utterances of Ck when

permuting the context according to z.

5.2.4 Architecture

Commonly, The functions f u
θ

and f d
θ

are either modelled with recurrent cells [SERBAN

and collab., 2015] or Transformer blocks [VASWANI and collab., 2017]. Transformer
blocks are more parallelizable, offer shorter paths for the forward and backward
signals and require significantly less time to train compared to recurrent layers. To
the best of our knowledge this is the first attempt to pre-train a hierarchical encoder
based only on transformers2.
The structure of the model can be found in Figure 5.1. In order to optimize dialog
level losses as described in Equation 5.5, we generate (through g dec

θ
) the sequence

with a Transformer Decoder (Tdec ). For downstream tasks, the context embedding
ECk is fed to a simple MLP (simple classification), or to a CRF/GRU/LSTM (sequential
prediction). In the remainder, we will name our hierarchical transformer-based
encoder H T and the hierarchical RNN-based encoder H R. We use θx

y to refer to
the set of model parameters learnt using the pre-training objective y (either MLM or
GAP) at the level x3.

Thus our proposed losses can be seen as minimizing a weighted sum of two losses
which are lower bounds on the MI. They are complementary as they considered
different views of the sentence.

5.2.5 Pre-training Datasets

Pretraining datasets used to pre-train dialog encoders [HAZARIKA and collab., 2019;
MEHRI and collab., 2019] are often medium-sized (e.g. Cornell Movie Corpus [DANESCU-
NICULESCU-MIZIL and LEE, 2011], Ubuntu [LOWE and collab., 2015], MultiWOz [BUDZIANOWSKI

and collab., 2018a]). In our work, we focus on OpenSubtitles [LISON and TIEDE-
MANN, 2016]4 because: (1) it contains spoken language, contrarily to the Ubuntu
corpus [LOWE and collab., 2015] based on logs; (2) as Wizard of Oz [BUDZIANOWSKI

and collab., 2018a] and Cornell Movie Dialog Corpus [DANESCU-NICULESCU-MIZIL

and LEE, 2011], it is a multi-party dataset; and (3) OpenSubtitles is an order of mag-
nitude larger than any other spoken language dataset used in previous work. We
segment OpenSubtitles by considering the duration of the silence between two con-
secutive utterances. Two consecutive utterances belong to the same conversation

2Although it is possible to relax the fixed size imposed by transformers [DAI and collab., 2019] in
this paper we follow COLOMBO and collab. [2020] and fix the context size to 5 and the max utterance
length to 50 — these choices are made to work with OpenSubtitles, since the number of available
dialogs drops when considering a number of utterances greater than 5.

3if x = u solely utterance level training is used, if x = d solely dialog level is used and if x = u,d
multi level supervision is used (λu ,λd ∈ {0,1}2 according to the case.)

4http://opus.nlpl.eu/OpenSubtitles-alt-v2018.php
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if the silence is shorter than δT
5. Conversations shorter than the context size T are

dropped6. After preprocessing, Opensubtitles contains subtitles from 446520 movies
or series which represent 54642424 conversations and over 2.3 billion of words.

5.2.6 Baseline Encoder

We compare the different methods we presented with two different types of base-
line encoders: pre-trained encoders, and hierarchical encoders based on recurrent
cells. The latter, achieve current SOTA performance in many sequence labelling
tasks [COLOMBO and collab., 2020; LI and collab., 2018a; LIN and collab., 2017].
Pre-trained Encoder Models. We use BERT [DEVLIN and collab., 2018] through the
Pytorch implementation provided by the Hugging Face transformers library [WOLF

and collab., 2019]. The pre-trained model is fed with a concatenation of the utter-
ances. Formally given an input context Ck = (u1, . . .uT) the concatenation [u1, . . . ,uT]
is fed to BERT.
Hierarchical Recurrent Encoders. In this work we rely on our own implementation
of the model based on H R.

A representation for all the baselines can be found in Figure 5.3. For all models,
both hidden dimension and embedding dimension is set to 768 to ensure fair com-
parison with the proposed model. The MLP used for decoding contains 3 layers of
sizes (768,348,192). We use ReLU AGARAP [2018] to introduce non linearity inside
our architecture.

5We choose δT = 6s
6Using pre-training method based on the next utterance proposed by MEHRI and collab. [2019]

requires dropping conversation shorter than T+1 leading to a non-negligible loss in the preprocessing
stage.
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(a) Hierarchical encoder with MLP decoder per-
forming single label prediction.

(b) Hierarchical encoder with sequential
decoder (either GRU or CRF).

(c) BERT encoder with MLP decoder performing
single label prediction.

(d) BERT encoder with sequential decoder (ei-
ther GRU or CRF)

Figure 5.3 – Schema of the different models evaluated on SILICONE. In this figure f u
θ

, f d
θ

and the sequence label decoder (g dec
θ

) are respectively colored in green, blue and red for the
hierarchical encoder (see Figure 5.3a and Figure 5.3d). For BERT there is no hierarchy and
embedding is performed through f u

θ
colored in grey (see Figure 5.3c, Figure 5.3d)
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5.3 Information Theoretic Justification of Pretraining
Losses

In this section we draw connections between our losses and the MI information
framework from KONG and collab. [2019] described in Chapter 3.
MLM and GAP: For theses losses the parameters used in Equation 3.2 are similar to
the one reported in Table 3.2 where the model used for gν refers to the first level of
hierarchy of our encoders.
MLM loss at the utterance level: Consider an input context Ck = {u1, · · · ,u|Ck |} and the
corrupted context C̃k ) = {u1, · · · , û j , · · · ,u|Ck |} . Following the notations of Chapter 3,
we consider fθ(x, y) = where x is the k − th masked token of the masked utterance û j

and y be the masked context C̃k . Let us consider gψ : V → Rd , where V stands for the
vocabulary, a lookup function that maps a token index to a vector and gω(C̃k ) that
returns the final state corresponding to the k − th masked token of û j . In this case
gω includes both the hierarchical encoder as well as the transformer decoder. The
masking strategy impacts the choice of the joint distribution p.
GAP loss at the utterance level: Following similar steps as done in KONG and collab.
[2019], the GAP loss can be casted in the framework described in Chapter 2. The main
differences with the MLM loss at the utterance level lie in the choice of both gω and p.
In this case, gω is composed of the two level of TXL++ with the transformer decoder.
Similar to XLNET, p is composed of factorization permutations at the sentence level
(thus is composed of T! elements).

5.4 Evaluation of Sequence Labelling

5.4.1 Related Work

Sequence labelling tasks for spoken dialog mainly involve two different types of
labels: DA and E/S. Early work has tackled the sequence labelling problem as an
independent classification of each utterance. Deep neural network models that
currently achieve the best results [KEIZER and collab., 2002; STOLCKE and collab.,
2000; SURENDRAN and LEVOW, 2006] model both contextual dependencies between
utterances [COLOMBO and collab., 2020; LI and collab., 2018b] and labels [CHEN

and collab., 2018b; KUMAR and collab., 2018; LI and collab., 2018c].
The aforementioned methods require large corpora to train models from scratch,

such as: Switchboard Dialog Act (SwDA) [GODFREY and collab., 1992], Meeting Recorder
Dialog Act (MRDA) [SHRIBERG and collab., 2004], Daily Dialog Act [LI and collab., 2017],
HCRC Map Task Corpus (MT) [THOMPSON and collab., 1993]. This makes harder
their adoption to smaller datasets, such as: Loqui human-human dialogue corpus
(Loqui) [PASSONNEAU and SACHAR., 2014], BT Oasis Corpus (Oasis) [LEECH and
WEISSER, 2003], Multimodal Multi-Party Dataset (MELD) [PORIA and collab., 2018a],
Interactive emotional dyadic motion capture database (IEMO), SEMAINE database
(SEM) [MCKEOWN and collab., 2013].

5.4.2 Presentation of SILICONE

Despite the similarity between methods usually employed to tackle DA and E/S se-
quential classification, studies usually rely on a single type of label. Moreover, despite
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the variety of small or medium-sized labelled datasets, evaluation is usually done on
the largest available corpora (e.g., SwDA, MRDA). We introduce SILICONE, a collection
of sequence labelling tasks, gathering both DA and E/S annotated datasets. SILICONE
is built upon preexisting datasets which have been considered by the community as
challenging and interesting. Any model that is able to process multiple sequences as
inputs and predict the corresponding labels can be evaluated on SILICONE. We espe-
cially include small-sized datasets, as we believe it will ensure that well-performing
models are able to both distil substantial knowledge and adapt to different sets of
labels without relying on a large number of examples. The description of the datasets
composing the benchmark can be found in the following sections, while corpora
statistics are gathered in Table 5.2.

DA Datasets

Switchboard Dialog Act Corpus (SwDA) is a telephone speech corpus consisting of
two-sided telephone conversations with provided topics. This dataset includes addi-
tional features such as speaker id and topic information. The SOTA model, based on a
seq2seq architecture with guided attention, reports an accuracy of 85.5% [COLOMBO

and collab., 2020] on the official split.
ICSI MRDA Corpus (MRDA) has been introduced by SHRIBERG and collab. [2004]. It
contains transcripts of multi-party meetings hand-annotated with DA. It is the second
biggest dataset with around 110k utterances. The SOTA model reaches an accuracy
of 92.2% [LI and collab., 2018a] and uses Bi-LSTMs with attention as encoder as well
as additional features, such as the topic of the transcript.
DailyDialog Act Corpus (DyDAa) has been produced by LI and collab. [2017]. It
contains multi-turn dialogues, supposed to reflect daily communication by covering
topics about daily life. The dataset is manually labelled with dialog act and emotions.
It is the third biggest corpus of SILICONE with 102k utterances. The SOTA model
reports an accuracy of 88.1% [LI and collab., 2018a], using Bi-LSTMs with attention
as well as additional features. We follow the official split introduced by the authors.
HCRC MapTask Corpus (MT) has been introduced by THOMPSON and collab. [1993].
To build this corpus, participants were asked to collaborate verbally by describing a
route from a first participant’s map by using the map of another participant. This
corpus is small (27k utterances). As there is no standard train/dev/test split7 perfor-
mances depends on the split. TRAN and collab. [2017] make use of a Hierarchical
LSTM encoder with a GRU decoder layer and achieves an accuracy of 65.9%.
Bt Oasis Corpus (Oasis) contains the transcripts of live calls made to the BT and
operator services. This corpus has been introduced by LEECH and WEISSER [2003]
and is rather small (15k utterances). There is no standard train/dev/test split 8 and
few studies use this dataset.

S/E Datasets

In S/E recognition for spoken language, there is no consensus on the choice the
evaluation metric (e.g., GHOSAL and collab. [2019]; PORIA and collab. [2018b] use a
weighted F-score while ZHANG and collab. [2019b] report accuracy). For SILICONE,
we choose to stay consistent with the DA research and thus follow ZHANG and collab.

7We split according to the code in https://github.com/NathanDuran/Maptask-Corpus.
8We use a random split from https://github.com/NathanDuran/BT-Oasis-Corpus.
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Corpus |Tr ai n| |Val | |Test | Utt. |Label s| Task Utt./|Label s|
SwDA? 1k 100 11 200k 42 DA 4.8k
MRDA? 56 6 12 110k 5 DA 2.6k
DyDAa 11k 1k 1k 102k 4 DA 25.5k
MT? 121 22 25 36k 12 DA 3k

Oasis? 508 64 64 15k 42 DA 357
DyDAe 11k 1k 1k 102k 7 E 2.2k
MELD?s 934 104 280 13k 3 S 4.3k
MELD?e 934 104 280 13k 7 S 1.8k
IEMO 108 12 31 10k 6 E 1.7k
SEM 62 7 10 5,6k 3 S 1.9k

Table 5.2 – Statistics of datasets composing SILICONE. E stands for emotion label and S for
sentiment label; ? stands for datasets with available official split. Sizes of Train, Val and Test
are given in number of conversations.

[2019b] by reporting the accuracy. Additionally, emotion/sentiment labels are neither
merged nor pre-processed9.
DailyDialog Emotion Corpus (DyDAe) has been previously introduced and contains
eleven emotional labels. The SOTA model [DE BRUYNE and collab., 2019] is based
on BERT with additional Valence Arousal and Dominance features and reaches an
accuracy of 85% on the official split.
Multimodal EmotionLines Dataset (MELD) has been created by enhancing and ex-
tending EmotionLines dataset [CHEN and collab., 2018a] where multiple speakers
participated in the dialogues. There are two types of annotations MELDs and MELDe:
three sentiments (positive, negative and neutral) and seven emotions (anger, disgust,
fear, joy,neutral, sadness and surprise). The SOTA model with text only is proposed
by ZHANG and collab. [2019b] and is inspired by quantum physics. On the official
split, it is compared with a hierarchical bi-LSTM, which it beats with an accuracy of
61.9% (MELDs) and 67.9% (MELDe) against 60.8% and 65.2.
IEMOCAP database (IEMO) is a multimodal database of ten speakers. It consists of
dyadic sessions where actors perform improvisations or scripted scenarios. Emotion
categories are: anger, happiness, sadness, neutral, excitement, frustration, fear,
surprise, and other. There is no official split on this dataset. Previous SOTA model is
built with bi-LSTMs and achieves 35.1%, with text only [ZHANG and collab., 2019b].
SEMAINE database (SEM) comes from the Sustained Emotionally coloured Machine
human Interaction using Nonverbal Expression project [MCKEOWN and collab., 2013].
This dataset has been annotated on three sentiments labels: positive, negative and
neutral by BARRIERE and collab. [2018]. It is built on a Multimodal Wizard of Oz
experiment where participants held conversations with an operator who adopted
various roles designed to evoke emotional reactions. There is no official split on this
dataset.

Diversity of SILICONE

We illustrate the diversity of the dataset composing SILICONE. In Figure 5.4, we
plot two histograms representing the different utterance lengths for DA and E/S. As
expected, for spoken dialog, lengths are shorter than for written benchmarks (e.g.,
GLUE).

9Comparison with concurrent work is more difficult as system performance heavily depends on
the number of classes and label processing varies across studies CLAVEL and CALLEJAS [2015].
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Figure 5.4 – Histograms showing the utterance length for each dataset of SILICONE.

5.5 Results on SILICONE

This section describes experiments performed on the SILICONE benchmark. We
first provide the hyperparameters and then analyze an appropriate choice for the
decoder. The decoder is selected over a set of experiments on our baseline encoders:
a pre-trained BERT model and a hierarchical RNN-based encoder (H R). Since we
focus on small-sized pre-trained representations, we limit the sizes of our pre-trained
models to TINY and SMALL (see Table 5.8). We then study the results of the baselines
and our hierarchical transformer encoders (H T ) on SILICONE along three axes:
the accuracy of the models, the difference in performance between the E/S and
the DA corpora, and the importance of pre-training. As we aim to obtain robust
representations, we do not perform an exhaustive grid search on the downstream
tasks.

5.5.1 Parameter choices

For all models, we use a batch size of 64 and automatically select the best model on
the validation set according to its loss. We do not perform exhaustive grid search
either on the learning rate (that is set to 10−4), nor on other hyper-parameters to
perform a fair comparison between all the models. We use ADAMW [KINGMA and
BA, 2014; LOSHCHILOV and HUTTER, 2017] with a linear scheduler on the learning
rate and the number of warm-up steps is set to 100. For all models we use a tokenizer
based on WordPiece [WU and collab., 2016]. We used GELU [HENDRYCKS and GIMPEL,
2016] activations and the dropout rate [SRIVASTAVA and collab., 2014] is set to 0.1.

5.5.2 Decoder Choice

Current research efforts focus on single label prediction, as it seems to be a natural
choice for sequence labelling problems (subsection 5.2.1). Sequence labelling is
usually performed with CRFs [CHEN and collab., 2018b; KUMAR and collab., 2018]
and GRU decoding [COLOMBO and collab., 2020], however, it is not clear to what
extent inter-label dependencies are already captured by the contextualised encoders,
and whether a plain MLP decoder could achieve competitive results. As can be seen
in Table 5.5, we found that in the case of E/S prediction there is no clear difference
between CRFs and MLPs, while GRU decoders exhibit poor performance, probably
due to a lack of training data. It is also important to notice, that training a sequential

86



CHAPTER 5. INTEGRATING CONVERSATIONAL DIMENSION IN PRETRAINED
REPRESENTATION

TINY SMALL

Nbs of heads 1 6
Nd 2 4
Nu 2 4
T 50 50
C 5 5

Td nbs of heads 6 6
Inner dimension 768 768

Model Dimension 768 768
Vocab length 32000 32000
Td : Emb. size 768 768

dk : 64 64
dv : 64 64

Table 5.3 – Architecture hyperparameters used for the hierarchical pre-training.

Avg SwDA MRDA DyDADA MT Oasis DyDAe MELDs MELDe IEMO SEM

BERT-4layers 70.4 77.8 90.7 79.0 88.4 66.8 90.3 55.3 53.4 43.0 58.8
BERT 72.8 79.2 90.7 82.6 88.2 66.9 91.9 59.3 61.4 45.0 62.7
H R 69.8 77,5 90,9 80,1 82,8 64,3 91.5 59,3 59.9 40.3 51.1

H T (θu,d
MLM)(TINY) 73.3 79.3 92.0 80.1 90.0 68,3 92.5 62.6 59.9 42.0 66.6

H T (θd
GAP)(TINY) 71.6 78.6 91.8 78.1 89.3 64.1 91.6 60.5 55.7 42.2 63.9

H T (θu,d
MLM)(SMALL) 74.3 79.2 92.4 81.5 90.6 69.4 92.7 64.1 60.1 45.0 68.2

Table 5.4 – Performances of different encoders when decoding using a MLP on SILICONE.
The datasets are grouped by label type (DA vs E/S) and ordered by decreasing size. MT stands
for Map Task, IEM for IEMOCAP and Sem for Semaine.

87



CHAPTER 5. INTEGRATING CONVERSATIONAL DIMENSION IN PRETRAINED
REPRESENTATION

Avg Avg DA Avg E/S
BERT (+MLP) 72,8 81.5 64.0
BERT (+GRU) 69.9 80.4 59.3
BERT (+CRF) 72.8 81.5 64.1
H R (+MLP) 69.8 79.1 60.4
H R (+GRU) 67.6 79.4 55.7
H R (+CRF) 70.5 80.3 60.7

Table 5.5 – Experiments comparing decoder performances. Results are given on SILICONE

for two types of baseline encoders (pre-trained BERT models and hierarchical recurrent
encoders H R).

decoder usually requires thorough hyper-parameter fine-tuning. As our goal is to
learn and evaluate general representations that are decoder agnostic, in the following,
we will use a plain MLP decoder for all the models compared.

5.5.3 General Performance Analysis

Table 5.4 provides an exhaustive comparison of the different encoders over the
SILICONE benchmark. As previously discussed, we adopt a plain MLP as a decoder to
compare the different encoders. We show that SILICONE covers a set of challenging
tasks as the best performing model achieves an average accuracy of 74.3. Moreover,
we observe that despite having half the parameters of a BERT model, our proposed
model achieves an average result that is 2% higher on the benchmark. SILICONE
covers two different sequence labelling tasks: DA and E/S. In Table 5.4 and Table 5.5,
we can see that all models exhibit a consistently higher average accuracy (up to
14%) on DA tagging compared to E/S prediction. This performance drop could be
explained by the different sizes of the corpora (see Table 5.2). Despite having a larger
number of utterances per label (u/l ), E/S tasks seem generally harder to tackle for
the models. For example, on Oasis, where the u/l is inferior than those of most E/S
datasets (MELDs, MELDe, IEMO and SEM), models consistently achieve better results.

5.5.4 Importance of Pre-training for SILICONE

Results reported in Table 5.4 and Table 5.5 show that pre-trained transformer-based
encoders achieve consistently higher accuracy on SILICONE, even when they are not
explicitly considering the hierarchical structure. This difference can be observed
both in small-sized datasets (e.g. MELD and SEM) and in medium/large size datasets
(e.g SwDA and MRDA). To validate the importance of pre-training in a regime of low
data, we train different H T (with random initialisation) on different portions of
SEM and MELDs. Results shown in Figure 5.5 illustrate the importance of pre-trained
representations.

Negative Results on GAP

We briefly describe few ideas we tried to make GAP works at both the utterance and
dialog level. We hypothesise that:

• giving the same weight to the utterance level and the dialog level (see Equa-
tion 5.3) was responsible of the observed plateau. Different combinations lead
to fairly poor improvements.
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Figure 5.5 – A comparison of pre-trained encoders being fine-tuned on different percentage
the training set of SEM. Validation and test set are fixed over all experiments, reported scores
are averaged over 10 different random splits.

• the limited model capacity was part of the issue as reported for multilingual
pretraining [LIU and collab., 2020].

5.6 Model Analysis

In this section, we dissect our hierarchical pre-trained models in order to better
understand the relative importance of each component. We show how a hierarchical
encoder allows us to obtain a light and efficient model.

5.6.1 Pre-training on Spoken vs Written Data

First, we explore the differences in training representations on spoken and writ-
ten corpora. Experimentally, we compare the predictions on SILICONE made by
H T (θu

MLM) and the one made by H T (θBERT−2l ayer s). The latter is a hierarchical
encoder where utterance embeddings are obtained with the hidden vector represent-
ing the first token [CLS] (see DEVLIN and collab. [2018]) of the second layer of BERT.
In both cases, predictions are performed using an MLP10. Results in Table 5.6 show
higher accuracy when the pre-training is performed on spoken data. Since SILICONE
is a spoken language benchmark, this result might be due to the specific features of
colloquial speech (e.g. disfluencies, sentence length, vocabulary, word frequencies).

10We consider the two first layer for a fair comparison based on the number of model parameters.
We reproduce the setting of COLOMBO and collab. [2021a, 2020, 2021b,c]; DINKAR and collab. [2020];
GARCIA and collab. [2019]; JALALZAI and collab. [2020b]; STAERMAN and collab. [2021a, 2020, 2021b,
2019, 2021c]; WITON and collab. [2018b]; ?]; ?]; ?]; ?.

Avg DA Avg E/S
BERT (4 layers) 80.5 60.2

H T (θBERT−2l ayer s) 80.5 61.1
H T (θu

MLM) 80.8 64.0

Table 5.6 – Results of ablation studies on SILICONE
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5.6.2 Hierarchy and Multi-Level Supervision

We study the relative importance of three aspects of our hierarchical pre-training with
multi-level supervision. We first show that accounting for the hierarchy increases
the performance of fine-tuned encoders, even without our specific pre-training
procedure. We then compare our two proposed hierarchical pre-training procedures
based on the GAP or MLM loss. Lastly, we look at the contribution of the possible levels
of supervision on reduced training data from SEM.

Importance of hierarchical fine-tuning

We compare the performance of BERT-4layers with the H T (θBERT−2l ayer ) previously
described. Results reported in Table 5.6 demonstrate that fine-tuning on downstream
tasks with a hierarchical encoder yields to higher accuracy, with fewer parameters,
even when using already pre-trained representations.

MLM vs GAP

In this experiment, we compare the different pre-training objectives at utterance and
dialog level. As a reminder H T (θu

MLM) and H T (θu
GAP) are respectively trained using

the standard MLM loss [DEVLIN and collab., 2018] and the standard GAP loss [YANG

and collab., 2019]. In Table 5.7 we report the different pre-training objective results.
We observe that pre-training at the dialog level achieves comparable results to the
utterance level pre-training for MLM and slightly worse for GAP. Interestingly, we
observe that H T (θu

GAP) compared to H T (θu
MLM) achieves worse results, which

is not consistent with the performance observed on other benchmarks, such as
GLUE [WANG and collab., 2018]. The lower accuracy of the models trained using a
GAP-based loss could be due to several factors (e.g., model size, pre-training using
the GAP loss could require a finer choice of hyper-parameters). Finally, we see that
supervising at both dialog and utterance level helps for MLM11.

Multi level Supervision for pre-training

In this section, we illustrate the advantages of learning using several levels of super-
vision on small datasets. We fine-tune different model on SEM using different size
of the training set. Results are shown in Figure 5.5. Overall we see that introducing
sequence level supervision induces a consistent improvement on SEM. Results on
MELDs are provided in Figure 5.7.

5.6.3 Improvement over pre-training

In this experiment, we illustrate how pre-training improves performance on SEM

(see Figure 5.6). As expected accuracy improves when pre-training.

5.6.4 Multi level Supervision for pre-training MELD

In this part, we report results of the experiment mentioned in section 5.6.2. In this
experiment we see that the training process seems to be noisier for fractions lower

11We investigate a similar setting for GAP which lead to poor results, the loss hit a plateau suggesting
that objectives are competing against each other. More advanced optimisations techniques [SENER

and KOLTUN, 2018] are left for future work.
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Avg DA Avg E/S
H T (θu

MLM) 80.8 64.0
H T (θd

MLM) 80.8 64.0
H T (θu

GAP) 80.7 62.0
H T (θd

GAP) 80.4 62.8

H T (θu,d
MLM) 81.9 64.7

Table 5.7 – Comparison of GAP and MLM with a comparable number of parameters. For all
models a MLP decoder is used on top of a TINY pre-trained encoder.
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Figure 5.6 – Illustration of improvement of accuracy during pre-training stage on SEM for
both a TINY and SMALL models.
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Figure 5.7 – A comparison of different parameters initialisation on MELDs. Training is per-
formed using a different percentage of complete training set. Validation and test set are fixed
over all experimentation. Each score is the averaged accuracy over 10 random runs.

Emb. Word Seq Total
BERT

23

87 110
BERT (4-layer) 43 66

HMLP 8.6 7.8 40
(TINY) 2.9 2.8 28.7

(SMALL) 10.6 10.6 45

Table 5.8 – Number of parameters for the encoders. Sizes are given in million of parameters.

than 40%. For larger percentages, we observe that including higher supervision (at
the dialog level) during pre-training leads to a consistent improvement.

5.6.5 Other advantages of hierarchy

Introducing a hierarchical design in the encoder allows us to break a dialog into utter-
ances and to consider inputs of size T instead of size 512. First, it allows parameters
sharing, reducing the number of model parameters. The different model sizes are re-
ported in Table 5.8. Our TINY model contains half the parameters of BERT (4-layers).
Furthermore, modelling long-range dependencies hierarchically makes learning
faster and allows to get rid of learning tricks (e.g., partial order prediction [YANG

and collab., 2019], two-stage pre-training based on sequence length [DEVLIN and col-
lab., 2018]) required for non-hierarchical encoders. Lastly, original BERT and XLNET
are pre-trained using respectively 16 and 512 TPUs. Pre-training lasts several days
with over 500K iterations. Our TINY hierarchical models are pre-trained during 180K
iterations (1.5 days) on 4 NVIDIA V100.
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Chapter 5 Conclusion

In this chapter, we propose a hierarchical transformer-based encoder that in-
tegrate the conversational nature of transcript. We extend two well-known pre-
training objectives to adapt them to a hierarchical setting and use OpenSubti-
tles, the largest spoken language dataset available, for encoder pre-training.
Our hierarchical pretraining objectives can be connected to MI and thus are
methods can be studies through the lens of the InfoMax principle. Further
improvements include extension to multimodal and multi-lingual settings.
Additionally, we provide an evaluation benchmark dedicated to comparing
sequence labelling systems for the NLP community, SILICONE, on which we
compare our models and pre-training procedures with previous approaches.
By conducting ablation studies, we demonstrate the importance of using a
hierarchical structure for the encoder, both for pre-training and fine-tuning. Fi-
nally, we find that our approach is a powerful method to learn generic represen-
tations of transcripts, with less parameters than state-of-the-art transformer
models.
We hope that the SILICONE benchmark, will encourage further research to
build stronger sequence labelling systems for NLP.
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and M. GAŠIĆ. 2018b, «Multiwoz-a large-scale multi-domain wizard-of-oz dataset
for task-oriented dialogue modelling», arXiv preprint arXiv:1810.00278. 76

CHEN, S.-Y., C.-C. HSU, C.-C. KUO, L.-W. KU and collab.. 2018a, «Emotionlines: An
emotion corpus of multi-party conversations», arXiv preprint arXiv:1802.08379. 85

CHEN, Z., R. YANG, Z. ZHAO, D. CAI and X. HE. 2018b, «Dialogue act recognition via
crf-attentive structured network», in The 41st International ACM SIGIR Conference
on Research & Development in Information Retrieval, p. 225–234. 78, 83, 86

93



CHAPTER 5. INTEGRATING CONVERSATIONAL DIMENSION IN PRETRAINED
REPRESENTATION

CLAVEL, C. and Z. CALLEJAS. 2015, «Sentiment analysis: from opinion mining to
human-agent interaction», IEEE Transactions on affective computing, vol. 7, no 1,
p. 74–93. 85

COLOMBO, P., E. CHAPUIS, M. LABEAU and C. CLAVEL. 2021a, «Improving multimodal
fusion via mutual dependency maximisation», arXiv preprint arXiv:2109.00922. 89

COLOMBO, P., E. CHAPUIS, M. MANICA, E. VIGNON, G. VARNI and C. CLAVEL. 2020,
«Guiding attention in sequence-to-sequence models for dialogue act prediction»,
arXiv preprint arXiv:2002.08801. 76, 80, 81, 83, 84, 86, 89

COLOMBO, P., G. STAERMAN, C. CLAVEL and P. PIANTANIDA. 2021b, «Automatic
text evaluation through the lens of wasserstein barycenters», arXiv preprint
arXiv:2108.12463. 89

COLOMBO, P., W. WITON, A. MODI, J. KENNEDY and M. KAPADIA. 2019, «Affect-driven
dialog generation», arXiv preprint arXiv:1904.02793. 76

COLOMBO, P., C. YANG, G. VARNI and C. CLAVEL. 2021c, «Beam search with bidirec-
tional strategies for neural response generation», arXiv preprint arXiv:2110.03389.
89

DAI, Z., Z. YANG, Y. YANG, J. CARBONELL, Q. V. LE and R. SALAKHUTDINOV. 2019,
«Transformer-xl: Attentive language models beyond a fixed-length context», arXiv
preprint arXiv:1901.02860. 80

DANESCU-NICULESCU-MIZIL, C. and L. LEE. 2011, «Chameleons in imagined con-
versations: A new approach to understanding coordination of linguistic style in
dialogs.», in Proceedings of the Workshop on Cognitive Modeling and Computa-
tional Linguistics, ACL 2011. 76, 80

DE BRUYNE, L., P. ATANASOVA and I. AUGENSTEIN. 2019, «Joint emotion label space
modelling for affect lexica», arXiv preprint arXiv:1911.08782. 85

DENOYER, L. and P. GALLINARI. 2006, «The wikipedia xml corpus», in International
Workshop of the Initiative for the Evaluation of XML Retrieval, Springer, p. 12–19.
75

DEVLIN, J., M.-W. CHANG, K. LEE and K. TOUTANOVA. 2018, «Bert: Pre-training
of deep bidirectional transformers for language understanding», arXiv preprint
arXiv:1810.04805. 75, 76, 77, 81, 89, 90, 92

DINKAR, T., P. COLOMBO, M. LABEAU and C. CLAVEL. 2020, «The importance of fillers
for text representations of speech transcripts», arXiv preprint arXiv:2009.11340. 76,
89

GARCIA, A., P. COLOMBO, S. ESSID, F. D’ALCHÉ BUC and C. CLAVEL. 2019, «From
the token to the review: A hierarchical multimodal approach to opinion mining»,
arXiv preprint arXiv:1908.11216. 78, 89

GHOSAL, D., N. MAJUMDER, S. PORIA, N. CHHAYA and A. GELBUKH. 2019, «Di-
aloguegcn: A graph convolutional neural network for emotion recognition in
conversation», arXiv preprint arXiv:1908.11540. 84

94



CHAPTER 5. INTEGRATING CONVERSATIONAL DIMENSION IN PRETRAINED
REPRESENTATION

GODFREY, J. J., E. C. HOLLIMAN and J. MCDANIEL. 1992, «Switchboard: Telephone
speech corpus for research and development», in Proceedings of the 1992 IEEE
International Conference on Acoustics, Speech and Signal Processing - Volume 1,
ICASSP’92, IEEE Computer Society, USA, ISBN 0780305329, p. 517–520. 76, 83

HAZARIKA, D., S. PORIA, R. ZIMMERMANN and R. MIHALCEA. 2019, «Emotion recog-
nition in conversations with transfer learning from generative conversation mod-
eling», arXiv preprint arXiv:1910.04980. 76, 80

HENDERSON, P., J. HU, J. ROMOFF, E. BRUNSKILL, D. JURAFSKY and J. PINEAU. 2020,
«Towards the systematic reporting of the energy and carbon footprints of machine
learning», arXiv preprint arXiv:2002.05651. 76

HENDRYCKS, D. and K. GIMPEL. 2016, «Gaussian error linear units (gelus)», arXiv
preprint arXiv:1606.08415. 86

JALALZAI, H., P. COLOMBO, C. CLAVEL, E. GAUSSIER, G. VARNI, E. VIGNON and
A. SABOURIN. 2020a, «Heavy-tailed representations, text polarity classification &
data augmentation», arXiv preprint arXiv:2003.11593. 76

JALALZAI, H., P. COLOMBO, C. CLAVEL, É. GAUSSIER, G. VARNI, E. VIGNON and
A. SABOURIN. 2020b, «Heavy-tailed representations, text polarity classification &
data augmentation», arXiv preprint arXiv:2003.11593. 89

JIAO, X., Y. YIN, L. SHANG, X. JIANG, X. CHEN, L. LI, F. WANG and Q. LIU. 2019,
«Tinybert: Distilling bert for natural language understanding», arXiv preprint
arXiv:1909.10351. 76

KEIZER, S., R. OP DEN AKKER and A. NIJHOLT. 2002, «Dialogue act recognition with
bayesian networks for dutch dialogues», in Proceedings of the Third SIGdial Work-
shop on Discourse and Dialogue. 83

KINGMA, D. P. and J. BA. 2014, «Adam: A method for stochastic optimization», arXiv
preprint arXiv:1412.6980. 86

KONG, L., C. D. M. D’AUTUME, W. LING, L. YU, Z. DAI and D. YOGATAMA. 2019, «A mu-
tual information maximization perspective of language representation learning»,
arXiv preprint arXiv:1910.08350. 83

KUMAR, H., A. AGARWAL, R. DASGUPTA and S. JOSHI. 2018, «Dialogue act sequence
labeling using hierarchical encoder with crf», in Thirty-Second AAAI Conference on
Artificial Intelligence. 83, 86

LAN, Z., M. CHEN, S. GOODMAN, K. GIMPEL, P. SHARMA and R. SORICUT. 2019,
«Albert: A lite bert for self-supervised learning of language representations», arXiv
preprint arXiv:1909.11942. 76, 77

LE, H., L. VIAL, J. FREJ, V. SEGONNE, M. COAVOUX, B. LECOUTEUX, A. ALLAUZEN,
B. CRABBÉ, L. BESACIER and D. SCHWAB. 2019, «Flaubert: Unsupervised language
model pre-training for french», arXiv preprint arXiv:1912.05372. 76

LEECH, G. and M. WEISSER. 2003, «Generic speech act annotation for task-oriented
dialogues.», . 83, 84

95



CHAPTER 5. INTEGRATING CONVERSATIONAL DIMENSION IN PRETRAINED
REPRESENTATION

LI, R., C. LIN, M. COLLINSON, X. LI and G. CHEN. 2018a, «A dual-attention hi-
erarchical recurrent neural network for dialogue act classification», CoRR, vol.
abs/1810.09154. URL http://arxiv.org/abs/1810.09154. 78, 81, 84

LI, R., C. LIN, M. COLLINSON, X. LI and G. CHEN. 2018b, «A dual-attention hierarchi-
cal recurrent neural network for dialogue act classification», CoRR. 83

LI, R., C. LIN, M. COLLINSON, X. LI and G. CHEN. 2018c, «A dual-attention hier-
archical recurrent neural network for dialogue act classification», arXiv preprint
arXiv:1810.09154. 83

LI, Y., H. SU, X. SHEN, W. LI, Z. CAO and S. NIU. 2017, «Dailydialog: A manually
labelled multi-turn dialogue dataset», . 76, 83, 84

LIN, Z., M. FENG, C. N. D. SANTOS, M. YU, B. XIANG, B. ZHOU and Y. BENGIO. 2017,
«A structured self-attentive sentence embedding», arXiv preprint arXiv:1703.03130.
81

LISON, P. and J. TIEDEMANN. 2016, «Opensubtitles2016: Extracting large parallel
corpora from movie and tv subtitles», . 80

LISON, P., J. TIEDEMANN, M. KOUYLEKOV and collab.. 2019, «Open subtitles 2018: Sta-
tistical rescoring of sentence alignments in large, noisy parallel corpora», in LREC
2018, Eleventh International Conference on Language Resources and Evaluation,
European Language Resources Association (ELRA). 76

LIU, Y., J. GU, N. GOYAL, X. LI, S. EDUNOV, M. GHAZVININEJAD, M. LEWIS and
L. ZETTLEMOYER. 2020, «Multilingual denoising pre-training for neural machine
translation», Transactions of the Association for Computational Linguistics, vol. 8,
p. 726–742. 89

LIU, Y., M. OTT, N. GOYAL, J. DU, M. JOSHI, D. CHEN, O. LEVY, M. LEWIS, L. ZETTLE-
MOYER and V. STOYANOV. 2019, «Roberta: A robustly optimized bert pretraining
approach», arXiv preprint arXiv:1907.11692. 75, 76, 77

LOSHCHILOV, I. and F. HUTTER. 2017, «Decoupled weight decay regularization», arXiv
preprint arXiv:1711.05101. 86

LOWE, R., N. POW, I. SERBAN and J. PINEAU. 2015, «The ubuntu dialogue corpus: A
large dataset for research in unstructured multi-turn dialogue systems», CoRR, vol.
abs/1506.08909. URL http://arxiv.org/abs/1506.08909. 76, 80

MCKEOWN, G., M. VALSTAR, R. COWIE, M. PANTIC and M. SCHRODER. 2013, «The
semaine database: Annotated multimodal records of emotionally colored con-
versations between a person and a limited agent», Affective Computing, IEEE
Transactions on, vol. 3, doi: 10.1109/T-AFFC.2011.20, p. 5–17. 83, 85

MEHRI, S., E. RAZUMOVSAKAIA, T. ZHAO and M. ESKENAZI. 2019, «Pretraining meth-
ods for dialog context representation learning», arXiv preprint arXiv:1906.00414.
76, 80, 81

MIKOLOV, T., I. SUTSKEVER, K. CHEN, G. S. CORRADO and J. DEAN. 2013, «Distributed
representations of words and phrases and their compositionality», in Advances in
neural information processing systems, p. 3111–3119. 75

96

http://arxiv.org/abs/1810.09154
http://arxiv.org/abs/1506.08909


CHAPTER 5. INTEGRATING CONVERSATIONAL DIMENSION IN PRETRAINED
REPRESENTATION

PASSONNEAU, R. and E. SACHAR. 2014, «Loqui human-human dialogue corpus (tran-
scriptions and annotations)», . 83

PENNINGTON, J., R. SOCHER and C. D. MANNING. 2014, «Glove: Global vectors for
word representation», in Proceedings of the 2014 conference on empirical methods
in natural language processing (EMNLP), p. 1532–1543. 75

PETERS, M. E., M. NEUMANN, M. IYYER, M. GARDNER, C. CLARK, K. LEE and
L. ZETTLEMOYER. 2018, «Deep contextualized word representations», arXiv
preprint arXiv:1802.05365. 75

PORIA, S., D. HAZARIKA, N. MAJUMDER, G. NAIK, E. CAMBRIA and R. MIHALCEA.
2018a, «Meld: A multimodal multi-party dataset for emotion recognition in con-
versations», . 83

PORIA, S., D. HAZARIKA, N. MAJUMDER, G. NAIK, E. CAMBRIA and R. MIHALCEA.
2018b, «Meld: A multimodal multi-party dataset for emotion recognition in con-
versations», arXiv preprint arXiv:1810.02508. 84

RUDER, S. 2017, «An overview of multi-task learning in deep neural networks», arXiv
preprint arXiv:1706.05098. 78

SANH, V., T. WOLF and S. RUDER. 2019, «A hierarchical multi-task approach for
learning embeddings from semantic tasks», in Proceedings of the AAAI Conference
on Artificial Intelligence, vol. 33, p. 6949–6956. 78

SENER, O. and V. KOLTUN. 2018, «Multi-task learning as multi-objective optimiza-
tion», in Advances in Neural Information Processing Systems, p. 527–538. 90

SERBAN, I. V., A. SORDONI, Y. BENGIO, A. C. COURVILLE and J. PINEAU. 2015, «Hi-
erarchical neural network generative models for movie dialogues», CoRR, vol.
abs/1507.04808. URL http://arxiv.org/abs/1507.04808. 80

SHRIBERG, E., R. DHILLON, S. BHAGAT, J. ANG and H. CARVEY. 2004, «The ICSI
meeting recorder dialog act (MRDA) corpus», in Proceedings of the 5th SIG-
dial Workshop on Discourse and Dialogue at HLT-NAACL 2004, Association for
Computational Linguistics, Cambridge, Massachusetts, USA, p. 97–100. URL
https://www.aclweb.org/anthology/W04-2319. 76, 83, 84

SHRIBERG, E. E. 1999, «Phonetic consequences of speech disfluency», cahier de
recherche, SRI INTERNATIONAL MENLO PARK CA. 76

SRIVASTAVA, N., G. HINTON, A. KRIZHEVSKY, I. SUTSKEVER and R. SALAKHUTDINOV.
2014, «Dropout: a simple way to prevent neural networks from overfitting», The
journal of machine learning research, vol. 15, no 1, p. 1929–1958. 86

STAERMAN, G., P. LAFORGUE, P. MOZHAROVSKYI and F. D’ALCHÉ BUC. 2021a, «When
ot meets mom: Robust estimation of wasserstein distance», in International Con-
ference on Artificial Intelligence and Statistics, PMLR, p. 136–144. 89

STAERMAN, G., P. MOZHAROVSKYI, S. CLÉMEN and collab.. 2020, «The area of the
convex hull of sampled curves: a robust functional statistical depth measure», in
International Conference on Artificial Intelligence and Statistics, PMLR, p. 570–579.
89

97

http://arxiv.org/abs/1507.04808
https://www.aclweb.org/anthology/W04-2319


CHAPTER 5. INTEGRATING CONVERSATIONAL DIMENSION IN PRETRAINED
REPRESENTATION

STAERMAN, G., P. MOZHAROVSKYI and S. CLÉMENÇON. 2021b, «Affine-invariant
integrated rank-weighted depth: Definition, properties and finite sample analysis»,
arXiv preprint arXiv:2106.11068. 89

STAERMAN, G., P. MOZHAROVSKYI, S. CLÉMENÇON and F. D’ALCHÉ BUC. 2019, «Func-
tional isolation forest», in Asian Conference on Machine Learning, PMLR, p. 332–
347. 89

STAERMAN, G., P. MOZHAROVSKYI, P. COLOMBO, S. CLÉMENÇON and F. D’ALCHÉ

BUC. 2021c, «A pseudo-metric between probability distributions based on depth-
trimmed regions», arXiv preprint arXiv:2103.12711. 89

STOLCKE, A., K. RIES, N. COCCARO, E. SHRIBERG, R. BATES, D. JURAFSKY, P. TAYLOR,
R. MARTIN, C. V. ESS-DYKEMA and M. METEER. 2000, «Dialogue act modeling
for automatic tagging and recognition of conversational speech», Computational
linguistics, vol. 26, no 3, p. 339–373. 83

STOLCKE, A. and E. SHRIBERG. 1996, «Statistical language modeling for speech dis-
fluencies», in 1996 IEEE International Conference on Acoustics, Speech, and Signal
Processing Conference Proceedings, vol. 1, IEEE, p. 405–408. 76

SUÁREZ, P. J. O., B. SAGOT and L. ROMARY. 2019, «Asynchronous pipeline for process-
ing huge corpora on medium to low resource infrastructures», Challenges in the
Management of Large Corpora (CMLC-7) 2019, p. 9. 75

SURENDRAN, D. and G.-A. LEVOW. 2006, «Dialog act tagging with support vector
machines and hidden markov models», in Ninth International Conference on
Spoken Language Processing. 83

THOMPSON, H., A. ANDERSON, E. BARD, G. DOHERTY-SNEDDON, A. NEWLANDS

and C. SOTILLO. 1993, «The hcrc map task corpus: natural dialogue for speech
recognition», doi: 10.3115/1075671.1075677. 83, 84

THORNBURY, S. and D. SLADE. 2006, Conversation: From description to pedagogy,
Cambridge University Press. 76

TRAN, Q. H., G. HAFFARI and I. ZUKERMAN. 2017, «A generative attentional neural
network model for dialogue act classification», in Proceedings of the 55th Annual
Meeting of the Association for Computational Linguistics (Volume 2: Short Papers),
p. 524–529. 84

TRAN, T., J. YUAN, Y. LIU and M. OSTENDORF. 2019, «On the role of style in parsing
speech with neural models», Proc. Interspeech 2019, p. 4190–4194. 75

VASWANI, A., N. SHAZEER, N. PARMAR, J. USZKOREIT, L. JONES, A. N. GOMEZ,
Ł. KAISER and I. POLOSUKHIN. 2017, «Attention is all you need», in Advances
in neural information processing systems, p. 5998–6008. 80

WANG, A., A. SINGH, J. MICHAEL, F. HILL, O. LEVY and S. R. BOWMAN. 2018, «Glue: A
multi-task benchmark and analysis platform for natural language understanding»,
arXiv preprint arXiv:1804.07461. 75, 90

98



CHAPTER 5. INTEGRATING CONVERSATIONAL DIMENSION IN PRETRAINED
REPRESENTATION

WITON, W., P. COLOMBO, A. MODI and M. KAPADIA. 2018a, «Disney at iest 2018:
Predicting emotions using an ensemble», in Proceedings of the 9th Workshop on
Computational Approaches to Subjectivity, Sentiment and Social Media Analysis, p.
248–253. 76

WITON, W., P. COLOMBO, A. MODI and M. KAPADIA. 2018b, «Disney at iest 2018:
Predicting emotions using an ensemble», in Proceedings of the 9th Workshop on
Computational Approaches to Subjectivity, Sentiment and Social Media Analysis, p.
248–253. 89

WOLF, T., L. DEBUT, V. SANH, J. CHAUMOND, C. DELANGUE, A. MOI, P. CISTAC,
T. RAULT, R. LOUF, M. FUNTOWICZ and J. BREW. 2019, «Huggingface’s transformers:
State-of-the-art natural language processing», ArXiv, vol. abs/1910.03771. 81

WOLF, T., Q. LHOEST, P. VON PLATEN, Y. JERNITE, M. DRAME, J. PLU, J. CHAU-
MOND, C. DELANGUE, C. MA, A. THAKUR, S. PATIL, J. DAVISON, T. L. SCAO,
V. SANH, C. XU, N. PATRY, A. MCMILLAN-MAJOR, S. BRANDEIS, S. GUGGER,
F. LAGUNAS, L. DEBUT, M. FUNTOWICZ, A. MOI, S. RUSH, P. SCHMIDD, P. CIS-
TAC, V. MUŠTAR, J. BOUDIER and A. TORDJMANN. 2020, «Datasets», GitHub. Note:
https://github.com/huggingface/datasets, vol. 1. 75

WU, Y., M. SCHUSTER, Z. CHEN, Q. V. LE, M. NOROUZI, W. MACHEREY, M. KRIKUN,
Y. CAO, Q. GAO, K. MACHEREY and collab.. 2016, «Google’s neural machine transla-
tion system: Bridging the gap between human and machine translation», arXiv
preprint arXiv:1609.08144. 86

YANG, Z., Z. DAI, Y. YANG, J. CARBONELL, R. R. SALAKHUTDINOV and Q. V. LE. 2019,
«Xlnet: Generalized autoregressive pretraining for language understanding», in
Advances in neural information processing systems, p. 5754–5764. 75, 76, 77, 90, 92

YI, S., R. GOEL, C. KHATRI, A. CERVONE, T. CHUNG, B. HEDAYATNIA, A. VENKATESH,
R. GABRIEL and D. HAKKANI-TUR. 2019, «Towards coherent and engaging spo-
ken dialog response generation using automatic conversation evaluators», arXiv
preprint arXiv:1904.13015. 76

ZHANG, X., F. WEI and M. ZHOU. 2019a, «Hibert: Document level pre-training of hier-
archical bidirectional transformers for document summarization», arXiv preprint
arXiv:1905.06566. 77

ZHANG, Y., Q. LI, D. SONG, P. ZHANG and P. WANG. 2019b, «Quantum-inspired
interactive networks for conversational sentiment analysis.», . 84, 85

ZHU, Y., R. KIROS, R. ZEMEL, R. SALAKHUTDINOV, R. URTASUN, A. TORRALBA and
S. FIDLER. 2015, «Aligning books and movies: Towards story-like visual explana-
tions by watching movies and reading books», in Proceedings of the IEEE interna-
tional conference on computer vision, p. 19–27. 75

99



CHAPTER 5. INTEGRATING CONVERSATIONAL DIMENSION IN PRETRAINED
REPRESENTATION

100



Chapter 6

Including multimodal dimension in
representation of spoken transcripts

Chapter 6 Abstract

Inspired by the success of the mutual information maximization principle, we
investigate its application to integrate the multimodal dimension in transcript
representations. Multimodal representation learning is a trending area of re-
search, and multimodal fusion is one of its most active topics. Acknowledging
humans communicate through a variety of channels (e.g visual, acoustic, lin-
guistic), one of the challenges in multimodal systems is to integrating different
unimodal representations into a synthetic one. In this chapter, we investigate
the use of the measure of information as described in Chapter 2 and propose a
set of new objectives that measure the dependency between modalities. We
show that these losses are an alternative to complex architectures allowing
the fusion of these modalities. We demonstrate that our new penalties are an
efficient mean to integrate multi-modality to both randomly initialized and
pretrained representations. Our method leads to a consistent improvement
(up to 4.3 on accuracy) across a large variety of state-of-the-art models on
two well-known sentiment analysis datasets: CMU-MOSI and CMU-MOSEI. Our
penalties not only achieves a new SOTA on both datasets but also produce
representations that are more robust to modality drops. Finally, a by-product
of our methods includes a statistical network that can be used to interpret the
high dimensional representations learned by the model.

6.1 Introduction

Humans employ three different modalities to communicate in a coordinated manner:
the language modality with the use of words and sentences, the vision modality with
gestures, poses and facial expressions and the acoustic modality through change
in vocal tones. Multimodal representation learning has shown great progress in a
large variety of tasks including emotion recognition, sentiment analysis [SOLEYMANI

and collab., 2017], speaker trait analysis [PARK and collab., 2014] and fine-grained
opinion mining [GARCIA and collab., 2019a]. Keeping in mind our objective or in-
tegrating the multimodal dimension in transcript representation we want to learn
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from different modalities to obtain better representations and obtain better per-
formance on the target tasks [XU and collab., 2013]. Nevertheless, heterogeneities
across modalities increase the difficulty of learning multimodal representations and
raise specific challenges. BALTRUŠAITIS and collab. [2018] identifies fusion as one
of the five core challenges in multimodal representation learning, the four other
being: representation, modality alignment, translation and co-learning. Fusion aims
at integrating the different unimodal representations into one common synthetic
representation. Effective fusion is still an open problem: the best multimodal models
in sentiment analysis [RAHMAN and collab., 2020] improve over their unimodal coun-
terparts, relying on text modality only, by less than 1.5% on accuracy. Additionally,
the fusion should not only improve accuracy but also make representations more
robust to missing modalities.
Multimodal fusion can be divided into early and late fusion techniques: early fusion
takes place at the feature level [YE and collab., 2017], while late fusion takes place
at the decision or scoring level [KHAN and collab., 2012]. Current research in mul-
timodal sentiment analysis mainly focuses on developing new fusion mechanisms
relying on deep architectures (e.g TFN [ZADEH and collab., 2017], LFN [LIU and col-
lab., 2018], MARN [ZADEH and collab., 2018b], MISA [HAZARIKA and collab., 2020],
MCTN [PHAM and collab., 2019], HFNN [MAI and collab., 2019], ICCN [SUN and col-
lab., 2020]). Theses models are evaluated on several multimodal sentiment analysis
benchmark such as IEMOCAP [BUSSO and collab., 2008], MOSI [WÖLLMER and col-
lab., 2013], MOSEI [ZADEH and collab., 2018c] and POM [GARCIA and collab., 2019b;
PARK and collab., 2014]. Current state-of-the-art on these datasets uses architectures
based on pre-trained transformers [SIRIWARDHANA and collab., 2020; TSAI and col-
lab., 2019] such as MultiModal Bert (MAGBERT) or MultiModal XLNET (MAGXLNET)
[RAHMAN and collab., 2020].

The aforementioned architectures are trained by minimising either a L1 loss or a
Cross-Entropy loss between the predictions and the ground-truth labels. To the best
of our knowledge, few efforts have been dedicated to exploring alternative losses. In
this work, we propose a set of new objectives to perform and improve over existing
fusion mechanisms. These improvements are inspired by the InfoMax principle
[LINSKER, 1988], i.e. choosing the representation maximising the mutual information
(MI) between two possibly overlapping views of the input. The MI quantifies the
dependence of two random variables; contrarily to correlation, MI also captures
non-linear dependencies between the considered variables. Different from previous
work, which mainly focuses on comparing two modalities, our learning problem
involves multiple modalities (e.g text, audio, video). Our proposed method, which
induces no architectural changes, relies on jointly optimising the target loss with
an additional penalty term measuring the mutual dependency between different
modalities.

6.1.1 Our Contributions

We study new objectives to learn multimodal representation of transcripts and ob-
tain more performant and robust multimodal representations through an enhanced
fusion mechanism. We evalutate these representations on multimodal sentiment
analysis. Our method also allows us to explain the learnt high dimensional multi-
modal embeddings. The paper contributions can be summarised as follows:
A set of novel objectives using multivariate dependency measures. We introduce
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three new trainable surrogates to maximise the mutual dependencies between the
three modalities (i.e audio, language and video). We provide a general algorithm
inspired by MINE [BELGHAZI and collab., 2018], which was developed in a bi-variate
setting for estimating the MI. Our new method enriches MINE by extending the
procedure to a multivariate setting that allows us to maximise different Mutual De-
pendency Measures: the Total Correlation [WATANABE, 1960], the f-Total Correlation
and the Multivariate Wasserstein Dependency Measure [OZAIR and collab., 2019].
Applications and numerical results. We apply our new set of objectives to five dif-
ferent architectures relying on LSTM cells [HUANG and collab., 2015] (e.g EF-LSTM,
LFN, MFN) or transformer layers (e.g MAGBERT, MAG-XLNET). Our proposed method (1)
brings a substantial improvement on two different multimodal sentiment analysis
datasets (i.e MOSI and MOSEI,subsection 6.5.1), (2) makes the encoder more robust
to missing modalities (i.e when predicting without language, audio or video the
observed performance drop is smaller, subsection 6.5.3), (3) provides an explanation
of the decision taken by the neural architecture (subsection 6.5.4).

6.2 Problem Formulation & Related Work

In this section, we formulate the problem of learning multi-modal representation
(subsection 6.2.1) and we review both existing measures of mutual dependency
(see subsection 6.2.2) and estimation methods (subsection 6.2.3). We will focus on
learning from three modalities (i.e language, audio and video), however our approach
can be generalised to any arbitrary number of modalities.

6.2.1 Learning multimodal representations

Plethora of neural architectures have been proposed to learn multimodal represen-
tations for sentiment classification. Models often rely on a fusion mechanism (e.g
multi-layer perceptron [KHAN and collab., 2012], tensor factorisation [LIU and collab.,
2018; ZADEH and collab., 2019] or complex attention mechanisms [ZADEH and col-
lab., 2018a]) that is fed with modality-specific representations. The fusion problem
boils down to learning a model M f : Xa ×Xv ×Xl →Rd . M f is fed with uni-modal
representations of the inputs Xa,v,l = (Xa ,Xv ,Xl ) obtained through three embedding
networks fa , fv and fl . M f has to retain both modality-specific interactions (i.e
interactions that involve only one modality) and cross-view interactions (i.e more
complex, they span across both views). Overall, the learning of M f involves both
the minimisation of the downstream task loss and the maximisation of the mutual
dependency between the different modalities.

6.2.2 Mutual dependency maximisation

Mutual information as mutual dependency measure: the core ideas we rely on to
better learn cross-view interactions are not new. They consist of mutual information
maximisation [LINSKER, 1988], and deep representation learning. Thus, one of the
most natural choices is to use the MI that measures the dependence between two
random variables, including high-order statistical dependencies [KINNEY and ATWAL,
2014]. Given two random variables X and Y, the MI is defined by

I(X;Y), EXY

[
log

pXY(x, y)

pX(x)pY(y)

]
, (6.1)
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where pXY is the joint probability density function (pdf) of the random variables
(X,Y), and pX, pY represent the marginal pdfs. MI can also be defined with a the KL
divergence:

I(X;Y),KL
[
pXY(x, y)||pX(x)pY(y)

]
. (6.2)

Extension of mutual dependency to different metrics: the KL divergence seems to
be limited when used for estimating MI [MCALLESTER and STRATOS, 2020]. A natural
step is to replace the KL divergence in Equation 6.2 with different divergences such as
the f-divergences or distances such as the Wasserstein distance. Hence, we introduce
new mutual dependency measures (MDM): the f-Mutual Information [BELGHAZI

and collab., 2018], denoted I f and the Wasserstein Measures [OZAIR and collab.,
2019], denoted IW . As previously, pXY denotes the joint pdf, and pX, pY denote the
marginal pdfs. The new measures are defined as follows:

I f ,D f (pXY(x, y); pX(x)pY(y)), (6.3)

where D f denotes any f -divergences and

IW ,W (pXY(x, y); pX(x)pY(y)), (6.4)

where W denotes the Wasserstein distance [PEYRÉ and collab., 2019].

6.2.3 Estimating mutual dependency measures

The computation of MI and other mutual dependency measures can be difficult with-
out knowing the marginal and joint probability distributions, thus it is popular to max-
imise lower bounds to obtain better representations of different modalities including
image [HJELM and collab., 2018; TIAN and collab., 2019], audio [DILPAZIR and col-
lab., 2016] and text [KONG and collab., 2019] data. Several estimators have been
proposed: MINE [BELGHAZI and collab., 2018] uses the Donsker-Varadhan represen-
tation [DONSKER and VARADHAN, 1985] to derive a parametric lower bound holds,
NGUYEN and collab. [2017, 2010] uses variational characterisation of f-divergence
and a multi-sample version of the density ratio (also known as noise contrastive
estimation [OORD and collab., 2018; OZAIR and collab., 2019]). These methods have
mostly been developed and studied in a bi-variate setting.
Illustration of neural dependency measures on a bivariate case. In Figure 6.1 we
can see the aforementioned dependency measures (i.e see Equation 6.2, Equation 6.4,
Equation 6.3) when estimated with MINE [BELGHAZI and collab., 2018] for multivari-
ate Gaussian random variables, Xa and Xb . The component wise correlation for the
considered multivariate Gaussian is defined as follow: cor r (Xi ,Xk ) = δi ,kρ , where
ρ ∈ (−1,1) and δi ,k is Kronecker’s delta. We observe that the dependency measure
based on Wasserstein distance is different from the one based on the divergences and
thus will lead to different gradients. Although theoretical studies have been done on
the use of different metrics for dependency estimations, it remains an open question
to know which one is the best suited. In this work, we will provide an experimental
response in a specific case.
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Figure 6.1 – Estimation of different dependency measures for multivariate Gaussian random
variables for different degree of correlation.

6.3 Model and Training Objective

In this section, we introduce our new set of losses to improve fusion. In subsec-
tion 6.3.1, we first extend widely used bi-variate dependency measures to multi-
variate dependencies measures (MDM) [JAMES and CRUTCHFIELD, 2017]. We then
introduce variational bounds on the MDM, and in subsection 6.3.2, we describe our
method to minimise the proposed variational bounds.
Notations We consider Xa ,Xv ,Xl as the multimodal data from the audio,video and
language modality with joint probability distribution pXa Xv Xl . We denote pX j the
marginal distribution of X j with j ∈ {a, v, l } corresponding to the j th modality.
General loss As previously mentioned, we rely on the InfoMax principle [LINSKER,
1988] and aim at jointly maximising the MDM between the different modalities and
minimising the task loss; hence, we are in a multi-task setting [ARGYRIOU and collab.,
2007; RUDER, 2017] and the objective of interest can be defined as:

L , Ldown.︸ ︷︷ ︸
downstream task

− λ ·LMDM︸ ︷︷ ︸
mutual dependency term

. (6.5)

Ldown. represents a downstream specific (target task) loss i.e a binary cross-entropy
or a L1 loss, λ is a meta-parameter and LMDM is the multivariate dependencies mea-
sures (see subsection 6.3.2). Minimisation of our newly defined objectives requires
to derive lower bounds on the LMDM terms, and then to obtain trainable surrogates.

6.3.1 From bivariate to multivariate dependencies

In our setting, we aim at maximising cross-view interactions involving three modal-
ities, thus we need to generalise bivariate dependency measures to multivariate
dependency measures.

Definition 6.3.1 (Multivariate Dependencies Measures). Let Xa ,Xv ,Xl be a set of
random variables with joint pdf pXa Xv Xl and respective marginal pdf pX j with j ∈
{a, v, l }. Then we defined the multivariate mutual information Ikl , also refered as
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total correlation [WATANABE, 1960] or multi-information [STUDENỲ and VEJNAROVÁ,
1998]:

Ikl ,KL(pXa Xv Xl (xa , xv , xl )|| ∏
j∈{a,v,l }

pX j (x j )).

Simarly for any f-divergence we define the multivariate f-mutual information I f as:

I f ,D f (pXa Xv Xl (xa , xv , xl );
∏

j∈{a,v,l }
pX j (x j )).

Finally, we also extend Equation 6.3 to obtain the multivariate Wasserstein dependency
measure IW :

IW ,W (pXa Xv Xl (xa , xv , xl );
∏

j∈{a,v,l }
pX j (x j )).

where W denotes the Wasserstein distance.

6.3.2 From theoretical bounds to trainable surrogates

To train our neural architecture we need to estimate the previously defined multivari-
ate dependency measures. We rely on neural estimators that are given in Theorem 1.

Theorem 1. Multivariate Neural Dependency Measures Let the family of functions
T(θ) : Xa ×Xv ×Xl → R parametrized by a deep neural network with learnable
parameters θ ∈Θ. The multivariate mutual information measure Ikl is defined as:

Ikl ,sup
θ

EpXa Xv Xl
[Tθ]− log

[
E∏

j∈{a,v,l }
pX j

[eTθ]
]
. (6.6)

The neural multivariate f-mutual information measure I f is defined as follows:

I f , sup
θ

EpXa Xv Xl
[Tθ]−E∏

j∈{a,v,l }
pX j

[eTθ−1]. (6.7)

The neural multivariate Wasserstein dependency measure IW is defined as follows:

IW ,sup
θ:Tθ∈L

EpXa Xv Xl
[Tθ]− log

[
E∏

j∈{a,v,l }
pX j

[Tθ]
]
. (6.8)

Where L is the set of all 1-Lipschitz functions from Rd →R

Sketch of proofs: Equation 6.6 is a direct application of the Donsker-Varadhan
representation of the KL divergence (we assume that the integrability constraints
are satisfied). Equation 6.7 comes from the work of NGUYEN and collab. [2017].
Equation 6.8 comes from the Kantorovich-Rubenstein: we refer the reader to PEYRÉ

and collab. [2019]; VILLANI [2008] for a rigorous and exhaustive treatment.
Practical estimate of the variational bounds. The empirical estimator that we
derive from Theorem 1 can be used in practical way: the expectations in Equa-
tion 6.6, Equation 6.7 and Equation 6.8 are estimated using empirical samples from
the joint distribution pXa Xv Xl . The empirical samples from

∏
j∈{a,v,l }

pX j are obtained

by shuffling the samples from the joint distribution in a batch. We integrate this
into minimising a multi-task objective (6.5). We refer to the losses obtained with
the penalty based on the estimators described in Equation 6.6, Equation 6.7 and
Equation 6.8 as Lkl , L f and LW respectively. Details on the practical minimisation
of our variational bounds are provided in Algorithm 2.
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Algorithm 1 Two-stage procedure to minimise multivariate dependency measures.

INPUT: Dn = {(x j
a , x j

v , x j
l ),∀ j ∈ [1,n]} multimodal training dataset, m batch size,

σa ,σv ,σl : [1,m] → [1,m] three permutations, θc weights of the deep classifier, θ
weights of the statistical network Tθ.

Initialization: parameters θ and θc

Build Negative Dataset:

D̄n = {(xσa ( j )
a , xσv ( j )

v , xσl ( j )
l ),∀ j ∈ [1,n]}

Optimization:
while (θ,θc ) not converged do

for i ∈ [1,Unr ol l ] do
Sample from Dn , B ∼ pXa Xv Xl

Sample from D̄n , B̄ ∼ ∏
j∈{a,v,l }

pX j

Update θ based on the empirical version of Equation 6.6 or Equation 6.7 or
Equation 6.8.

end for
Sample a batch B from D

Update θc with B using Equation 6.5.
end while

OUTPUT: Classifiers weights θc

Remark. In this work we choose to generalise MINE to compute multivariate depen-
dencies. Comparing our algorithm to other alternatives mentioned in section 6.2 is left
for future work. This choice is driven by two main reasons: (1) our framework allows
the use of different types of contrast measures (e.g Wasserstein distance, f -divergences);
(2) the critic network Tθ can be used for interpretability purposes as shown in subsec-
tion 6.5.4.

As can be seen in Figure 6.2 and in Algorithm 2, to compute the mutual depen-
dency measure the statistic network Tθ takes the two embeddings of the different
batch B and B̄.
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Figure 6.2 – Illustration of the method describes in Algorithm 2 for the different estimators
derived from Theorem 1. B and B̄ stands for the batch of data sample from the joint proba-
bility distribution and the product of the marginal distribution respectively. Zl av denotes
the fusion representation of linguistic, acoustic and visual (resp. l , a and v) modalities
provided by a multimodal architecture fθe for the batch B . Zl av denotes the same quantity
as described before for the batch B̄. Aθp denotes the linear projection before classification or
regression.

6.4 Experimental Setting

In this section, we present our experimental settings including the neural architec-
tures we compare, the datasets, the metrics and present our methodology.

6.4.1 Datasets

We empirically evaluate our methods on two english datasets: CMU-MOSI and CMU-

MOSEI. Both datasets have been frequently used to assess model performance in
human multimodal sentiment and emotion recognition.

CMU-MOSI: Multimodal Opinion Sentiment Intensity [WÖLLMER and collab.,
2013] is a sentiment annotated dataset gathering 2,199 short monologue video clips.

CMU-MOSEI: CMU-Multimodal Opinion Sentiment and Emotion Intensity [ZADEH

and collab., 2018c] is an emotion and sentiment annotated corpus consisting of
23,454 movie review videos taken from YouTube. Both CMU-MOSI and CMU-MOSEI are
labelled by humans with a sentiment score in [−3,3].

For each dataset, three modalities are available; we follow prior work [RAHMAN

and collab., 2020; ZADEH and collab., 2017, 2018b] and the features that have been
obtained as follows1:
Language: Video transcripts are converted to word embeddings using either Glove
[PENNINGTON and collab., 2014], BERT or XLNET contextualised embeddings. For
Glove, the embeddings are of dimension 300, where for BERT and XLNET this dimen-
sion is 768.
Vision: Vision features are extracted using Facet which results into facial action units
corresponding to facial muscle movement. For CMU-MOSEI, the video vectors are
composed of 47 units, and for CMU-MOSI they are composed of 35.
Audio : Audio features are extracted using COVAREP [DEGOTTEX and collab., 2014].
This results into a vector of dimension 74 which includes 12 Mel-frequency cepstral

1Data from CMU-MOSI and CMU-MOSEI can be obtained from https://github.com/

WasifurRahman/BERT_multimodal_transformer
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coefficients (MFCCs), as well as pitch tracking and voiced/unvoiced segmenting
features, peak slope parameters, maxima dispersion quotients and glottal source
parameters.
Video and audio are aligned on text-based following the convention introduced in
CHEN and collab. [2017] and the forced alignment described in YUAN and LIBERMAN

[2008].

6.4.2 Evaluation metrics

Multimodal Opinion Sentiment Intensity prediction is treated as a regression prob-
lem. Thus, we report both the Mean Absolute Error (MAE) and the correlation of
model predictions with true labels. In the literature, the regression task is also turned
into a binary classification task for polarity prediction. We follow standard practices
[RAHMAN and collab., 2020] and report the Accuracy2 (Acc7 denotes accuracy on 7
classes and Acc2 the binary accuracy) of our best performing models.

6.4.3 Neural architectures

In our experiments, we choose to modify the loss function of the different models
that have been introduced for multi-modal sentiment analysis on both CMU-MOSI

and CMU-MOSEI: Memory Fusion Network (MFN [ZADEH and collab., 2018a]), Low-
rank Multimodal Fusion (LFN [LIU and collab., 2018]) and two state-of-the-art trans-
formers based models [RAHMAN and collab., 2020] for fusion rely on BERT [DEVLIN

and collab., 2018] (MAG-BERT) and XLNET [YANG and collab., 2019] (MAG-XLNT). To
assess the validity of the proposed losses, we also apply our method to a simple early
fusion LSTM (EF-LSTM) as a baseline model.
Model overview: Aforementioned models can be seen as a multi-modal encoder fθe

providing a representation Zavl containing information and dependencies between
modalities Xl ,Xa ,Xv namely:

fθe (Xa ,Xv ,Xl ) = Zavl .

As a final step, a linear transformation Aθp is applied to Zavl to perform the regression.
EF-LSTM: is the most basic architecture used in the current multimodal analysis
where each sequence view is encoded separately with LSTM channels. Then, a fusion
function is applied to all representations.
TFN: computes a representation of each view, and then applies a fusion operator.
Acoustic and visual views are first mean-pooled then encoded through a 2-layers
perceptron. Linguistic features are computed with a LSTM channel. Here, the fusion
function is a cross-modal product capturing unimodal, bimodal and trimodal inter-
actions across modalities.
MFN enriches the previous EF-LSTM architecture with an attention module that com-
putes a cross-view representation at each time step. They are then gathered and a
final representation is computed by a gated multi-view memory [ZADEH and collab.,
2018a].
MAG-BERT and MAG-XLNT are based on pre-trained transformer architectures [DEVLIN

and collab., 2018; YANG and collab., 2019] allowing inputs on each of the transformer
units to be multimodal, thanks to a special gate inspired by WANG and collab. [2018].

2The regression outputs are turned into categorical values to obtain either 2 or 7 categories (see
LIU and collab. [2018]; RAHMAN and collab. [2020]; ZADEH and collab. [2018a])
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The Zavl is the [CLS] representation provided by the last transformer head. For
each architecture, we use the optimal architecture hyperparameters provided by the
associated papers.

Hyperparameters selection

We use dropout [SRIVASTAVA and collab., 2014] and optimise the global loss Equa-
tion 6.5 by gradient descent using AdamW [KINGMA and BA, 2014; LOSHCHILOV and
HUTTER, 2017] optimiser. The best learning rate is found in the grid {0.002,0.001,0.0005,0.0001}.
The best model is selected using the lowest MAE on the validation set. We Unr ol l to
10.

Architectures of Tθ

Across the different experiment we use a statistic network with an architecture as
described in Table 6.1. We follow BELGHAZI and collab. [2018] and use LeakyRELU
[AGARAP, 2018; XU and collab., 2015] as activation function.

Statistic Network
Layer Number of outputs Activation function
[Zl av ,Zl av ] di n ,di n -
Dense layer di n/2 LeakyReLU
Dropout 0.4 -
Dense layer di n LeakyReLU
Dropout 0.4 -
Dense layer di n LeakyReLU
Dropout 0.4 -
Dense layer di n/4 LeakyReLU
Dropout 0.4 -
Dense layer di n/4 LeakyReLU
Dropout 0.4 -
Dense layer 1 Sigmoïd

Table 6.1 – Statistics network description. di n denotes the dimension of Zavl .

6.5 Numerical Results

We present and discuss here the results obtained using the experimental setting
described in section 6.4. To better understand the impact of our new methods, we
propose to investigate the following points:
Efficiency of the LMDM: to gain understanding of the usefulness of our new ob-
jectives, we study the impact of adding the mutual dependency term on the basic
multimodal neural model EF-LSTM.
Improving model performance and comparing multivariate dependency measures:
the choice of the most suitable dependency measure for a given task is still an open
problem (see section 6.3). Thus, we compare the performance – on both multimodal
sentiment and emotion prediction tasks– of the different dependency measures.
The compared measures are combined with different models using various fusion
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mechanisms.
Improving the robustness to modality drop: a desirable quality of multimodal rep-
resentations is the robustness to a missing modality. We study how the maximisation
of mutual dependency measures during training affects the robustness of the repre-
sentation when a modality becomes missing.
Towards explainable representations: the statistical network Tθ allows us to com-
pute a dependency measure between the three considered modalities. We carry out
a qualitative analysis in order to investigate if a high dependency can be explained
by complementariness across modalities.

6.5.1 Efficiency of the MDM penalty

For a simple EF-LSTM, we study the improvement induced by addition of our MDM
penalty. The results are presented in Table 6.2, where a EF-LSTM trained with no
mutual dependency term is denoted with L;. On both studied datasets, we observe
that the addition of a MDM penalty leads to stronger performances on all metrics. For
both datasets, we observe that the best performing models are obtained by training
with an additional mutual dependency measure term. Keeping in mind the example
shown in Figure 6.1, we can draw a first comparison between the different depen-
dency measures. Although in a simple case L f and Lkl estimate a similar quantity
(see Figure 6.1), in more complex practical applications they do not achieve the same
performance. Even though, the Donsker-Varadhan bound used for Lkl is stronger3

than the one used to estimate L f ; for a simple model the stronger bound does not
lead to better results. It is possible that most of the differences in performance ob-
served come from the optimisation process during training4.
Takeaways: On the simple case of EF-LSTM adding MDM penalty improves the perfor-
mance on the downstream tasks.

6.5.2 Improving models and comparing multivariate dependency
measures

In this experiment, we apply the different penalties to more advanced architectures,
using various fusion mechanisms.
General analysis. Table 6.3 shows the performance of various neural architectures
trained with and without MDM penalty. Results are coherent with the previous ex-
periment: we observe that jointly maximising a mutual dependency measure leads
to better results on the downstream task: for example, a MFN on CMU-MOSI trained
with LW outperforms by 4.6 points on Acch

7 the model trained without the mutual
dependency term. On CMU-MOSEI we also obtain subsequent improvements while
training with MMD. On CMU-MOSI the TFN also strongly benefits from the mutual
dependency term with an absolute improvement of 3.7% (on Acch

7 ) with LW com-
pared to L;. Table 6.3 shows that our methods not only perform well on recurrent
architectures but also on pretrained Transformer-based models, that achieve higher
results due to a superior capacity to model contextual dependencies (see RAHMAN

and collab. [2020]).
Improving state-of-the-art models. MAGBERT and MAGXLNET are state-of-the art

3For a fixed Tθ the right term in Equation 6.6 is greater than Equation 6.7
4Similar conclusion have been drawn in the field of metric learning problem when comparing

different estimates of the mutual information [BOUDIAF and collab., 2020].
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Acch
7 Acch

2 MAEl Cor r h

CMU-MOSI

L; 31.1 76.1 1.00 0.65
Lkl 31.7 76.4 1.00 0.66
L f 33.7 76.2 1.02 0.66
LW 33.5 76.4 0.98 0.66

CMU-MOSEI

L; 44.2 75.0 0.72 0.52
Lkl 44.5 75.6 0.70 0.53
L f 45.5 75.2 0.70 0.52
LW 45.3 75.9 0.68 0.54

Table 6.2 – Results on sentiment analysis on both CMU-MOSI and CMU-MOSEI for a EF-LSTM.
Acc7 denotes accuracy on 7 classes and Acc2 the binary accuracy. MAE denotes the Mean
Absolute Error and Cor r is the Pearson correlation. h means higher is better and l means
lower is better. The choice of the evaluation metrics follows standard practices [RAHMAN

and collab., 2020]. Underline results demonstrate significant improvement (p-value belows
0.05) against the baseline when performing the Wilcoxon Mann Whitney test [WILCOXON,
1992] on 10 runs using different seeds.

models on both CMU-MOSI and CMU-MOSEI. From Table 6.3, we observe that our
methods can improve the performance of both models. It is worth noting that, in
both cases, LW combined with pre-trained transformers achieves good results. This
performance gain suggests that our method is able to capture dependencies that are
not learnt during either pretraining of the language model (i.e BERT or XLNET) or by
the Multimodal Adaptation Gate used to perform the fusion.
Comparing dependency measures. Table 6.3 shows that there is no dependency
measure that achieves the best results in all cases. This result tends to confirm that
the optimisation process during training plays an important role (see hypothesis in
subsection 6.5.1). However, we can observe that optimising the multivariate Wasser-
stein dependency measure is usually a good choice, since it achieves state of the art
results in many configurations. It is worth noting that several pieces of research point
the limitations of mutual information estimators [MCALLESTER and STRATOS, 2020;
SONG and ERMON, 2019].
Takeaways: The addition of MMD not only benefits simple models (e.g EF-LSTM) but
also improves performance when combined with both complex fusion mechanisms
and pretrained models. For practical applications, the Wasserstein distance is a good
choice of contrast function.

6.5.3 Improved robustness to modality drop

Although fusion with visual and acoustic modalities provided a performance improve-
ment [WANG and collab., 2018], the performance of Multimodal systems on senti-
ment prediction tasks is mainly carried by the linguistic modality [ZADEH and collab.,
2017, 2018a]. Thus, it is interesting to study how a multimodal system behaves when
the text modality is missing because it gives insights on the robustness of the repre-
sentation.
Experiment description. In this experiment, we focus on the MAGBERT and MAGXL-

NET since they are the best performing models. As before, the considered models are
trained using the losses described in section 6.3 and all modalities are kept during
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CMU-MOSI CMU-MOSEI

Acch
7 Acch

2 MAEl Cor r h Acch
7 Acch

2 MAEl Cor r h

MFN

L; 31.3 76.6 1.01 0.62 44.4 74.7 0.72 0.53
Lkl 32.5 76.7 0.96 0.65 44.2 74.7 0.72 0.57
L f 35.7 77.4 0.96 0.65 46.1 75.4 0.69 0.56
LW 35.9 77.6 0.96 0.65 46.2 75.1 0.69 0.56

LFN

L; 31.9 76.9 1.00 0.63 45.2 74.2 0.70 0.54
Lkl 32.6 77.7 0.97 0.63 46.1 75.3 0.68 0.57
L f 35.6 77.1 0.97 0.63 45.8 75.4 0.69 0.57
LW 35.6 77.7 0.96 0.67 46.2 75.4 0.67 0.57

MAGBERT

L; 40.2 84.7 0.79 0.80 46.8 84.9 0.59 0.77
Lkl 42.0 85.6 0.76 0.82 47.1 85.4 0.59 0.79
L f 41.7 85.6 0.78 0.82 46.9 85.6 0.59 0.79

LW 41.8 85.3 0.76 0.82 47.8 85.5 0.59 0.79
MAGXLNET

L; 43.0 86.2 0.76 0.82 46.7 84.4 0.59 0.79
Lkl 44.5 86.1 0.74 0.82 47.5 85.4 0.59 0.81
L f 43.9 86.6 0.74 0.82 47.4 85.0 0.59 0.81
LW 44.4 86.9 0.74 0.82 47.9 85.8 0.59 0.82

Table 6.3 – Results on sentiment and emotion prediction on both CMU-MOSI and CMU-MOSEI

dataset for the different neural architectures presented in section 6.4 relying on various fusion
mechanisms.

Spoken Transcripts Acoustic and visual behaviour Tθ
um the story was all right low energy monotonous voice + headshake L

i mean its a Nicholas Sparks book it must be good disappointed tone + neutral facial expression L

the action is fucking awesome head nod + excited voice H

it was cute you know the actors did a great job bringing the smurfs to

life such as joe george lopez neil patrick harris katy perry and a fourth
multiple smiles H

Table 6.4 – Examples from the CMU-MOSI dataset using MAGBERT. The last column is computed
using the statistical network Tθ. L stands for low values and H stands for high values. Green,
grey, red highlight positive, neutral and negative expression/behaviours respectively
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Figure 6.3 – Study of the robustness of the representations against drop of the linguistic
modality. Studied model is MAGBERT on CMU-MOSI. The ratio between the accuracy achieved
with a corrupted linguistic modality Acccor r upt

2 and the accuracy Acc2 without any corruption
is reported on y-axis. The preserved modalities during inference are reported on x-axis. A, V
respectively stands for acoustic and visual modality.

training time. During inference, we either keep only one modality (Audio or Video)
or both. Text modality is always dropped.
Results. Results with MAG-BERT the experiments conducted on CMU-MOSI are shown
in Figure 6.3, giving values for the ratio Acccor r upt

2 /Acc2 where Acccor r upt
2 is the bi-

nary accuracy in the corrupted configuration and Acc2 the accuracy obtained when
all modalities are considered. We observe that models trained with an MDM penalty
(either Lkl , L f or LW ) resist better to missing modalities than those trained with
L;. For example, when trained with Lkl or L f , the drop in performance is limited
to ≈ 25% in any setting. Interestingly, for MAGBERT LW and LKL achieve comparable
results; LKL is more resistant to dropping the language modality, and thus, could
be preferred in practical applications. Figure 6.4 shows the results of the robustness
text on MAGXLNET. Similarly to Figure 6.3 we observe more robust representation to
modality drop when jointly maximising the LW and Lkl with the target loss. Fig-
ure 6.4 shows no improvement when training with L f . This can also be linked to
Table 6.3 which similarly shows no improvement in this very specific configuration.

Takeaway: Maximising MMD allows an information transfer between modalities.

6.5.4 Towards explainable representations

In this section, we propose a a qualitative experiment allowing us to interpret the
predictions made by the deep neural classifier. During training, Tθ estimates the mu-
tual dependency measure, using the surrogates introduced in Theorem 1. However,
the inference process only involves the classifier, and Tθ is unused. Equation 6.6,
Equation 6.7, Equation 6.8 show that Tθ is trained to discriminate between valid
representations (coming from the joint distribution) and corrupted representations
(coming from the product of the marginals). Thus, Tθ can be used, at inference
time, to measure the mutual dependency of the representations used by the neural
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Figure 6.4 – Study of the robustness of the representations against a drop of the linguistic
modality. Studied model is MAGXLNET on CMU-MOSI. The ratio between the accuracy achieved
with a corrupted linguistic modality Acccor r upt

2 and the accuracy Acc2 without any corruption
is reported on y-axis. The preserved modalities during inference are reported on x-axis. A, V
respectively stands for the acoustic and visual modality.

Spoken Transcripts Acoustic and visual behaviour Tθ
but the m the script is corny high energy voice + headshake + (many) smiles L

as for gi joe was it was just like laughing

its the the plot the the acting is terrible
high enery voice + laughts + smiles L

but i think this one did beat scream 2 now headshake + long sigh L

the xxx sequence is really well done static head + low energy monotonous voice L

you know of course i was waithing for the princess and the frog smiles + high energy voice + + high pitch H

dennis quaid i think had a lot of fun smiles + high energy voice H

it was very very very boring low energy voice + frown eyebrows H

i do not wanna see any more of this angry voice + angry facial expression H

Table 6.5 – Examples from the CMU-MOSI dataset using MAGXLNET trained with LW . The last
column is computed using the statistic network Tθ. L stands for low values and H stands for
high values. Green, grey, red highlight positive, neutral and negative expression/behaviours
respectively.

model. In Table 6.4 we report examples of low and high discrepancy measures for
MAGBERT on CMU-MOSI. We can observe that high values correspond to video clips
where audio, text and video are complementary (e.g use of head node [MCCLAVE,
2000]) and low values correspond to the case where there exists contradictions across
several modalities.

Table 6.5 reports the results for MAG-XLNET. Similarly to Table 6.1 we observe that
high values correspond to complementarity across modalities and low values are
related to contradictoriness across modalities.
Takeaways: Tθ used to estimate the MDM provides a mean to interpret representations
learnt by the encoder.
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Chapter 6 Conclusion

In this paper, we introduced three new losses based on MDM. We have shown
that our new losses are an efficient way to integrate the multi-modality into
unimodal transcript representations. Through an extensive set of experiments
on CMU-MOSI and CMU-MOSEI, we have shown that SOTA architectures can ben-
efit from our new losses with little modifications. A by-product of our method
involves a statistical network that is a useful tool to explain the learned high
dimensional multi-modal representations. This work paves the way for using
and developing new methods to estimate mutual dependency in a multivariate
setting. We believe that the generality of our method allows our method to
be combined with the unimodal pretrained representations presented in the
previous chapter with minor modifications. One other possible extension of
this work would be to adapt the estimator developed in Chapter 7 to improve
the MI estimation and improve the fusion loss.
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Part II Conclusions

In this part, we showed how to adapt the mutual information principle to
learn representations of transcripts by successively integrating the conversa-
tional and multimodal dimension of the interaction. In the case of text only
(Chapter 5) we showcase that incorporating the conversational dimension
through new hierarchical pretraining objective (that can be connected to MI)
not only obtains better results but also to have smaller and cheaper to train
models. In Chapter 6, we devise a new method that can be use to integrate the
multi-modal dimension both while fine tuning pretrained representations or
when training new representations from scratch. Our new losses that takes
inspiration in IT through the concept of total correlation allow having more
robust representations. The statistic network used for MI estimation can be
leveraged to explain the learned representations. In the next part, we move to
NLG problems and we address RQ2.
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Part III Introduction

This part adresses RQ2 and is dedicated to the application of measures of
information to natural text generation. In this part we tackle two tightly linked
aspects of NLG:

• In Chapter 7, we use MI to perform style transfer and we introduce a
new variational estimator of MI. We show that this estimator leads to
both better-disentangled representations and, in particular, allows for
a precise control of the desired degree of disentanglement than state-
of-the-art methods proposed for textual data. Furthermore, it does not
suffer from the degeneracy of other losses in multi-class scenarios. We
show the superiority of this method on both fair classification and textual
style transfer tasks.

• In Chapter 8, we leverage the flexibility of information measures to
tackle the problem of AE. We present InfoLM, a family of untrained
metrics which can be adapted to different evaluation criteria. Using
direct assessment, we demonstrate that InfoLM achieves statistically
significant improvement in many configurations than existing metrics
on both summarization and data2text generation.
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Chapter 7

Learning to Disentangle Textual
Representations and Attributes via MI

Chapter 7 Abstract

Learning disentangled representations of textual data is essential for many
natural language tasks such as fair classification, style transfer and sentence
generation, among others. The dominant approaches in the context of text
data either rely on training an adversary (discriminator) that aims at making
attribute values difficult to be inferred from the latent code or rely on minimis-
ing variational bounds of the mutual information between latent code and the
value attribute. However, the available methods suffer of the impossibility to
provide fine-grained control of the degree (or force) of disentanglement. In
contrast to adversarial methods, which are remarkably simple, although the
adversary seems to be performing perfectly well during the training phase after
it is completed, a fair amount of information about the undesired attribute
still remains. This chapter introduces a novel variational upper bound to the
mutual information between an attribute and the latent code of an encoder.
Our bound aims at controlling the approximation error via Renyi’s divergence,
leading to both better-disentangled representations and, in particular, pre-
cise control of the desired degree of disentanglement than state-of-the-art
methods proposed for textual data. Furthermore, it does not suffer from the
degeneracy of other losses in multi-class scenarios. We show the superiority
of this method on fair classification and on textual style transfer tasks. Addi-
tionally, we provide new insights illustrating various trade-off in style transfer
when attempting to learn disentangled representations and the quality of the
generated sentence.

7.1 Context

Learning disentangled representations hold a central place to build rich embed-
dings of high-dimensional data. For a representation to be disentangled implies
that it factorizes some latent cause or causes of variation as formulated by BENGIO

and collab. [2013]. For example, if there are two causes for the transformations in the
data that do not generally happen together and are statistically distinguishable (e.g.,
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factors occur independently), a maximally disentangled representation is expected
to present a sparse structure that separates those causes. Disentangled representa-
tions have been shown to be useful for a large variety of data, such as video [HSIEH

and collab., 2018], image [SANCHEZ and collab., 2019], text [JOHN and collab., 2018],
audio [HUNG and collab., 2018], among others, and applied to many different tasks,
e.g., robust and fair classification [ELAZAR and GOLDBERG, 2018], visual reasoning
[VAN STEENKISTE and collab., 2019], style transfer [FU and collab., 2017], conditional
generation [BURGESS and collab., 2018; DENTON and collab., 2017], few shot learning
[KUMAR VERMA and collab., 2018], among others.

In this work, we focus our attention on learning disentangled representations
for text, as it remains overlooked by JOHN and collab. [2018]. Perhaps, one of the
most popular applications of disentanglement in textual data is fair classification
[BARRETT and collab., 2019; ELAZAR and GOLDBERG, 2018] and sentence generation
tasks such as style transfer [JOHN and collab., 2018] or conditional sentence genera-
tion [CHENG and collab., 2020b]. For fair classification, perfectly disentangled latent
representations can be used to ensure fairness as the decisions are taken based on
representations which are statistically independent from–or at least carrying lim-
ited information about–the protected attributes. However, there exists a trade-offs
between full disentangled representations and performances on the target task, as
shown by FEUTRY and collab. [2018], among others. For sequence generation and in
particular, for style transfer, learning disentangled representations aim at allowing an
easier transfer of the desired style. To the best of our knowledge, an in-depth study of
the relationship between disentangled representations based either on adversarial
losses solely or on CLUB and quality of the generated sentences remains overlooked.
Most of the previous studies have been focusing on either trade-offs between metrics
computed on the generated sentences [TIKHONOV and collab., 2019] or performance
evaluation of the disentanglement as part of (or convoluted with) more complex
modules. This emphasizes the need to provide a fair evaluation of disentangle-
ment methods by isolating their individual contributions [CHENG and collab., 2020b;
YAMSHCHIKOV and collab., 2019].
Methods to enforce disentangled representations can be grouped into two different
categories. The first category relies on an adversarial term in the training objective
that aims at ensuring that sensitive attribute values (e.g. race, sex, style) as statisti-
cally independent as possible from the encoded latent representation. Interestingly
enough, ELAZAR and GOLDBERG [2018] have recently shown that even though the
adversary teacher seems to be performing remarkably well during training, after
the training phase, a fair amount of information about the sensitive attributes still
remains, and can be extracted from the encoded representation. The second category
aim at minimising Mutual Information (MI) between encoded latent representation
and the sensitive attribute values, i.e., without resorting to an adversarial discrimina-
tor. MI acts as an universal measure of dependence since it captures non-linear and
statistical dependencies of high orders between the involved quantities [KINNEY and
ATWAL, 2014]. However, estimating MI has been a long-standing challenge, in partic-
ular when dealing with high-dimensional data [PANINSKI, 2003; PICHLER and collab.,
2020]. Recent methods rely on variational upper bounds. For instance, CHENG

and collab. [2020b] study CLUB [CHENG and collab., 2020a] for sentence generation
tasks. Although this approach improves on previous state-of-the-art methods, it does
not allow to fine-tuning of the desired degree of disentanglement, i.e., it enforces
light or strong levels of disentanglement where only few features relevant to the input
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sentence remain (see FEUTRY and collab. [2018] for further discussion).

7.1.1 Our Contributions

We develop new tools for building disentangled textual representations and evaluate
them on fair classification and two sentence generation tasks, namely, style transfer
and conditional sentence generation. Our main contributions are summarized
below:

• A novel objective to train disentangled representations from attributes. To over-
come some of the limitations of both adversarial losses and CLUB we derive
a novel upper bound to the MI which aims at correcting the approximation
error via either the Kullback-Leibler [ALI and SILVEY, 1966] or Renyi [RÉNYI

and collab., 1961] divergences. This correction term appears to be a key feature
for fine-tuning the degree of disentanglement compared to CLUB.

• Applications and numerical results. First, we demonstrate that the aforemen-
tioned surrogate is better suited than the widely used adversarial losses as
well as CLUB as it can provide better disentangled textual representations while
allowing fine-tuning of the desired degree of disentanglement. In particular,
we show that our method offers a better accuracy versus disentanglement
trade-offs for fair classification tasks. We additionally demonstrate that our
surrogate outperforms both methods when learning disentangled representa-
tions for style transfer and conditional sentence generation while not suffering
(or degenerating) when the number of classes is greater than two, which is an
apparent limitation of adversarial training. By isolating the disentanglement
module, we identify and report existing trade-offs between different degree
of disentanglement and quality of generated sentences. The later includes
content preservation between input and generated sentences and accuracy on
the generated style.

7.2 Main Definitions and Related Works

We introduce notations, tasks, and closely related work. Consider a training set D =
{(xi , yi )}n

i=1 of n sentences xi ∈ X paired with attribute values yi ∈ Y ≡ {1, . . . , |Y |}
which indicates a discrete attribute to be disentangled from the resulting representa-
tions. We study the following scenarios:

Disentangled representations. Learning disentangled representations consists
in learning a model M : X →Rd that maps feature inputs X to a vector of dimension
d that retains as much as possible information of the original content from the input
sentence but as little as possible about the undesired attribute Y. In this framework,
content is defined as any relevant information present in X that does not depend on
Y.

Applications to binary fair classification. The task of fair classification through
disentangled representations aims at building representations that are independent
of selective discrete (sensitive) attributes (e.g., gender or race). This task consists in
learning a model M : X → {0,1} that maps any input x to a label l ∈ {0,1}. The goal
of the learner is to build a predictor that assigns each x to either 0 or 1 “oblivious”
of the protected attribute y . Recently, much progress has been made on devising
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appropriate means of fairness, e.g., [MOHRI and collab., 2019; ZAFAR and collab.,
2017; ZEMEL and collab., 2013]. In particular, BARRETT and collab. [2019]; ELAZAR and
GOLDBERG [2018]; XIE and collab. [2017] approach the problem based on adversarial
losses. More precisely, these approaches consist in learning an encoder that maps
x into a representation vector hx , a critic Cθc which attempts to predict y , and an
output classifier fθd used to predict l based on the observed hx . The classifier is said
to be fair if there is no statistical information about y that is present in hx [ELAZAR

and GOLDBERG, 2018; XIE and collab., 2017].
Applications to conditional sentence generation. The task of conditional sen-

tence generation consists in taking an input text containing specific stylistic prop-
erties to then generate a realistic (synthetic) text containing potentially different
stylistic properties. It requests to learn a model M : X ×Y →X that maps a pair of
inputs (x, y t ) to a sentence xg , where the outcome sentence should retain as much
as possible of the original content from the input sentence while having (potentially
a new) attribute y g . Proposed approaches to tackle textual style transfer [XU and col-
lab., 2019; ZHANG and collab., 2020] can be divided into two main categories. The first
category [LAMPLE and collab., 2018; PRABHUMOYE and collab., 2018] uses cycle losses
based on back translation [WIETING and collab., 2017] to ensure that the content is
preserved during the transformation. Whereas, the second category look to explicitly
separate attributes from the content. This constraint is enforced using either adver-
sarial training [FU and collab., 2017; HU and collab., 2017; YAMSHCHIKOV and collab.,
2019; ZHANG and collab., 2018] or MI minimisation using vCLUB-S [CHENG and col-
lab., 2020b]. Traditional adversarial training is based on an encoder that aims to
fool the adversary discriminator by removing attribute information from the content
embedding [ELAZAR and GOLDBERG, 2018]. As we will observe, the more the repre-
sentations are disentangled the easier is to transfer the style but at the same time the
less the content is preserved. In order to approach the sequence generation tasks, we
build on the Style-embedding Model by JOHN and collab. [2018] (StyleEmb) which
uses adversarial losses introduced in prior work for these dedicated tasks. During the
training phase, the input sentence is fed to a sentence encoder, namely fθe , while the
input style is fed to a separated style encoder, namely f s

θe
. During the inference phase,

the desired style–potentially different from the input style–is provided as input along
with the input sentence.

7.3 Model and Training Objective

This section describes the proposed approach to learn disentangled representations.
We first present the model overview and then, we derive the variational bound we
will use, and discuss connections with adversarial losses.

7.3.1 Model Overview

Our models for fair classification and sequence generation share a similar structure.
These rely on an encoder that takes as input a random sentence X and maps it to a
random representation Z using a deep encoder denoted by fθe . Then, classification
and sentence generation are performed using either a classifier or an auto-regressive
decoder denoted by fθd . We aim at minimizing MI between the latent code repre-
sented by the Random Variable (RV) Z = fθe (X) and the desired attribute represented
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by the RV Y. The objective of interest L ( fθe ) is defined as:

L ( fθe ) ≡ Ldown.( fθe )︸ ︷︷ ︸
downstream task

+λ · I( fθe (X);Y)︸ ︷︷ ︸
disentangled

, (7.1)

where Ldown. represents a downstream specific (target task) loss and λ is a meta-
parameter that controls the sensitive trade-off between disentanglement (i.e., mini-
mizing MI) and success in the downstream task (i.e., minimizing the target loss). In
section 7.5, we illustrate theses different trade-offs.

Applications to fair classification and sentence generation. For fair classifica-
tion, we follow standard practices and optimize the cross-entropy between prediction
and ground-truth labels. In the sentence generation task Ldown. represents the neg-
ative log-likelihood between individual tokens.

7.3.2 A Novel Upper Bound on MI

Estimating the MI is a long-standing challenge as the exact computation [PANINSKI,
2003] is only tractable for discrete variables, or for a limited family of problems
where the underlying data-distribution satisfies smoothing properties, see recent
work by PICHLER and collab. [2020]. Different from previous approaches leading
to variational lower bounds [BELGHAZI and collab., 2018; HJELM and collab., 2018;
OORD and collab., 2018], in this paper we derive an estimator based on a variational
upper bound to the MI which control the approximation error based on the Kullback-
Leibler and the Renyi divergences [DAUDEL and collab., 2020].

Theorem 2. (Variational upper bound on MI) Let (Z,Y) be an arbitrary pair of RVs
with (Z,Y) ∼ pZY according to some underlying pdf, and let qŶ|Z be a conditional
variational distribution on the attributes satisfying pZY ¿ pZ · qŶ|Z, i.e., absolutely
continuous. Then, we have that

I(Z;Y) ≤ EY

[
− log

∫
qŶ|Z(Y|z)pZ(z)d z

]
+

EYZ

[
log qŶ|Z(Y|Z)

]
+KL

(
pZY‖pZ ·qŶ|Z

)
,

(7.2)

where KL
(
pZY‖pZ · qŶ|Z

)
denotes the KL divergence. Similarly, we have that for any

α> 1,

I(Z;Y) ≤ EY

[
− log

∫
qŶ|Z(Y|z)pZ(z)d z

]
+

EYZ

[
log qŶ|Z(Y|Z)

]
+Dα

(
pZY‖pZ ·qŶ|Z

)
,

(7.3)

where (α−1)Dα

(
pZY‖pZ ·qŶ|Z

)= logEZY[ Rα−1(Z,Y)] denotes the Renyi divergence and

R(z, y) = pY|Z(y |z)
qŶ|Z(y |z) , for (z, y) ∈ Supp(pZY).

Proof: The upper bound on H(Y) is a direct application of the DONSKER and
VARADHAN [1985] representation of KL divergence while the lower bound on H(Y|Z)
follows from the monotonicity property of the function: α 7→ Dα

(
pZY‖pZ ·qŶ|Z

)
. All

proofs can be found in section A.1.
Remark: It is worth to emphasise that the KL divergence in (7.2) and Renyi

divergence in (7.3) control the approximation error between the exact entropy and
its corresponding bound.
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(a) Classifier with our MI surrogate
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(b) StyleEmb model from JOHN and col-
lab. [2018] with our MI surrogate

Figure 7.1 – Proposed methods. As described in Theorem 2.
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(a) Classifier with adversarial loss from ELAZAR and GOLDBERG [2018]
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(b) StyleEmb model from JOHN and collab. [2018]

Figure 7.2 – Baselines methods, theses models use an adversarial loss for disentanglement. fθe

represents the input sentence encoder; f s
θe

denotes the style encoder (only used for sentence
generation tasks); Cθc represents the adversarial classifier; fθd represents the decoder that
can be either a classifier (Figure 7.2a or a sequence decoder (Figure 7.2b).

From theoretical bounds to trainable surrogates to minimize MI: It is easy to
check that the inequalities in (Equation 7.2) and (Equation 7.3) are tight provided that
pZY ≡ pZ ·qŶ|Z almost surely for some adequate choice of the variational distribution.
However, the evaluation of these bounds requires to obtain an estimate of the density-
ratio R(z, y). Density-ratio estimation has been widely studied in the literature (see
SUGIYAMA and collab. [2012] and references therein) and confidence bounds has
been reported by KPOTUFE [2017] under some smoothing assumption on underlying
data-distribution pZY. In this work, we will estimate this ratio by using a critic CθR

which is trained to differentiate between a balanced dataset of positive i.i.d samples
coming from pZY and negative i.i.d samples coming from qŶ|Z ·pZ. Then, for any pair

(z, y), the density-ratio can be estimated by R(z, y) ≈ σ(CθR
(z,y))

1−σ(CθR
(z,y)) , whereσ(·) indicates

the sigmoid function and CθR (z, y) is the unnormalized output of the critic. It is worth
to mention that after estimating this ratio, the previous upper bounds may not be
strict bounds so we will refer them as surrogates.

We report in Figure 7.1 the schema of the proposed approach and the baselines
are describes in Figure 7.2.
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Algorithm 2 Our method for the fair classification task

INPUT: training dataset for the encoder Dn = {(x1, y1, l1), . . . , (xn , yn , ln)},
batch size m, training dataset for the classifiers and decoder D′

n =
{(x ′

1, y ′
1, l ′1), . . . , (x ′

n , y ′
n , l ′n)}.

Initialization: parameters (θe ,θR,θc ,θd ) of the encoder fθe , classifiers CθR , Cθc , fθd

Optimization:
1: while (θe ,θR,θc ,θd ) not converged do
2: for i ∈ [1,Unr ol l ] do . Train Cθc , CθR , fθd

3: Sample a batch B′ from D′

4: Update θR based B′ and using Cθc

5: Update θc with B′

6: Update θd with B′

7: end for
8: Sample a batch B from D . Train fθe

9: Update θe with B using Equation 7.1 with θd .
10: end while
OUTPUT: fθe , fθd

7.3.3 Comparison to existing methods

Adversarial approaches: In order to enhance our understanding of why the pro-
posed approach based on the minimization of the MI using our variational upper
bound in Theorem 2 may lead to a better training objective than previous adversarial
losses, we discuss below the explicit relationship between MI and cross-entropy
loss. Let Y ∈Y denote a random attribute and let Z be a possibly high-dimensional
representation that needs to be disentangled from Y. Then,

I(Z;Y) ≥H(Y)−EYZ

[
log qŶ|Z(Y|Z)

]
=Const−CE(Ŷ|Z),

(7.4)

where CE(Ŷ|Z) denotes the cross-entropy corresponding to the adversarial discrim-
inator qŶ|Z, noting that Y comes from an unknown distribution on which we have
no influence H(Y) is an unknown constant, and using that the approximation error:
KL

(
qZY‖qŶ|Z ·pZ

)= CE(Ŷ|Z)−H(Y|Z). Equation 7.4 shows that the cross-entropy loss
leads to a lower bound (up to a constant) on the MI. Although the cross-entropy can
lead to good estimates of the conditional entropy, the adversarial approaches for
classification and sequence generation by BARRETT and collab. [2019]; JOHN and col-
lab. [2018] which consists in maximizing the cross-entropy, induces a degeneracy
(unbounded loss) as λ increases in the underlying optimization problem. As we will
observe in next section, our variational upper bound in Theorem 2 can overcome
this issue, in particular for |Y | > 2.

CLUB: Different from our method, CHENG and collab. [2020a] introduce ICLUB

which is an upper bound on MI defined by

ICLUB(Y;Z) =EYZ[log pY|Z(Y|Z)]

−EYEZ[log pY|Z(Y|Z)].
(7.5)

It would be worth to mention that this bound follows a similar approach to the
previously introduced bound in FEUTRY and collab. [2018].
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7.4 Experimental Setting

7.4.1 Datasets

Fair classification task. We follow the experimental protocol of ELAZAR and GOLD-
BERG [2018]. The main task consists in predicting a binary label representing either
the sentiment (positive/negative) or the mention. The mention task aims at predict-
ing if a tweet is conversational. The considered protected attribute is the race. This
dataset has been automatically constructed from DIAL corpus [BLODGETT and col-
lab., 2016] which contained race annotations over 50 Million of tweets. Sentiment
tweets are extracted using a list of predefined emojis and mentions are identified
using @mentions tokens. The final dataset contains 160k tweets for the training and
two splits of 10K tweets for validation and testing. Splits are balanced such that the
random estimator is likely to achieve 50% accuracy.
Style Transfer For our sentence generation task, we conduct experiments on three
different datasets extracted from restaurant reviews in Yelp. The first dataset, referred
to as SYelp, contains 444101, 63483, and 126670 labelled short reviews (at most 20
words) for train, validation, and test, respectively. For each review a binary label is
assigned depending on its polarity. Following LAMPLE and collab. [2018], we use a
second version of Yelp, referred to as FYelp, with longer reviews (at most 70 words). It
contains five coarse-grained restaurant category labels (e.g., Asian, American, Mexi-
can, Bars and Dessert). The multi-category FYelp is used to access the generalization
capabilities of our methods to a multi-class scenario.

7.4.2 Metrics for Performance Evaluation

Measure of the disentanglement methods. BARRETT and collab. [2019] report that
offline classifiers (post training) outperform clearly adversarial discriminators. We
will re-training a classifier on the latent representation learnt by the model and we
will report its accuracy. We follow previous work [LAMPLE and collab., 2018] that
implements a two layers perceptron [ROSENBLATT, 1958]. We use LeakyRelu [XU

and collab., 2015] as activation functions and set the dropout [SRIVASTAVA and collab.,
2014] rate to 0.1.

Measures of performance within the fair classification task. In the fair classifi-
cation task we aim at maximizing accuracy on the target task and so we will report
the corresponding accuracy.

Measure of performance within sentence generation tasks. Sentences gener-
ated by the model are expected to be fluent, to preserve the input content and to
contain the desired style. For style transfer, the desired style is different from the
input style while for conditional sentence generation, both input and output styles
should be similar. Nevertheless, automatic evaluation of generative models for text
is still an open problem. We measure the style of the output sentence by using a
fastText classifier [JOULIN and collab., 2016b]1. For content preservation, we follow
JOHN and collab. [2018] and compute both: (i) the cosine measure between source
and generated sentence embeddings, which are the concatenation of min, max, and

1This procedure also follows COLOMBO and collab. [2019] (e.g., polarity, gender or category) which
uses a fasttext [BOJANOWSKI and collab., 2017; JOULIN and collab., 2016a,b] classifier https://
fasttext.cc/docs/en/supervised-tutorial.html. The validation corpus is used to select the
best model. Preliminary comparisons with deep classifiers (based on either convolutionnal layers or
recurrent layers) show that fasttext obtains similar result while being litter and faster.
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mean of word embedding (sentiment words removed)2, and (ii) the BLEU score
between generated text and the input3. Motivated by previous work, we evaluate the
fluency of the language with the perplexity given by a GPT-2 [RADFORD and collab.,
2019] pretrained model performing fine-tuning on the training corpus4. We choose
to report the log-perplexity since we believe it can better reflects the uncertainty of
the language model (a small variation in the model loss would induce a large change
in the perplexity due to the exponential term). Besides the automatic evaluation,
we further test our disentangled representation effectiveness by human evaluation
results are presented in Table 7.1.
Conventions and abbreviations. Ad v refers to a model trained using the adversarial
loss; vCLUB-S, KL refers to a model trained using the vCLUB-S and KL surrogate (see
Equation A.7) respectively; and Dα refers to a model trained based on the α-Renyi
surrogate (Equation A.8), for α ∈ {1.3,1.5,1.8}.

7.4.3 Architecture Hyerparameters

We use an encoder parameterized by a 2-layer bidirectional GRU [CHUNG and collab.,
2014] and a 2-layer decoder GRU. Both GRU and our word embedding lookup tables,
trained from scratch, and have a dimension of 128 (as already reported by GARCIA

and collab. [2019], building experiments on higher dimensions produces marginal
improvement). The style embedding is set to a dimension of 8. The attribute classifier
are MLP and are composed of 3 layer MLP with 128 hidden units and LeakyReLU [XU

and collab., 2015] activations, the dropout [SRIVASTAVA and collab., 2014] rate is set to
0.1. All models are optimised with AdamW [KINGMA and BA, 2014; LOSHCHILOV and
HUTTER, 2017] with a learning rate of 10−3 and the norm is clipped to 1.0. Our model’s
hyperparameters have been set by a preliminary training on each downstream task: a
simple classifier for the fair classification and a vanilla seq2seq [COLOMBO and collab.,
2020; SUTSKEVER and collab., 2014] for the conditional generation task. The models
requested for the classification task are trained during 100k steps while 300k steps
are used for the generation task.

7.5 Numerical Results

In this section, we present our results on the fair classification and binary sequence
generation tasks, see subsection 7.5.1 and subsection 7.5.2, respectively. We ad-
ditionally show that our variational surrogates to the MI–contrarily to adversarial
losses–do not suffer in multi-class scenarios (see section 7.5.4). We choose to present
results on fair classification first as the evaluation of fair classification is easier than
the evaluation of text generation (see Chapter 8) as it only relies on accuracy. Thus,

2For computing the embedding we rely on the bag of word model and take the mean pooling of
word embedding. We choose to use the pre-trained word vectors provided in https://fasttext.cc/

docs/en/pretrained-vectors.html. They are trained on Wikipedia using fastText. These vectors
in dimension 300 were obtained using the skip-gram model described in BOJANOWSKI and collab.
[2017]; JOULIN and collab. [2016b] with default parameters.

3For computing the BLEU score we choose to use the corpus level method provided in python sacre-
bleu [POST, 2018] library https://github.com/mjpost/sacrebleu.git. It produces the official
WMT scores while working with plain text.

4This procedure follows JALALZAI and collab. [2020]. GPT-2 is pre-trained on the BookCorpus
dataset ? (around 800M words). The model has been taken from the HuggingFace Library [WOLF

and collab., 2019]. Default hyperparameters have been used for the finetuning.
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Figure 7.3 – Numerical results on fair classification. Trade-offs between target task and
attacker accuracy are reported in Figure 7.3a, Figure 7.3b for mention task, and Figure 7.3c,
Figure 7.3d for sentiment task. For low values of λ some points coincide. As λ increases the
level of disentanglement increases and the proposed methods using both KL (KL) and Reny
divergences (Dα) clearly offer better control than existing methods.

conclusions and existing trade-off in fair classification will guide our analysis on the
text generation tasks.

7.5.1 Applications to Fairness

Upper bound on performances. We first examine how much of the protected at-
tribute we can be recovered from an unfair classifier (i.e., trained without adversarial
loss) and how well does such classifier perform. Results are reported in Figure 7.3.
We observe that we achieve similar scores than the ones reported in previous studies
[BARRETT and collab., 2019; ELAZAR and GOLDBERG, 2018]. This experiment shows
that, when training to solve the main task, the classifier learns information about
the protected attribute, i.e., the attacker’s accuracy is better than random guess-
ing. In the following, we compare the different proposed methods to disentangle
representations and obtain a fairer classifier.

Methods comparisons. Figure 7.3 shows the results of the different models and
illustrates the trade-offs between disentangled representations and the target task
accuracy. Results are reported on the test set for both sentiment and mention tasks
when race is the protected. We observe that the classifier trained with an adversarial
loss degenerates for λ > 5 since the adversarial term in Equation 7.1 is influenc-
ing much the global gradient than the downstream term (i.e., cross-entropy loss
between predicted and golden distribution). Remarkably, both models trained to
minimize either the KL or the Renyi surrogate do not suffer much from the afore-
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mentioned multi-class problem. For both tasks, we observe that the KL and the
Renyi surrogates can offer better disentangled representations than those induced
by adversarial approaches. In this task, both the KL and Renyi achieve perfect dis-
entangled representations (i.e., random guessing accuracy on protected attributes)
with a 5% drop in the accuracy of the target task, when perfectly masking the pro-
tected attributes. As a matter of fact, we observe that vCLUB-S provides only two
regimes: either a “light” protection (attacker accuracy around 60%), with almost
no loss in task accuracy (λ < 1), or a strong protection (attacker accuracy around
50%), where a few features relevant to the target task remain.5 On the sentiment task,
we can draw similar conclusions. However, the Renyi’s surrogate achieves slightly
better-disentangled representations. Overall, we can observe that our proposed
surrogate enables good control of the degree of disentangling. Additionally, we do
not observe a degenerated behaviour–as it is the case with adversarial losses–when
λ increases. Furthermore, our surrogate allows simultaneously better disentangled
representations while preserving the accuracy of the target task.

7.5.2 Binary Sentence Generation: Application to Binary Sentiment
Labels

In the previous section, we have shown that the proposed surrogates do not suffer
from limitations of adversarial losses and allow to achieve better disentangled repre-
sentations than existing methods relying on CLUB. Disentanglement modules are a
core block for a large number of both style transfer and conditional sentence genera-
tion algorithms [FU and collab., 2017; TIKHONOV and collab., 2019; YAMSHCHIKOV

and collab., 2019] that place explicit constraints to force disentangled representa-
tions. First, we assess the disentanglement quality and the control over desired level
of disentanglement while changing the downstream term, which for the sentence
generation task is the cross-entropy loss on individual token. Then, we exhibit the
existing trade-offs between quality of generated sentences, measured by the metric
introduced in subsection 7.4.2, and the resulting degree of disentanglement. The
results are presented for SYelp

Evaluating disentanglement

Figure 7.4a shows the adversary accuracy of the different methods as a function
of λ. Similarly to the fair classification task, a fair amount of information can be
recovered from the embedding learnt with adversarial loss. In addition, we observe
a clear degradation of its performance for values λ > 1. In this setting, the Renyi
surrogates achieves consistently better results in terms of disentanglement than
the one minimizing the KL surrogate. The curve for Renyi’s surrogates shows that
exploring different values of λ allows good control of the disentanglement degree.
Renyi surrogate generalizes well for sentence generation. Similarly to the fairness
task CLUB only offers two regimes: "light" disentanglement with very little polarity
transfer and "strong" disentanglement.

5This phenomenon is also reported in FEUTRY and collab. [2018] on a picture anonymization task.
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Figure 7.4 – Disentanglement of representation learnt by fθe in the binary (left) and multi-
class (i.e., |Y | = 5) (right) sentence generation scenario. In the multi-class scenario the Ad v
degenerates for λ≥ 0.01 and offer no fined-grained control over the degree of disentangle-
ment.
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Figure 7.5 – Numerical experiments on binary style transfer. Quality of generated sentences
are evaluated using BLEU (Figure 7.5a); style transfer accuracy (Figure 7.5a); sentence fluency
(Figure 7.5c). We report existing trade-offs between disentanglement and sentence generation
quality. Human evaluation is reported in Table 7.1.
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Figure 7.6 – Numerical experiments on conditional sentence generation. Results include
BLEU (Figure 7.6a), style transfer accuracy (Figure 7.6b) and sentence fluency (Figure 7.6c).
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Figure 7.7 – Numerical experiments on multiclass style transfer using categorical labels.
Results include: BLEU (Figure 7.7a)); style transfer accuracy (Figure 7.7b); sentence fluency
(Figure 7.7c); cosine similarity (Figure 7.7d)

Disentanglement with Polarity Labels

The quality of generated sentences are evaluated using the fluency (see Figure 7.5c
), the content preservation (see Figure 7.5a), additional results using a cosine sim-
ilarity are given in Figure 7.12, and polarity accuracy (see Figure 7.5b ). For style
transfer, and for all models, we observe trade-offs between disentanglement and
content preservation (measured by BLEU) and between fluency and disentangle-
ment. Learning disentangled representations leads to poorer content preservation.
As a matter of fact, similar conclusions can be drawn while measuring content with
the cosine similarity (see ??). For polarity accuracy, in non-degenerated cases (see
below), we observe that the model is able to better transfer the sentiment in pres-
ence of disentangled representations. Transferring style is easier with disentangled
representations, however there is no free lunch here since disentangling also removes
important information about the content. It is worth noting that even in the "strong"
disentanglement regime vCLUB-S struggles to transfer the polarity (accuracy of 40%
for λ ∈ {1,2,10,15}) where other models reach 80%. It is worth noting that similar
conclusions hold for two different sentence generation tasks: style transfer and con-
ditional generation, which tends to validate the current line of work that formulates
text generation as generic text-to-text [RAFFEL and collab., 2019].
Quality of generated sentences. Table 7.1 gathers results of human evaluation and
show that our surrogates can better disentangle style while preserving more content
than available methods. In Table 7.1, we report the performances of systems when
evaluated by humans on the polarity transfer task. 100 sentences are generated
by each system and 3 english native speakers are asked to annotate each sentence
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Model Fluency Content Sentiment
Human 0.80 3.4 0.78

Ad v 0.60 2.4 0.63
vCLUB−S 0.62 2.6 0.65

KL 0.68 2.6 0.63
Dα=1.3 0.70 2.4 0.65
Dα=1.5 0.68 2.9 0.70
Dα=1.8 0.76 3.0 0.58

Table 7.1 – Human annotations of generated samples. For the comparison we rely on the sen-
tences provided in https://github.com/rpryzant/delete_retrieve_generate. Hu-
man annotations are also provided by LI and collab. [2018]. We have reprocessed the pro-
vided sentence using a tokenizer based on SentencePiece [KUDO, 2018; SENNRICH and collab.,
2016]. Since there is a trade-off between automatic evaluation metrics (i.e BLEU, Perplexity
and Accuracy of Style Transfer), we set minimum thresholds on BLEU and on style trans-
fert accuracy. The best model that met the threshold on validation is selected. We will
release–along with our code–new generated sentences for comparison.

along 3 dimensions (i.e fluency, sentiment and content preservation). Turkers as-
sign binary labels to fluency and sentiment (following the protocol introduced in
JALALZAI and collab. [2020]) while content is evaluated on a likert scale from 1-5.
For content preservation, both the input sentence and the generated sentence are
provided to the turker. The annotator agreement is measure by the Krippendorff
Alpha6 [KRIPPENDORFF, 2018]. The Krippendorff Alpha is: α= 0.54 on the sentiment
classification, α= 0.20 for fluency and α= 0.18 for content preservation.

Example of generated sentences

Table 7.2 gathers sentences generated by the different sentences for different values
of λ. They provide qualitative examples that illustrate the previously observed trade-
offs. The adversarial loss degenerates for values λ≥ 5 and a stuttering phenomenon
appears [HOLTZMAN and collab., 2019].

Style transfert. From Table 7.2, we can observe that the impact of disentangle-
ment on a qualitative point of view. For small values of λ the models struggle to do the
style transfer (see example 2 for instance). As λ increases disentanglement becomes
easier, however, the content becomes more generic which is a known problem (see
LI and collab. [2015] for instance).

Conditional sentence generation. From qualitative example displayed in Ta-
ble 7.3, we can draw similar conclusions than those for quantitative metrics previ-
ously displayed: as the disentanglement increases, the common content which is
shared between input and generated sentences decreases.

Example of “degeneracy" for large values of λ. For sentences generated with
the baseline model a repetition phenomenon appears for greater values of λ. For
certain sentences, models ignore the style token (i.e., the sentence generated with a
positive sentiment is the same as the one generated with the negative sentiment).
We attribute this degeneracy to the fact that the model is only trained with (xi , yi )
sharing the same sentiment which appears to be an intrinsic limitation of the model
introduced by JOHN and collab. [2018].

6Krippendorff Alpha measures of inter-rater reliability in [0,1]: 0 is perfect disagreement and 1 is
perfect agreement.
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Figure 7.8 – Disentanglement of the learnt embedding when training an off-line adversarial
classifier for the sentence generation with gender data.

Analysis of performances of vCLUB-S Similarly to what can be observed with
automatic evaluation Table 7.2 shows that the system based on vCLUB-S has only two
regimes: “light” disentanglement and strong disentanglement. With light disentan-
glement the decoder fail at transferring the polarity and for strong disentanglement
few content features remain and the system tends to output generic sentences.

7.5.3 Binary Sentence Generation: Application to Gender Data

Quality of the Disentanglement

In Figure 7.8, we report the adversary accuracy of the different methods for the values
of λ. It is worth noting that gender labels are noisier than sentiment labels [LAMPLE

and collab., 2018]. We observe that the adversarial loss saturates at 55% where a
model trained on MI bounds can achieve a better disentanglement. Additionally,
the models trained with MI bounds allow better control of the desired degree of
disentanglement.

Quality of Generated Sentences

Results on the sentence generation tasks are reported in Figure 7.9 and in Figure 7.10.
We observe that for λ> 1 the adversarial loss degenerates as observed in the senti-
ment experiments.Compared to sentiment score we observe a lower score of BLEU
which can be explained by the length of the review in the FYelp dataset. On the other
hand, we observe a similar trade-off between style transfer accuracy and content
preservation in the non degenerated case: as style transfer accuracy increases, con-
tent preservation decreases. Overall, we remark a behaviour similar to the one we
observe in sentiment experiments.

7.5.4 Results on Multi class Sentence Generation

Results on the multi-class style transfer and on conditional sentence generation are
reported in Figure 7.7b and Figure 7.6b.
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Figure 7.9 – Numerical experiments on binary style transfer using gender labels. Results in-
clude: BLEU (Figure 7.9a); cosine similarity (Figure 7.9d); style transfer accuracy (Figure 7.9b);
sentence fluency (Figure 7.9c).
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Figure 7.10 – Numerical experiments on conditional sentence generation using gender labels.
Results includes: BLEU (Figure 7.10a); cosine similarity (Figure 7.10d); style transfer accuracy
(Figure 7.10b); sentence fluency (Figure 7.10c).
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Figure 7.11 – Numerical experiments on the multi-class conditionnal sentence generation.
Results include: BLEU (Figure 7.11a); cosine similarity (Figure 7.11d); style transfer accuracy
(Figure 7.11b); sentence fluency (Figure 7.11c).

Adversarial Loss Fails to Disentangle when |Y | ≥ 3

In Figure 7.4b we report the adversary accuracy of our different methods for the
values of λ using FYelp dataset with category label. In the binary setting for λ≤ 1,
models using adversarial loss can learn disentangled representations while in the
multi-class setting, the adversarial loss degenerates for small values ofλ (i.e sentences
are no longer fluent as shown by the increase in perplexity in Figure 7.7c). Minimizing
MI based on our surrogates seems to mitigate the problem and offer a better control
of the disentanglement degree for various values of λ than vCLUB−S.

Automatic Evaluation of generated sentences

Results on the multi-class style transfer and on conditional sentence generation are
reported in Figure 7.7b and Figure 7.6b. Similarly than in the binary case, there exists
a trade-off between content preservation and style transfer accuracy. We observe
that the BLEU score in this task is in a similar range than the one in the gender task,
which is expected because data come from the same dataset where only the labels
changed.

Similarly than in the binary case, there exists a trade-off between content preser-
vation and style transfer accuracy. We observe that the BLEU score in this task is in a
similar range than the one in the gender task, which is expected because data come
from the same dataset where only the labels changed.

λ Model Sentence

0.1

Input the food was the best food i’ve ever experienced.
Adv the food was the best i’ve ever had in.
vCLUB-S the food was the best i’ve ever had.
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KL the food was the best food i’ve ever experienced.
Dα=1.3 the food was the best food i’ve experienced.
Dα=1.5 the food was so good and the best i ever had.
Dα=1.8 the food is so good i will be going back.

1

Input the food was the best food i’ve ever experienced.
Adv the food was the best i’ve ever eaten here.
vCLUB-S the food was the best.
KL the food was the best food i’ve ever experienced.
Dα=1.3 the food was the best i’ve ever eaten at.
Dα=1.5 the food was amazing as well as i am extremely satisfied.
Dα=1.8 the food was very good and the service good.

5

Input the food was the best food i’ve ever experienced.
Adv i love this place.
vCLUB-S i love it.
KL the food was the best i’ve ever eaten here.
Dα=1.3 the food is ok, but the service is terrible.
Dα=1.5 the food is always good but the service is always bad.
Dα=1.8 the food was ok and very good.

10

Input the food was the best food i’ve ever experienced.
Adv i love this place.
vCLUB-S i love it.
KL the food was excellent, but i love this food.
Dα=1.3 the food was worst at best.
Dα=1.5 the food was not well cooked with the sauce.
Dα=1.8 the food wasn’t bad but it was not good.

0.1

Input It’s freshly made, very soft and flavorful.
Adv it’s crispy and too nice and very flavor.
vCLUB-S It’s freshly made, and great.
KL it’s a huge, crispy and flavorful.
Dα=1.3 it’s hard, and the flavor was flavorless.
Dα=1.5 it’s very dry and not very flavorful either.
Dα=1.8 it’s a good place for lunch or dinner.

1

Input it’s freshly made, very soft and flavorful.
Adv it’s not crispy and not very flavorful flavor.
vCLUB-S It’s bad.
KL it’s very fresh, and very flavorful and flavor.
Dα=1.3 it’s not good, but the prices are good.
Dα=1.5 it’s not very good, and the service was terrible.
Dα=1.8 it was a very disappointing experience and the food was awful.

5

Input it’s freshly made, very soft and flavorful.
Adv i hate this place.
vCLUB-S i hate it.
KL it’s very fresh, flavorful and flavorful.
Dα=1.3 it’s not worth the money, but it was wrong.
Dα=1.5 it’s not worth the price, but not worth it.
Dα=1.8 it’s hard to find, and this place is horrible.

10

Input it’s freshly made, very soft and flavorful.
Adv i hate this place.
vCLUB-S i hate it.
KL it’s a little warm and very flavorful flavor.
Dα=1.3 it was a little overpriced and not very good.
Dα=1.5 it’s a shame, and the service is horrible.
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Dα=1.8 it’s not worth the $ NUM.

0.1

Input Only then did our waitress show up with another styrofoam cup full of water.
Adv then she didn’t get a glass of coffee she was full full full full water.
vCLUB-S the waitress broke the cup of water
KL only NUM hours of us in the water and no gratuity of a water.
Dα=1.3 waited NUM minutes at the front with us and offered to an ice glass water.
Dα=1.5 after NUM minutes of a table with a table and two entrees arrived.
Dα=1.8 after NUM minutes of a table with a table and NUM entrees arrived.

1

Input Only then did our waitress show up with another styrofoam cup full of water.
Adv only NUM minutes of our waiter was able to get a refilled ice cream.
vCLUB-S the waitress is bad i hate this place
KL even the refund of them were brought out to refill the plate of our order.
Dα=1.3 NUM stars for the short NUM minute wait and recommend the perfect patio.
Dα=1.5 NUM minutes later, my food came out NUM minutes after our order.
Dα=1.8 i’ve been many years at the same time and great service.

5

Input Only then did our waitress show up with another styrofoam cup full of water.
Adv great price.
vCLUB-S i love it
KL she was able to get us in for a table.
Dα=1.3 they are very friendly and have a great selection of beers and drinks.
Dα=1.5 i have been here several times and it’s always a good experience.
Dα=1.8 he’s a great guy and a very nice person with a smile.

10

Input Only then did our waitress show up with another styrofoam cup full of water.
Adv our server was very friendly and attentive.
vCLUB-S i love it
KL great food, great prices, and great prices for a good price.
Dα=1.3 and i’ve been to this place since NUM years and love it.
Dα=1.5 only did the refill on us for about NUM mins with water tables.
Dα=1.8 i love the place.

Table 7.2 – Sequences generated by the different models on the binary sentiment transfer
task.

λ Model Sentence

0.1

Input Definitely every flavor for every person.
Adv every thing have every other time.
vCLUB-S definitely very flavorful.
KL definitely a good time to visit.
Dα=1.3 definitely worth every way every way.
Dα=1.5 definitely worth a try for all.
Dα=1.8 definitely worth a try to eat.

1

Input Definitely every flavor for every person.
Adv definitely my wife and i love.
vCLUB-S i like it. good place to eat.
KL definitely worth every penny every time.
Dα=1.3 definitely worth the drive to earth.
Dα=1.5 definitely a recommend the whole family.
Dα=1.8 thank you for your help.

5

Input Definitely every flavor for every person.
Adv definitely a good place to eat.
vCLUB-S i love it !
KL always a great experience.
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Dα=1.3 a great place to eat.
Dα=1.5 definitely my go - to spot.
Dα=1.8 great service and great food.

10

Input Definitely every flavor for every person.
Adv i love this place!
vCLUB-S i love the flavor !
KL definitely get my good time there.
Dα=1.3 very good and fast service.
Dα=1.5 i would recommend this place to anyone.
Dα=1.8 definitely worth the drive.

0.1

Input needless to say, i will be paying them a visit and contacting corporate.
Adv needless to say i will never be back with this vet... unacceptable.
vCLUB-S needless to say i will be back and don’t recommend it.
Dα=1.3 needless to say, i will never be back to a new office and walked away.
Dα=1.5 needless to say, i will never be back to this location with my flight.
Dα=1.8 needless to say, i’m not sure what i wanted to get it.

1

Input needless to say, i will be paying them a visit and contacting corporate.
Adv needless to say, i will never be back, and i am a member.
vCLUB-S needless to say i hate it.
KL needless to say i will be back for a year and i am completely satisfied.
Dα=1.3 i wouldn’t recommend this place to anyone who needs a good job.
Dα=1.5 needless to say, i will not be going back to this particular location again.
Dα=1.8 i’m not sure what i’ve had at this place....

5

Input needless to say, i will be paying them a visit and contacting corporate.
Adv i’m not sure what i’m going to this place.
vCLUB-S i won’t be back again.
KL needless to say, i will never go back, and i am completely unhappy.
Dα=1.3 they aren’t even that busy, but the food isn’t good.
Dα=1.5 if you’re looking for a good deal, you’ll find better.
Dα=1.8 needless to say, i didn’t have a bad experience.

10

Input needless to say, i will be paying them a visit and contacting corporate.
Adv i’m not sure what i’ve been to.
vCLUB-S i hate it.
KL needless to say, i will be back again, and a complete complete joke.
Dα=1.3 i’m not sure what the other reviews are to the worst.
Dα=1.5 needless to say, i will not be going back to this location.
Dα=1.8 i’ve been to this location NUM times and it’s not good.

0.1

Input We had to wait for a table maybe NUM min.
Adv we had to wait for a table NUM mins.
vCLUB-S we had to wait for a table NUM mins.
KL we had to wait for a wait for NUM min.
Dα=1.3 we had to wait a table for NUM min.
Dα=1.5 we had a NUM minute wait for over two minutes.
Dα=1.8 we had a bad experience with a groupon for NUM.

1

Input we had to wait for a table maybe NUM min.
Adv we went to wait for NUM minutes for no one.
vCLUB-S i dislike it.
KL we had a wait time for us to order NUM.
Dα=1.3 we waited for NUM minutes for a refill order.
Dα=1.5 we had a bad experience.
Dα=1.8 we had a NUM minute wait for a table.

5

Input we had to wait for a table maybe NUM min.
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Adv i’m not sure what i paid for.
vCLUB-S i don’t like it.
KL we ordered a table for NUM minutes of our table.
Dα=1.3 we were seated immediately and we weren’t even acknowledged.
Dα=1.5 we ordered a chicken parm chicken and it was very bland.
Dα=1.8 we had a bad experience with my boyfriend’s birthday.

10

Input we had to wait for a table maybe NUM min.
Adv i’m not sure what happened.
vCLUB-S i don’t like it.
KL we had a table to get a table for NUM.
Dα=1.3 we ordered NUM for a lunch special and was very disappointed.
Dα=1.5 we were seated immediately and we waited.
Dα=1.8 we ordered NUM wings, NUM of NUM tacos and we waited.

Table 7.3 – Sequences generated by the different models on the binary sentiment conditional
sentence generation task.

Chapter 7 Conclusion

In this chapter, we devised a new alternative method to adversarial losses
capable of learning disentangled textual representation based on MI. Our new
variationnal bound on MI does not require adversarial training and hence, it
does not suffer in presence of multi-class setups. A key feature of this new
estimator is to account for the approximation error incurred when bounding
the mutual information. Experiments show better trade-offs than both adver-
sarial training and CLUB on two fair classification tasks and demonstrate the
efficiency to learn disentangled representations for sequence generation. As a
matter of fact, there is no free-lunch for sentence generation tasks: although
transferring style is easier with disentangled representations, it also removes
important information about the content. In this chapter, we believe that our
conclusion have to be tempered by the weakness automatic metrics. Indeed,
to assess content preservation we only rely on two simple heuristics (i.e token
overlap and cosine similarity). Although, these metric are commonly used to
assess style transfer we believe they might not be fully representatives of the
quality of generated text. In the next chapter, we address AE in the specific case
of text summarization and data2text generation by using different information
measures.
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Figure 7.12 – Content preservation measured by the cosine similarity.
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Part II Conclusions

In this part, we studied the application of measures of information to two NLG
problems: textual style transfer and NLG evaluation. In Chapter 7, we provided
a new upper bound on mutual information and use it to disentangled repre-
sentations. Our experiments include both binary and multi-class style transfer.
Our experiments show that our novel upper bound allow fine control over the
degree of disentanglement. In Chapter 8, we showed how to leverage different
information measures to evaluate text generations. Our new metric InfoLM
is flexible and correlates well with human judgments on summarization and
data2text generation.
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Chapter 8

Automatic Text Generation Evaluation

Chapter 8 Abstract

Assessing the quality of natural language generation (NLG) systems through
human annotation is very expensive. In this chapter, we show how to use the
measures of information to measure the similarity between two sentences and
assess their sementic equivalence. In practice, researchers rely on automatic
metrics as a proxy of quality. In the last decade, many string-based metrics
(e.g., BLEU or ROUGE) have been introduced. More precisely, we introduce
InfoLM a family of untrained metrics that can be viewed as a string-based
metric and used different family of measures of information as well as a pre-
trained masked language model. The use of information measures allowing
the possibility to adapt InfoLM to different evaluation criteria. We apply theses
different information measures and demonstrate that InfoLM achieves statis-
tically significant improvement in many configurations than existing metrics
on both summarization and data2text generation.

8.1 Context

A plethora of applications of natural language processing (NLP) perform text-to-
text transformations [BELZ and REITER, 2006; MELLISH and DALE, 1998; SPECIA

and collab., 2018] that is, given a text, these systems are required to produce a text
that is coherent, readable and informative. Due to both high annotation costs and
time requirements, researchers tend to rely on automatic evaluation to compare the
output of such systems. Reference-based automatic evaluation relies on comparing a
candidate text produced by the NLG system and one or multiple reference texts (‘gold
standard’) created by a human annotator. Generic automatic evaluation of NLG is a
huge challenge as it requires building a metric that evaluates semantic equivalence
between a candidate and one or several gold-standard reference texts. However,
the definition of semantic equivalence is task-specific: as an example, evaluation of
text summarization focuses on content, coherence, grammatically, conciseness, and
readability [MANI, 2001], whereas machine translation focuses on fidelity, fluency
and adequacy of the translation [HOVY, 1999; WHITE and collab., 1994] and data2text
generation [DUŠEK and collab., 2020; GARDENT and collab., 2017; TIAN and collab.,
2019] considers criteria such as data coverage, correctness and text structure.
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Automatic text evaluation is an active area of research and a plethora of metrics
have been previously proposed. They fall into two categories: metrics that are trained
to maximise their correlation using human annotation (e.g., RUSE [SHIMANAKA

and collab., 2018], BLANC [LITA and collab., 2005], BEER [STANOJEVIĆ and SIMA’AN,
2014], BLEND [MA and collab., 2017], Q-Metrics [NEMA and KHAPRA, 2018], SIMILE
[WIETING and collab., 2019]) and untrained metrics (e.g., BLEU [PAPINENI and collab.,
2002], ROUGE [LIN, 2004], BERTSCORE [ZHANG and collab., 2019a], Word Mover
Distance [KUSNER and collab., 2015]). In this work, we focus on untrained metrics
as they do not require costly training1. Two categories of untrained metrics can be
distinguished: word or character based-metrics that compute a score based on string
representation of the texts and embedding-based metrics that rely on a continuous
representation of the text. String-based metrics (e.g., BLEU, METEOR) often fail to
robustly match paraphrases [REITER and BELZ, 2009] as they mainly focus on the
surface form (e.g., string representation of the metric) as opposed to embedding-
based metrics that leverage continuous representations.

In this paper, we introduce InfoLM a family of new untrained metrics to evalu-
ate text summarization and data2text generation. At the highest level InfoLM key
components include: (1) a pre-trained language model that is used to compute two
probability distributions pr and pc . They represent the probability of each token
in the vocabulary to appear in each place of the reference and candidate text re-
spectively; (2) a contrast function I that computes the similarity between pr and
pc . InfoLM relies on statistics on uni-gram, thus can be seen as belonging to the
category of string-based metrics. However, contrarily to the existing string-based
metric, the pre-trained language model allows InfoLM to assign a high score to para-
phrases, capture distant dependencies and do not penalise semantically critical order
changes.

8.1.1 Our contributions

Our main contributions are summarised below:

• A set of novel metrics to automatically evaluate summarization and data2text
generation. To overcome the common pitfall of string matching metrics we in-
troduce InfoLM. InfoLM combine a pre-trained model and a contrast function
denoted by I between two probability distributions. We explore the use of
different choices of contrast functions such as f -divergences (one of the many
generalizations of the Kullback Leibler divergence), Lp distances or Fisher-Rao
distances.

• Tasks. First, we demonstrate on both summarization and data2text that InfoLM
is better suited than a wide set of concurrent metrics. A rigorous comparison
is conducted, using multiple correlation measures with human judgement
both at the text and system level. Second, we dissect our best performing
metric to better understand the relative importance of each component. Last,
the various performance of different C f allows us to gain valuable linguistic
insights on how to build better metrics.

1Existing labelled corpora are of small size thus trained metrics may not generalize well to new
data.
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8.2 InfoLM

In this section, we first introduce a novel family of metrics called InfoLM and then de-
tail the different components of these novel metrics, namely the pre-trained language
model and the different information measures.

8.2.1 General overview

The task of evaluating the similarity between a candidate text x̃̃x̃xs
i and a reference

text xxxi can be seen as measuring the similarity between the probability of observing
each words of the vocabulary given the observation of the candidate text, denoted by
pΩ|X(·|x̃̃x̃xs

i ), and the probability of observing each words given the observation of the
reference text, denoted by pΩ|X(·|xxxi ). Formally, InfoLM is defined as follows:

InfoLM
(
xxxi , x̃̃x̃xs

i

)
,I

[
pΩ|X(·|x̃̃x̃xs

i ), pΩ|X(·|xxxi )
]
, (8.1)

where I : [0,1]|Ω|× [0,1]|Ω| →R≥0 is an information measure (see ??) and quantifies
the similarity between pΩ|X(·|x̃̃x̃xi ) and pΩ|X(·|xxxs

i ).

8.2.2 Computing the conditional distributions

To compute the conditional probability pΩ|X(ω|x̃xx) and pΩ|X(ω|xxx) we adopt an ap-
proach based on bags of distributions and rely on a pre-trained language model.
Masked language modelling. Language models based on masked language pre-
training objectives aim at reconstructing a corrupt version x̄xx of an input text xxx.
Formally, during training, the LM minimizes the following loss:

L , EMMM

[ ∑
k∈MMM

pΩ|X(ωk |x̄xx;θ)

]
, (8.2)

where MMM ∈ {1, . . . ,M} denotes a random vector indicating the selected set of masked
positions and pΩ|X(·|x̄xx;θ) represents the output of the softmax layer of the considered
LM.

The current state of the art masked language models is BERT and its improve-
ments DEVLIN and collab. [2018]; LAN and collab. [2019]; LIU and collab. [2019];
ZHANG and collab. [2019b]. Other alternatives exist such as auto-regressive models
[BROWN and collab., 2020; RADFORD and collab., 2018, 2019] but they do not use
bidirectional context. To provide a fair comparison with previous work [ZHANG

and collab., 2019a; ZHAO and collab., 2019] we choose not to work with XLNet [YANG

and collab., 2019].
Computing pΩ|X(·|x̃̃x̃x) and pΩ|X(·|xxx). Given a pre-trained masked language model pθ
where θ ∈Θ is fixed, pΩ|X(ω|x̃̃x̃x) and pΩ|X(ω|x̃̃x̃x) are respectively defined as follows:

pΩ|X(ω|xxx;θ),
1

M

M∑
k=1

pθ(ω|ω1, ...,?k , ...,ωM),

pΩ|X(ω|x̃̃x̃x;θ),
1

L

L∑
k=1

pθ(ω|ω̃1, ...,?k , ...,ω̃L),

where ?k denotes a mask at the k-th position.
Importance weighting. It has been shown in the score of a similarity measure that
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rare words can be more indicative of text similarity than common words [BANERJEE

and LAVIE, 2005; VEDANTAM and collab., 2015]. The previous formula is flexible
enough to allow us to weigh each distribution. Thus, pΩ|X(·|x̃̃x̃x;θ) and pΩ|X(·|xxx;θ) write
as:

pΩ|X(ω|xxx;θ) = 1

M

M∑
k=1

γk fθ(ω|ω1, ...,?k , ...,ωM),

pΩ|X(ω|x̃̃x̃x;θ) = 1

L

N∑
k=1

γ̃k fθ(ω|ω̃1, ...,?k , ...,ω̃L),

where γ̃k and γk are normalized measures of the importance of the k-th word in
the candidate and reference text, respectively, i.e., satysfying

∑M
j=1γ j =∑M

j=1 γ̃ j = 1.
These are computed using the idf scores determined at the corpus level [KUSNER

and collab., 2015; ZHANG and collab., 2019a; ZHAO and collab., 2019] such as done in
the current literature.
LM Calibration. Modern deep neural networks are known to be overconfident [GUO

and collab., 2017] especially when they are deep. Several techniques have been
proposed to alleviate the calibration problem relying on entropy rates [BRAVERMAN

and collab., 2020], temperature [PLATT and collab., 1999], joint energy based training
[HE and collab., 2021] or contextual calibration procedures scaling [ZHAO and collab.,
2021]. In this work, we choose to study how calibration affects InfoLM by relying on
temperature scaling motivated by simplicity and speed.

8.3 Experimental Frameworks

In this section, we describe our experimental setting. We present the tasks and the
baselines metrics use for each task.

8.3.1 Text summarization

The goal of text summarization is to compress long texts or documents into fluent,
short sentences that preserve the most salient information.
Datasets. To compare the different metrics previous work [BHANDARI and col-
lab., 2020; FABBRI and collab., 2020] either relies on the TAC datasets [DANG and
OWCZARZAK, 2008; MCNAMEE and DANG, 2009] or on new summarization datasets
extracted from CNN/DailyMail [HERMANN and collab., 2015; NALLAPATI and collab.,
2016]. As pointed out by BHANDARI and collab. [2020]; PEYRARD [2019]; RANKEL

and collab. [2013] TAC datasets are old and contain flaws (e.g systems used to gen-
erate summaries were of poor quality, human judgement when looking at the best
summary only), we choose to work with the newly assemble dataset from CNN/Daily
News proposed in BHANDARI and collab. [2020]. This dataset gathers 11,490 sum-
maries coming from 14 abstractive systems [DONG and collab., 2019; KEDZIE and col-
lab., 2018; LIU and LAPATA, 2019; NARAYAN and collab., 2018; WANG and collab.,
2020; ZHONG and collab., 2020, 2019; ZHOU and collab., 2018,?] and 11 extractive
systems [CHEN and BANSAL, 2018; DONG and collab., 2019; GEHRMANN and collab.,
2018; LEWIS and collab., 2019; LIU and LAPATA, 2019; RAFFEL and collab., 2019; SEE

and collab., 2017; YOON and collab., 2020].
Annotations. This dataset is annotated using the pyramid method [NENKOVA and col-
lab., 2007; NENKOVA and PASSONNEAU, 2004; SHAPIRA and collab., 2019].
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Metrics. For text summarization different metrics have been proposed. The most
known metrics are string-based metrics and metrics based on ROUGE [LIN, 2004]
and its extensions [GANESAN, 2018; NG and ABRECHT, 2015; SHAFIEIBAVANI and col-
lab., 2018], or METEOR [BANERJEE and LAVIE, 2005] and its variants [DENKOWSKI and
LAVIE, 2014; GUO and HU, 2019]. Recently, a new set of metrics (e.g BertScore [ZHANG

and collab., 2019a], MoverScore [ZHAO and collab., 2019]) have been introduced for
text summarization.

8.3.2 Data2Text generation

Prior work mainly rely on two task-oriented dialogue datasets (i.e., BAGEL [MAIRESSE

and collab., 2010], SFHOTEL [WEN and collab., 2015]). As sentence generated in these
data-sets are unlikely to be representative of the progress of recent NLG systems
we instead rely on a different dataset coming from the WebNLG2020 [GARDENT

and collab., 2017; PEREZ-BELTRACHINI and collab., 2016] challenge2 which consists
in mapping data to text. The task consist in producing text from a set of triples in
RDF language3 extracted from DBpedia [AUER and collab., 2007].

Given the following example of triple (see bellow): (John_Blaha birthDate

1942_08_26) (John_Blaha birthPlace San_Antonio) (John_E_Blaha job Pi-

lot) the goal is to generate John Blaha, born in San Antonio on 1942-08-

26, worked as a pilot. The goal of the WebNLG challenge is to develop efficient
Knowledge Base Verbalizers [GARDENT and collab., 2017](i.e generation algorithms
that can verbalise knowledge base fragments) and thus handle complex interaction
that can occur during the micro-planning phase when generating sentences [FER-
REIRA and collab., 2018]. Details on the WebNLG2020 task are given in FERREIRA

and collab. [2020]4. The dataset is composed of generated sentences coming from 15
different systems using various approaches such as symbolic approaches or neural-
based systems.
Annotations. The WebNLG task is evaluated by human annotators along four differ-
ent axes:

• Data Coverage: Are all the description presented in the data included in the
text?

• Relevance: Does the text contains only predicates found in the data?

• Correctness: Are predicates found in the data correctly mentioned and ade-
quately introduced?

• Text structure: Is the produced text well-structured, grammatically correct and
written in acceptable English?

• Fluency: Does the text progress naturally? Is it easy to understand? Is it a
coherent whole?

2All data and system performance can be found in https://webnlg-challenge.loria.fr/
3RDF format is a widely used format for many dataset such as LinkedGeoData http://

linkedgeodata.org/About, FOAF http://www.foaf-project.org/ or MusicBrainz https://

musicbrainz.org/.
4All data are freely available on github https://gitlab.com/shimorina/webnlg-dataset/-/

tree/master/release_v3.0
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Metrics. For this task, organisers rely on untrained metrics such as BLEU, METEOR,
BERTScore, TER, CHRF++ to compare the performance of the different systems. Thus,
we will focus on system-level correlation.

8.4 Numerical Results on Summarization

In this section, we study the performance of InfoLM on text summarization. We
first start by comparing the correlation between different metrics and human judge-
ment (as measure following the pyramid method), we then study the correlation
matrix between the different metrics to better understand the difference of score
between InfoLM and other standard metrics (e.g., BertScore, MoverScore, BLEU,
Rouge). Finally, we study how changing the language model calibration affects the
metric performance and how robust is DAB to the choice of α and β.

8.4.1 Correlation analysis with human judgement

General Analysis. Figure 8.1 gathers the results of the correlation study between
score output by different metrics and human judgement. We are able to reproduce
results from BHANDARI and collab. [2020]. Similarly to other metric correlation be-
tween human judgement and InfoLM depends on the type of system to be evaluated
(e.g., abstractive or extractive) and the considered correlation level (e.g text or system
level). However, we can observe that InfoLM is in any case among the top-scoring
metrics. By comparing DAB with other BERT-based metrics such as MoverScore or
BertScore perform poorly at the text or system-level when considering output from
extractive systems. DAB largely outperforms n-gram matching metrics (e.g., ROUGE
based metrics) on all datasets when measuring correlation with the Kendall τ and in
almost all configuration (except when considering abstractive outputs at the systems
level) when using the Person r .
Choice of information geometric measure forInfoLM. In Figure 8.1, we can observe
three different types of groups depending on the global behaviour. First we can notice
that using Lp , p ∈ {1,2, . . . ,+∞} lead to poor performances in many configurations
5. The second group gathers JS, Dα, Dβ and DAB and achieves the best performance
overall. Dα and DAB achieve similar performances suggesting that the flexibility (e.g.,
robustness to outliers) introduced by the β parameter in DAB is not useful in our task.
This phenomenon is strengthened by the lower performance of Dβ. JS can be seen
as a special case of Dα (corresponding to α). The difference of results between the
two measures is due to the flexibility introduced by α (i.e., α controls the relative
importance of the ration pi

qi
) which can be interpreted in our case as the ability to

control the importance attributed to less likely words according to the language
model.
Takeaways. The best performing metric is obtained with DAB. The Fisher-Rao dis-
tance, denoted by R, achieves good performance in many scenarios and has the
advantage to be parameter-free. In this experiment, the temperature of the LM has
been set to 1 for all metrics.

5Performance of L∞ in some configurations is surprising as L∞ is extremely selective as it outputs
maxi |pi −qi |. Considering the size of the vocabulary and the sparsity of the output of the LM, one
could expect that the LM will output the probability of the word that is most likely in one sentence
and not likely at all in the other. This appears to be a good heuristic to measure the performance of
some abstractive systems.
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Figure 8.1 – Results of the correlation between metrics and human judgement on the CNN
dataset. First column reports the report correlations as measured by the Person (r ), second
column reports Spearman (ρ) and third column reports Kendall (τ) coefficient.
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Figure 8.3 – Impact of Calibration on system-level correlation (with Pearson (r ), Spearman
(ρ) or Kendall (τ)) for CNN. The chosen measure is Rao as it is parameter-free. Calibration is
changed using temperature scaling.

8.4.2 Correlation analysis between metrics

In this experiment, we complete our global analysis by comparing the scores obtained
by the different metrics with each other. We want to increase our understanding of
how different our metric is from other metrics and how the choice of information
geometric measure affects the predictions. Figure 8.2 gathers the results of the
experiment. We observe a strong correlation (r > 88) between Dα, Dβ, DAB and
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R6. Interestingly, we observe that these groups are moderately correlated (r ≈ 70
with BERT score and n-gram matching metrics, e.g., ROUGE) whereas BERT score
achieves a stronger correlation with ROUGE (r ≈ 80).
Takeaways: InfoLM metrics (using scores from Dα, Dβ, DAB and R) are moderately
correlated with both n-gram matching metrics and BERT confirming that InfoLM
metrics capture a different notion of similarity.

8.4.3 Role of calibration

Here we study the impact of calibration on system-level correlation as measured by
the different correlation coefficients. For space constraint, we limit our study to the
Fisher-Rao distance7, denoted by R, as it is parameter-free. Figure 8.3 gathers results
of the experiments. When changing the temperature we observe a smooth change in
correlation.
Takeaways: Optimal temperature T seems to be reached for T ∈ [1,2] which suggests
that InfoLM benefits from a language model that is not too selective (case T ¿ 1). For
specific application the temperature of InfoLM can be tuned to improve correlation.

8.4.4 Choice of α and β

In this experiment, we aim at quantifying the sensitivity of DAB to the choice of α and
β. Figure 8.4 gathers the results of the analysis. We observe that a change in β induces
a stronger change in the metric. Additionally the lower β the better result we obtain.
We can also note that the variation of both parameters is smooth. Interestingly for
abstractive systems, a low value of α should be chosen where for extractive higher is
better. It suggests that for evaluating abstractive systems the metric should focus on
low values of pi /qi (words that are probable for both candidate and reference text)
where for extractive systems the attention should be focused on high values of pi /qi

(words that are likely only in one text).
Takeaways. Low values of β leads to better results, optimal value of α is 1.25 for
abstractive and 3 for extractive. Good parameter combinations achieve consistently
high performance when using different correlation coefficient.

6Note that these metrics consider the product of pi and qi .
7As calibration that will increase specific words probability Rao is particularly suitable to study the

calibration because it only considers product pi ×qi .
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Figure 8.4 – Impact of change in α and β for DAB . System level correlation, as measured by
Pearson (r ) or Spearman (ρ), is presented on abstractive (first column) and extractive system
(second column).

8.5 Numerical Results on Data2Text

In this section, we evaluate our metric InfoLM on a data2text task. In this challenge,
automatic metrics are used to compare different systems. We first present a correla-
tion analysis with the human judgement that we complete with statistical analysis to
answer the following question: is InfoLM significantly better than the metrics used
for comparing systems?

8.5.1 Correlation analysis with human judgement

Global Analysis: Table 8.1 gathers results of the correlation analysis of the metric
with human judgement following the five different axes. We observe that the five axes
of annotation are not independent: text structure and fluency achieve a strong cor-
relation coefficient (> 98). Additionally, all metrics achieve similar results when the
correlation is computed on these two criteria. We observe that the best performing
group of metric is based on InfoLM followed by metrics based on continuous repre-
sentation from BERT (i.e., MoverScore and BertScore) followed by n-gram matching
metrics. Regarding correctness, data coverage and relevance, we observe that both
DAB and Dα achieve the best results along almost all correlation coefficients. On data
coverage InfoLM achieves improvement up to 17 points in correlation compared to
both Bert based or n-gram matching metrics. Regarding fluency and text structure,
Fisher-Rao distance works better and slightly outperforms the second-best perform-
ing metric, namely Best Score.
Choice of Information Geometry Measure. Similar to summarisation, we observe
very low correlation for Lp , p ∈ {1,2, . . . ,+∞}. We also observe that β-divergences
achieve lower results than both α and AB divergences suggesting that, as noticed for
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Correctness Data Coverage Fluency Relevance Text Structure
Metric r ρ τ r ρ τ r ρ τ r ρ τ r ρ τ

Correct 100.0 100.0 100.0 97.6 85.2 73.3 80.0 81.1 61.6 99.1 89.7 75.0 80.1 80.8 60.0
DataC 85.2 97.6 73.3 100.0 100.0 100.0 71.8 51.7 38.3 96.0 93.8 81.6 71.6 51.4 36.6
Fluency 81.1 80.0 61.6 71.8 51.7 38.3 100.0 100.0 100.0 77.0 61.4 46.6 99.5 99.7 98.3
Relev 89.7 99.1 75.0 96.0 93.8 81.6 77.0 61.4 46.6 100.0 100.0 100.0 77.2 61.1 45.0
TextS 80.8 80.1 60.0 71.6 51.4 36.6 99.5 99.7 98.3 77.2 61.1 45.0 100.0 100.0 100.0
DAB 88.8 89.3 76.6 81.8 82.6 70.0 86.6 92.0 76.6 89.8 87.9 73.3 86.6 91.4 75.0
Dα 88.8 89.3 76.6 81.8 82.6 70.0 86.6 92.0 76.6 89.8 87.9 73.3 86.6 91.4 75.0
Dβ 81.4 50.0 71.6 48.4 79.7 65.0 44.8 84.7 76.6 49.3 72.3 60.0 48.0 83.8 75.0
L1 75.2 33.8 61.6 32.4 53.8 40.0 22.7 83.5 73.3 32.2 57.9 45.0 25.6 83.2 71.6
L2 67.0 21.9 56.6 21.6 37.9 33.3 11.9 75.2 58.3 20.1 43.8 38.3 14.8 75.5 60.0
L∞ 63.2 33.0 46.6 30.4 36.4 26.6 67.6 65.0 46.6 29.1 49.1 35.0 67.2 65.2 46.6
R 89.7 86.0 75.0 78.7 70.5 51.6 93.3 95.7 85.3 87.6 84.4 70.0 92.4 93.8 81.6
JS 79.4 81.1 70.0 69.3 75.5 60.0 89.4 91.4 75.0 81.7 70.5 60.0 91.9 91.1 73.3
BertS 85.5 83.4 73.3 74.7 68.2 53.3 92.3 95.5 85.0 83.3 79.4 65.0 91.9 95.0 83.3
MoverS 84.1 84.1 73.3 78.7 66.2 53.3 91.2 92.1 78.3 82.1 77.4 65.0 90.1 91.4 76.3
BLEU 77.6 66.3 60.0 55.7 50.2 36.6 89.4 90.5 78.3 63.0 65.2 51.6 88.5 89.1 76.6
R-1 80.6 65.0 65.0 61.1 59.6 48.3 76.5 76.3 60.3 64.3 69.2 56.7 75.9 77.5 58.3
R-2 73.6 63.3 58.3 54.7 43.1 35.0 86.4 81.9 63.4 62.0 60.8 46.7 86.5 80.5 61.7
R-WE 60.9 73.4 60.0 40.2 58.2 40.1 61.4 84.7 61.3 49.9 64.1 48.3 60.2 85.9 60.0
METEOR 86.5 66.3 70.0 77.3 50.2 46.6 86.7 90.5 78.3 82.1 65.2 58.6 86.2 89.1 76.6
TER 79.6 78.3 58.0 69.7 58.2 38.0 89.1 93.5 80.0 75.0 70.2 77.6 89.5 91.1 78.6

Table 8.1 – Correlation at the system level with human judgement along five different axis:
correctness, data coverage, fluency, relevance and text structure for the WebNLG task. Best
results by group are underlined, overall best results are bolted.

summarisation, robustness to unlikely words (i.e., outliers) is less relevant for the
task.

8.5.2 Statistical analysis

Automatic metrics are used in the WebNLG challenge to compare the different sys-
tems. In order to evaluate whether observed improvement in correlation is significant,
we report the results of William’s Significance test in Figure 8.5.
Takeaways: (i) Regarding correctness and relevance DAB, is a suitable choice that is
significantly better than other metrics; (ii) Regarding text structure, R is significantly
better and compare favourably against all metrics except MoverScore for automatic
fluency evaluation; (iii) Regarding data coverage, METEOR achieves good result
however significance difference is only observed with BertScore.
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Chapter 8 Conclusion

In this chapter, we introduced InfoLM that is a novel family of metrics mo-
tivated by the used on measure of informations and based on pre-trained
language models. InfoLM does not require training and it is among the first
metrics computing the similarity between two probability distributions over
the vocabulary (which is similar to string-based metrics) but also leverages
the recent advance in contextualised embedding thanks to the deep language
model. Our experiments on both summarization and data2text generation
demonstrate the validity of our approach. Among available contrast measures,
the Fisher-Rao distance is parameter-free and thus, it is easy to use in practice
while the AB-Divergence achieves better results but requires to choose α and
β. The performances of AB-Divergence when varying the values of α and β

could also help to gain intuition on the role of rare and frequent words and
drive future research to design better metrics or new training losses.
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STANOJEVIĆ, M. and K. SIMA’AN. 2014, «BEER: BEtter evaluation as ranking», in
Proceedings of the Ninth Workshop on Statistical Machine Translation, Association
for Computational Linguistics, Baltimore, Maryland, USA, p. 414–419, doi: 10.
3115/v1/W14-3354. URL https://www.aclweb.org/anthology/W14-3354. 156

TIAN, R., S. NARAYAN, T. SELLAM and A. P. PARIKH. 2019, «Sticking to the
facts: Confident decoding for faithful data-to-text generation», arXiv preprint
arXiv:1910.08684. 155

VEDANTAM, R., C. LAWRENCE ZITNICK and D. PARIKH. 2015, «Cider: Consensus-
based image description evaluation», in Proceedings of the IEEE conference on
computer vision and pattern recognition, p. 4566–4575. 158

WANG, D., P. LIU, Y. ZHENG, X. QIU and X. HUANG. 2020, «Heterogeneous
graph neural networks for extractive document summarization», arXiv preprint
arXiv:2004.12393. 158

WEN, T.-H., M. GASIC, N. MRKSIC, P.-H. SU, D. VANDYKE and S. YOUNG. 2015,
«Semantically conditioned lstm-based natural language generation for spoken
dialogue systems», arXiv preprint arXiv:1508.01745. 159

170

https://www.aclweb.org/anthology/W14-3354


CHAPTER 8. AUTOMATIC TEXT GENERATION EVALUATION

WHITE, J. S., T. A. O’CONNELL and F. E. O’MARA. 1994, «The arpa mt evaluation
methodologies: evolution, lessons, and future approaches», in Proceedings of the
First Conference of the Association for Machine Translation in the Americas. 155

WIETING, J., T. BERG-KIRKPATRICK, K. GIMPEL and G. NEUBIG. 2019, «Beyond bleu:
Training neural machine translation with semantic similarity», arXiv preprint
arXiv:1909.06694. 156

YANG, Z., Z. DAI, Y. YANG, J. CARBONELL, R. R. SALAKHUTDINOV and Q. V. LE. 2019,
«Xlnet: Generalized autoregressive pretraining for language understanding», in
Advances in neural information processing systems, p. 5754–5764. 157

YOON, W., Y. S. YEO, M. JEONG, B.-J. YI and J. KANG. 2020, «Learning by semantic sim-
ilarity makes abstractive summarization better», arXiv preprint arXiv:2002.07767.
158

ZHANG, T., V. KISHORE, F. WU, K. Q. WEINBERGER and Y. ARTZI. 2019a, «Bertscore:
Evaluating text generation with bert», arXiv preprint arXiv:1904.09675. 156, 157,
158, 159

ZHANG, X., F. WEI and M. ZHOU. 2019b, «Hibert: Document level pre-training
of hierarchical bidirectional transformers for document summarization», arXiv
preprint arXiv:1905.06566. 157

ZHAO, T. Z., E. WALLACE, S. FENG, D. KLEIN and S. SINGH. 2021, «Calibrate be-
fore use: Improving few-shot performance of language models», arXiv preprint
arXiv:2102.09690. 158

ZHAO, W., M. PEYRARD, F. LIU, Y. GAO, C. M. MEYER and S. EGER. 2019, «Moverscore:
Text generation evaluating with contextualized embeddings and earth mover dis-
tance», arXiv preprint arXiv:1909.02622. 157, 158, 159

ZHONG, M., P. LIU, Y. CHEN, D. WANG, X. QIU and X. HUANG. 2020, «Extractive
summarization as text matching», arXiv preprint arXiv:2004.08795. 158

ZHONG, M., P. LIU, D. WANG, X. QIU and X. HUANG. 2019, «Searching for effective
neural extractive summarization: What works and what’s next», arXiv preprint
arXiv:1907.03491. 158

ZHOU, Q., N. YANG, F. WEI, S. HUANG, M. ZHOU and T. ZHAO. 2018, «Neural doc-
ument summarization by jointly learning to score and select sentences», arXiv
preprint arXiv:1807.02305. 158

171



CHAPTER 8. AUTOMATIC TEXT GENERATION EVALUATION

172



Chapter 9

Conclusions, Limitations and Future
Work

9.1 Conclusions

This manuscript presents the research conducted over the last three years on in-
tegrating measures of information to solve various problems related to NLU and
NLG.

Regarding RQ1, the contribution of Part II is a new framework to include conver-
sational and multimodal dimension in transcript representations. In Chapter 5, we
focused on the conversational part and we collected and processed a large number of
conversations from OpenSubtitles and propose new hierarchical losses composed of
two terms. The first term focuses on the lowest level (i.e it masks words and thus mod-
els intra-utterance dependencies), while the second term focuses on the dynamics at
the utterance level (i.e it masks sequence and thus model inter-utterances dependen-
cies). We also highlight how these new objectives relate to the MI. For the evaluation
of the learnt transcript representations we also gathered for the community a new
evaluation benchmark named SILICONE. To include the multimodal dimension we
focused, in Chapter 7, on the use of multivariate dependency measures to better
fusion different modalities. Our losses which do not require any modification of
the architecture can be combined with both pretrained and randomly initialized
representation and improve the classification performance and provide more robust
representations to modality drop. A by-product of our approach includes a tool to
explain the learned representations.

Regarding RQ2, we demonstrate the usefulness of measures of information in
Part III. In Chapter 7, we presented a new estimate of the MI information to learn
better-disentangled representations. We exhaustively tested this estimator for both
fair classification and sentence generation tasks and experimentally showed that it
does not suffer from the limitations of current estimates. Additionally, we illustrate
the different trade-offs while learning disentangled representation for different con-
ditional sentence generation settings, including style transfer. Last, in Chapter 8, we
developed a new class of metrics called InfoLM. InfoLM can be viewed as combining
the best of two categories of metrics: string-based metrics and embedding based
metrics. Its ability to work with strings allows interpreting the result of the metrics
(contrarily to other metrics based on continuous representation), in that sens InfoLM
can be viewed as a string-based metric. On the other hand, it relies on a language
model based on continuous representation, thus does not suffer from the problem
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of existing string matching metrics (e.g BLUE score will assign a low score in case
of paraphrase). Last, InfoLM uses discrete measures of information and uses all the
layers of the language model instead of adding heuristic-based operations.

9.2 Limitation and Future Work

In this section, we put our contributions into perspective, discuss some of the limita-
tions of our work as well as the numerous perspectives for the different parts of my
work.

9.2.1 Future Research Directions Related to RQ1

Results from Part II open new future research directions:

• Learning multimodal embeddings of transcripts at scale. In Part II, we have
addressed the two dimensions of conversation separately. In Chapter 5 we
focused on the conversational dimension and in Chapter 6 we focused the
multimodal aspect. It would be interesting to combine both aspects and re-
place the pretrained BERT or XLNET used in Chapter 7 with our hierarchical
pretrained models on OpenSubtitles and measure the induced improvement.

• Learning multilingual embeddings of transcripts. As AI increasingly blends
into everyday life across the globe, new applications are emerging [JOSHI

and collab., 2020b; RUDER and collab., 2019] and researchers are investigating
the development of a dialogue system [IPSIC and collab., 1999] that would be
able to handle the 7,000 languages spoken around the world. One of the key
steps to developing such a multilingual system is to build generic cross-lingual
dialogue representations that model contextual dependencies across multi-
ple consecutive turns [MITKOV, 2014; WILLIAMS and collab., 2014]. Similar
techniques as the one described in Chapter 5 could be leveraged to develop-
ing generic multilingual spoken dialogue representations using pre-training.
Additionally, it would be the opportunity to collect a multilingual equivalent
of SILICONE. This future research direction has been explored in E. CHAPUIS

[2021].

• Learning fair and debiaised representations. Pretrained representations on
large corpora are known to be biased [BENDER and collab., 2021]. We believe
that is particularly the case for the model presented in Chapter 5, as it is
pretrained on film corpora and thus particularly exposed to gender stereotypes
[GÁLVEZ and collab., 2019] to only cite one [SCHWEINITZ, 2010]. Thus exploring
technics based on MI estimation or involving other measures of information
to learning fair and unbiased representations would be an interesting research
direction.

• Theoretical extension of the framework from KONG and collab. [2019]. As
discussed in Chapter 3 the framework described in KONG and collab. [2019]
unifies different pretraining objectives. However, discrete is little theoretical
comprehension of the role of each of the different freedom parameters (e.g
role and relative importance of fθ,B̂,q). New literature arises to propose new
forms of noise [JOSHI and collab., 2020a; ROZIERE and collab., 2021] we believe
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that developing a better comprehension of Equation 3.2 could allow proposing
novel forms of noise to further improve the learning on massive corpora.

9.2.2 Future Research Directions Related to RQ2

Results from Part III open new future research directions:

• Transferring other types of style. The proposed method can replace the ad-
versary in any kind of algorithms with no modifications [FU and collab., 2017;
TIKHONOV and collab., 2019]. Future work includes testing with other types
of labels such as dialog acts [COLOMBO and collab., 2020], emotions [WITON

and collab., 2018] or a speaker stance, or levels of a speaker confidence [DINKAR

and collab., 2020]. Since our model allows more fine-grained control over the
amount of disentanglement, we expect it to be easier to tune when combined
with more complex models. Additionally, it would be the opportunity to collect
and release an appropriate dataset for this task.

• Developing new estimators of MI and other measures of information. Esti-
mation of mutual information has been pursued with significant efforts by the
machine learning community. However, the estimation of the closely related
of estimating differential entropy, fundamental concepts that began as an at-
tempt by Shannon to extend the notion of entropy to continuous probability
distributions, has received little attention in the last decades. We believe that
estimating differential entropy could allow us to also construct a new family
of estimators for different applications and we believe it could pave the way
towards new applications of differential entropy estimation in its own right.

• Extension of InfoLM settings. Future work includes extending InfoLM to new
tasks such as machine translation [SHAH and collab., 2016], image caption-
ing and paraphrase detection. Our early results on the current version of
InfoLM show that InfoLM does not achieve competitive results on machine
translation task: e.g predictions obtain low correlations with human scores. We
are particularly interested in reference-free MT evaluation as it is one of the
most challenging probing tasks for encoders and it remains overlooked [ZHAO

and collab., 2020]. We see multiple limitations of InfoLM in its current form:

– InfoLM adopts a bag-of-distribution thus the summation does not take
into account the orders of the unigrams.

– InfoLM relies on unigram probability only where metrics such as BLUE
can be generalized to n-grams.

– The considered measures of informations might no be suited for other
tasks, thus InfoLM could be extended to different information geometric
measures (e.g., Wasserstein distance, or other types of divergences) to
obtain higher correlations. We also would like to consider using data
depths [STAERMAN and collab., 2021] and its robust version [STAERMAN

and collab., 2020].

Finally, we believe that ideas from this work can be adapted to different settings
and augment metrics such as PRISM [THOMPSON and POST, 2020] that explore
only a specific measure of information (e.g Entropy) and. We would like to
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study the relationship with Markov Chains AZERAF and collab. [2020a, 2021a,
2020b, 2021b,c]; GORYNIN and collab. [2016].
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Appendix A

Annexes

A.1 Proofs of Chapter 7

A.1.1 Proof of Inequality Equation 7.4

In this section, we provide a formal proof of the Equation 7.4. Let (Z,Y) be an arbitrary
pair of RVs with (Z,Y) ∼ pZY according to some underlying pdf, and let qŶ|Z be a
conditional variational probability distribution on the discrete attributes satisfying
pZY ¿ pZ ·qŶ|Z, i.e., absolutely continuous.

I(Z;Y) ≥ H(Y)−CE(Ŷ|Z). (A.1)

Proof: We start by the definition of the MI and use the fact that the maximum
entropy distribution is reached for the uniform law in the case of a discrete variable
(see ?).

I(Z;Y) = H(Y)−H(Y|Z) (A.2)

= Const−H(Y|Z). (A.3)

We then need to find the relationship between the cross-entropy and the condi-
tional entropy.

KL(pYZ‖qŶZ)

=EYZ

[
log

pY|Z(Y|Z)

qŶ|Z(Y|Z)

]
=EYZ

[
log pY|Z(Y|Z)

]−EYZ
[

log qŶ|Z(Y|Z)
]

=−H(Y|Z)+CE(Ŷ|Z).

(A.4)

We know that KL(pYZ‖qŶZ) ≥ 0, thus CE(Ŷ|Z) ≥ H(Y|Z) which gives the result.
The underlying hypothesis made by approximating the MI with an adversarial

loss is that the contribution of gradient from KL(pYZ‖qŶZ) to the bound is negligible.

A.1.2 Proof of Theorem 2

Let (Z,Y) be an arbitrary pair of RVs with (Z,Y) ∼ pZY according to some underlying
pdf, and let qŶ|Z be a conditional variational probability distribution satisfying pZY ¿
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pZ ·qŶ|Z, i.e., absolutely continuous. To obtain an upper bound on the MI we need to
upper bound the entropy H(Y) and to lower bound the conditional entropy H(Y|Z).

Upper bound on H(Y). Since the KL divergence is non-negative, we have

H(Y) ≤ EY
[− log qY(Y)

]
(A.5)

= EY

[
− log

∫
qŶ|Z(Y|z)pZ(z)d z

]
. (A.6)

Lower bounds on H(Y|Z). We have the following inequalities:

H(Y|Z) = EYZ

[
− log qŶ|Z(Y|Z)

]
−

KL(pYZ‖pZ ·qŶ|Z),
(A.7)

where KL(pYZ‖pZ ·qŶ|Z) denotes the KL divergence. Furthermore, for arbitrary values
α> 1,

H(Y|Z) ≤EYZ

[
− log qŶ|Z(Y|Z)

]
−

Dα(pYZ‖pZ ·qŶ|Z),
(A.8)

where Dα(pYZ‖pZ ·qŶ|Z) =
1

α−1
logEZY

[
Rα−1(Z,Y)

]
is the Renyi divergence with

R(y, z) = pY|Z(y |z)

qŶ|Z(y |z)
.

The proof of Equation A.7 is given in subsection A.1.1. In order to show Equation A.8,
we remark that Renyi divergence is non-decreasing function α 7→ Dα(pZY‖pZ ·qŶ|Z) in
α ∈ [0,+∞). Thus, we have ∀α> 1,

KL(pZY‖pZ ·qŶ|Z) ≤ Dα(pZY‖pZ ·qŶ|Z). (A.9)

Therefore, from expression Equation A.7 we obtain the desired result.

A.1.3 Optimization of the Surrogates on MI

In this section, we give details to facilitate the practical implementation of our meth-
ods.

Computing the entropy H(Y)

H(Y) ≤ EY

[
− log

∫
qŶ|Z(Y|z)pZ(z)d z

]
≈ EY

[
− log

n∑
i=1

qŶ|Z(Y|zi )

]
+const.

≈− 1

|Y |
|Y |∑
j=1

log
n∑

i=1
Cθc (zi )y j +const.

(A.10)

where Cθc (zi )y j is the y j -th component of the normalised output of the classifier Cθc .
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Computing the lower bound on H(Y|Z)

The upper bound helds for α> 1,

H(Y|Z) ≈ CE(Y|Z)− D̂α(pZY‖pZ ·qŶ|Z)

≈− 1

n

n∑
i=1

log qŶ|Z(yi |zi )−

1

α−1
log

n∑
i=1

Rα−1(zi , yi ).

(A.11)

Estimating the density-ratio R(z, y) In what follows we apply the so-called density-
ratio trick to our specific setup. Suppose we have a balanced dataset {(y p

i , zp
i )} ∼ pYZ

and {(y q
i , zq

i )} ∼ qŶ|ZpZ with i ∈ [1,K]. The density-ratio trick consists in training a
classifier CθR to distinguish between theses two distribution. Samples coming from
p are labelled u = 1, samples coming from q are labelled u = 0. Thus, we can rewrite
R(z, y) as

R(z, y) = pY|Z(y, z)

qŶ|Z(y, z)
(A.12)

= pYZ|U(y, z|u = 0)

pYZ|U(y, z|u = 1)
(A.13)

= pU|YZ(u = 0|y, z)

pU|YZ(u = 1|y, z)

pU(u = 1)

pU(u = 0)
(A.14)

= pU|YZ(u = 0|y, z)

pU|YZ(u = 1|y, z)
(A.15)

= pU|YZ(u = 0|y, z)

1−pU|YZ(u = 0|y, z)
. (A.16)

Obviously, the true posterior distribution pU|YZ is unknown. However, if CθR is well
trained, then pU|YZ(u = 0|y, z) ≈σ(CθR (y, z)), whereσ(·) denotes the sigmoid function.
A detailled procedure for training is given in Algorithm 2.
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Titre : Apprendre à représenter et à générer du texte en utilisant des mesures d’information

Mots clés : Apprentissage Profond, Traitement du Langage Naturel, Théorie de L’information.

Résumé :
Le traitement du langage naturel (NLP) permet la
compréhension et la génération automatiques du lan-
gage naturel. Le traitement du langage naturel a
récemment fait l’objet d’un intérêt croissant de la part
de l’industrie et des chercheurs, car l’apprentissage
profond (AD) a exploité la quantité stupéfiante de
textes disponibles (e.g web, youtube, médias sociaux)
et a atteint des performances similaires à celles de
l’homme dans plusieurs tâches (e.g traduction, clas-
sification de textes). Par ailleurs, la théorie de l’in-
formation (TI) et la DL ont développé un partena-
riat de longue date. En effet, l’informatique a favo-
risé l’adoption des réseaux neuronaux profonds grâce
à des principes célèbres tels que la longueur mini-
male de description (LMD), le goulot d’étranglement
de l’information (GIO) ou le célèbre principe InfoMax.
Dans tous ces principes, différentes mesures de l’in-
formation (e.g entropie, MI, divergences) sont l’un des
concepts fondamentaux.
Dans cette thèse, nous abordons l’interaction entre
le NLP et les mesures d’information. Nos contribu-
tions se concentrent sur deux types de problèmes
PNL : la compréhension du langage naturel (NLU)
et la génération du langage naturel (NLG). La NLU
vise à comprendre et à extraire automatiquement des
informations sémantiques d’un texte d’entrée, tandis
que la NLG vise à produire un langage naturel à la fois

bien formé (i.e grammaticalement correct, cohérent)
et informatif.
La construction d’agents conversationnels parlés est
un défi et le traitement des données conversation-
nelles parlées reste un problème difficile et négligé.
Ainsi, nos premières contributions sont tournées vers
l’UAL et nous nous concentrons sur l’apprentissage
de représentations de transcriptions. Notre contribu-
tion se concentre sur l’apprentissage de meilleures
représentations de transcriptions qui incluent deux
caractéristiques importantes des conversations hu-
maines parlées : la dimension conversationnelle et la
dimension multimodale. Pour ce faire, nous nous ap-
puyons sur diverses mesures d’information et nous
tirons parti du principe de maximisation de l’infor-
mation mutuelle. Le deuxième groupe de contribu-
tions aborde les problèmes liés au NLG. Cette thèse
se concentre spécifiquement sur deux problèmes
centraux. Premièrement, nous proposons une nou-
velle limite supérieure de l’information mutuelle pour
aborder le problème de la génération contrôlée via
l’apprentissage de la représentation démêlée (trans-
fert de style i.e et génération de phrases condition-
nelles). Deuxièmement, nous abordons le problème
de l’évaluation automatique des textes générés en
développant une nouvelle famille de métriques utili-
sant diverses mesures d’information.
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Abstract : Natural language processing (NLP) allows
for the automatic understanding and generation of na-
tural language. NLP has recently received growing in-
terest from both industry and researchers as deep
learning (DL) has leveraged the staggering amount
of available text (e.g web, youtube, social media) and
reached human-like performance in several tasks (e.g
translation, text classification). Besides, Information
theory (IT) and DL have developed a long-lasting part-
nership. Indeed, IT has fueled the adoption of deep
neural networks with famous principles such as Mi-
nimum Description Length (MDL), Information Bot-
tleneck (IB) or the celebrated InfoMax principle. In
all these principles, different measures of information
(e.g entropy, MI, divergences) are one of the core
concepts.
In this thesis, we address the interplay between NLP
and measures of information. Our contributions focus
on two types of NLP problems : natural language un-
derstanding (NLU) and natural language generation
(NLG). NLU aims at automatically understand and ex-
tract semantic information from an input text where
NLG aims at producing natural language that is both

well-formed (i.e grammatically correct, coherent) and
informative.
Building spoken conversational agents is a challen-
ging issue and dealing with spoken conversational
data remains a difficult and overlooked problem. Thus,
our first contributions, are turned towards NLU and
we focus on learning transcript representations. Our
contribution focuses on learning better transcript re-
presentations that include two important characte-
ristics of spoken human conversations : namely the
conversational and the multi-modal dimension. To do
so, we rely on various measures of information and le-
verage the mutual information maximization principle.
The second group of contributions addresses pro-
blems related to NLG. This thesis specifically focuses
on two core problems. First, we propose a new upper
bound on mutual information to tackle the problem of
controlled generation via the learning of disentangled
representation (i.e style transfer and conditional sen-
tence generation). Secondly, we address the problem
of automatic evaluation of generated texts by develo-
ping a new family of metrics using various measures
of information.
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