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Résumé :
La fréquence cardiaque (FC) et la variabilité
de la fréquence cardiaque (VFC) mesurées par
l’électrocardiogramme (ECG) peuvent refléter les
activités du système nerveux autonome (SNA) et
être utilisées pour la surveillance de la santé et
la reconnaissance des émotions. Récemment, la
photopléthysmographie sans contact (remote PPG -
rPPG) a émergé en tant que technique pour mesurer
ces paramètres cardiaques. Par rapport à l’ECG, cette
technique est sans contact, peu coûteuse et peut être
utilisée pour la surveillance à long terme. Elle présente
un grand potentiel pour l’évaluation de la santé et
la détection des émotions à distance. Cependant, la
rPPG est une méthode basée sur la vidéo, donc la
mesure n’est pas précise et la performance est fortement
affectée par le bruit de l’image, le bruit du capteur, la
variation de la lumière, le mouvement de la tête, etc.
Cette méthode doit donc être soigneusement étudiée
et améliorée. Dans ce manuscrit, nous nous sommes
concentrés sur deux questions majeures pour la méthode

rPPG. Premièrement, la sélection de la région d’intérêt
(ROI) est une étape critique de la technique pour obtenir
des signaux fiables. Elle doit contenir autant de pixels
de peau que possible et éliminer les pixels non liés à
la peau. Deuxièmement, l’estimation de la variabilité
cardiaque à partir du signal rPPG est particulièrement
difficile à estimer car il est nécessaire de détecter les
pics sur le signal rPPG temporel, qui est généralement
bruité et a une résolution temporelle inférieure à celle
des signaux obtenus par les équipements en contact.
Nous avons apporté plusieurs contributions pour traiter
ces questions. La première contribution est l’étude
comparative de plusieurs méthodes de segmentation de
la ROI et des méthodes de combinaison des canaux de
couleur. Deuxièmement, nous proposons une nouvelle
méthode de détection du ROI. Troisièmement, nous
améliorons la mesure à distance de la variabilité cardiaque
grâce à de nouvelles méthodes de détection des pics. Nous
montrons expérimentalement que les méthodes proposées
sont plus efficaces que l’état de l’art.

Title: Pulse Rate Variability Measurement with Camera-based Photoplethysmography

Keywords: Video content analysis, Photoplethysmography (PPG), cardiac variability

Abstract:
Heart Rate (HR) and Heart Rate Variability (HRV)
measured by Electrocardiogram (ECG) can reflect the
activities of Autonomic Nervous System (ANS) and be
used for health monitoring and emotion recognition.
Recently, remote photoplethysmography (rPPG) has
evolved as a non-contact technique for measuring these
cardiac parameters. Compared with ECG, this technique
is non-contact, low-cost and possibly utilized in long-
term monitoring. It has great potential in remote health
assessment and emotion detection. However, the rPPG is
a video-based method, thus the measurement is not precise
and the performance is heavily affected by the image
noise, sensor noise, light variation, head movement, etc.
Therefore, this method should be carefully studied and
improved. In this manuscript, we have focused on two
major issues for the rPPG method. Firstly, the selection of

region of interest (ROI) is a critical step of the technique
to obtain reliable pulse signals. It should contain as
many skin pixels as possible and discard the non-skin
pixels. Secondly, as a possible replacement of HRV in
some conditions, the Pulse Rate Variability (PRV) is
more complicated to measure than HR because it is then
necessary to detect the peaks on the temporal rPPG signal,
which is usually noisy and has a lower temporal resolution
than the signals obtained by contact equipment. We have
made several contributions to address these issues. Firstly,
we have conducted the comparative study on several ROI
segmentation and color channel combination methods.
Secondly, we propose a novel method for ROI detection.
Thirdly, we improve the remote measurement of PRV with
novel peak detection methods. We show that the proposed
methods are more effective than the state of the art.
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1
Introduction

Studies that investigate and improve the cardiac physiological parameters measurement
have drawn huge amount of attention of the biomedical researchers as these parameters
are widely used in biomedical and psychological applications such as assessing health
conditions and detecting human emotion. Usually, these parameters are measured by ex-
pensive and complex medical equipment. While the conventional measurement is precise
and stable for critical medical analysis, the cost and complexity potentially reduce the
availability and the wider adoption. Recently, computer vision researchers join this field
because the physiological parameters are possibly extracted by image and signal proces-
sing algorithms, and this leads to the potential intelligent solutions for health and emotion
monitoring. Unlike the conventional physiological parameter measurement, the compu-
ter vision methods are usually implemented in non-contact scenarios with cameras. This
improves the convenience and reduces the cost, however, it is usually challenging to get
precise results since the measurements are influenced by the noise of the images and the
sensors. Therefore, computer vision researchers have to put much effort to improve the
methods and test them in the framework of physiological measurement and related appli-
cations.

The autonomic nervous system (ANS) is the portion of the nervous system that controls
the body’s visceral functions, including action of the heart, movement of the gastrointes-
tinal tract and secretion by different glands, among many other vital activities. The ANS
consists of two parts, the sympathetic and parasympathetic nervous system (Fig. 1.1).
The sympathetic nervous system activates the fight or flight response during a threat or
perceived danger, and the parasympathetic nervous system controls the state of calm. The-
refore, the mental and emotional states directly affect the ANS [Levenson, 2014]. Cardiac
parameters such as Heart Rate (HR) and Heart Rate Variability have been widely studied
as a reflection of many physiological factors modulating the normal rhythm of the heart
as they provide a powerful means of observing the interplay between the sympathetic
and parasympathetic nervous systems. The HR is a nonstationary signal. This signal and
its variation contain indicators of current disease, or warnings about impending cardiac
diseases. Besides the ANS, these parameters have been proven to be related to blood pres-
sure, myocardial infarction, cardiac arrhythmia, diabetes, renal failure, and so forth. The
diagnostic indicators represented by HR and Heart Rate Variability may be present at all
times or may occur at random—during certain intervals of the day. It is time consuming to
study the data collected over several hours. Recently, it has been shown that the Pulse Rate
Variability measured by low-cost photoplethysmography can replace Heart Rate Variabi-
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4 CHAPITRE 1. INTRODUCTION

lity in some conditions [Gil et al., 2010]. Hence, HR and Pulse Rate Variability analysis
with computer technologies has become a popular noninvasive tool for applications such
as medical diagnostics and emotion state detection. These cardiac parameters will be dis-
cussed in details in section 1.2.

Figure 1.1 – The two branches of autonomic nervous system (source :
http ://www.dysautonomiainternational.org/page.php?ID=122).

The aim of the PhD project is to precisely measure the Pulse Rate Variability with re-
mote photoplethysmography technology. In this chapter, we introduce the scientific back-
ground of cardiac parameters measurement which is discussed in three parts, namely the
electrocardiogram, photoplethysmography and remote photoplethysmography. Then we
describe the background of the key physiological parameters, namely heart rate variabi-
lity and pulse rate variability. The objectives of the project and the organization of the
thesis are introduced in this chapter as well.

1.1/ The measurement of cardiac parameters

1.1.1/ Electrocardiography

Electrocardiography (ECG) is a graph of voltage of the electrical activity of the heart ver-
sus time measured by electrodes attached on human skin. The heartbeat is driven by the
complex interaction of myocardial cells that give the heart its ability to pump blood. The
basic principle of ECG [Yanowitz, 2012] is based on the small electrical change on the
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skin surface caused by the depolarization of the myocardial cells during each heartbeat.
This small change can be captured by the electrocardiogram recording equipment and
then magnified. When the myocardial cells are in a resting state, there is a potential diffe-
rence which is formed by the difference of the concentration of positive and negative ions
on both sides of the myocardial cell membrane. Therefore, depolarization is the process in
which the potential difference of the myocardial cells rapidly decreases to zero and causes
the myocardial cells to shrink. In a cardiac cycle of a healthy heart, the depolarization
waves generated by the sinoatrial node cells propagate in the heart in an orderly manner,
firstly to the entire atrium, and then to the ventricles through the ”internal conduction path-
way”. If two electrodes are placed on any two sides of the heart, then the voltage changes
between the two electrodes can be recorded during this process. The electrocardiogram
can reflect the rhythm of the entire heart beat, as well as the weak part of the heart muscle.
Fig. 1.2 shows one pulse of the ECG.

Figure 1.2 – The QRS complex (image taken from [Isin et al., 2017]).

There are many different ECG equipment in medical applications. In a typical twelve-
lead ECG system (Fig. 1.3 ), ten electrodes are placed on the patient’s chest, arms or legs
[Yanowitz, 2012]. The magnitude of the heart’s electrical potential is thus measured from
twelve different leads and the signals are recorded in a certain period of time. Then the
magnitude and direction of this electrical depolarization is detected at each moment in
the cardiac cycle. There are three main components in an ECG (Fig. 1.2): the QRS com-
plex, which represents the depolarization of the ventricles ; the P wave, which represents
the depolarization of the atria ; and the T wave, which represents the repolarization of
the ventricles. To the trained clinicians, an ECG represents a large amount of informa-
tion about the structure of the heart and the function of its electrical conduction system.
In conventional medical applications, the ECG can be used to measure the presence of
damage to the heart’s muscle cells, the function of implanted pacemakers, the effects of
heart drugs, the rate and rhythm of heartbeats, the size and position of the heart chambers,
etc.

In the heart related studies, the ECG could be the precise reference, but it is not convenient
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because of the leads and contact.

Figure 1.3 – The 12-lead ECG (source: https ://www.vyaire.com/products/vyntus-ecg-12-
lead-pc-ecg).

1.1.2/ Photoplethysmography

Photoplethysmography (PPG) is an optical measurement technique for estimating changes
in blood volumes in tissues. This technology is now well known and very often used for
cardiac parameter measurements.

PPG was first introduced in 1937 by Alrick B. Hertzman. As the Greek etymology of
the word photoplethysmography suggests, this technology measures the volumetric va-
riations of the cutaneous vessels optically. In the first prototype of a photoelectric PPG
[Hertzman, 1937], variations in light absorption through the skin were measured by a
photoelectric cell placed over a region of the skin (of the hand) illuminated by a light
source located above it (Fig. 1.4). Following these pioneering works, much research has
been carried out to study this pulse waveform whose modulation is not only based on
the pulsations of the blood arteries as originally assumed. This hypothesis with which the
pulse oximeter was developed in the 1970s has subsequently proved to be misleading ;
the shape of the PPG wave is in fact more complex and would correspond to the sum
of the interactions between arterial blood and venous with the cardiac, respiratory and
autonomic systems [Alian et al., 2014]. These secondary sources of modulation make the
PPG signal complex. Today, this signal measured by pulse oximeters are mainly used to
estimate heart rate as well as pulsed oxygen saturation derived from measurements made
with different wavelengths.

In the original conception of Hertzman [Hertzman, 1937] [Hertzman, 1938], the photo-
receptor measures the small variations in light intensity reflected by the skin associated
with arterial pulsation. This principle can be used with reflection or transmission where
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the light source and the detector are separated by a tissue, typically a finger, toe or earlobe.
The light that passes through the tissues is modulated by the blood pulse and then collec-
ted by the sensor. The residual light reaching the detector has two components. First of
all a stationary component, called a DC component, given by the skin, non-arterial blood
and other tissues that are between the source and the detector. It contains information on
breathing, venous flow, sympathetic nervous system and thermoregulation [Allen, 2007].
Second, a pulsatile component, also known as the AC component, which is mainly crea-
ted by variations in arterial blood volume. In addition to heart rate, pulse oximeters are
conventionally used to measure pulsed oxygen saturation (S pO2). This measurement is
based on the differences in absorption of light by oxygenated blood and deoxygenated
blood. Oxygenated blood absorbs little red light but much more near-infrared light, while
deoxygenated blood absorbs little near-infrared light but more red light. Therefore most
pulse oximeters use two light sources: a red source at 650 nm and an infrared source at
950 nm.

The PPG signals measured at these 2 wavelengths are then used in the famous formula
of the ratio-of-ratios, i.e. R = (ACR/ DCR) / (ACIR / DCIR), to obtain a quantity propor-
tional to the oxygen saturation. ACR and DCR represent the AC and DC components of
PPG signal measured at the red wavelength. Similarly, ACIR and DCIR represent AC and
DC components measured at the near infrared wavelength. Then, the conversion of R to
oxygen saturation was initially based on the model of Beer-Lambert. Unfortunately, this
model cannot be used in practice mainly because it does not consider the processes of
diffusion in the skin. The oxygen saturation is therefore in practice calculated using an
empirical equation (for example S pO2 = K1 + K2.R where K1 and K2 are constants es-
timated by calibration from measured data [Tremper et al., 1989] [De Kock et al., 1993]
[Sinex, 1999]. PPG technology is therefore commonly used for heart rate monitoring, the
oxygen saturation and also to a certain extent of the pressure arterial, respiration, vascu-
lar evaluation (e.g. to aid in the diagnosis of arterial diseases or vascular stiffness) and
autonomic function (with the Pulse Rate Variability which will be discussed in details in
section 1.2). A detailed presentation of the clinical applications of PPG was first proposed
by J. Allen in 2007 [Allen, 2007].

Fig. 1.5 shows the basic principle of contact PPG sensor. It can be seen that the amount of
the light detected by the sensor can reflect the different concentration of the hemoglobin.
Fig. 1.6 shows an actual pulse oximeter working as a PPG sensor.

Although PPG measurements are non-invasive and relatively easy to perform compared
to ECG, they still have some drawbacks. For example, the sensitivity for movement, espe-
cially when the PPG signals are measured at the fingers or toes. In addition, as with ECG
technology, the contact measure can sometimes be problematic in scenarios involving in-
fants or patients suffering from physical trauma such as burns. Recently, the technique of
non-contact PPG helped overcome some of the problems of contact PPG.

1.1.3/ Remote photoplethysmography

Imaging techniques play a major role in some medical applications because medi-
cal imagery has never ceased to evolve and improve. Unfortunately, these techniques
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Figure 1.4 – The original PPG presented by Hertzman [Hertzman, 1937].

Figure 1.5 – Principle of contact PPG (image taken from [Chaithanya et al., 2014]).

Figure 1.6 – Pulse oximeter (source : BOXYM oFit2 FingerClamp Pulse Oximeter).

are usually very complex and expensive, for instance, the price of a MRI machine is
usually higher than 100,000 € and the cost of a single MRI diagnostic procedure costs
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more than 1000 €. The optical equipment which simply consists of device that illu-
minates the body or tissues with a specific light source or ambient light and to re-
ceive the photons which are emitted by the first layers of cells is completely harm-
less and often much easier to set up. Even in the simplest configuration, optical ima-
ging based on the use of a color camera with ambient light as a light source pro-
vides very useful medical information. By way of illustration, we can list all the diag-
nostic aid systems in dermatology based on analysis of RGB or multispectral images.
It is possible to find many applications optical imaging in dermatology because it is
relatively easy to obtain images of the skin with a camera. These techniques have
been used extensively for the detection of melanoma [Capdehourat et al., 2011] and
also for the detection and monitoring of other skin lesions such as cutaneous carci-
noma [Esteva et al., 2017] and vitiligo [Alghamdi et al., 2012]. These techniques have
also been used for the analysis of other human tissues, for example in digestive en-
doscopy (the stomach [Martinez-Herrera et al., 2016] and the colon [Pigò et al., 2013]
[Galeano et al., 2012] and cystoscopy (the bladder [Cauberg et al., 2010]).

Usually the diagnosis is confirmed by the analysis of a sample of tissue (i.e. a biopsy).
The use of optical imaging allows the analysis of the images to help the diagnosis in a
non-invasive way. Another example where the conventional cameras are used to obtain
information for basic medical treatment is the monitoring of physiological parameters in
hospital environment, especially in intensive care units. Monitoring of vital signs includes
general temperature, cardiac and respiratory rhythms, blood oxygenation rate and blood
pressure. This monitoring often involves several sensors attached to the body of the patient
and this limits her/his freedom of movement and the quality of his sleep. In some cases,
the techniques do not allow these measurements to be carried out, for example on patients
with extensive skin lesions. Video health monitoring has recently emerged as a promising
alternative for some health indicators among those mentioned above. Due to its contactless
nature, this technology will significantly improve patient comfort.

The use of cameras as a sensor in health monitoring will make it possible to provide
simple, quick and objective information for clinical examination and allow a large number
of users to access their health indicators in a very easy way. Our research is placed in this
context. It aims to develop new techniques for analyzing images and videos to estimate
physiological parameters. The topic concerns contactless photoplethysmography and its
applications. Among all the health indicators, cardiac parameters are undoubtedly key
factors. As explained in the previous subsection, PPG is a technique that allows to monitor
the proper function of the cardiovascular system by measuring changes in blood volumes
in the tissues. This process is now well known and very often adopted with measurements
on the surface of the skin. It has been shown recently that it is possible to measure the PPG
signal by simply using ambient light as the light source and a camera as photoreceptor
[Poh et al., 2010]. This technique is called remote photoplethysmography (rPPG).

The basic principle of rPPG follows directly from the principle of contact PPG in reflec-
tance mode. The light reaching the camera is modulated by the blood pulsations of the
skin. Thanks to its non-contact nature, the rPPG technology has many advantages. First
of all, it limits the physical restrictions and wiring associated with patient monitoring. In
addition, it avoids the deformation caused by the compression of the spring clips of the
PPG sensors and therefore provides, in theory, more reliable signals for clinical applica-
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tions. Then the use of a sensor imaging offers additional functionality over a point sensor.
This technique can analyze a large tissue surface and the measurement of motion artefacts
using various motion compensation techniques. Fig. 1.7 shows the rPPG experimental
model with a the camera of a laptop.

The rPPG is a powerful tool which paves the way to many new applications, such as the
remote health monitoring and emotion detection, however, there are some limitations, for
instance, the subject movement, the light variation, dark skins and low frame rate can
significantly increase the noise of the method and reduces the performance. We will give
many details about rPPG in section 2.1. In the PhD project we have tried to alleviate some
of these limitations.

Figure 1.7 – The rPPG measurement.

1.2/ Heart Rate Variability and Pulse Rate Variability

Many existing research studies have examined the influence of emotions on the ANS
utilizing the analysis of the heart rate variability which serves as a dynamic parameter of
the autonomic function and balance [Sztajzel et al., 2004]. While the rhythmic beating of
the heart at rest was believed to be monotonously regular, we now know that the rhythm
of a healthy heart under resting conditions is actually irregular. Heart Rate Variability
(HRV), derived from the ECG, is a measurement of these naturally occurring, beat-to-
beat changes in heart rate (Fig. 1.8).

Biomedical studies (e.g. [Sztajzel et al., 2004]) show that HRV is an important indicator
of both physiological resiliency and behavioral flexibility, reflecting the individual’s capa-
city to adapt effectively to stress and environmental demands. It has become apparent that
while a large degree of instability is detrimental to efficient physiological functioning, too
little variation in heart rhythms can also be pathological. An optimal level of variability
within an organism’s key regulatory systems is critical to the inherent flexibility and adap-
tability that epitomize healthy function. In healthy individuals, the heart remains similarly
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Figure 1.8 – An example of the HRV measurement. The HRV data is calculated as the
difference of time of the signal peaks in this case (source :https ://blog.ouraring.com/what-
is-heart-rate-variability/).

responsive and resilient, primed and ready to react when needed.

The normal variability in heart rate is due to the synergistic action of the two branches
of the ANS, which act in balance through neural, mechanical, humoral and other phy-
siological mechanisms to maintain cardiovascular parameters in their optimal ranges and
to permit appropriate reactions to changing external or internal conditions. In a healthy
individual, thus, the heart rate estimated at any given time represents the net effect of the
parasympathetic (vagus) nerves, which slow heart rate and the sympathetic nerves, which
accelerate it. These changes are influenced by emotions, thoughts and physical exercise.
The changing heart rhythms affect not only the heart but also the brain’s ability to pro-
cess information, including decision-making, problem-solving and creativity. They also
directly affect how we feel. Thus, the study of heart rate variability is a powerful, ob-
jective and noninvasive tool to explore the dynamic interactions between physological,
mental, emotional and behavioral processes.

It has been shown in a number of studies (e.g. [Salahuddin et al., 2006]
[Taelman et al., 2009] [Castaldo et al., 2016]) that during mental or emotional stress,
there is an increase in sympathetic activity and a decrease in parasympathetic activity.
This results in increased strain on the heart as well as on the immune and hormonal
systems. Increased sympathetic activity is associated with a lower ventricular fibrillation
threshold and an increased risk of fibrillation, in contrast to increased parasympathetic
activity, which protects the heart.

The HRV data can be transformed into Power Spectral Density (PSD) by Fast Fourier
Transform (FFT). The PSD is used to discriminate and quantify sympathetic and para-
sympathetic activity and total autonomic nervous system activity. Power spectral analysis
reduces the HRV signal into its constituent frequency components and quantifies the rela-
tive power of these components. The power spectrum is divided into three main frequency
ranges. The very low frequency range (VLF) (0.0033 to 0.04 Hz), representing slower
changes in heart rate, is an index of sympathetic activity, while power in low frequency
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range (LF) (0.04 to 0.15 Hz), representing slower changes in heart rate, is also an index
of sympathetic activity, while power in high frequency range (HF) (0.15 to 0.4 Hz), re-
presenting quicker changes in heart rate, is primarily due to parasympathetic activity. The
frequency range around the 0.1 Hz region reflects the blood pressure feedback signals sent
from the heart back to the brain, which also affect the HRV waveform.

Usually, this physiological parameter is measured by ECG. According to Malik et al.,
HRV is defined as the variation of the inter-beat intervals measured by the distance of
the R-peaks in the ECG signal [Malik, 1996]. Pulse Rate Variability (PRV) is defined as
the variation of the peak intervals of the PPG signal. Some previous research shows that
the PRV can be a surrogate measurement of HRV in some conditions [Gil et al., 2010].
For example, Fig. 1.9 shows the pulse transit time measured by ECG signal and PPG
signal. It can be seen that there is a constant shift between the two signals possibly cau-
sed by the locations of measurement. Poh et al. proved that high degrees of agreement
could be achieved between the PRV measured by a contact PPG sensor and a webcam
[Poh et al., 2010]. This means that PRV measured by rPPG has great potential for mul-
timedia applications such as remote assessment of pain, stress and emotion, although it
cannot replace HRV in critical medical analysis due to the low frame rate, the noise and
errors of rPPG method and completely different experimental conditions. For instance, a
long-term security system for monitoring drivers’ heart conditions and emotion can only
be implemented with PRV and rPPG.

It is worth noting that it is difficult to precisely measure the PRV remotely because the
rPPG signal is usually noisy due to light variation, face movement, sensor noise, etc.
Therefore the peak detection on the rPPG signal is a challenging task. We will describe
more details about PRV in section 2.3. In this thesis, improving the performance of PRV
measurement is one of the key contributions.

Figure 1.9 – ECG signal and PPG signal (image taken from [Zhang et al., 2016]).

1.3/ Objectives

As explained in the previous sections, the rPPG has great advantage over the contact
PPG and ECG measurement as it is low-cost, non-contact, and much more convenient
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in long-term monitoring. Based on the rPPG framework, the remotely measured PRV is
potentially an effective physiological sign for various medical and psychological applica-
tions, as the PRV features can reflect the ANS activities in some conditions. Therefore,
we study the rPPG framework and aim to improve the remote PRV measurement in the
PhD project.

The remote PRV measurement is a camera-based technique in practice and the rPPG si-
gnals are extracted from the facial skin pixels, therefore the first critical task is to get an
effective and precise region of interest from the camera videos. This step is challenging
because the human face images have noise caused by beard, eyebrow, hair, glasses, light
illumination variation, background noise and so forth, which would obviously affect the
rPPG signals extraction. Novel algorithms have to be proposed and implemented to dis-
card the non-skin pixels and get useful pixels as many as possible and reduce the noise of
these pixels. Therefore, the first objective is to improve the region of interest segmenta-
tion.

Unlike the contact method, the rPPG signal extracted by the remote method is much more
noisy than the ECG signal, due to the low frame rate, sensor noise, head movement, envi-
ronmental influence such as light reflection and so forth, it is difficult to precisely detect
the peaks on the rPPG signal and measure the PRV. In practical applications, the peaks
must be automatically detected with high precision. So the second task is to propose ro-
bust methods to detect the peaks and measure the PRV on rPPG signal.

1.4/ Organization

This thesis consists of three main parts, namely the context, the contribution and the
conclusion. The first part has two chapters, namely the introduction and the state of the
art. The introduction chapter describes the scientific background and the objectives of the
project. In the state of the art chapter, we describe the existing related research works
for the rPPG framework, such as the region of interest segmentation, RGB color chan-
nel selection, physiological parameters extraction, the experimental devices, and the PRV
measurement. We explain why the state of the art methods are not sufficient and should
be improved.

Then, the second part consists of three chapters which describe the three main contribu-
tions in the PhD project. These three contributions are: 1) comparative study of existing
rPPG methods, which aims to find out the best combination of methods for region of
interest segmentation and rPPG signal extraction, 2) model-based region of interest seg-
mentation for rPPG, which is a novel method to address the issue of precise region of
interest detection, 3) remote PRV measurement, in which some novel algorithms are pro-
posed to improve the peak detection on rPPG signal and PRV measurement.

The third part is the conclusion. In this chapter, we summarize the main points of the PhD
project and discuss the potential future work.





2
State of the art

This chapter describes the state of the art in remote measurement methods of cardiac
variability features. First, we will describe the camera-based measurement of rPPG

signals by presenting the algorithms and the associated devices. More precisely, we will
first describe the seminal works that validated the possibility of measuring remotely the
photoplethysmogram signal. Then, we will present the key steps of the regular algorith-
mic pipeline for video-based rPPG methods: the region of interest segmentation, channel
signal combination, and the physiological parameter estimation. The different materials
and devices that can be used to make this measurement will also be presented.

Next, we will describe how the cardiac variability signal is estimated from the PPG or
rPPG signals and what are the main features of this signal. We will present the guidelines
for HRV/PRV measurement, compare the HRV, PRV and remotely measured PRV signals
and then describe in details the peak detection and filtering problem that is critical for
PRV measurement.
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2.1/ Remote photoplethysmography framework

In this section, the research works which focus on rPPG technology for physiological pa-
rameter measurement is described and discussed. The related articles are introduced in
four parts, the overview of the rPPG technology pipeline, the region of interest segmenta-
tion, the color channel signal combination and physiological parameters measurement.

2.1.1/ Overview of rPPG technology pipeline

Figure 2.1 presents the general principle of measuring physiological parameters by non-
contact PPG. Most methods are based on the same main steps where the region of inter-
est (usually the face) is first detected and tracked over time, a spatial average is then
performed for each image and the RGB color channels are then combined to obtain
the rPPG signal. This signal is filtered and then used to estimate various physiologi-
cal parameters such as heart and respiratory rates or even pulse rate variability. Seve-
ral works have been published on the subject [Kublanov et al., 2015] [Wiede et al., 2016]
[van Gastel et al., 2016] [Fouad et al., 2019] [Artemyev et al., 2020]. In the rest of this
section, we briefly present some seminal works that introduced this pipeline and in the
next sections we will detail the different methods for each of these steps.

Figure 2.1 – Classical rPPG framework: (a) the original video frames, (b) the detected
skins (the white part is the detected skin pixels and the black part is the non-skin pixels),
(c) spatially averaged RGB signals, (d) Blood Volume Pulse signal, (e) physiological pa-
rameters measurement (e.g. HR, respiratory rate, PRV, etc).

In 2009, Zheng et al. [Zheng et al., 2009] introduced the basic principles of camera-based
rPPG and compared it with the contact point measurement techniques such as pulse oxi-
metry probes. In the experiments, they used a CCD camera with a frame rate of 30 fps,
and the distance of the human face and the camera is about 13 cm. They have shown
that the PPG signal can be estimated from the green channel of the camera. Moreover,
the time-frequency spectrum of these pulsatile components derived from the rPPG signals
could be identified, indicating that both the HR and the shape of the plethysmogram were
determined. Although the errors did not reach an ideal level, and the experimental set up
was not convenient enough, this research work implied that camera based rPPG has great
potential for future applications.

In 2010, Poh et al. [Poh et al., 2010] presented the precise framework for camera-based
rPPG for the first time such as in Fig. 2.1. In their work, they adopted several effective
signal and image processing methods to reduce the noise. For instance, they proposed
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to automatically identify the coordinates of the face location in the video recording so
that they were able to track the region of interest (ROI) accurately. Then they used In-
dependent Component Analysis (ICA) to process and combine the RGB channels and
get the Blood Volume Pulse (BVP) waveform. The idea is based on the assumption that
the cardiac signal is mixed linearly in the RGB time traces. Other sources such as noise,
light and motion disturbances are statistically independent of the heart signal. It is the-
refore possible to separate these sources with metrics based on statistical independence.
The experimental conditions were also loosened with respect to the work of Zheng et
al. [Zheng et al., 2009], for example, the distance between the camera and the face was
about 0.5 meter, unlike Hu et al.’s experiment in which the distance is 13 cm. Then they
assessed the heart rate measurement by comparing the results with contact sensor quan-
titatively. Several metrics such as mean error, standard deviation, root mean square error,
correlation coefficient were used to evaluate the performance. And the results showed that
the relative errors for metrics such as mean absolute error are usually less than 10% on
their dataset.

Inspired by this work, many researchers have focused on improving the framework by
using better ROI detection, channel signal processing and combination and better physio-
logical signal extraction algorithms.

2.1.2/ Region of interest selection

As shown in Fig. 2.1, the ROI detection is the key step for rPPG signal extraction. In the
work of Moreno et al. [Moreno et al., 2015], the researchers manually selected the ROI
with a rectangle. Obviously, the manual approach is not convenient, therefore the auto-
matic ROI segmentation methods have been investigated. Since the BVP signal is directly
extracted from the facial skin pixels, the objective of this step is to get as many skin pixels
as possible and discard as many background pixels and non-skin pixels as possible. There
are basically two methods, skin and face detection and landmarks segmentation.

Skin and face detection. Since most of the useful pixels of rPPG are facial skin pixels,
therefore the most straightforward methods for ROI detection are face and skin detection
methods. Several research works have focused on improvement of facial region detection
and skin/non-skin classification since the earliest works where manual selection was used.

The classical method for face detection is the well-known Viola-Jones face detec-
tor [Viola et al., 2001] implemented by the computer vision toolbox of MATLAB and
OpenCV. In order to avoid spurious movements of the detected face, the Kanade-
Lucas-Tomasi tracking [Lucas et al., 1981] algorithm is also be used in many papers
[Yang et al., 2016] [Hassan et al., 2017] [Po et al., 2018]. An example of detection is
given in Fig. 2.2(a). As suggested by Poh et al. [Poh et al., 2010] and Liu et al.
[Liu et al., 2014], it is also possible to simply crop the ROI selecting the center 60%
width and height of the box as ROI. This first strategy, very simple, allows to remove
many pixels from the background. An example is given in Fig. 2.2(b). However, the eye
and mouth regions are often in motion in videos and are therefore likely to introduce noise
into the rPPG signal. So, a technique called Grabcut [Rother et al., 2004] has been used to
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(a) (b) (c)

Figure 2.2 – ROI segmentation result examples using (from left to right) (a) the detected
face, (b) a cropped version of the face and (c) removing some parts of the face using a
segmentation strategy.

further improve the ROI selection by segmenting the face into different parts (eyes, mouth
and eyebrows) [Stricker et al., 2014]. This Grabcut technique uses Gaussian Mixture Mo-
dels for modelling the distribution of data and Graph cut for segmentation. An example
of segmentation is given in Fig. 2.2(c).

Besides the face detection, a more precise way to get the ROI is skin/non-skin classifi-
cation since in the context of rPPG, we are only interested in skin pixels. Many review
papers have been published presenting various color-based skin detection rules (e.g. in
[Kakumanu et al., 2007]). A common method [Kovac et al., 2003] is this:

(R,G,B) is classified as skin if
R > 95 and G > 40 and B > 20 and
max{R,G, B} − min{R,G, B} > 15 and
|R −G| > 15 and R > G and R > B

(2.1)

with RGB the pixel values for the red, green and blue channels of a camera. An example
of skin detection is given in Fig. 2.3(a).

Instead of using fixed predefined thresholds for detecting skin pixels, it is possible to de-
rive the range of skin pixel values using specific ROI of the face. For example, a small ROI
in the center of the face detection bounding box is used to create a reference skin color
specific to the detected face. Similar pixels in the detected face ROI are then segmented
to create the ROI mask. The main advantage of this method [Taylor et al., 2014] is that it
is person-specific and does not rely on global threshold values (Fig. 2.3(b)). A more com-
mon method for skin detector is based on a thresholding of a non-parametric histogram
trained using manually annotated large dataset of images with skin and non-skin pixels
[Conaire et al., 2007]. This method is eventually based on a Look-Up-Table and is thus
very fast. An example of result is shown in Fig. 2.3(c).

Some papers proposed advanced method for skin detection and face alignment, for ins-
tance, Wang et al. [Wang et al., 2018] developed a system using joint face detection and
alignment and Delaunay Triangulation method to minimize tracking-artifacts arising from
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(a) (b) (c) (d)

Figure 2.3 – ROI segmentation result examples using (from left to right) (a) rule-based
skin detection, (b) adaptive skin detection, (c) histogram-based skin detection and (d)
landmarks detection.

large head motions and facial expressions and produce alignment-friendly facial boun-
ding boxes with reliable initial facial shapes, facilitating accurate and robust face ali-
gnment even in the presence of large pose variations and expressions. Werner et al.
[Werner et al., 2014] proposed an approach using fusion of multiple ROI signals to deal
with motion. It firstly tracked the key points on the face. And then it divided face with
several regions. Instead of using one single ROI, the algorithm used the fusion of different
parts of the face such as forehead and cheeks.

Landmarks detection. Another approach to get the ROI is to make use of the landmarks
obtained by the facial features [Kazemi et al., 2014]. With the landmarks, the ROI can be
selected as a polygon. Fig. 2.4 shows the model for the landmarks. One example of ROI
detection with landmarks is given by Fig. 2.3 (d).

Based on this idea, Haque et al. [Haque et al., 2016] introduced a Face Quality Assess-
ment (FQA) method that prunes the captured video data so that low-quality face frames
cannot contribute to erroneous results. The quality was assessed by four metrics: resolu-
tion, brightness, sharpness, and out-of-plan face rotation. They then extract the parts with
good quality and combine them with facial landmarks. A combination of these two me-
thods for vibration signal generation lets them obtain stable trajectories that, in turn, allow
for a better estimation of HR.

Based on a similar idea, several researchers improved the facial ROI detection. Xu. et al.
[Xu et al., 2017] proposed a method based on Partial Least Squares (PLS) and Multiva-
riate Empirical Mode Decomposition (MEMD) for facial region detection. The framework
is based on the assumption that both facial ROI and background ROI have the similar illu-
mination variations and the background ROI can be treated as the denoising reference by
using PLS to extract the underlying common illumination variation sources existing in
both ROIs. Then, a number of intrinsic mode functions were decomposed by applying
MEMD to the illumination-variation-suppressed facial ROI and the HR is evaluated.
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Figure 2.4 – 68 facial landmarks.

2.1.3/ Color channel signal analysis

As shown in the Fig. 2.1, after segmenting the ROI, temporal RGB signals are obtained
by simple spatial averaging of the pixels. To obtain an rPPG signal, it is then necessary
to combine the three RGB channels. There are four main categories of commonly used
methods for this. The first is based on source separation methods, the second on color
space analysis, the third is based on light-tissue interaction models and the forth is RGB
signals decomposition.

Blind source separation. In early work on rPPG measurement, the cardiac signal was
extracted from RGB time traces using Blind Source Separation (BSS) and more specifi-
cally ICA.

ICA is a signal processing technique for separating a multivariate signal into its consti-
tuent components using metrics based on statistical independence. ICA can be performed
using various algorithms such as mutual information maximization and nongaussianity
maximization or algebraic methods exploiting the structure of the fourth-order cumulants
(e.g. JADE for Joint Approximate Diagonalization of Eigenmatrices) [Liao et al., 2002].
Concerning rPPG signals, the idea is based on the assumption that the cardiac signal is
linearly mixed in the RGB time traces. Other sources such as noise, light and motion
disturbances are statistically independent of the cardiac signal. It is therefore possible to
separate these sources with independence measurements.

In addition to ICA analysis, Principal Component Analysis (PCA) [Wedekind et al., 2015]
and Non-linear Mode Decomposition (NMD) [Demirezen et al., 2018] are other source
separation methods that have been used to extract the cardiac signal. These methods are
decomposition techniques that separate and extract the desired signal from the input mix-
ture based on certain properties. For example, PCA looks for directions that maximize the
variance of the data, under the orthogonality constraint, which should allow the extraction
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of the most important signal components. In the case of NMD, the desired signal is ex-
tracted by decomposing it into several modes of time-frequency representation, similar to
Fourier decomposition.

This BSS strategy was firstly adopted by Poh et al. [Poh et al., 2010]. The approach could
be applied to color video recordings of the human face and is based on automatic face tra-
cking along with BSS of the color channels into independent components. Using Bland-
Altman and correlation analysis, they compared the cardiac pulse rate extracted from vi-
deos recorded by a basic webcam to an FDA-approved finger BVP sensor and achieved
high accuracy and correlation even in the presence of small movements artifacts. Further-
more, they applied this technique to perform heart rate measurements from three partici-
pants simultaneously. This was the first demonstration of a low-cost accurate video-based
method for contact-free heart rate measurements that was automated, motion-tolerant and
capable of performing concomitant measurements on more than one person at a time.

With the similar idea, many researchers furthurly investigated BSS algorithms. Christi-
naki et al. [Christinaki et al., 2014] evaluated the performances of three BSS algorithms
for rPPG measurements. The selected algorithms are the JADE, the FastICA and the Ro-
bustICA. Mannapperuma et al. [Mannapperuma et al., 2014] investigated the limits of de-
tection of the HR while reducing the video quality. They compared the performance of
three ICA methods (JADE, FastICA, RADICAL) and autocorrelation with signal condi-
tioning techniques and identify the most robust approach. Both researchers found that
different BSS algorithms gave similar performance whatever the dataset is used.

Macwan et al. [Macwan et al., 2018] presented an algorithm for measuring rPPG signals
using constrained ICA (cICA). They incorporated a priori information into the cICA algo-
rithm to aid in the extraction of the most prominent rPPG signal. The priori information is
implemented using two constraints: first, based on periodicity using autocorrelation, and
second, a chrominance-based constraint exploiting the physical characteristics of the skin.
The method improved performances over traditional BSS methods in terms of accuracy
and robustness.

Interestingly, another method is to use joint blind source separation (J-BSS). Qi et al.
[Qi et al., 2017] showed that it was promising to incorporate data from different facial su-
bregions to improve remote measurement performance via J-BSS. This was the first time
that J-BSS approaches, instead of prevailing BSS techniques such as ICA, was success-
fully applied in non-contact physiological parameter measurement. Experimental results
showed that the proposed J-BSS method outperforms the ICA-based methodologies. Wei
et al. [Wei et al., 2017] proposed to use a dual region of interest on facial video image
which was selected to yield 6-channels RGB signals and this allows BSS algorithms to
work more stable and efficient in separating multiple physiological signals. By applying
second-order blind identification algorithm to those signals generated above, they obtai-
ned 6-channels outputs that contain BVP and respiratory motion artifact. For the automatic
selections of the BVP among these outputs, they devised a kurtosis-based identification
strategy, which guarantees the dynamic Respiratory Rate (RR) and HR monitoring avai-
lable. The experimental results indicated that, the estimation by the proposed method had
an impressive performance compared with the measurement of the commercial medical
sensors.
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Color space analysis. As shown in the previous subsection, most of the rPPG methods
process the RGB color-space to obtain the blood volume pulse signal. The rPPG methods
which use BSS methods presented above to estimate heart pulse rate to achieve high
estimation accuracy require considerable signal-processing power and result in significant
processing latency. High processing power and latency are limiting factors when real-
time pulse rate estimation is required or when the sensing platform has no access to high
processing power. The limitation of the rPPG methods using RGB spaces is that they can
suppress at most (n−1) independent distortions by linearly combining n wavelength color
channels [Wedekind et al., 2015]. Their performance are highly restricted when more than
(n − 1) independent distortions appear in a measurement, as typically occurs in fitness
applications with vigorous body motions. Some researchers have found that simply using
a different color space may improve the performance of rPPG measurement and reduced
the required computing power.

Tsouri et al. [Tsouri et al., 2015] considered seven different color spaces (sRGB, HSL,
HSV, HIS, XYZ, CIE XYZ, and CIE YUV) and compare their performance with state-
of-the-art algorithms that use ICA. The comparison is performed over a dataset of 41
video recordings from subjects of varying skin tone and age. Results indicate that the
hue channel provides better estimation accuracy using extremely low computation power
and with practically no latency. Rumiński [Rumiński, 2016] proposed to use YUV color
model to estimate the pulse rate. The experiments showed that using native YUV video
formats and analyzing V signals recorded for the forehead ROI in the time domain, it is
possible to accurately and efficiently measure the pulse rates.

Alternative color spaces can be used to enhance the BVP signal extracted from image
frames. For instance, Suh et al. [Suh et al., 2017] proposed a method for extracting the
pulse signals with improved quality from videos recorded with a remote RGB camera
using skin color magnification which revealed the hidden physiological components re-
markably in the time-series signal. The method is done with three steps, 1) firstly they
converted the RGB channel to YCbCr space, 2) secondly, they enlarged the skin color
variation by radially expanding n times of the distance between each pixel and the pixel
cluster center in Cb and Cr plane (Fig. 2.5), 3) after the distribution of the skin pixels is
widened, the resulting frame is reconverted into the RGB color space, and as a result, the
pixel changes over time are enlarged and the cardiac pulse information from the image
frames are enhanced. Unlike the postprocessing algorithms such as filtering techniques,
the method proposed by the authors focused on magnifying cardiac components in the
signal.

Light-tissue interaction model. The methods based on light-tissue interaction model
focus on exploiting the physical characteristics of the skin and the interaction between
light and skin. Indeed, the relative amplitude of the PPG signal (and thus rPPG) in light
reflected from the skin varies as a function of wavelength. This is mainly due to the
absorption spectrum of hemoglobin shown in Fig. 2.6. Therefore, there is significantly
more rPPG information in the wavelengths corresponding to the color green than in the
other colors. This is why some of the early techniques were limited to selecting the green
channel only [Lempe et al., 2013]. Methods such as Chrom [De Haan et al., 2013], POS
[Wang et al., 2016] and PBV [De Haan et al., 2014] use these properties and rely on a
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Figure 2.5 – Before and after applying the skin color magnification (picture taken from
[Suh et al., 2017]). Image (a) and (b) show the skin pixel distributions before and after
applying the skin color magnification. Image (c) shows the principle of skin color magni-
fication in a single pixel.

detailed formulation of models based on skin properties. The main advantages of these
methods lie in their simplicity of calculation, due to their analytical formulation. These
methods can be seen as analogous to a change of basis on which projections of the ori-
ginal RGB signals intensify the rPPG signal. We will discuss the Chrom in details as the
representative of light-tissue interaction model and we experimentally compared it with
the BSS method in section 3.1.2.

Figure 2.6 – Absorption spectra of hemoglobin. Oxyhemoglobin (1) and deoxyhemoglo-
bin (2) (image taken from [Zijlstra et al., 1997]).

RGB signals decomposition and subspace analysis. Wang et al. [Wang et al., 2017]
proposed an effective and simple method that algorithmically extends the number of possi-
bly suppressed channels without using more wavelengths. The core idea is to increase the
degrees-of-freedom of noise reduction by decomposing the n wavelength camera-signals
into multiple orthogonal frequency bands and extracting the pulse-signal per band-basis.
This processing can suppress different distortion-frequencies using independent combina-
tions of color channels. The inspiration of the method is based on the observation that dif-
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ferent motion frequencies cause apparent distortions in different color variation directions
in RGB space. This precludes treating them simultaneously, but treating them indepen-
dently in different frequency bands may solve this problem. To this end, they decomposed
the RGB signals into multiple orthogonal frequency bands for sub-band pulse extraction.
Once the different motion frequencies are separated and suppressed in different frequency
bands, they synthesized a clean pulse-signal by combining the processing results from the
individual sub-bands. This idea leads to a novel pulse extraction method called ‘Sub-band
rPPG’.

Wang et al.’s team also proposed a conceptually novel algorithm, namely “Spatial Sub-
space Rotation” (2SR), that improves the robustness of rPPG [Wang et al., 2015]. Based
on the assumption of 1) spatially redundant pixel-sensors of a camera, and 2) a well-
defined skin mask, the core idea is to estimate a spatial subspace of skin-pixels and
measure its temporal rotation for pulse extraction, which does not require skin-tone or
pulse-related priors in contrast to existing algorithms. It consists of two steps: 1) in the
spatial domain, a subspace of skin-pixels is constructed in RGB space ; 2) in the temporal
domain, the rotation angle of spatial subspaces between subsequent frames is measured
for pulse extraction. The experiments demonstrated that when multiple pixel-sensors of a
regular RGB camera are used for skin sensing, and a well-defined skin mask is available,
2SR outperforms the popular ICA-based method.

2.1.4/ Physiological parameter estimation

As shown in the Fig. 2.1, it is often necessary to filter the resulting signal before using it
to estimate physiological parameters. This can be done, for example, by removing those
parts of the signal that are not within a frequency range corresponding to a normal heart
rate (typically between 50 and 200 beats per minute). Several strategies have been used
for this purpose, ranging from simple averaging filtering, such as [De Haan et al., 2013],
to the classic Butterworth bandpass filtering, such as [Niu et al., 2017] [Lin et al., 2017],
but also adaptive filtering [Huang et al., 2015], wavelet filtering [Huang et al., 2016] and
Singular Spectrum Analysis (SSA) [Zhao et al., 2018]. The filtered signal is then used to
estimate physiological parameters.

Heart rate is the first physiological parameter that can be estimated from the rPPG si-
gnal. To do this, it is possible to perform a temporal analysis of the signal by esti-
mating the duration between successive peaks of the signal using different heuristics
[Lewandowska et al., 2011] or to perform a frequency analysis with, for example, a Fou-
rier transform. The dominant frequency peak corresponds to the heart rate.

The rPPG signal also contains three components that can be related to respiratory rhythm:
the change in heart rate known as Respiratory Sinus Arrhythmia (RSA), the change in
the baseline signal due to the change in intrathoracic pressure, and the change in pulse
amplitude caused by a change in cardiac output. Therefore, a few papers have propo-
sed using one or more of these factors to estimate breathing rate from the rPPG signal
[van Gastel et al., 2016] [Alekhin et al., 2013].

Using the differences in oxyhemoglobin and deoxyhemoglobin absorption in the red and
near-infrared wavelengths, it is possible in principle to estimate the pulsed oxygen satura-
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tion SpO2. Several works have been published on the subject based on the precursory work
of Wieringa et al. [Wieringa et al., 2005] with more or less complex imaging systems.
Humphreys et al. [Humphreys et al., 2007] use for example a dedicated imaging system
with a camera synchronized with a dual wavelength light emitting diode system in the
near infrared while Bal et al. [Bal, 2015] simply use the blue and red channels of a single
camera in the visible spectrum. However, much remains to be done to make this technique
reliable and robust. The main problem lies in the determination of the calibration function
because the environment is much less controlled with non-contact acquisitions than with
contact acquisitions.

Variations in the interval between heartbeats, attributed to changes in the parasympathe-
tic/sympathetic balance of the autonomic nervous system, are usually measured with an
ECG and determine the HRV. This parameter has been used in numerous research and
clinical studies [Malik, 1996]. As explained previously in section 1.2, the PRV mea-
sured from the PPG signal (and by extension rPPG) has similar characteristics to the
HRV. Consequently, several studies have focused on the estimation and exploitation
of the PRV measured by video analysis [Bousefsaf et al., 2013] [McDuff et al., 2014a]
[Benezeth et al., 2018] [Sabour et al., 2019] [Parra et al., 2019] mainly for applications in
psychometrics (e.g. recognition of emotions, stress, etc.). We will detail the importance
of cardiac variability in section 2.3 and describe the methods for estimating it.

2.2/ RPPG with novel devices

Interestingly, with exactly the same basic framework, some researchers proposed some
novel cameras to get better results, such as the cameras with higher frame rate, the five-
band RGBCO camera, the thermal camera and the polarized camera.

Camera with higher frame rate. Compared with the ECG of which the frame rate
is usually higer than 250 fps, most rPPG systems have been limited by a low sample
frequency which is usually 20-50 fps. This obviously restricts their use clinically in the
assessment of PRV due to the low precision. Therefore in the work proposed by Sun et al.
[Sun et al., 2012], PPG signals were remotely captured via an rPPG system at a rate of 200
fps. The physiological parameters (i.e., heart and respiration rate and PRV) derived from
the rPPG datasets yield statistically comparable results to those acquired using a contact
PPG sensor, the gold standard. More importantly, the work presented evidence that the
negative influence of initial low sample frequency could be compensated via interpolation
to improve the time domain resolution.

Five-band camera. The RGB cameras are the most widely used cameras available in
everyday life, however, some researchers suggested that the 5-band RGBCO cameras
could work better since more information could be used in the ICA and PCA methods
to combine the signals. McDuff et al. [McDuff et al., 2014b] presented a work that adop-
ted the novel 5-band camera and found that the cyan, green, and orange (CGO) bands
performed better than RGB bands in measuring the PRV in the frequency domain. The
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correlation between the signals measured by the contact sensor and the camera was over
90%. Their further work [McDuff et al., 2016] utilized the CGO bands and conducted an
experiment which included two randomly ordered tasks, namely the ball control task and
the Berg Card Sorting Task [Berg, 1948]. The results demonstrated that the PRV features
extracted by CGO bands could distinguish between the relaxed and stressed modes with
an accuracy of 70%–80%. Additionally, they showed that the value of PRV features could
capture the changes of stress since the two tasks in the experiments caused different stress
levels for the participants and they were detected according to the value change. In realistic
applications, the remote PRV measurement may suffer from missing observations caused
by subject movement and subject getting occluded by an object, they addressed the issue
by proposing an algorithm to fuse partial camera signals generated from an array of came-
ras and they improved the PRV measurement in the scenarios where significant amount
of data is lost [McDuff et al., 2017].

Camera with cross-polarisation filters. Fan et al. [Fan et al., 2017] proposed a sys-
tem that consists of a CCD camera and a set of optical filters. Trumpp et al.
[Trumpp et al., 2017] analyzed the employment of polarization filtration to assess the gain
for the signal quality with suppressed specular reflectance and draw conclusions about the
rPPG signal’s origin. The benefit of polarization filtration for rPPG using wavelengths in
the red, green and blue color range was studied. The results proved that for an optimal
illumination, the perpendicular filter setting provides a significant benefit. Fig. 2.7 shows
this novel setup.

Figure 2.7 – The novel setup with polarization device (image taken from
[Trumpp et al., 2017]). (1) Camera system, (2) Multi-wavelength illumination matrix, (3)
Polarization filter (film), (4) Polarization filter (glass) with an adaptable angle, (5) Test
subject with protection goggles and hairband, (6) Reference PPG sensor.

Near infrared and infrared camera. Trumpp’s team [Trumpp et al., 2018] developed
a framework which allowed rPPG to be applied in the intraoperative environment using
an RGB and a near-infrared (NIR) camera (Fig. 2.8). The method does not rely on the
detection of anatomical features or chooses and tracks visible skin regions which are ho-
mogeneously illuminated, or solely operates on the image plane without being reliant on
the presence of temporal variations related to the cardiac cycle. The performance was
evaluated with respect to the quality of extracted PPG signals and correctly detected the
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HR. They further evaluated their quality with regard to the extracted rPPG signals. Hu et
al. [Hu et al., 2018] leveraged a far-infrared imager and a near infrared camera equipped
with a lens and an near infrared lighting array to develop a dual-camera imaging system.
With a dual-mode sleep video database which was constructed to evaluate the effective-
ness of the proposed system and algorithms. The overall performance of the proposed
technique is acceptable for RR and HR estimations during nighttime. Similarly, a method
for non-contact measurement of HR using thermal imaging was proposed by Hamedani
et al. [Hamedani et al., 2016]. With thermal videos recorded from subjects’faces, the ac-
curacy was 99.42% in the best case and 92.47% in average for 22 subjects. Gupta et al.
[Gupta et al., 2016] proposed a system that used a thermal camera, a monochrome camera
and an RGB camera to extract the BVP signal. This novel system was proved quite ef-
fective to reduce the noise caused by motion and light illumination variation. With this
system, one can monitor the HR and PRV and visualize the data in a real-time scenario.

Figure 2.8 – The novel intraoperative setup (image taken from [Trumpp et al., 2018]). (1)
Construction with adjustable arm for the sensing system. (2) Sensing system (enlarged on
the right) including NIR illumination, NIR camera, and RGB camera. (3) Recording PC.
(4) Patient (face directed towards the cameras). (5) Surgeons and clinical staff.

These systems are very interesting because they allow to perform monitoring in dark en-
vironments, but the possibility to make an accurate measurement with a standard camera
would allow a greater use of this technology. This is why we decided to focus in this thesis
on regular RGB camera.

2.3/ Pulse rate variability measurement

As described in section 1.1 and 1.2, physiological parameters such as HRV and PRV are
vital signs for monitoring ANS system. The time and frequency domain features of HRV
can reflect the activity of different branches of the ANS. For instance, the HF part of
HRV represents the Parasympathetic Nervous System (PNS) while the LF part of HRV
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represents the sympathetic nervous system (SNS). With these features, the health and
emotion conditions can be estimated. HRV is defined as the variation of the inter-beat
intervals measured by the distance of the R-peaks in the ECG signal. PRV is defined as
the variation of the peak intervals measured from the PPG signal. Although the remo-
tely measured PRV has great potential in many applications as it can be extracted with
low-cost and non-contact equipment, there are several issues here: 1) the equipment that
measures the PPG signal and ECG signal are different as we have discussed in section
1.1, therefore the PPG signal may not completely replace the ECG signal and the PRV
cannot completely replace HRV as a vital sign for biomedical application. 2) The rPPG
signal is measured by camera, and the measurement suffers from the low frame rate of the
camera, the noise of the sensors, the light variation, the movement of the subjects and so
forth. This can be critical for the measurement of PRV. 3) The PRV measurement relies
on precise detection of peaks on PPG signal, and this is particularly difficult for rPPG
signal because it is usually noisier than contact based PPG as explained above. Therefore,
in this section we discussed the research papers on these issues: firstly we introduced the
works that set the guidelines for HRV and PRV measurement. Secondly we described the
works that compare PRV measurement and HRV measurement. Then we introduce the
possible applications of remotely measured PRV. Finally we describe the improvement of
peak detection for HRV/PRV measurement in different conditions.

2.3.1/ PRV measurement and applications

One important task is to study and follow the guidelines of HRV measurement and validate
that PRV can be a surrogate measure of HRV in some conditions.

HRV and PRV measurement. The European task force wrote a report [Malik, 1996]
that gave the precise definition of HRV, the guidelines for HRV measurement and the
relevant applications. The report proposed the standards of HRV measurement, physiolo-
gical interpretation and clinical use which has been widely accepted by the researchers.
Béres et al. [Béres et al., 2019] gave a comprehensive study of the adequate sampling
frequency for contact PPG measurement and the detailed instructions for interpolation
and sampling. We believe the PRV measurement should follow the standards as well and
the rPPG signals should also be sampled and interpolated and this may reduce the errors
that are caused by the low frame rate of the camera. Gil et al. [Gil et al., 2010] showed
that the PRV extracted from the PPG signal can be used as an alternative measurement
of the HRV signal in non-stationary conditions. In their study the classical indices of
HRV analysis were compared to the indices from PRV. The conclusion is that the fea-
tures in both time domain and frequency domain are highly correlated. Futhurly, Iozzia
et al. [Iozzia et al., 2016] and Rodrı́guez et al. [Rodrı́guez et al., 2015] compared the time
and frequency domain variability features obtained by PRV series extracted from rPPG
with HRV parameters extracted from ECG signals. Results showed an overall agreement
between time and frequency domain indexes computed on HRV and PRV series. Howe-
ver, some differences existed between resting and standing conditions as the experiments
provided evidence that some differences exist between variability indexes extracted from
HRV and video-derived PRV, mainly in the HF band during standing.
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Remotely measured PRV applications. Although the remotely measured PRV are not
yet possible to be used in critical medical analysis due to low frame rate and noise, many
researchers have found that the remotely measured PRV can be used in stress detection
and emotion detection.

Firstly, HRV has been studied by Acharya et al. [Acharya et al., 2006] as a sign of cardiac
health and by Kim et al. [Kim et al., 2018] and Levenson et al. [Levenson, 2014] as an
sign of ANS which can be used to reflect human stress and emotion. Therefore, the rPPG
can be used for remote detection of stress and emotion.

Bousefsaf et al. [Bousefsaf et al., 2013] used this framework to detect the work-
load changes with interactive Stroop color word test. Similarly, MacDuff et al.
[McDuff et al., 2014a] utilized several frequency features of remote PRV such as HF po-
wer, LF power and LF/HF to train the model on the dataset which included two emotion
states, relaxed and stressed states. It turned out that PRV alone could achieve an accuracy
of 70% to distinguish between these two states. Mitsuhashi et al. [Mitsuhashi et al., 2019]
defined three different stress levels by the difficulty of the tasks. For instance, easy (mental
arithmetic of 5*6), middle (mental arithmetic of 13*16), and difficult (mental arithmetic
of 114*123). With the KNN method to classify the stress modes, they showed that the ac-
curacy of the classification is around 66%–83% for different stress levels. Kessler’s team
[Kessler et al., 2017] made use of the rPPG framework for pain classification with a sup-
port vector machine (SVM) and Random Forest classifier. They showed that the LF part
of frequency signal can be used to assess the pain. Belaiche et al. [Belaiche et al., 2019]
used both micro-expressions and PRV to predict three emotion states, namely, happiness,
disgust and anger. This study found that although the accuracy of the PRV based me-
thod is higher than the micro-expressions based method in emotion states recognition but
the average accuracy is usually not higher than 60% for the dataset that contains sudden
emotion change.

It can be concluded that the results of these applications are fairly good but not precise as
the accuracy is lower than 90%. One of the possible reasons is that the peak detection of
rPPG is critical as the rPPG signal is much more noisy than ECG signal. Therefore our
task is to try to improve the precision of the peak detection as much as possible.

2.3.2/ Peak detection of Blood Volume Pulse signal
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Figure 2.9 – An example of peak detection of BVP signal.
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The PRV measurement is based on the peak detection of BVP signal, therefore the pre-
cision of peak detection directly affects the performance of PRV measurement (see Fig.
2.9). As explained before, the rPPG signal suffers from the low frame rate, the noise
caused by sensors, the light illumination variation, and human motion. So the peak detec-
tion and filtering for rPPG signal is a particularly challenging task. Unfortunately, besides
the conventional peak detection with rule-based Local Maximum [Fukunishi et al., 2018],
there are not many works that focus on the peak detection and filtering of rPPG signal.
So in this subsection, we discuss several research works that focus on peak detection of
contact-based PPG signal and ECG signal. It is possible to adopt some of the algorithms
for rPPG peak detection.

Zong et al. [Zong et al., 2003] proposed to use Slope Sum Function (SSF) to enhance the
rising part of the ECG signal and reduce the falling part so that the shape of the signal
is simplified and more clear to conduct peak detection. They used this method to detect
the onset of the pulse wave. Jang et al. [Jang et al., 2014] adopted the SSF and used it
in the contact PPG. It turned out the SSF could work well on contact PPG signal with
some pre-processing and post-processing methods. Fu et al. [Fu et al., 2016] developed a
multi-scale Gaussian smoothing-based strategy for accurate peak extraction. The strategy
consisted of three stages: background drift correction, peak detection, and peak filtration.
Background drift correction was implemented using a moving window strategy. The me-
thod is a variant of the system used by the MassSpecWavelet [Du et al., ], i.e., the peaks
are found at local maximum values under various smoothing window scales. Since large
smoothing window sizes can naturally filter instrumental noise, peak detection can be
more accurately implemented compared with that achieved by wavelet analysis. The peak
filtering strategy was performed to remove peaks with signal-to-noise ratios smaller than
three. Elgendi et al. [Elgendi et al., 2013] proposed an event-related method that utilized
the property of the PPG signal that the average height of the systolic peak period (the
period where a peak appears) should be higher than the beat period (the period where a
heart beat appears) and the systolic peaks are the highest points inside the peak periods.
Thus the method detected the BVP peaks and addressed the non-stationary effects caused
by severe exercise conditions in hot and humid environment.

Another possible strategy to detect peaks is to detect the zero-crossing points after ap-
plying first derivative or Hilbert Transform. With the derivative, the onset of a PPG signal
can be related to a zero-crossing point before a maximal inflection, while the systolic
peak is related to a zero-crossing point after that inflection. One of the properties of the
Hilbert transform is that it is an odd function. That is to say that it will cross zero on
the x-axis every time that there is an inflexion point in the original waveform. Therefore
a crossing of the zero between consecutive positive and negative inflexion points in the
original waveform will be represented as a peak in its Hilbert transformed conjugate.

Li et al. [Li et al., 2010] applied a first derivative estimate to obtain zero-crossing points
that are used to evaluate the inflection points in the original PPG signal. Their algorithm
firstly seeks the candidate zero-crossing points in the derivative estimate. For detection
and denoising, it segments the filtered PPG signal into multiple equal divisions and then
applies a selective window to the beginning of each division. Within those windows, the
amplitudes and pulse rates are subsequently estimated and averaged as the initial thre-
sholds. Then, the algorithm searches for pairs of inflection and zero-crossing points in
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the PPG signal and their derivative in a beat-by-beat manner. Finally, within the beat eva-
luation phase, the algorithm then re-examines the PPG signals, and identifies candidate
onsets and systolic peaks based on both amplitude and interval thresholds determined in
the threshold estimation phase. Benitez et al. [Benitez et al., 2001] presented an algorithm
for QRS detection using the first differential of the ECG signal and its Hilbert transformed
data to locate the R wave peaks in the ECG waveform. Using this method, the differen-
tiation of R waves from large, peaked T and P waves is achieved with a high degree of
accuracy. In addition, problems with baseline drift, motion artifacts and muscular noise
are minimised. Similarly, Valluraiah et al. [Valluraiah et al., 2015] proposed a method that
the signal is preprocessed and is subjected to Hilbert transform along with a window to
enhance the presence of the signal, to detect peaks by setting a threshold. The median
filter is employed to remove the base line drift along with 35% of amplitude of the signal
has been considered under thresholding.

2.4/ Conclusion

According to these related works, it can be concluded that the basic framework of rPPG
measurement has been intensively studied and widely adopted. There are many existing
ROI selection algorithms (face detection, skin classification and landmarks detection),
RGB signal channel processing algorithms (BSS, color space analysis, etc.) and HR mea-
surement algorithms. Some computer vision researchers used more complex cameras to
improve the rPPG performance, however, the equipment is either expensive or not widely
available in everyday life, such as the thermal cameras and polarization devices. The ma-
jority of the rPPG works do not focus on improving BVP peak detection, which is critical
for PRV measurement. Biomedical and signal processing researchers used some novel al-
gorithms to improve the contact ECG/PPG measurement, and majority of the algorithms
have not been adopted by computer vision researchers in remote measurement, possibly
due to completely different experimental conditions.

In this thesis, we firstly implement the conventional methods for rPPG methods in or-
der to determine the best combination of the methods in the framework of physiological
measurement. Then we propose a novel computer vision algorithm to get better ROI seg-
mentation. After this we study and propose novel and effective algorithms to get precise
peak detection for remote PRV measurement.
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3
Comparative study of existing rPPG

methods

A s we have described in the previous sections, the rPPG methods share a common
pipeline (Fig. 2.1): 1) ROI selection for each frame, 2) RGB signals selection and

combination to get the pulse signal, and 3) finally the physiological parameters extraction
from the filtered pulse signal. In chapter 2, we have introduced multiple methods based
on this pipeline, such as various face detection methods and skin detection algorithms for
ROI detection and several channel selection and combination methods which were used
to get the BVP signal, such as the blind source separation. It is possible to find several
papers (e.g. [Christinaki et al., 2014] and [Li et al., 2018] ) that compare either the ROI
detection methods or the channel combination methods, but they have not studied the
performance of different combination of the methods. In this chapter, the combination of
three ROI segmentation methods and three channel selection methods are investigated in
the framework of HR measurement. The objective is to find the best combination of the
ROI segmentation method and RGB channel combination methods and lay the foundation
for further studies.
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3.1/ Description of the algorithms implemented in the com-
parative study

3.1.1/ ROI detection methods

Based on the state of the art established in the chapter 2, we observed that in most of
the articles, ROI segmentation was based either on face detection, skin pixel detection
or the use of a region defined by landmarks. It is of course not possible to compare all
the variants of these three methods in this chapter, so we have chosen to implement and
compare the performances obtained with the following 3 methods which have been used
in several articles.

Face detection and tracking. In many papers (e.g. [Wiede et al., 2016],
[Yang et al., 2016] and [Kalkhaire et al., 2016]), the regular and well-known Viola-
Jones face detector [Viola et al., 2001] is used in conjunction with the KLT feature
tracker [Lucas et al., 1981]. This method is now quite classical but presents satisfactory
performance in the experimental configuration of the rPPG application where people
often remain relatively static in front of a camera. Then, it is possible to observe that their
implementations are very easily accessible via Matlab’s computer vision toolbox or using
OpenCV.

Skin segmentation. As we mentioned in chapter 2, there are many different skin de-
tection methods. Some researchers (e.g. [Macwan et al., 2017]) used Conaire et al.’s
[Conaire et al., 2007] method in their rPPG research work. This method adaptively
chooses the thresholds for foreground detection for video frames in order to maximize
the mutual information between the foreground maps of the images. A dynamic program-
ming algorithm is used to efficiently investigate the search-space of all possible pairs of
thresholds. Eventually, this method works effectively and very fast since it is based on a
Look-Up-Table.

Landmark-based segmentation. Many scholars have used landmarks detection in
rPPG methods (e.g. [Lempe et al., 2013], [Heusch et al., 2017] and [Tasli et al., 2014]).
Kazemi et al. [Kazemi et al., 2014] proposed a method based on ensemble of re-
gression trees that performs shape invariant feature selection while minimizing the
same loss function during training time as we want to minimize at test time. They
presented a natural extension of the method that handles missing or uncertain labels.
Quantitative and qualitative results confirm that the method produces high quality predic-
tions while being much more efficient than the best previous method for different datasets.

The examples of the three methods are shown in chapter 2, in Fig. 2.2 (a), Fig. 2.3 (b) and
(d) respectively.
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3.1.2/ RPPG signal selection and combination methods

As for the ROI segmentation, we have implemented three different rPPG signal selection
and combination methods for comparison:

Green channel. According to Fig. 2.6, the wavelength around 550nm has the highest
absorption coefficient for HbO and Hb. The wavelength of 550nm is the green channel. So
the most straightforward way to estimate the rPPG signal from the RGB temporal traces
is to simply make use of the green channel [Lempe et al., 2013].

Principal Component Analysis (PCA). As mentioned in chapter 2, the BSS methods,
such as PCA and ICA, are the most widely used method for channel signal combination.
In our study, we chose PCA [Wedekind et al., 2015] as the representative of BSS me-
thods for rPPG. The main idea is to estimate three orthogonal linear combination of the
three color channel with the PCA algorithm. The component that carries the pulse signal
is a priori unknown. Commonly, the selection assumes that the pulse-signal shows the
strongest periodicity and is selected in our implementation using the component with the
highest signal-to-noise ratio (SNR).

Chrom. Another very popular algorithm is the one proposed by Haan and Jeanne by
using the chrominance signals [De Haan et al., 2013]. They proposed to use the ”skin-tone
standardization”, where the normalized skin tone, [R,G,B]/

√
R2 + G2 + B2, is supposed to

be the same for all under the white light [Rs,Gs, Bs] = [0.7682, 0.5121, 0.3841].

With the [Rs,Gs, Bs] being the standardized skin tone estimated coefficients. Let Rn, Gn

and Bn be the RGB time series obtained after pre-processing. The coefficients correct the
potentially nonwhite illumination by dividing the individual color channels by their means
and next by multiplying [Rn,Gn, Bn] with [0.7682, 0.5121, 0.3841], i.e., the standardized
RGB channels results as Rs = 0.7682Rn, Gs = 0.5121Gn and Bs = 0.3841Bn. Then, they
compute two intermediate signals X f and Y f projected on a plane orthogonal to the spe-
cular reflection. The idea being that the specular component of the reflected light does not
contain pulsatile information useful for the estimation of the rPPG signal. We have:

X f = 3Rn − 2Gn,

Y f = 1.5Rn + Gn − 1.5Bn.
(3.1)

These signals are then recombined following the alpha-tuning procedure:

S = X f − αY f ,

where α =
σ(X f )
σ(Y f )

.
(3.2)

This method is based on a simple analytical formulation of the RGB combinaison and
is thus very efficient. Moreover, thanks to the projection on a plane perpendicular to the
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specular component of the reflected light, this method is quite robust to disturbances due
to movement.

We have 3×3 = 9 combinations of methods to get the BVP signal. It is worth mentio-
ning that it is not necessary to implement all the ROI detection and channel selection
methods. For instance, the CROP methods proposed by Poh [Poh et al., 2010] and Liu et
al. [Liu et al., 2014] were not as effective as other ROI segmentation algorithms because it
eliminates the forehead which is useful for rPPG signal extraction. For the landmarks de-
tection methods, we chose Kazemi’s [Kazemi et al., 2014] algorithm because many other
effective approaches do not provide the facial contour, such as the methods proposed by
such as Zhang et al. [Zhang et al., 2014] and Asthana et al. [Asthana et al., 2014]. Fig.
3.1 shows the Kazemi’s algorithm implemented by Dlib library [King, 2009] and Fig. 3.2
shows Asthana’s algorithm. The latter gives the landmarks of eyes, nose and mouth but
does not give the facial contour, so the ROI cannot be obtained.

Figure 3.1 – Landmarks detection by Kazemi ( Source: blog.dlib.net/2014/08/real-time-
face-pose-estimation.html)

Figure 3.2 – Landmark detections with no facial countour ( Source: sites.google.
com/site/chehrahome/home/)

Similarly, we chose the PCA to represent all the BSS methods, because Lewan-
dowska et al.’s rPPG study showed that the PCA method could reduce the computa-
tion complexity significantly compared with the ICA methods with similar accuracy
[Lewandowska et al., 2011]. Due to the limited experimental time in real life applica-
tions, the computational efficiency is taken into consideration. Therefore the ICA-based
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methods are not implemented. Overall, only the methods that are most effective, efficient
and representative are considered here.

3.2/ Experiments

In this section, the dataset, experimental set up, software, evaluation metrics and results
are described in details. Similar experimental procedures are adopted in the next chapters.

3.2.1/ Dataset

For the experiments, we used two datasets. One is the openly published MMSE dataset 1,
and the other one is the UBFC-RPPG 2 dataset collected by ourselves.

MMSE Dataset. MMSE dataset was created by Zhang et al. [Tulyakov et al., 2016].
For the experiments, we used the 2D data of the MMSE dataset which consists of about
100 videos with the frame rate of 25 Hz. We adopted the dataset for several reasons: first of
all, the dataset is large enough for testing. Secondly, the dataset includes different peoples,
such as Europeans, Middle Easterners, South Asians, South Americans and East Asians
which potentially makes it more challenging for the RGB signal processing. Thirdly, the
contact PPG sensor was used to record the pulse signal as the ground truth which was
synchronized with the videos so that it can be used to train the data and quantitatively as-
sess the results. Lastly, with emotion elicitation in the experiments, the volunteers showed
some movement of faces and heads which make the dataset more complicated and closer
to the realistic scenarios. Similar to all the other rPPG experiments, the volunteers were
asked to sit at a fixed distance from the web camera with a background board. Several
sample images are shown in Fig. 3.3.

Figure 3.3 – Some sample images from the MMSE database.

1. http://www.stulyakov.com/papers/cvpr2016.html
2. https://sites.google.com/view/ybenezeth/ubfcrppg
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UBFC-RPPG dataset. The UBFC-RPPG dataset [Bobbia et al., 2017] was created by
Richard Macwan 3 of ImViA lab with a contact PPG sensor, a web camera and a laptop:

— The contact PPG used in the experiment is a CMS50E Pulse Oximeter made by
CONTEC company which utilizes the photoelectronic oxy-hemoglobin detection
technology to measure human oxygen saturation and pulse rate. The data were col-
lected from the volunteers’ fingers. The timestamps (in millisecond), Heart Rate,
the oxygen saturation and PPG signal are recorded by this contact sensor as the
ground truth. The device is shown in Fig. 3.4.

— The web camera is HD pro webcam C920 made by logitech. It can be connected
to a computer by the USB 2.0. In our experiment, the resolution is 640×480 and
the frame rate is 30 fps. The web camera is shown in Fig. 3.5.

— The laptop is used to record and synchronize the webcam and contact PPG.

Figure 3.4 – The contact PPG sensor.

Figure 3.5 – The web camera.

55 students participating in the experiments. The students were made to sit one meter
from the web camera. The focal length of the camera was adjusted to get the clear image.
The index finger of each participant was stably put into the contact PPG sensor to get the
ground truth. The experiment was done with ambient light. For each student, she/he was
asked to play a time-sensitive game and a video of about one minute was recorded. Fig.
3.6 shows the experimental set up. Fig. 3.7 shows two examples of the videos recorded in
the experiment. Although no dedicated light sources were adopted here, it can be observed
that there is no shadow on the faces.

3. https://scholar.google.com/citations?hl=fr&user=JOrxAzUAAAAJ&view op=list works
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Figure 3.6 – Experimental set up.

Figure 3.7 – The examples of UBFC-RPPG dataset.

3.2.2/ Software

System framework. As shown in Fig. 2.1, for each video frame, the segmented ROI
is spatially averaged to obtain the RGB values. The result of this process is a RGB time
signal. The RGB temporal traces are then pre-processed by zero-mean normalization, de-
trended using smoothness priors approach and bandpass filter with cutoff frequencies 0.7
Hz and 3.5 Hz. The rPPG BVP signal is then extracted using the channel signal selection
and combination methods. With this processing, the beats of the BVP versus time can
be found by peak detection. The HR is usually computed in two different ways: 1) Set
a small window (T seconds) and move it along the BVP signal. Count the number (N)
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of the beats within this window. Then HR is calculated as 60 × N/T . 2) Get the PSD of
the BVP signal and detect the peak of the PSD. The frequency of the peak is considered
as the HR. For instance, if the frequency of the peak of the PSD of BVP is 1.5 Hz. The
HR is 1.5 × 60 = 90 beats/minute. Practically, the peak detection is a difficult task for
rPPG signal due to limited frame rate, human movement, light variation and sensor noise,
we estimated HR by Welch’s method and estimated the periodogram over a 20 seconds
moving window, with a step size of one second. The same HR estimation procedure are
used on the PPG signal recorded with the contact sensor and on the rPPG signal given by
different combination of methods.

The implementation of the algorithms. Most of these algorithms are implemented
with Matlab. It is worth mentioning that the skin/non-skin detection has been implemented
by the authors [Conaire et al., 2007] 4. The Viola-Jones algorithm with tracking is propo-
sed by Matlab library 5. The facial landmark detection proposed by [Kazemi et al., 2014]
was implemented with the Dlib C++ library 6. This Dlib implementation was selected,
because it processes much faster than other implementations, and it provides the facial
contour that many other implementation do not have. There are 68 landmarks (Fig. 2.4),
with which the desired ROI can be found within the facial contour without the eyes and
the mouth. Fig. 2.3 (d) shows the ROI of the student obtained based on the landmarks.
The black parts are the pixels that are eliminated. It can be seen that the background, eyes
and the mouth were discarded.

3.2.3/ Evaluation metrics

To evaluate the performance of the rPPG method compared with the ground truth, the
signals of the web camera and contact PPG were synchronized. We propose to use some
evaluation metrics: Pearson correlation coefficient (R), Mean Absolute Error (MAE), Root
Mean Square Error (RMSE) and mean Signal-to-noise ratio (meanSNR), etc.

1. Pearson correlation coefficient (R). The R is the correlation between the actual out-
comes and the predicted outcomes. It can be expressed as:

R =

∑n
i=1(HRPPG(i) − HRPPG)(HRrPPG(i) − HRrPPG)√∑n

i=1(HRPPG(i) − HRPPG)2
√∑n

i=1(HRrPPG(i) − HRrPPG)2

(3.3)

where n is the number of estimations collected from the entire dataset, HRPPG is the
ground truth HR, and HRrPPG is the HR calculated by the rPPG signal. This feature can
be used to evaluate the correlation between the remote PPG result with contact PPG mea-
surement. Fig 3.8 displayed one example of the correlation assessment of the HR from
remote method compared with the ground truth. An ideal algorithm should have all the
points onto the diagonal line of 45 degrees and the slope coefficient should be very close
to 1.

4. http://clickdamage.com/sourcecode/index.php
5. fr.mathworks.com/help/vision/examples/face-detection-and-tracking-using-the-klt-algorithm.html
6. http://blog.dlib.net/2014/08/real-time-face-pose-estimation.html
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Figure 3.8 – Correlation plot between the HR estimated from the rPPG signal (Estima-
tedHR) and from the contact sensor (HR). n is the number of points.

2. MAE (in second). The Mean Absolute Error (MAE) is the average of the absolute diffe-
rences between the estimated values and the ground truth where all individual differences
have equal weight:

MAE =
1
n

n∑
i=1

|HRPPG(i) − HRrPPG(i)| (3.4)

where HRPPG is the ground truth HR, HRrPPG is the estimated HR value from rPPG signal,
and n is the number of points of the rPPG signal.

3. MAE5 (in second). The MAE is not a perfect metric because actually it is strongly
affected by outliers. A high-quality signal with some extreme outliers may have a worse
MAE value than a low-quality signal with fewer extreme outliers. MAE5 is a metric which
discards all the outliers with the error bigger than 5. It can be expressed as:

MAE5 =
1

n − nout

n−nout∑
i=1

|HRPPG(i) − HRrPPG(i)|, with |HRPPG(i) − HRrPPG(i)| < 5 (3.5)

where nout is the number of outliers.

4. Mean5. This metric is proposed to calculate the percentage of estimations where the
absolute error is under 5 bpm. It is used to assess the quality of a signal. The high-quality
signal should have fewer outliers and have a bigger Mean5 value. The estimations with
error bigger than 5 are considered as outliers.

5. Mean2.5. Similarly, the Mean2.5 is the percentage of estimations where the absolute
error is under 2.5 bpm. The estimations with error bigger than 2.5 are considered as out-
liers.

6. RMSE (in second). RMSE is Root Mean Square Error. It is the square root of the
average of squared differences between prediction and actual observation. It is expressed
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as:

RMS E =

√√
1
n

n∑
i=1

(HRPPG(i) − HRrPPG(i))2 (3.6)

7. MeanSNR (in dB). MeanSNR represents the average of all the SNR defined as the
ratio of the power of the main pulsatile component and the power of background noise,
computed in dB due to the wide dynamic range of the signals. The SNR is estimated with:

S NR(i) = 10log10


∫ f 2

f 1
hsignal( f )|F {S i(t)}|2d f∫ f 2

f 1
hnoise( f )|F {S i(t)}|2d f

 (3.7)

where F {S i(t)} is the Fourier transform of the ith rPPG signal S i(t), hsignal( f ) and hnoise( f )
are the signal parts and noise parts respectively, f 1 and f 2 are the lower and upper limit of
the integral defined by the possible physiological range of the heart rate (40 to 240 bpm in
our case). The signal part hsignal( f ) is estimated using the peak of the periodogram of the
contact PPG signal and hnoise( f ) = 1 - hsignal( f ). As shown in Fig. 3.9, the red part (main
pulsatile) is considered as the signal and the blue part is considered as noise.
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Figure 3.9 – The PSD of the rPPG signal. The red part (main pulsatile) is the signal and
the blue part is the noise.

3.2.4/ Results and discussion

The experimental data was tested with the combination of the three ROI segmentation
methods and the three channel combination methods. The average values of metrics for
MMSE dataset and UBFC-RPPG dataset are shown in Tables 3.1 and 3.2 respectively.

According to both tables, it can be seen that the results are heterogeneous, the skin detec-
tion is best for ROI detection, Chrom is the better method for channel selection method
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Table 3.1 – The average evaluation values of MMSE dataset.

Methods R Mean2.5 Mean5 MAE MAE5 RMSE MeanSNR

Skin/Chrom 0.725 0.611 0.858 4.42 3.15 6.10 2.94

Skin/Green 0.402 0.533 0.604 9.22 3.34 12.11 0.72

Skin/PCA 0.459 0.482 0.594 9.58 4.01 13.12 0.24

Face/Chrom 0.508 0.573 0.672 7.36 3.27 9.42 1.32

Face/Green 0.252 0.414 0.536 17.84 3.98 21.12 1.41

Face/PCA 0.151 0.372 0.481 23.13 2.07 22.26 2.12

Landmarks/Chrom 0.583 0.502 0.718 6.21 4.26 8.13 1.04

Landmarks/Green 0.184 0.320 0.441 16.51 5.43 20.82 0.91

Landmarks/PCA 0.202 0.363 0.484 14.16 4.92 18.18 1.29

Table 3.2 – The average evaluation values of UBFC-RPPG dataset.

Methods R Mean2.5 Mean5 MAE MAE5 RMSE MeanSNR

Skin/Chrom 0.800 0.722 0.928 2.88 1.48 3.81 4.63

Skin/Green 0.460 0.603 0.790 7.73 1.62 10.83 1.01

Skin/PCA 0.481 0.579 0.763 8.61 1.72 11.53 0.49

Face/Chrom 0.614 0.644 0.843 5.82 1.58 8.61 1.97

Face/Green 0.296 0.456 0.612 15.05 1.62 18.33 1.77

Face/PCA 0.139 0.356 0.500 20.98 1.64 24.73 3.16

Landmarks/Chrom 0.719 0.697 0.909 3.23 1.54 4.98 3.08

Landmarks/Green 0.375 0.461 0.623 12.65 1.71 16.53 2.74

Landmarks/PCA 0.315 0.451 0.629 13.36 1.85 17.66 1.56

in both dataset and the combination of skin + chrom performs the best among all the
combination of methods. The results of both dataset show similar tendency. For instance,
the MAE and RMSE of the Skin/Chrom methods are the lowest in both dataset. This me-
thod has the highest Mean2.5 and Mean5 of all, which means it has very few outliers. The
landmarks detection with Chrom also have a quite low MAE and RMSE for UBFC-RPPG
dataset, but it has a lower Mean2.5 and Mean5. This means there are more outliers of the
landmarks detection than the skin detection with Chrom method. The Skin/Chrom com-
bination also has the highest correlation R, which is much closer to 1 than other methods,
and this means the correlation of Skin/Chrom methods between the remote method and
the ground truth is very high. The mean SNR of the Skin/Chrom method is the highest as
well, which means the performance of the remote PPG is very close to the ground truth
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in the frequency domain. According to the results of both datasets, the underperformed
combination is the face detection with PCA. The MAE5 of Face/PCA is low, but the MAE
is very high and the Mean2.5 and Mean5 are very low. This means the Face/PCA method
has a quite large number of outliers. Fig. 3.10 shows an example of relatively accurate HR
measurement obtained with Skin/Chrom from one video of the UBFC-RPPG dataset. The
remote signal is very close to the ground truth with very few outliers. Fig. 3.11 shows an
example of imprecise HR signal obtained by Skin/Green for the same video, and it can be
seen that the remotely measured HR is completely different with the ground truth from 36
to 56 second.

It is interesting that the results of UBFC-RPPG are better than those of MMSE dataset.
This may be because the MMSE dataset has more head movements and the signal is much
more noisy.
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Figure 3.10 – An example of relatively accurate measurement generated from UBFC-
RPPG dataset (the red signal is the HR obtained by rPPG and the green signal is the
ground truth).
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Figure 3.11 – An example of imprecise measurement generated by UBFC-RPPG dataset
(the red signal is the HR otabined by rPPG and the green signal is the ground truth).
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3.3/ Conclusion

The rPPG for physiological parameters measurement is much more complicated than the
contact PPG methods because there is signal noise and external influences from the en-
vironment. Therefore accurate ROI detection and effective channel signal selection me-
thods are very critical for the rPPG applications. Previous researchers have already pro-
posed some methods for these tasks, however, the performance of the combination of
the different ROI detection and channel selection methods are not investigated. To obtain
the best combination and lay a solid foundation for the further studies, we have studied
the algorithms and implemented three state-of-the-art methods for the ROI detection and
three rPPG channel selection and combination methods. To test the performance of these
methods, we adopted two experimental datasets which were set up with a low-cost web
camera, a contact PPG sensor and a laptop. Several evaluation metrics were used to as-
sess the performance of different methods. The results show that Conaire’s skin detection
[Conaire et al., 2007] with Chrom method [De Haan et al., 2013] is the best among all. It
has the highest SNR value and lowest error and obtains high-quality signal with few out-
liers. The facial landmarks detection with Chrom is not incorrect, but the error is greater
than the Skin/Chrom combination and has more outliers. As we have mentioned, the two
main objectives of the PhD project are: 1) improve the ROI detection for rPPG frame-
work, 2) improve the peak detection for BVP signal to get better PRV signal. This chapter
has laid a solid foundation to achieve the two objectives. Since the Chrom performs better
than other channel selection methods, we will use it as the channel signal selection me-
thods in the next steps. The same experimental datasets and similar evaluation metrics are
adopted in the next steps as well.





4
Model-based Region of Interest

segmentation for rPPG

Existing research works have indicated that the ROI detection has significant effect on
the performance of rPPG methods [Bousefsaf et al., 2013] [Bobbia et al., 2016]. This

is because the numerical error of the signals will increase if the number of the effective
pixels, i.e. skin pixels, is too small. Conversely, the number of non-skin pixels also has
a significant negative influence on signal quality. Moreover, it has been shown that rPPG
signal is not distributed homogeneously on the face. Some skin regions contain more rPPG
signal than others. For example, the cheeks and forehead contain much more effective
information than other areas of the face [Kwon et al., 2015]. Therefore, the improvement
of ROI selection based on the importance of different regions has great potential. In this
chapter, we describe the contribution to improve the ROI segmentation by giving proper
weight to each pixel.
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4.1/ Introduction

In chapter 2, we have introduced several existing ROI segmentation methods. In chapter 3,
we have shown that Conaire’s skin detection algorithm [Conaire et al., 2007] is the most
effective ROI selection methods among all methods. In the previous rPPG research works,
the detected ROI pixels of each frame are spatially averaged to get the RGB channels with
which the BVP signal is finally obtained. However, there is one potential problem in this
conventional approach, i.e., all the ROI pixels are assumed to contain the same amount of
rPPG information with the same quality. This is a wrong assumption as Kwon et al. has
indicated that the cheeks and forehead contain much more information than other areas of
the face [Kwon et al., 2015]. The causes for this uneven signal distribution may be that the
facial blood vessels are not homogeneously distributed, and the concentration of melanin
and hemoglobin are not the same in different tissue regions. As illustrated in Fig. 4.1, the
facial blood vessels distribution are not homogeneous.

Figure 4.1 – Superficial facial blood vessels distribution: a) arteries, b) veins, c) arteries
and veins together (image from [Buddharaju et al., 2008]).

From this premise, some studies have suggested to simply select certain sub-
regions which contain more information, such as the cheeks and/or forehead, as ROI
[Scalise et al., 2012]. This selection has the undeniable advantage of simplicity but it is
also possible to weight the skin pixels by their relative importance.

In this chapter, we propose a model-based ROI segmentation that explicitly favors the
most important facial regions. The model describing the spatial distribution of rPPG in-
formation on the face was trained with ten videos. This model is then used to weight the
pixels during spatial averaging. This approach has been validated using our in-house pu-
blicly available video dataset which is introduced in the previous chapter. We show that
this modification in how the spatial averaging of the ROI pixels is calculated can signifi-
cantly increase the final rPPG signal quality compared with other state of the art methods
such as Conaire’s skin detection.
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4.2/ Model-based ROI segmentation

The proposed technique for explicitly favoring certain areas of the face during the spatial
averaging step of RGB pixels works within the regular rPPG framework presented in Fig.
2.1.

Obtaining the model. The model that encapsulates the spatial distribution of rPPG in-
formation was trained using an in-house database of 10 videos recorded under very fa-
vorable conditions. For this experiment, we used a EO-23121C camera recording 1024
× 768 uncompressed images at 30 fps. The average length of each video is about one
minute. Subjects sat on a chair with back support. To make sure that the face is fixed in
a specified position, we used a shelf and asked the volunteers to put the heads onto the
shelf. Fig. 4.2 shows two sample images from the dataset.

Figure 4.2 – Two examples of the subjects that were used to get the model.

We estimate the SNR for each pixel of the 10 subjects, thus a SNR map for each subject
can be obtained. The model can then be generated as the average of the 10 SNR maps. To
do this, the faces of our database should be aligned and resized. In our implementation, the
face sequence is aligned based on the location of the eyes. This process relies on the facial
landmarks to obtain a normalized rotation and scaled representation of the face sequences
which are centered in the image, rotated such that the eyes lie on a horizontal line and
scaled so that the size of the faces are approximately identical.

To get the SNR of each pixel, we extracted the rPPG signal of the pixel and obtained the
PSD with FFT, and the SNR is estimated as the ratio of the area surrounding the maximum
peak in the PSD, divided by the area under the rest of the PSD curve:

S NR(x,y) = 10log10


∫ f 2

f 1
hsignal( f )|F {S (x,y)(t)}|2d f∫ f 2

f 1
hnoise( f )|F {S (x,y)(t)}|2d f

 (4.1)

where S (x,y)(t) is the signal value in pixel location (x, y) at time t, and F {S (x,y)(t)} is the
Fourier transform of the rPPG signal of the pixel in the entire video sequence. Fig. 4.3
shows the two SNR maps of the videos presented in Fig. 4.2. Eventually, the general
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model can be obtained as the average of the 10 aligned SNR maps. Fig. 4.4 presents
the spatial distribution of the SNR values averaged for all the videos of this dataset. As
expected, we can observe that cheeks and forehead have in average, higher SNR (about 6
dB) than other face locations (e.g. 0 dB for the chin).
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Figure 4.3 – The SNR map of the two subjects. The yellow parts have higher SNR and
the green/blue parts have lower SNR.
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Figure 4.4 – The model. The yellow parts have higher SNR and the green/blue parts have
lower SNR.

Applying the model on the video sequence. This spatial map is used during the spatial
averaging of the pixels of the ROI. Instead of using equal weights for all pixels in the ROI,
we use a weighted average where weights are defined based on our model. The weights
are calculated as:

ω(x,y) =
aS NR(x,y)∑

(x,y) aS NR(x,y)
(4.2)
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where a is a constant. With higher a, the weights of the region of higher SNR are hi-
gher. The optimal selection of a is done empirically. Experiments and details are given in
Section 4.3.

Eventually, RGB triplet at time t is obtained for each frame with the following weighted
average:

S RGB(t) =
∑
x,y

It(x, y) × ω(x,y) (4.3)

where It(x, y) is the RGB value at time t of a pixel at location (x, y) and ω(x,y) is the
corresponding weight of the pixel.

It is interesting to note that this technique can be advantageously combined with all the
rPPG methods that perform a spatial average of the ROI pixels.

4.3/ Experiments and results

As we have shown in the Chapter 3, Conaire’s skin detection [Conaire et al., 2007] is
the best state-of-the-art ROI segmentation method. Therefore, the proposed model-based
ROI segmentation (later called model) is experimentally compared with skin detection
(skin). The result of face detection (face) is also presented as a reference. We used the
same system framework described in Fig. 2.1, and the channel selection method is Chrom
[De Haan et al., 2013] as we have validated that this is the most efficient and effective
algorithm for RGB channel combination in Chapter 3. Then the BVP signal are obtai-
ned and the HR can be calculated. The same video datasets (UBFC-RPPG and MMSE)
and metrics described in Chapter 3 are used in this experiment. Note that the results in
this chapter should not be compared with the results in Chapter 3 because some internal
parameters have been changed in this implementation.

The results of UBFC-RPPG dataset. First, we empirically select the optimal scalar a
of equation 4.2. To do this, we tested some values for a in the system framework with the
metrics presented in Chapter 3 and finally a = 2 was selected.

Second, the proposed model-based ROI segmentation method is compared with other
state-of-the-art methods. The average results are shown in table 4.1. It is obvious that the
ROI segmentation algorithms have significant effects on the results. All the metrics are
very different with different ROI selection methods. It is also very clear that the proposed
algorithm performs much better than all the other algorithms. It has the lowest MAE5
and RMSE. It has the highest correlation R, which means the rPPG method matches the
ground truth better than other methods. SNR metric is also the highest which indicates
that the method offers the best quality of the signal in frequency domain. The skin method
is actually very effective, but it is slightly worse than the proposed algorithm.

In the experiments, we noticed some interesting cases. Firstly, the rPPG signal of one vi-
deo is very clear with very little noise, because the volunteer has no beard, no glasses, did
not move and sat at the precise location of the focal length of the camera. The HR of this
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Table 4.1 – The average evaluation values for different ROI detection methods with
UBFC-RPPG dataset.

R Mean2.5 Mean5 MAE MAE5 RMSE SNR
face 0.606 0.612 0.766 8.72 1.50 12.40 0.57
skin 0.800 0.716 0.851 5.10 1.36 6.78 3.21
model 0.816 0.750 0.872 3.99 1.29 5.55 3.35

video obtained by face, skin and model are shown in Fig. 4.5 from top to bottom respecti-
vely, where the red signals are rPPG measured HR and the green signals are ground truth.
It can be seen that the rPPG signals from all the three methods matched the contact signal
very well. With this video, all three methods gave similarly fine results with the proposed
method being slightly better. The MAE is 2.35 and Mean5 is 0.98 for model. The MAE is
2.73 and the Mean5 is 0.98 for skin. For face, the MAE is 2.96 and the Mean5 is 0.95. Fig.
4.6 shows the enlarged details of the results given by face and skin respectively from 15
to 20 seconds. Fig. 4.7 shows the enlarged details of the results given by skin and model
respectively from 20 to 30 seconds. It is clear that skin is more accurate than face, and
model is more accurate than skin in these periods.

Secondly, in another video where the volunteer’s head kept moving at the beginning, we
observed that the simple face detection basically fails while skin and model succeeds
for the same period. This is because the movement of the head significantly reduces the
number of the effective skin pixels for face detection, while the negative effects on the skin
detection and the proposed method is minimized. Fig. 4.8 shows that in this case the HR
signal calculated by face detection (the top image) of the beginning 5 seconds is incorrect.
It can be seen that the model only gives slightly better results than skin, and this is because
the beard of the volunteer affects the performance of the proposed method. It implies that
the combination of model and skin may be the ideal solution for ROI detection.

Fig. 4.9, 4.10 and 4.11 show the correlation plot of the HR estimation given by face, skin
and model respectively for the entire dataset. It can be seen that the correlations of both
skin and model with the ground truth are much stronger than face, and model is slightly
better than skin.

The results of MMSE dataset. Similarly, we empirically selected the optimal scalar
a = 2 of equation 4.2 for MMSE dataset. The results are shown in Table 4.2. According
to the results, it can be seen that both skin and model performs much better than face in
this dataset. However, the proposed method is not much better than skin. It has higher
SNR and Mean2.5 and lower MAE5, but it gives slightly lower correlation R, Mean5 and
slightly higher error for MAE and RMSE. This is because in this dataset, there are much
more large head movement, therefore the landmarks which are used to align and resize
the face sequences may be not precise, and the performance of the proposed method is
negatively affected in this process.
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Figure 4.5 – The signals obtained by three methods in one case. From top to bottom are
face, skin and model respectively. The red signals are rPPG measured HR and the green
signals are ground truth.

15 15.5 16 16.5 17 17.5 18 18.5 19 19.5 20

seconds

91

92

93

94

95

96

97

98

H
e
a
rt

 R
a
te

 (
b
p
m

)

HR PPG

HR rPPG

15 15.5 16 16.5 17 17.5 18 18.5 19 19.5 20

seconds

91

92

93

94

95

96

97

98

99

H
e
a
rt

 R
a
te

 (
b
p
m

)

HR PPG

HR rPPG

Figure 4.6 – The enlarged details of the HR signals obtained by face and skin from 15 to
20 second. The left image is face and the right image is skin. The red signals are rPPG
measured HR and the green signals are ground truth.
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Figure 4.7 – The enlarged details of the HR signals obtained by skin and model from 20 to
30 second. The left image is skin and the right image is model. The red signals are rPPG
measured HR and the green signals are ground truth.
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Figure 4.8 – The signals obtained by three methods in the second case. From top to bottom
are face, skin and model respectively. The red signals are rPPG measured HR and the green
signals are ground truth.

4.4/ Conclusion

The ROI for rPPG methods must contain as much useful information as possible. Most of
the state-of-the-art methods focus on the improvement of the face and skin detection, and
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Figure 4.9 – The correlation plot of the HR estimation given by face. The x axis is the
estimated HR and the y axis is the ground truth.
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Figure 4.10 – The correlation plot of the HR estimation given by skin. The x axis is the
estimated HR and the y axis is the ground truth.

Table 4.2 – The average evaluation values for different ROI detection methods with
MMSE dataset.

R Mean2.5 Mean5 MAE MAE5 RMSE SNR
face 0.473 0.451 0.473 13.91 7.02 17.60 0.33
skin 0.727 0.603 0.799 8.10 4.16 9.32 1.79
model 0.705 0.632 0.781 6.88 5.41 9.97 1.89

their objectives are mostly to get as many skin pixels as possible and to discard as many
non-skin pixels as possible. However, the rPPG signals are not distributed homogeneously
on the human face due to the distribution of blood vessels, therefore it is reasonable to use
weights on the pixels before other processing. In this chapter, we present a model based on
SNR weights to improve the ROI precision. To get the model, we did experiments with a
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Figure 4.11 – The correlation plot of the HR estimation given by model. The x axis is the
estimated HR and the y axis is the ground truth.

camera and a contact PPG sensor as the ground truth. We recorded 10 high-quality videos
with favourable conditions and used them to create the SNR weight map. The datasets
introduced in Chapter 3 were tested with this model in the framework of HR measurement.
The results showed that the ROI segmentation affects the HR measurement significantly
and our new algorithm performed better than the other state-of-the-art methods in UBFC-
RPPG dataset. However, the proposed method is not much better than Conaire’s skin
detection [Conaire et al., 2007] in the MMSE dataset, because there are significantly more
head movements in this dataset. The landmarks are not precise when the head movement
is very large and the model generated by the method is not aligned properly with the face
sequences, and this has negative influence on the performance.

With the proposed ROI detection method and the Chrom channel combination, we can
proceed to do the peak detection on the obtained BVP signal and get the PRV. This will
be described in the next chapter.



5
Remote PRV measurement

A fter the model-based ROI detection and Chrom color channel combination, the BVP
signal is obtained. The PRV can then be estimated with the BVP peak detection. Un-

like the HR, the PRV is sensitive and not precisely measured in remote methods due to the
low frame rate of the camera, the movement, the noise of the sensors, the light variation,
etc. For instance, in our case, the BVP signal of MMSE dataset is 25 Hz and we inter-
polated it with the frame rate of 200 Hz. Therefore, improving the precision of the PRV
estimation is a significant task. However, the research related to this topic is very limited.
The existing works are still based on the conventional Local Maximum and the parame-
ters setting were not discussed in the papers [Fukunishi et al., 2018] [Huang et al., 2016].
There have been more research works for the peak detection with contact equipment, for
instance, the famous SSF method [Zong et al., 2003] has been effectively used for contact
measurement (e.g. ECG) of HR [Rankawat et al., 2015] [Jang et al., 2014]. But it has not
been investigated in the rPPG methods. In this chapter, we focus on the improvement of
the BVP peak detection and remote PRV measurement. Firstly we validate that SSF can
be used in the rPPG framework. Then we proposed two novel methods, namely adap-
tive SSF and Adaptive Two-window Peak Detection to improve the performance. Some
features and metrics are calculated to assess these methods. We show that the proposed
methods are more effective than existing methods.
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5.1/ Introduction

The HRV has been investigated by the medical researchers as a biomaker for the ANS
[Evans et al., 2013]. Several features of the HRV can be used to detect the human emotion
states. For instance, the LF feature of PRV reflects both sympathetic and parasympathetic
activity of the ANS and the HF feature reflects the parasympathetic branch of the ANS.
According to the previous research, the PRV measured by PPG techniques can be a surro-
gate measurement of HRV in some conditions [Gil et al., 2010]. In some rPPG works, the
spectral features of PRV were used to detect the cognitive stress [McDuff et al., 2014a].
Some other PRV features obtained by rPPG in time domain such as Standard Deviation
and Root Mean Square of the Successive Differences are possible to be used to determine
different human emotion states as well [Michels et al., 2013].

One challenge of the rPPG method is to precisely measure the PRV based on BVP
peak detection as the performance could suffer from low frame rate, light variation,
and human movement under remote conditions. The existing works are very limited
for this topic. Majority of them are based on conventional Local Maximum peak detec-
tion [Huang et al., 2016][McDuff et al., 2014a][Fukunishi et al., 2018] which may fail in
complex signals. To address this issue, we proposed three methods to improve the perfor-
mance. In this chapter, we firstly describe the original SSF algorithm which has been used
in the contact measurement such as the ECG and validate that it can be used to improve the
remote PRV measurement. Then we describe the proposed Adaptive SSF method to fur-
therly improve the performance. After this, we elaborate the novel Adaptive Two-window
Peak Detection.

5.2/ Slope Sum Function

5.2.1/ Algorithm

Most of the BVP signals are periodic or quasi-periodic signals where rising phases and
falling phases appear alternately and sequentially. To reduce the noise of the BVP signal
which may affect the detection of systolic peaks, it is possible to consider enhancing the
rising trend of the signal and reducing the downward trend of it, so that the signal may
be more clear for the peak detection. Based on this idea, Zong et al. proposed to use the
SSF [Zong et al., 2003] to detect the onset of arterial blood pressure pulses with contact
equipment, and the function is expressed as:

S new(i) =

i∑
i−w

∆S i and i = w + 1,w + 2, ...,N (5.1)

and ∆S i is expressed as:

∆S i =

S (i) − S (i − 1) if S (i) − S (i − 1) > 0
0 if S (i) − S (i − 1) ≤ 0.

(5.2)

Equations 5.1 and 5.2 show the calculation of the new signal S new transformed from the
original signal, where S is the original signal, i represents the time index of the signal
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and w is the window size. To maximize the effect of SSF, the window size w should be
approximately the same with the length of the rising phase of the original signal.

Fig. 5.1 shows an example of the BVP signal transformed by SSF. The black signal is
the BVP signal generated from the MMSE dataset. The blue signal is the new signal
after transformation using SSF. It can be seen that after using the SSF, the upslope part is
enhanced and it becomes sharper and more straightforward for peak detection.

11 11.5 12 12.5 13 13.5 14 14.5

Time (s)

Peak Detection With SSF Method

SSF Signal

BVP Signal

Figure 5.1 – An example of the Slope Sum Function (SSF) method. The original BVP
signal generated from the video is black and the SSF signal is blue.

5.2.2/ Experiments

As discussed, the SSF has been successfully implemented for peak detection for contact
signal such as ECG, but it has not been validated on the rPPG signal. Therefore, it is ne-
cessary to test if this algorithm can be applied on the rPPG signals to improve the peak
detection with the two datasets. The ground truth of the BVP signal and peak locations
were given by the contact sensor, so the precision of the peak detection and PRV measu-
rement can be assessed by the errors between the rPPG signals and the ground truth. We
proposed to use some metrics to evaluate the performance of both methods. The evalua-
tion metrics of the experiment are shown in Table 5.1, which are classified as three groups
of metrics:

1) Peak Detection Errors. This group of metrics is used to evaluate the accuracy of peak
detection.

— Proportion of correctly/incorrectly detected peaks and missing peaks (%CP,%IP
and %MP). Since the ground truth is provided by the contact sensor measured
from fingers and the rPPG was measured from faces, there is a time difference bet-
ween the peaks on the rPPG signal and the contact PPG signal called pulse transit
time [Smith et al., 1999] which is possibly caused by the different distance from
the heart and the recording sensor. As a result, the search range for the correctly
detected peaks was empirically set to 0.2 s. If there is more than one peak in the
search range, then the extra peaks are considered as incorrectly detected peaks. If
there is no peak, then it is considered as a missing peak. With these conditions,



62 CHAPITRE 5. REMOTE PRV MEASUREMENT

%CP is calculated as the number of correctly detected peaks over the number of
peaks of ground truth. %IP and %MP are calculated in the same way.

2) PRV Errors. This group of metrics is used to evaluate the accuracy of PRV measure-
ment.

— PRV Errors (PRVer in seconds) and Inter-beat Interval Errors (IBIer in seconds).
According to [Malik, 1996], the PRV signal can be represented in two different
ways. It is either calculated as a peak interval series versus number of progressive
peaks, or a peak interval series versus time, which is obtained as a signal of a
function of time by interpolating the discrete event series (DES). In our case, PRV
is the peak interval series over time. IBI is the peak interval series versus number
of progressive peaks. Both PRVer and IBIer are calculated as the absolute average
difference between the remotely measured PRV signal and ground truth contact
PRV signal.

— Relative PRV Errors (%PRVer). It is calculated as the average value of PRVer
over the PRV of the ground truth in each time stamp.

3) PRV Feature Errors. This group of metrics is used to evaluate the accuracy of PRV
features.

— Errors of Standard Deviation of IBI Series (STDer in seconds). This is calculated
as the absolute difference between the Standard Deviation (STD) of rPPG measu-
red IBI and the STD of IBI measured by ground truth contact PPG signal.

— Errors of Root Mean Square of Successive Inter-Beat Interval Differences (RM-
SSD) (RMSSDer in seconds). As before, this metric is calculated as the absolute
difference between the RMSSD measured by rPPG and the RMSSD measured by
the ground truth. The RMSSD was defined as:

RMS S D =

√√√
1

N − 1

N−1∑
i=1

(IBI(i+1) − IBIi)2 (5.3)

where IBIi is the ith peak interval value.
The experimental results were the average values of the entire testing dataset.

As mentioned, the window size w used in the equation 5.1 should be approximately the
same with the length of the rising phase of the original signal in order to effectively trans-
form the signal with maximum upward trend. In the case of UBFC-RPPG dataset, the
window size was selected as the time of 9 samples for the frame rate of 30 fps. For MMSE
dataset, the window size was selected as the time of 10 samples for the frame rate of 25
fps. Both parameters were optimized with brute force search by metrics PRVer, IBIer and
%CP. We compare this method with the Local Maximum method which can be easily
implemented by MATLAB’s function ”findpeaks”. The parameters ”MinPeakDistance”
and ”MinPeakProminence” of the function were optimized using brute force search with
PRVer, IBIer and %CP as well.

5.2.3/ Results

Results of MMSE dataset. Tables 5.2, 5.3, and 5.4 are the results of the MMSE dataset
with the SSF method and Local Maximum method. First of all, it can be seen that the SSF
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Table 5.1 – Evaluation Metrics.

Category Metrics Denotation Unit
Peak
Detection
Errors

Proportion of cor-
rectly detected peaks

%CP Percentage (%)

Proportion of incor-
rectly detected peaks

%IP Percentage (%)

Proportion of missing
peaks

%MP Percentage (%)

PRV
Errors

Inter-beat interval er-
rors

IBIer Seconds (s)

PRV errors PRVer Seconds (s)
Relative PRV errors %PRVer Percentage (%)

PRV
Feature
Errors

Errors of standard de-
viation of IBI signal

STDer Seconds (s)

Errors of root mean
square of successive
inter-beat interval dif-
ferences

RMSSDer Seconds (s)

Table 5.2 – The average peak detection errors with MMSE dataset.

Methods %CP %MP %IP
Local Maximum 87.8% 3.8% 8.4%
SSF 90.5% 4.0% 5.5%

method gives higher proportion of correctly detected peaks than the conventional Local
Maximum method and this means the SSF is an effective method to transform the original
signal and detect the peaks. Although the SSF changes the shape of the original signal as
shown by Fig. 5.1, the PRV measurement should not be affected if this shift is closer to a
constant, as the PRV is the time differences of the peaks.

Table 5.3 – The average PRV errors with MMSE dataset.

Methods IBIer PRVer %PRVer

Local Maximum 0.17 0.16 21.7%
SSF 0.15 0.14 21.5%

Table 5.4 – The average errors of PRV features with MMSE dataset.

Methods STDer RMSSDer

Local Maximum 0.09 0.11
SSF 0.08 0.07

Table 5.3 shows that both the IBI errors and PRV errors obtained by SSF method is smaller
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than the Local Maximum method. This means, the SSF method indeed improves the PRV
measurement, possibly due to more correctly detected peaks. The shift between the SSF
signal and original signal has no significant influence on the PRV measurement with SSF.

Table 5.4 indicates that the PRV features obtained by SSF is better measured than Local
Maximum method. This means SSF could improve the performance when these features
are adopted in practical applications such as emotion detection.

Fig. 5.2 shows the peak detection with Local Maximum and SSF respectively. It can be
seen that both methods work well on this video, however, the Local Maximum method
gives an incorrectly detected peak on the remotely measured BVP signal around 22 se-
conds. While the SSF successfully avoided the error with the transformed signal. Fig. 5.3
shows the clear images of both signals around 22 seconds. It is worth mentioning that the
parameters of the Local Maximum method is already fully optimized with the brute force
search. This shows the disadvantages of all the rule-based on Local Maximum method
such as the one presented by [Fukunishi et al., 2018]. No matter how well the parameters
are set, it always fails in some specific cases.

Results of UBFC-RPPG dataset. Similarly, Tables 5.5, 5.6, and 5.7 show the results of
the two methods on UBFC-RPPG dataset. Since the head movements of the participants
in UBFC-RPPG dataset is much less than those in MMSE dataset, the signal is less noisy
and the peak detection is easier for this dataset. We still observe the similar trend of the
experimental results, which show the SSF method perform better than the conventional
Local Maximum method. For instance, Table 5.5 shows that the SSF gives more correctly
detected peaks. Table 5.6 shows that the PRV measured by the SSF method is more precise
than Local Maximum method. Table 5.7 indicates that the PRV features is better obtained
by SSF than the Local Maximum.

We found examples where rule-based Local Maximum method failed again while the SSF
successfully avoided it. Fig. 5.4 shows one of the cases. In this example, the rule-based
Local Maximum gave one false peak detection around 5 to 5.5 seconds. The SSF avoided
the error because the SSF signal is much more clear in general, and the rules fail with
lower probability.

Table 5.5 – The average peak detection errors with UBFC-RPPG dataset.

Methods %CP %MP %IP
Local Maximum 94.2% 2.7% 3.1%
SSF 96.4% 1.1% 2.5%

Table 5.6 – The average PRV errors with UBFC-RPPG dataset.

Methods IBIer(s) PRVer(s) %PRVer

Local Maximum 0.07 0.06 12.7%
SSF 0.05 0.05 10.7%
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Figure 5.2 – The comparison of Local Maximum and SSF methods on the MMSE dataset.
The black signal is the remotely measured BVP signal and the blue signal is the SSF
signal.

Table 5.7 – The average errors of PRV features UBFC-RPPG dataset.

Methods STDer(s) RMSSDer(s)
Local Maximum 0.03 0.09
SSF 0.02 0.04

Conclusion. According to the results generated from both dataset, it is clear that the
SSF, which was used for contact signals, is effective for peak detection on rPPG si-
gnal, although the experimental conditions of contact and remote methods are completely
different. It improves the performance on both dataset and gives better results than the
conventional Local Maximum peak detection method. However, the window size w was
given manually using brute force search, therefore it is not practical in realistic applica-
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Figure 5.3 – The comparison of Local Maximum method and SSF method on the MMSE
dataset. The black signal is the remotely measured BVP signal and the blue signal is the
SSF signal.
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Figure 5.4 – The comparison of the Local Maximum method and SSF method on the
UBFC-RPPG dataset. The remotely measured BVP signal is black and the SSF signal
is blue. The green dots are the peaks detected on the original BVP signal with Local
Maximum method and the red dots are the peaks detected with the SSF method.
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tions. In the next section, we present Adaptive SSF to address this issue.

5.3/ Adaptive Slope Sum Function

5.3.1/ Algorithm

While we have validated that the SSF works better than conventional Local Maximum
method in remote PRV measurement on rPPG signal as shown in the previous section,
this method has two serious disadvantages. First of all, the window size w is set manually.
To maximize the effect of SSF, w should be approximately the same with the length of the
rising part. Practically, the window size can be set empirically or using brute force search.
For instance, Zong et al. [Zong et al., 2003], the original authors of the SSF method, em-
pirically set w as 128 ms. In our case, the parameter was obtained using brute force search.
This restricts the practical applications of the algorithm, because in real-life scenarios the
parameters must be given automatically. Secondly, there is a shift between the peaks on
SSF signal and original signal. This does not significantly affect the PRV measurement
if the shift is a constant, however, it indeed increases the peak location errors as shown
in Fig. 5.1. Actually, this issue is related to the window size w as well. When the w is
slightly larger than the actual length of rising part, horizontal straight lines may appear in
the peak regions of the SSF signal. In this case, the peak detection rule has to be set so
that the leftmost points of the horizontal straight lines are considered as the real peaks. If
the original signal is noisy and there are more than one local peaks in a certain period, the
corresponding peak on the SSF may appear later than the actual peak location. When the
w is smaller than the actual length of rising part, the peak locations of SSF signal possi-
bly appear earlier than the actual peak locations if the slopes around the original signal’s
peaks are smaller than the previous signal parts. As the window size is set manually as
a fixed value, it cannot conform with the actual length of rising part. Fig. 5.5 shows an
example where the w is too small. It can be seen that the peaks appear earlier when the
window size is too small. Fig. 5.6 shows an example where the w is too large. The SSF
signal around 13.5 to 14 second and around 17 second are horizontal straight lines, and in
both parts, the peaks appear later than the actual peak locations.

To address this issue, we propose to set the w adaptively and automatically. Firstly, we
apply FFT on the BVP signal over a 10 seconds’ window and get the frequency F(i) for
each point in time i. Then the period of each point P(i) is adaptively calculated as:

P(i) =
1

F(i)
(5.4)

Let N(i) be the number of the points of the rising part within the period,

N(i) =

i+P(i)/2∑
i−P(i)/2

ni (5.5)
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Figure 5.5 – An example where the window size is smaller than the length of rising part.
The remotely measured BVP signal is black and the SSF signal is blue.
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Figure 5.6 – An example where the window size is larger than the length of rising part.
The remotely measured BVP signal is black and the SSF signal is blue.

and ni is expressed as:

ni =

1 if S (i) − S (i − 1) ≥ 0
0 if S (i) − S (i − 1) < 0.

(5.6)

w in time i is finally calculated as:
w(i) = N(i) (5.7)

The w is the time length of the window, and practically it is the number of the points as
the signal is discrete. After the w is adaptively obtained, equation 5.1 is adopted to get the
SSF signal.

5.3.2/ Experiments and results

To evaluate the performance of Adaptive SSF, we used exactly the same metrics which
are shown in section 5.2.
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Results of MMSE dataset. Tables 5.8, 5.9 and 5.10 are the results of Adaptive SSF and
SSF methods. It is clear that the new method indeed improves the performance with the
adaptively set window size. The Adaptive SSF gives more correctly detected peaks, and
fewer incorrectly detected peaks and missing peaks. It gives more precise PRV measu-
rement and PRV features. This is possibly because the error caused by the peak location
shift with imprecise w is reduced. In the experiments, we focus on the comparison of
Adaptive SSF and original SSF and do not show the results of Local Maximum method,
but it is worth mentioning that both methods performed better than the Local Maximum
in all the metrics.

Fig. 5.7 shows the same signal of the same video of Fig. 5.2. It can be seen that the
Adaptive SSF method avoided the incorrect peak detection error on 22 seconds just like
the original SSF.

Fig. 5.8 shows two examples of SSF and Adaptive SSF respectively on the same signal.
It can be seen that both methods work effectively in this case, however, the Adaptive SSF
give more precise locations for the three peaks that are located 12 to 12.5 second, 13.5
to 14 second, and 14.5 second. This is because the w set by brute force search is slightly
larger than the length of the rising part in these periods, while the adaptively set w is more
precise than that of the original SSF method.

Table 5.8 – The average peak detection errors with MMSE dataset.

Methods %CP %MP %IP
SSF 90.5% 4.0% 5.5%
Adaptive SSF 91.7% 3.4% 4.9%

Table 5.9 – The average PRV errors with MMSE dataset.

Methods IBIer PRVer %PRVer

SSF 0.15 0.14 21.5%
Adaptive SSF 0.14 0.13 18.3%

Table 5.10 – The average errors of PRV features with MMSE dataset.

Methods STDer RMSSDer

SSF 0.08 0.07
Adaptive SSF 0.06 0.06

Results of UBFC-RPPG dataset. The results of UBFC-RPPG show similar trend of
the two methods, as shown in Tables 5.11, 5.12 and 5.13. The Adaptive SSF performs
better in all the metrics on this dataset. Again, it is worth mentioning that both methods
give better results than the Local Maximum, like those of MMSE dataset.

Similarly, Fig. 5.9 shows that the Adaptive SSF method gets more precise peak locations
than the original SSF, because in this case, the manually set w is smaller than the actual
length of the rising part of the signal, and as as result, the peak locations on SSF signal
appear earlier than the peak locations on the original signal.
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Figure 5.7 – An example of the Adaptive SSF method on the MMSE dataset. The remotely
measured BVP signal is black and the SSF signal is blue.
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Figure 5.8 – The comparison of the Adaptive SSF method and SSF method on the MMSE
dataset. The remotely measured BVP signal is black and the SSF signal is blue.
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Table 5.11 – The average peak detection errors with UBFC-RPPG dataset.

Methods %CP %MP %IP
SSF 96.4% 1.1% 2.5%
Adaptive SSF 96.8% 1.0% 2.2%

Table 5.12 – The average PRV errors with UBFC-RPPG dataset

Methods IBIer PRVer %PRVer

SSF 0.05 0.05 10.7%
Adaptive SSF 0.04 0.04 8.7%

Table 5.13 – The average errors of PRV features UBFC-RPPG dataset

Methods STDer RMSSDer

SSF 0.03 0.05
Adaptive SSF 0.02 0.04

Conclusion. We have shown that the Adaptive SSF performed better than the original
SSF with the adaptively set parameter. However, there is still a shift between the original
signal and SSF signal and this may affect the precision of PRV measurement. To address
this issue, novel algorithms should be proposed to detect the peaks on the original signal
without changing the shape.

5.4/ Adaptive Two-window Peak Detection

5.4.1/ Algorithm

The Local Maximum and SSF-based peak detection methods are essentially one-window
methods, which detect the peaks on the BVP signal with one moving window. The SSF-
based methods give more precise PRV measurement with higher proportion of correctly
detected peaks than the Local Maximum method by transforming the signal into a more
clear new signal, but the peak locations are not precise. To improve the precision of BVP
peak detection and overcome the disadvantages of SSF-based methods, it is possible to
add more than one window and detect the peaks without changing the signal shape.

According to Elendi et al. [Elgendi et al., 2013], the BVP signal is considered to have two
important time windows. The first one is the ”beat window”, which is the entire period
of one heart beat. And the other is the ”peak window”, which is the period where a sys-
tolic peak appears. A systolic peak window is inside a beat window, therefore the time
length of the peak window is smaller than the beat window. The two windows have two
important physical properties: firstly, the average signal amplitude of the peak window is
usually higher than the average amplitude of the beat window, and secondly, the systolic
peaks are supposed to be the highest points within the peak window. With the definitions
of the two windows and these properties, we propose an algorithm that uses two adapti-
vely determined windows and this algorithm was named as ”Adaptive Two-Window Peak
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Figure 5.9 – The comparison of the Adaptive SSF method and SSF method on the UBFC-
RPPG dataset. The remotely measured BVP signal is black and the SSF signal is blue.

Detection”.

The general idea of this algorithm is to define ”block of interest” in which local maxima
will be detected. To do this, two moving averages are defined with two different time
windows. The first moving average (MA), denoted as MAb, is calculated with a window
of size Wb representing the length of a heart beat. The second MA, denoted as MAp, is
calculated with a window of size Wp delimiting the region of the systolic peak. From the
above mentioned properties, it is possible to define the blocks of interest as the periods
when MAp is greater than MAb. The peaks of the BVP signal will be detected as the local
maxima in these blocks of interest. Fig. 5.10 shows how the blocks of interest are defined.
In the figure, the black signals is the remotely measured BVP signal and the green and
blue signals are MAb and MAp respectively. The stripes are blocks of interest as MAp is
larger than MAb in these areas.
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Figure 5.10 – An example of block of interest. The black signal is the remotely measured
BVP signal. The green and blue signals are MAb and MAp respectively. The strips are the
blocks of interest.

Based on this idea, the MA of the BVP signal y over the beat window Wb is calculated as:

MAb(i) =
1

Wb

(
S (i −Wb/2) + ... + S (i) + ... + S (i + Wb/2)

)
(5.8)

where S (i) is the BVP value at time i. Similarly, and the MA of the BVP signal over the
peak window Wp is calculated as:

MAp(i) =
1

Wp

(
S (i −Wp/2) + ... + S (i) + ... + S (i + Wp/2)

)
(5.9)

and two thresholds are defined as:

τ1(i) = MAb(i) (5.10)

τ2 = W p (5.11)

where W p is the average window size of the peak windows within the block of interest:

W p =
(
Wp(i1) + Wp(i2) + Wp(i3) + ... + Wp(in)

)
/n (5.12)

in which i1, i2, i3, ..., in are the time points of the block interest.

The systolic peaks can be detected with such conditions:
— MAp signal is compared with τ1. Contiguous time periods where MAp is greater

than τ1 are noted as possible blocks of interest.
— The block of interest is discarded, if the width of the block is smaller than τ2.
— The peaks are the maximum values in the blocks of interest.

Since the BVP signal has been very well filtered by the ROI and channel selection me-
thods, the only parameters that have to be determined are the two window sizes. We ap-
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plied FFT on the BVP signal over a 10 seconds’ window and get the frequency Fb(i) for
each point in time, and then the Wb(i) is calculated as:

Wb(i) =
1

Fb(i)
. (5.13)

For the detrended BVP signal, the peaks usually appear in the positive part that is approxi-
mately half of the signal. The peak window should be within the beat window, therefore
we can set the peak window as half of the positive part of the beat window which is 0.25
times of the beat window so the value of Wp(i) can be given as 0.25 ×Wb(i). With these
rules and parameters, the peaks can be detected.

Fig. 5.11 shows an example of the peak detection of the BVP signal with the Two-Window
method. The black signal is the original BVP signal generated from the MMSE dataset.
The blue signal is the MAp. The green signal is the threshold MAb. It can be seen that
in this case, the local peaks around 3.9 second and 4.2 second are eliminated because the
MAp is not higher than the MAb. So these peaks are considered noise.

3.5 4 4.5 5 5.5 6 6.5

Time (s)

Peak Detection With Two-Window Method
MA Beat

MA Peak

BVP Signal

Peaks

Figure 5.11 – An example of peak detection with Two-Window method. The black signal
is the remotely measured BVP signal. The green and blue signals are MAb and MAp

respectively.

5.4.2/ Experiments and results

To test the algorithm, we compare this method with the Adaptive SSF method and Lo-
cal Maximum method like what we have done in sections 5.2 and 5.3. Besides the me-
trics shown in Table 5.1, we add another metric, namely Peak Location Errors (PLE in
seconds). It is calculated as the average absolute difference between the peak locations
detected on the rPPG signal and the annotated peaks of the ground truth.

Results of MMSE dataset. Table 5.14 shows the errors of the peak detection from
the three methods with MMSE dataset. The first column is average peak location errors
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(PLE). It can be seen that the Two-Window method performed better than Local Maxi-
mum with smaller error. The Adaptive SSF has no result in this column because there is
a shift between the new signal transformed by SSF and the original signal due to shape
change, as we have discussed in sections 5.2 and 5.3. Therefore, it is not fair to com-
pare Adaptive SSF with other methods for location errors. The second, third and fourth
columns are the proportion of correctly detected peaks, missing peaks and incorrectly de-
tected peaks respectively. These columns show that the Two-Window method gives more
peaks correctly detected than the other two methods.

Fig. 5.12 shows a typical example where the Local Maximum failed but SSF and Two-
Window methods were effective. In this specific case, the Local Maximum detected a
wrong peak between 14th and 15th seconds and this shows the weakness of this method.
On the other hand, the rules given by the Two-Window method have precisely found the
block of interest and then detected the maximum value within this block of interest, so it
avoided giving a wrong peak.

Table 5.14 – The average peak detection errors with MMSE dataset.

Methods PLE %CP %MP %IP
Local Maximum 0.14 87.8% 3.8% 8.4%
Adaptive SSF X 91.7% 3.4% 4.9%
Two-Window 0.12 94.0% 2.0% 4.0%

Table 5.15 shows the results of PRV measurement errors. The IBI is the peak intervals
versus number of progressive peaks and the PRV is the peak intervals versus time. Accor-
ding to the table, the Two-Window method generated better results for all the three PRV
metrics than the other two methods with smaller errors. The table shows that the results of
the PRV obtained by the Adaptive SSF method are worse than the Two-Window method
although it performed better than the Local Maximum, and this is because the shift caused
by SSF transformation is not constant and the location errors are not perfectly reduced for
the PRV measurement. As can be seen from the image, the first peak and the fifth peak
detected on the SSF signal are not at the actual locations of the original BVP signal. The
distance between the first and second peak on the SSF signal and the fourth and fifth peak
on the original BVP signal is smaller than the distance between the corresponding peaks
on the original signal. As a result, the IBI calculated by these peaks with the Adaptive
SSF method is smaller than the real value. On the other hand, the peak detection within
the same period performed by Adaptive Two-Window method does not have this problem
since it does not change the shape of the signal.

Table 5.15 – The average PRV errors with MMSE dataset.

Methods IBIer PRVer %PRVer

Local Maximum 0.17 0.16 21.7%
Adaptive SSF 0.14 0.13 18.3%
Two-Window 0.14 0.12 17.0%

We calculated the errors of the two time domain features which are shown in Table 5.16.
Clearly, the Adaptive Two-Window performed the best in both metrics with smaller errors.
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Figure 5.12 – The examples of peak detection with Local Maximum, Adaptive SSF and
Two-Window methods with a video from MMSE dataset. The black signal is the remotely
measured BVP signal.

Results of UBFC-RPPG dataset. Similarly, we calculated the metrics for UBFC-
RPPG dataset, and the results are shown in Tables 5.17, 5.18 and 5.19. As expected, the
errors for this dataset is smaller than those of MMSE dataset because the signals of this
dataset are more clear and less noisy. And for all the metrics, the Two-window method
performs better than Local Maximum and Adaptive SSF methods. As shown in Fig. 5.13,
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Table 5.16 – The average errors of PRV features with MMSE dataset.

Methods STDer RMSSDer

Local Maximum 0.09 0.11
Adaptive SSF 0.06 0.06
Two-Window 0.05 0.06

the peak locations on SSF signal around 62 second is not precise, so the IBI calculated
between the peak and previous peak is smaller than the actual value, and the IBI calculated
between the peak and the next peak is larger than the actual value.

Table 5.17 – The average peak detection errors with UBFC-RPPG dataset.

Methods PLE(s) %CP %MP %IP
Local Maximum 0.04 94.2% 2.7% 3.1%
Adaptive SSF X 96.8% 1.0% 2.2%
Two-Window 0.01 97.0% 2.0% 1.0%

Table 5.18 – The average PRV errors with UBFC-RPPG dataset.

Methods IBIer PRVer %PRVer

Local Maximum 0.07 0.06 12.7%
Adaptive SSF 0.05 0.04 8.7%
Two-Window 0.02 0.01 4.0%

Table 5.19 – The average errors of PRV features with UBFC-RPPG dataset.

Methods STDer RMSSDer

Local Maximum 0.04 0.09
Adaptive SSF 0.02 0.04
Two-Window 0.01 0.01

5.5/ Conclusion

After the BVP signal is obtained with ROI segmentation and color channel signal se-
lection, the next step is to get the precise peak locations on the BVP signal and cal-
culate the PRV values. Unlike the HR, the PRV is much more difficult to measure
because the low frame rate, sensor noise, head movement and other noise make the
peak detection a very challenging task. Unfortunately, the improvement of peak detec-
tion on rPPG signals is overlooked by many researchers, possibly because they can
usually get the ideal experimental results by manually and empirically setting the pa-
rameters of the conventional Local Maximum methods, such as the works presented in
[Huang et al., 2016][McDuff et al., 2014a][Fukunishi et al., 2018]. However, this restricts
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Figure 5.13 – The examples of peak detection with Adaptive SSF method and Two-
Window method with UBFC-RPPG dataset. The black signal is the remotely measured
BVP signal.

the practical applications because it is not convenient to manually set the parameters in
commercial applications and the signals in real-life scenarios are usually much more noisy
than experimentally obtained signals. Some algorithms [Zong et al., 2003] have been pro-
posed to improve the peak detection of contact measured signals, but they were not used
in rPPG research, possibly due to completely different experimental conditions. Another
issue is that the precision of remote PRV measurement is not discussed in details in the
existing research works.

Therefore, we have focused on improvement of the BVP peak detection and PRV measu-
rement in this chapter. Firstly, we adopted the SSF method [Zong et al., 2003] to improve
the BVP peak detection. This method was proposed to detect the onset of the arterial
blood pressure pulses with contact medical equipment by enhancing the rising trend of
the signal and reducing the decreasing trend. We show that this method can be used to
improve the rPPG peak detection in comparison with the conventional Local Maximum
method, although the shapes and properties of contact measured signals and rPPG signals
are completely different. However, one significant disadvantage of this method is that the
window size of the accumulation is manually set, which restricts its utilization in real-life
scenarios as the signals in practical applications are usually much more noisy than those
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obtained in the lab. In addition, the manually set parameter is a fixed number, thus it may
not be precise for all the videos. When the window size is slightly larger than the actual
length of the rising part of the signal, the peaks may appear later than the actual locations,
and when the window size is slightly smaller, the peaks may appear earlier. To address
this issue, we proposed to adaptively and automatically set the window size using FFT. We
show that the proposed Adaptive SSF method performs better than the original method in
both datasets in all the metrics.

The Local Maximum and SSF-based peak detection methods are essentially one-window
methods, which detect the peaks on the BVP signal with one moving window. The SSF-
based methods give more precise PRV measurement with higher proportion of correctly
detected peaks than the Local Maximum method by transforming the signal into a more
clear new signal, but the peak locations are not precise. To improve the precision of BVP
peak detection and overcome the disadvantages of SSF-based methods, it is possible to
adopt more than one window and detect the peaks without changing the signal shape.
Therefore we proposed the Adaptive Two-Window Peak Detection algorithm for BVP
peak detection and PRV measurement. This novel method utilizes the properties of the
beat windows and peak windows of BVP signals to set the detection rules. The properties
are: 1) the average signal amplitude of the peak window is usually higher than the average
amplitude of the beat period, 2) the peaks are supposed to be the highest points within
the peak windows. We adaptively calculated the sizes of the two windows and detected
the peaks using the properties. The experiments showed that this method performed better
than the Adaptive SSF and Local Maximum methods.

Our contributions improve the accuracy of the remote PRV measurement, and pave the
way for further utilization of the method in commercial applications.
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6
Conclusion and future work

Biomedical researchers and doctors have put much effort into the cardiac parameters mea-
surement, as these parameters are widely used in health monitoring, disease diagnosis and
emotion detection. These physiological parameters are usually measured by inconvenient
contact equipment such as ECG, thus the availability and wider application is restricted.
Recently, computer vision researchers join this field, because it has been proved that the
cardiac parameters can be extracted using low-cost cameras and signal processing algo-
rithms. This has improved the convenience, reduced the cost and offered the potential
intelligent and automatic solution for health industry. For instance, the camera-based car-
diac measurement technique is possibly much more effective and efficient than conventio-
nal medical equipment in the long-term, non-invasive and non-contact health monitoring.
However, the computer vision based methods cannot replace the medical equipment in
critical medical analysis for now, because the performance suffers from the sensor noise
and image noise. Therefore, the method should be intensively studied and improved.

The ANS is the portion of the nervous system that controls the body’s visceral func-
tions, including action of the heart, movement of the gastrointestinal tract and secretion
by different glands, among many other vital activities. The ANS consists of two branches,
the sympathetic and parasympathetic nervous system. The sympathetic nervous system
activates the fight or flight response during a threat or perceived danger, and the parasym-
pathetic nervous system controls the state of calm. Therefore, the mental and emotional
states directly affect the ANS. It has been shown that the cardiac parameters such as HR
and HRV can reflect the activities of the ANS branches. Moreover, PRV measured by PPG
can replace the HRV in some conditions. Therefore the remote measurement of HR and
PRV with computer technologies has great potential in applications such as remote health
conditions monitoring, remote emotion detection, etc. In this thesis, we have focused on
the improvement of HR and PRV measurement with rPPG technology.

By far, the basic framework of rPPG has been studied by many researchers. It consists of
three main steps, namely the ROI segmentation, RGB channel selection and combination,
and physiological parameters extraction. Many state-of-the-art methods have been pro-
posed to improve the performance of these steps, such as the skin and face detection for
ROI segmentation, the BSS and color space analysis for RGB channel combination, etc.
Some researchers used novel equipment such as thermal cameras, polarization cameras,
5-band cameras, etc. to improve the performance, however, these cameras are either too
expensive or not widely used in daily life. We have found several disadvantages of the

83
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existing methods: 1. Although the ROI detection and RGB channel combination methods
have been intensively studied, the performance of different combination of the state-of-
art methods (such as landmarks detection for ROI and Chrom for channel combination)
have not been investigated. 2. In the ROI detection step, the detected pixels are avera-
ged to generate the RGB signals. This assumes all the pixels contribute exactly the same
weight to the rPPG signal. The assumption is problematic because the blood vessels are
not distributed homogeneously on the face. 3. The remote BVP peak detection and the
improvement of PRV measurement are usually overlooked by rPPG researchers, possibly
because the signals obtained in the lab are not noisy, thus sometimes the simple Local
Maximum peak detection is effective to get the peaks on the BVP signal. However, the
parameters of Local Maximum peak detection are manually set, so it cannot be used in
realistic scenarios, especially when the signal is noisy.

To address these issues, we have made several contributions. First of all, we selec-
ted three ROI detection methods and three channel combination methods and imple-
mented all the nine combinations of the methods in the framework of physiological
parameter measurement. The selected ROI segmentation methods are face detection
[Viola et al., 2001][Lucas et al., 1981], Conaire’s skin detection [Conaire et al., 2007] and
landmarks detection [Kazemi et al., 2014]. The selected channel combination methods
are Green channel [Lempe et al., 2013], BSS (PCA) [Wedekind et al., 2015], and Chrom
[De Haan et al., 2013]. These methods were selected as the representatives of the state of
the art, because they work effectively, fast and are widely adopted. To do the experiments,
we used two datasets, namely UBFC-RPPG and MMSE datasets. The UBFC-RPPG da-
taset was made by our lab in relatively favourable conditions, i.e. few head movements
and good lighting. The MMSE dataset is closer to realistic scenario with many more head
movements. We calculated several metrics such as the mean absolute error, SNR, pear-
son correlation coefficient, etc. and found that the Conaire’s skin detection combined with
Chrom as the channel combination method worked the best for both datasets. This com-
parative study has laid solid foundation for the next step, as the Chrom will be used as the
default channel combination method for our research.

Secondly, we proposed a model-based method to improve the ROI detection by giving
weight to every pixel before averaging. This is based on the fact that the rPPG informa-
tion is not distributed evenly on the face. To do this, we recorded ten videos with very high
resolution. For each video, we generated a weight map based on the SNR value of each
pixel. The SNR value is given by the spectral analysis of the rPPG signal of each pixel in
the entire video sequence. With face alignment and resizing, the weight map are properly
obtained, and the average of the ten weight maps is the model. We applied this model on
the two datasets and compared the performance with the best state-of-the-art method, i.e
Conaire’s skin detection. The results showed that the proposed method performed better
than skin detection in UBFC-RPPG dataset as expected, and the performance was very
close to the state of the art in MMSE dataset. This is because the face alignment and resi-
zing relied on the facial landmarks, and the movements in the MMSE dataset negatively
affected the accuracy of the landmarks’ locations.

With the BVP signal obtained by model-based ROI detection and Chrom channel combi-
nation method, we continue our work on the remote PRV measurement. Unlike the HR,
the PRV is much more difficult to measure, because it then requires to detect the peaks
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on the noisy BVP signal. In the rPPG framework, this step suffers from low frame rate,
sensor noise, head movement, light variation, etc. Unfortunately, the state-of-the-art me-
thods all adopted the conventional Local Maximum method, of which the parameters are
usually manually set and the performance could become much worse under realistic sce-
narios where there is much more noise. To address this issue, we proposed to use the
SSF-based methods and Adaptive Two-window Peak Detection. The SSF had been used
for the signal generated by contact equipment, and it has not been used in the rPPG, pos-
sibly due to the completely different experimental conditions. We firstly validated that
the SSF worked more effectively than the Local Maximum for rPPG method, and then
we proposed a new method which adaptively set the window size for the accumulation
calculation of the SSF. This new method is called Adaptive SSF and we showed that it
worked better than the original SSF. However, the SSF has the disadvantages of changing
the signal shape and increasing the peak location errors. Therefore, we proposed a novel
method which detected the peaks without changing the signal shape, namely Adaptive
Two-Window Peak Detection. This novel method utilizes BVP signals’ properties that the
average signal amplitude of the peak window is usually higher than the average amplitude
of the beat window, and the peaks are supposed to be the highest points within the peak
windows. We adaptively calculated the sizes of these two windows and detected the peaks
using the properties. The experiments showed that this method performed better than the
Adaptive SSF and Local Maximum methods in both datasets.

We believe these contributions have improved the feasibility of the rPPG technology in
practical applications.

We have several proposals for the future work: 1) It is possible to adopt other parts of the
body such as neck, arms and hands as the ROI because people usually do not sit in front
of the cameras in realistic scenarios. The methods that detect arms, hands and other parts
of the body as the ROI should be studied and investigated. 2) Since the ROI detection
algorithm proposed by us is based on a supervised model, it is important to generate a
reliable SNR weight map. The model may be different in different environmental condi-
tions. It may fail if the registration of the model is imprecise due to the low accuracy of
the landmarks detection. The ROI may have different ways to be resized or reshaped to fit
the model. For instance, an elliptical model can be generated with the contour provided by
the landmarks detection. Another possibility is to combine the skin detection method with
the proposed method to furtherly improve the performance of ROI detection. It may give
better results as the ROI detection for realistic datasets with more movements, because
the skin detection could reduce the errors caused by incorrect facial landmarks. 3) For the
BVP peak detection, the detection rules can be set using machine learning methods. For
instance, when the dataset is large enough, a portion of the dataset can be used as the trai-
ning data to set the detection rules based on the ground truth, and the rules can be tested
in the rest of the dataset. 4) We have improved the PRV feature precision but we have
not tested these features in the framework of emotion detection. To check if the proposed
algorithms improve emotion recognition or stress estimation, it is possible to design some
experiments with the aid of psychology researchers. For instance, in the experiments, the
participants would possibly be invited to watch relaxed music videos and stressed an-
noying music videos respectively, and the emotion difference should be detected with the
rPPG method since the PRV features can reflect the ANS activities.
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transit time: an appraisal of potential clinical applications. Thorax, 54(5):452–457.

[Stricker et al., 2014] Stricker, R., Müller, S., et Gross, H.-M. (2014). Non-contact video-
based pulse rate measurement on a mobile service robot. Dans The 23rd Internatio-
nal Symposium on Robot and Human Interactive Communication, pages 1056–1062.
IEEE.

[Suh et al., 2017] Suh, K. H., et Lee, E. C. (2017). Contactless physiological signals
extraction based on skin color magnification. Journal of Electronic Imaging,
26(6):063003.

[Sun et al., 2012] Sun, Y., Hu, S., Azorin-Peris, V., Kalawsky, R., et Greenwald, S. E.
(2012). Noncontact imaging photoplethysmography to effectively access pulse rate
variability. Journal of biomedical optics, 18(6):061205.

[Sztajzel et al., 2004] Sztajzel, J., et others (2004). Heart rate variability: a noninvasive
electrocardiographic method to measure the autonomic nervous system. Swiss
medical weekly, 134(35-36):514–522.

[Taelman et al., 2009] Taelman, J., Vandeput, S., Spaepen, A., et Van Huffel, S. (2009).
Influence of mental stress on heart rate and heart rate variability. Dans 4th Euro-
pean conference of the international federation for medical and biological engineering,
pages 1366–1369. Springer.

[Tasli et al., 2014] Tasli, H. E., Gudi, A., et Den Uyl, M. (2014). Integrating remote ppg
in facial expression analysis framework. Dans Proceedings of the 16th International
Conference on Multimodal Interaction, pages 74–75.

[Taylor et al., 2014] Taylor, M. J., et Morris, T. (2014). Adaptive skin segmentation via
feature-based face detection. Dans Real-Time Image and Video Processing, volume
9139, page 91390P. International Society for Optics and Photonics.

[Tremper et al., 1989] Tremper, K. K., et Barker, S. J. (1989). Pulse oximetry. Anesthe-
siology: The Journal of the American Society of Anesthesiologists, 70(1):98–108.



REFERENCES 97

[Trumpp et al., 2017] Trumpp, A., Bauer, P. L., Rasche, S., Malberg, H., et Zaunseder, S.
(2017). The value of polarization in camera-based photoplethysmography. Bio-
medical Optics Express, 8(6):2822–2834.

[Trumpp et al., 2018] Trumpp, A., Lohr, J., Wedekind, D., Schmidt, M., Burghardt, M.,
Heller, A. R., Malberg, H., et Zaunseder, S. (2018). Camera-based photoplethysmo-
graphy in an intraoperative setting. Biomedical engineering online, 17(1):1–19.

[Tsouri et al., 2015] Tsouri, G. R., et Li, Z. (2015). On the benefits of alternative co-
lor spaces for noncontact heart rate measurements using standard red-green-blue
cameras. Journal of biomedical optics, 20(4):048002.

[Tulyakov et al., 2016] Tulyakov, S., Alameda-Pineda, X., Ricci, E., Yin, L., Cohn, J. F.,
et Sebe, N. (2016). Self-adaptive matrix completion for heart rate estimation from
face videos under realistic conditions. Dans Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 2396–2404.

[Valluraiah et al., 2015] Valluraiah, P., et Biswal, B. (2015). Ecg signal analysis using
hilbert transform. Dans Power, Communication and Information Technology Confe-
rence (PCITC), pages 465–469. IEEE.

[van Gastel et al., 2016] van Gastel, M., Stuijk, S., et de Haan, G. (2016). Robust respi-
ration detection from remote photoplethysmography. Biomedical optics express,
7(12):4941–4957.

[Viola et al., 2001] Viola, P., Jones, M., et others (2001). Robust real-time object detec-
tion. International journal of computer vision, 4(34-47):4.

[Wang et al., 2016] Wang, W., den Brinker, A. C., Stuijk, S., et de Haan, G. (2016). Al-
gorithmic principles of remote ppg. IEEE Transactions on Biomedical Engineering,
64(7):1479–1491.

[Wang et al., 2017] Wang, W., den Brinker, A. C., Stuijk, S., et de Haan, G. (2017). Ro-
bust heart rate from fitness videos. Physiological measurement, 38(6):1023.

[Wang et al., 2015] Wang, W., Stuijk, S., et De Haan, G. (2015). A novel algorithm for
remote photoplethysmography: Spatial subspace rotation. IEEE transactions on
biomedical engineering, 63(9):1974–1984.

[Wang et al., 2018] Wang, Z., Yang, X., et Cheng, K.-T. (2018). Accurate face alignment
and adaptive patch selection for heart rate estimation from videos under realistic
scenarios. PloS one, 13(5):e0197275.

[Wedekind et al., 2015] Wedekind, D., Trumpp, A., Andreotti, F., Gaetjen, F., Rasche, S.,
Matschke, K., Malberg, H., et Zaunseder, S. (2015). Assessment of source separation
techniques to extract vital parameters from videos. Dans 23rd European Signal
Processing Conference (EUSIPCO), pages 434–438. IEEE.

[Wei et al., 2017] Wei, B., He, X., Zhang, C., et Wu, X. (2017). Non-contact, synchro-
nous dynamic measurement of respiratory rate and heart rate based on dual sen-
sitive regions. Biomedical engineering online, 16(1):17.

[Werner et al., 2014] Werner, P., Al-Hamadi, A., Walter, S., Gruss, S., et Traue, H. C.
(2014). Automatic heart rate estimation from painful faces. Dans International
Conference on Image Processing (ICIP), pages 1947–1951. IEEE.



98 REFERENCES

[Wiede et al., 2016] Wiede, C., Richter, J., Apitzsch, A., KhairAldin, F., et Hirtz, G.
(2016). Remote heart rate determination in rgb data. Dans Proceedings of the
5th International Conference on Pattern Recognition Applications and Methods, pages
240–246. SCITEPRESS-Science and Technology Publications, Lda.

[Wieringa et al., 2005] Wieringa, F. P., Mastik, F., et van der Steen, A. F. (2005). Contact-
less multiple wavelength photoplethysmographic imaging: A first step toward
“spo 2 camera” technology. Annals of biomedical engineering, 33(8):1034–1041.

[Xu et al., 2017] Xu, L., Cheng, J., et Chen, X. (2017). Illumination variation in-
terference suppression in remote ppg using pls and memd. Electronics Letters,
53(4):216–218.

[Yang et al., 2016] Yang, Y., Liu, C., Yu, H., Shao, D., Tsow, F., et Tao, N. (2016). Motion
robust remote photoplethysmography in cielab color space. Journal of biomedical
optics, 21(11):117001.

[Yanowitz, 2012] Yanowitz, F. G. (2012). Introduction to ecg interpretation. LDS Hos-
pital and Intermountain Medical Center.

[Zhang et al., 2016] Zhang, G., Liu, C., Ji, L., Yang, J., et Liu, C. (2016). Effect of a
percutaneous coronary intervention procedure on heart rate variability and pulse
transit time variability: A comparison study based on fuzzy measure entropy. En-
tropy, 18(7):246.

[Zhang et al., 2014] Zhang, Z., Luo, P., Loy, C. C., et Tang, X. (2014). Facial landmark
detection by deep multi-task learning. Dans European conference on computer vi-
sion, pages 94–108. Springer.

[Zhao et al., 2018] Zhao, C., Lin, C.-L., Chen, W., et Li, Z. (2018). A novel framework
for remote photoplethysmography pulse extraction on compressed videos. Dans
Proceedings of the Conference on Computer Vision and Pattern Recognition Work-
shops, pages 1299–1308. IEEE.

[Zheng et al., 2009] Zheng, J., Hu, S., Echiadis, A. S., Azorin-Peris, V., Shi, P., et Chou-
liaras, V. (2009). A remote approach to measure blood perfusion from the human
face. Dans Advanced Biomedical and Clinical Diagnostic Systems VII, volume 7169,
page 716917. International Society for Optics and Photonics.

[Zijlstra et al., 1997] Zijlstra, W., et Buursma, A. (1997). Spectrophotometry of hemo-
globin: absorption spectra of bovine oxyhemoglobin, deoxyhemoglobin, carboxy-
hemoglobin, and methemoglobin. Comparative Biochemistry and Physiology Part
B: Biochemistry and Molecular Biology, 118(4):743–749.

[Zong et al., 2003] Zong, W., Heldt, T., Moody, G., et Mark, R. (2003). An open-source
algorithm to detect onset of arterial blood pressure pulses. Dans Computers in
Cardiology, pages 259–262. IEEE.



List of figures

1.1 The two branches of autonomic nervous system (source:
http://www.dysautonomiainternational.org/page.php?ID=122). . . . . . . 4

1.2 The QRS complex (image taken from [Isin et al., 2017]). . . . . . . . . . 5

1.3 The 12-lead ECG (source: https://www.vyaire.com/products/vyntus-ecg-
12-lead-pc-ecg). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 The original PPG presented by Hertzman [Hertzman, 1937]. . . . . . . . 8

1.5 Principle of contact PPG (image taken from [Chaithanya et al., 2014]). . . 8

1.6 Pulse oximeter (source: BOXYM oFit2 FingerClamp Pulse Oximeter). . 8

1.7 The rPPG measurement. . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.8 An example of the HRV measurement. The HRV data is calcu-
lated as the difference of time of the signal peaks in this case
(source:https://blog.ouraring.com/what-is-heart-rate-variability/). . . . . 11

1.9 ECG signal and PPG signal (image taken from [Zhang et al., 2016]). . . . 12

2.1 Classical rPPG framework: (a) the original video frames, (b) the detected
skins (the white part is the detected skin pixels and the black part is the
non-skin pixels), (c) spatially averaged RGB signals, (d) Blood Volume
Pulse signal, (e) physiological parameters measurement (e.g. HR, respira-
tory rate, PRV, etc). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2 ROI segmentation result examples using (from left to right) (a) the detec-
ted face, (b) a cropped version of the face and (c) removing some parts of
the face using a segmentation strategy. . . . . . . . . . . . . . . . . . . . 18

2.3 ROI segmentation result examples using (from left to right) (a) rule-based
skin detection, (b) adaptive skin detection, (c) histogram-based skin de-
tection and (d) landmarks detection. . . . . . . . . . . . . . . . . . . . . 19

2.4 68 facial landmarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.5 Before and after applying the skin color magnification (picture taken from
[Suh et al., 2017]). Image (a) and (b) show the skin pixel distributions be-
fore and after applying the skin color magnification. Image (c) shows the
principle of skin color magnification in a single pixel. . . . . . . . . . . 23

2.6 Absorption spectra of hemoglobin. Oxyhemoglobin (1) and deoxyhemo-
globin (2) (image taken from [Zijlstra et al., 1997]). . . . . . . . . . . . . 23

99



100 LIST OF FIGURES

2.7 The novel setup with polarization device (image taken from
[Trumpp et al., 2017]). (1) Camera system, (2) Multi-wavelength
illumination matrix, (3) Polarization filter (film), (4) Polarization filter
(glass) with an adaptable angle, (5) Test subject with protection goggles
and hairband, (6) Reference PPG sensor. . . . . . . . . . . . . . . . . . . 26

2.8 The novel intraoperative setup (image taken from [Trumpp et al., 2018]).
(1) Construction with adjustable arm for the sensing system. (2) Sensing
system (enlarged on the right) including NIR illumination, NIR camera,
and RGB camera. (3) Recording PC. (4) Patient (face directed towards the
cameras). (5) Surgeons and clinical staff. . . . . . . . . . . . . . . . . . . 27

2.9 An example of peak detection of BVP signal. . . . . . . . . . . . . . . . 29

3.1 Landmarks detection by Kazemi ( Source: blog.dlib.net/2014/08/real-
time-face-pose-estimation.html) . . . . . . . . . . . . . . . . . . . . . . 38

3.2 Landmark detections with no facial countour ( Source: sites.google.
com/site/chehrahome/home/) . . . . . . . . . . . . . . . . . . . . . . . . 38

3.3 Some sample images from the MMSE database. . . . . . . . . . . . . . . 39

3.4 The contact PPG sensor. . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.5 The web camera. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.6 Experimental set up. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.7 The examples of UBFC-RPPG dataset. . . . . . . . . . . . . . . . . . . . 41

3.8 Correlation plot between the HR estimated from the rPPG signal (Estima-
tedHR) and from the contact sensor (HR). n is the number of points. . . . 43

3.9 The PSD of the rPPG signal. The red part (main pulsatile) is the signal
and the blue part is the noise. . . . . . . . . . . . . . . . . . . . . . . . . 44

3.10 An example of relatively accurate measurement generated from UBFC-
RPPG dataset (the red signal is the HR obtained by rPPG and the green
signal is the ground truth). . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.11 An example of imprecise measurement generated by UBFC-RPPG data-
set (the red signal is the HR otabined by rPPG and the green signal is the
ground truth). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.1 Superficial facial blood vessels distribution: a) arteries, b) veins, c) arte-
ries and veins together (image from [Buddharaju et al., 2008]). . . . . . . 50

4.2 Two examples of the subjects that were used to get the model. . . . . . . 51

4.3 The SNR map of the two subjects. The yellow parts have higher SNR and
the green/blue parts have lower SNR. . . . . . . . . . . . . . . . . . . . . 52

4.4 The model. The yellow parts have higher SNR and the green/blue parts
have lower SNR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52



LIST OF FIGURES 101

4.5 The signals obtained by three methods in one case. From top to bottom
are face, skin and model respectively. The red signals are rPPG measured
HR and the green signals are ground truth. . . . . . . . . . . . . . . . . . 55

4.6 The enlarged details of the HR signals obtained by face and skin from 15
to 20 second. The left image is face and the right image is skin. The red
signals are rPPG measured HR and the green signals are ground truth. . . 55

4.7 The enlarged details of the HR signals obtained by skin and model from
20 to 30 second. The left image is skin and the right image is model. The
red signals are rPPG measured HR and the green signals are ground truth. 56

4.8 The signals obtained by three methods in the second case. From top to
bottom are face, skin and model respectively. The red signals are rPPG
measured HR and the green signals are ground truth. . . . . . . . . . . . 56

4.9 The correlation plot of the HR estimation given by face. The x axis is the
estimated HR and the y axis is the ground truth. . . . . . . . . . . . . . . 57

4.10 The correlation plot of the HR estimation given by skin. The x axis is the
estimated HR and the y axis is the ground truth. . . . . . . . . . . . . . . 57

4.11 The correlation plot of the HR estimation given by model. The x axis is
the estimated HR and the y axis is the ground truth. . . . . . . . . . . . . 58

5.1 An example of the Slope Sum Function (SSF) method. The original BVP
signal generated from the video is black and the SSF signal is blue. . . . 61

5.2 The comparison of Local Maximum and SSF methods on the MMSE da-
taset. The black signal is the remotely measured BVP signal and the blue
signal is the SSF signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.3 The comparison of Local Maximum method and SSF method on the
MMSE dataset. The black signal is the remotely measured BVP signal
and the blue signal is the SSF signal. . . . . . . . . . . . . . . . . . . . . 66

5.4 The comparison of the Local Maximum method and SSF method on the
UBFC-RPPG dataset. The remotely measured BVP signal is black and the
SSF signal is blue. The green dots are the peaks detected on the original
BVP signal with Local Maximum method and the red dots are the peaks
detected with the SSF method. . . . . . . . . . . . . . . . . . . . . . . . 66

5.5 An example where the window size is smaller than the length of rising
part. The remotely measured BVP signal is black and the SSF signal is blue. 68

5.6 An example where the window size is larger than the length of rising part.
The remotely measured BVP signal is black and the SSF signal is blue. . 68

5.7 An example of the Adaptive SSF method on the MMSE dataset. The re-
motely measured BVP signal is black and the SSF signal is blue. . . . . . 70

5.8 The comparison of the Adaptive SSF method and SSF method on the
MMSE dataset. The remotely measured BVP signal is black and the SSF
signal is blue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70



102 LIST OF FIGURES

5.9 The comparison of the Adaptive SSF method and SSF method on the
UBFC-RPPG dataset. The remotely measured BVP signal is black and
the SSF signal is blue. . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.10 An example of block of interest. The black signal is the remotely measu-
red BVP signal. The green and blue signals are MAb and MAp respecti-
vely. The strips are the blocks of interest. . . . . . . . . . . . . . . . . . . 73

5.11 An example of peak detection with Two-Window method. The black si-
gnal is the remotely measured BVP signal. The green and blue signals are
MAb and MAp respectively. . . . . . . . . . . . . . . . . . . . . . . . . 74

5.12 The examples of peak detection with Local Maximum, Adaptive SSF and
Two-Window methods with a video from MMSE dataset. The black signal
is the remotely measured BVP signal. . . . . . . . . . . . . . . . . . . . 76

5.13 The examples of peak detection with Adaptive SSF method and Two-
Window method with UBFC-RPPG dataset. The black signal is the remo-
tely measured BVP signal. . . . . . . . . . . . . . . . . . . . . . . . . . 78



List of tables

3.1 The average evaluation values of MMSE dataset. . . . . . . . . . . . . . 45

3.2 The average evaluation values of UBFC-RPPG dataset. . . . . . . . . . . 45

4.1 The average evaluation values for different ROI detection methods with
UBFC-RPPG dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2 The average evaluation values for different ROI detection methods with
MMSE dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.1 Evaluation Metrics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.2 The average peak detection errors with MMSE dataset. . . . . . . . . . . 63

5.3 The average PRV errors with MMSE dataset. . . . . . . . . . . . . . . . 63

5.4 The average errors of PRV features with MMSE dataset. . . . . . . . . . 63

5.5 The average peak detection errors with UBFC-RPPG dataset. . . . . . . . 64

5.6 The average PRV errors with UBFC-RPPG dataset. . . . . . . . . . . . . 64

5.7 The average errors of PRV features UBFC-RPPG dataset. . . . . . . . . . 65

5.8 The average peak detection errors with MMSE dataset. . . . . . . . . . . 69

5.9 The average PRV errors with MMSE dataset. . . . . . . . . . . . . . . . 69

5.10 The average errors of PRV features with MMSE dataset. . . . . . . . . . 69

5.11 The average peak detection errors with UBFC-RPPG dataset. . . . . . . . 71

5.12 The average PRV errors with UBFC-RPPG dataset . . . . . . . . . . . . 71

5.13 The average errors of PRV features UBFC-RPPG dataset . . . . . . . . . 71

5.14 The average peak detection errors with MMSE dataset. . . . . . . . . . . 75

5.15 The average PRV errors with MMSE dataset. . . . . . . . . . . . . . . . 75

5.16 The average errors of PRV features with MMSE dataset. . . . . . . . . . 77

5.17 The average peak detection errors with UBFC-RPPG dataset. . . . . . . . 77

5.18 The average PRV errors with UBFC-RPPG dataset. . . . . . . . . . . . . 77

5.19 The average errors of PRV features with UBFC-RPPG dataset. . . . . . . 77

103





List of acronyms

— ANS : Autonomic Nervous System. 3

— BSS : Blind Source Separation. 20
— BVP : Blood Volume Pulse. 17

— ECG : Electrocardiography. 4

— FFT : Fast Fourier Transform. 11

— HF : High Frequency. 12
— HR : Heart Rate. 3
— HRV : Heart Rate Variability. 10

— ICA : Independent Component Analysis. 17

— JADE : Joint Approximate Diagonalization of Eigenmatrices. 20

— LF : Low Frequency. 12

— MA : Moving Average. 72

— PCA : Principal Component Analysis. 20
— PPG : Photoplethysmography. 6
— PRV : Pulse Rate Variability. 12
— PSD : Power Spectral Density. 11

— ROI : Region of Interest. 17
— rPPG : Remote Photoplethysmography. 9
— RR : Respiratory Rate. 21

— SNR : Signal-to-Noise Ratio. 37
— SSF : Slope Sum Function. 30

— VLF : Very Low Frequency. 11

105




	I Context
	1 Introduction
	1.1 The measurement of cardiac parameters
	1.1.1 Electrocardiography
	1.1.2 Photoplethysmography
	1.1.3 Remote photoplethysmography

	1.2 Heart Rate Variability and Pulse Rate Variability
	1.3 Objectives
	1.4 Organization

	2 State of the art
	2.1 Remote photoplethysmography framework
	2.1.1 Overview of rPPG technology pipeline
	2.1.2 Region of interest selection
	2.1.3 Color channel signal analysis
	2.1.4 Physiological parameter estimation

	2.2 RPPG with novel devices
	2.3 Pulse rate variability measurement
	2.3.1 PRV measurement and applications
	2.3.2 Peak detection of Blood Volume Pulse signal

	2.4 Conclusion


	II Contribution
	3 Comparative study of existing rPPG methods
	3.1 Description of the algorithms implemented in the comparative study
	3.1.1 ROI detection methods
	3.1.2 RPPG signal selection and combination methods

	3.2 Experiments
	3.2.1 Dataset
	3.2.2 Software
	3.2.3 Evaluation metrics
	3.2.4 Results and discussion

	3.3 Conclusion

	4 Model-based Region of Interest segmentation for rPPG
	4.1 Introduction
	4.2 Model-based ROI segmentation
	4.3 Experiments and results
	4.4 Conclusion

	5 Remote PRV measurement
	5.1 Introduction
	5.2 Slope Sum Function
	5.2.1 Algorithm
	5.2.2 Experiments
	5.2.3 Results

	5.3 Adaptive Slope Sum Function
	5.3.1 Algorithm
	5.3.2 Experiments and results

	5.4 Adaptive Two-window Peak Detection
	5.4.1 Algorithm
	5.4.2 Experiments and results

	5.5 Conclusion


	III Conclusion
	6 Conclusion and future work
	List of acronyms


