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Neuromorphic Algorithms and Hardware for Event-based

Processing

Abstract: The demand for computing power steadily increases to enable new and more intelligent
functionalities in our current technology. The combined computing power of mobile systems such as
phones, drones, autonomous vehicles and embedded systems increases rapidly, but each system has a
limited power budget. Efficient computation is thus of utmost importance. For the past decades we
have relied on the growing amount of transistors per unit area to keep up with computing demand
while keeping power consumption in check, but this trend is declining as transistor sizes are reaching
physical limits. While architecture improvements stagnate, we find ourselves in the early stages
of creating intelligent systems, which raises the question how current system can scale and which
makes the exploration of alternative computing principles worth wile. This thesis examines the role
of new bio-inspired computation paradigms for low-power computation, to drive a future generation
of intelligent systems. Neuromorphic computing is an emerging interdisciplinary field that looks at
biological systems such as the retina or the brain for inspiration on how to compute efficiently. From
that it is possible to create sensors, algorithms and hardware that process information much closer to
how the biological model works than current conventional computer architecture. We examine how
neuromorphic cameras, algorithms and hardware can gradually replace conventional components to
make the system overall use less power. We approach the issue through the lens of efficiency, and
propose an event-based face detection algorithm, a framework that brings event-based computer vision
to mobile devices with optimised hardware and methods based on precise timing for spiking neural
networks on neuromorphic hardware. In this attempt we bring technology into being that starts to

resemble the organic counterpart, to show the capabilities of brain-inspired computing.

Keywords: neuromorphic computing, event-based processing, non-von neumann computing, low-power

computer vision, neuromorphic hardware, spiking neural networks



Algorithmes et Architectures Matérielles Neuromorphiques pour le

Calcul Evénementiel

Résumé : La demande en puissance de calcul augmente régulierement pour permettre de nouvelles
fonctionnalités plus intelligentes au vu de la technologie actuelle. La puissance de calcul disponible des
systémes mobiles tels que les téléphones, les drones, les véhicules autonomes et les systemes embarqués
augmente rapidement, mais chaque systeme a un budget limité. Le calcul efficace est donc de la
plus haute importance. Au cours des derniéres décennies, nous nous sommes appuyés sur la densité
croissante de transistors integrés dans un processeur, pour répondre a la demande en puissance de
calcul tout en mafitrisant la consommation d’énergie, mais cette tendance diminue a mesure que les
tailles des transistors atteignent leurs limites physiques. Alors que les améliorations de I'architecture
stagnent, nous nous trouvons dans les premieres étapes de la création de systémes intelligents, ce
qui rend l'exploration de principes de calcul alternatifs indispensable. Cette thése examine le role
des nouveaux paradigmes de calcul bio-inspirés permettant le calcul a faible cofit indispensable a la
conception de la future génération de systemes intelligents. Le calcul neuromorphique est un domaine
interdisciplinaire émergent qui s’inspire des systémes biologiques tels que la rétine ou le cerveau pour
calculer efficacement. A partir de 13, il est possible de créer des capteurs, des algorithmes et du
matériel qui traitent les informations de fagon bio-inspirée. Nous examinons comment les caméras
neuromorphiques, les algorithmes et ainsi que le matériel peuvent remplacer progressivement les
composants conventionnels pour arriver a un systéme moins gourmand en énergie. Nous abordons le
probléme a travers le prisme de Defficacité et proposons un algorithme bio-inspiré de détection de visage,
puis un cadriciel permettant de développer des algorithmes neuromorphiques sur des smartphones.
Enfin nous proposons de porter des méthodes basées sur la précision temporelle dans les réseaux de
neurones impulsionnels sur du matériel neuromorphique. Avec cette tentative, nous apportons une
technologie qui commence a ressembler & la contrepartie organique, pour montrer les capacités de

I'informatique inspirée du cerveau.

Mots clés : calcul neuromorphique, calcul évenementiel, vision par ordinateur & faible puissance,

matériel neuromorphique, efficacité énergétique, réseaux de neurones impulsionnels
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Chapter 1

Introduction

How much of a machine is human? And how much of a human is a machine? This question
will become somewhat more important and at the same time more difficult to answer in
the future as the dividing lines will gradually get blurrier [4]. Modern technology is a
powerful tool that provides humanity with the means to transform cognitive abilities into
skills and machines. Our biological bodies will inevitably merge with this technology to
extend and offload capabilities. It will feel very natural, as new generations raised in the
information age experience the extraordinary benefits and looming drawbacks of being
online on-demand and in an instant. We are not far now from the point where we will have
a direct, physical connection to a mobile system such as a brain machine interface [5, 6].
To be implanted such an interface will become as much of a routine treatment as getting
dental braces or replacing a hip joint. To make the connection between human body
and human-made technology as natural as possible, one can imagine that a system that
processes information much like a biological organism does, is much easier to interface
with [7, 8].

From a certain standpoint, humans can already be considered cyborgs [9, 10], defined as
beings with both organic and artificial body parts. Examples of such parts are pacemakers,
prostheses or neurostimulators. We might not have a physical connection to our beloved
handheld devices such as phones and tablets, but it would not be an overstatement to say
that we are at least psychologically attached to them. One could even go as far as to claim
that we are overly dependent on them [11]. It’s specifically the smart ones, those that
can tell us jokes and enable us to connect to anyone and anything on the internet around
the world in a matter of seconds. Mobile handheld devices have truly taken the world by
storm since the year the smartphone took off in 2008. With the iPhone and Android fresh
into the market back then, 17% of people in the Western world owned a smartphone at
that time. Since then this number has risen to 93% across adults in the Western world [12].
In developing countries, mobile communication has largely leapfrogged wired telephone
lines and conventional banking all together [13, 14]. Our smartphones or tablets are now
embedded in our daily lives and act as a central hub to an even larger array of connected

devices, such as smart speakers, watches or cameras.



2 CHAPTER 1. INTRODUCTION

As those devices become somewhat more intelligent and human-like, Artificial Intelligence
(AI)-driven features become critical differentiating factors for a saturated market of smart
technology. Voice or automated driving assistants add an undeniable surplus value to
existing systems, and no company that produces consumer goods can afford to ignore this
trend. The training of modern AI models consumes enormous amounts of energy, and
these energy requirements are growing at a breathtaking rate. In the deep learning era,
the computational resources needed to produce a best-in-class AI model has on average
doubled every 3.4 months [15] as illustrated in Figure 1.1. As a result these models are
costly to train and develop, both financially, due to the cost of hardware and electricity or
cloud compute time, and environmentally, due to the carbon footprint required to fuel
modern tensor processing hardware [16]. Generative Pre-trained Transformer-3, the latest
language model by OpenAl to produce human-like text, consists of 175 billion parameters,
more than a 100 times more than the previous year’s biggest model [17]. It took an
estimated 355 Graphics Processing Unit (GPU)-years, $4.6m and 1 GWh of energy to
train it. We see diminishing returns from scaling up machine learning models with a

breathtaking rate.

Petaflop/s-days
le+é

AlphaGoZero

le+2 Neural Machine

Translation

TI7 Dota 1vl
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BiLSTM for Speech
le-8 LeNet-5
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Fig. 1.1 Number of total operations needed to train some of the most well-
known models in computer vision, natural language processing and reinforcement

learning. Image taken from OpenAI’s blog post [15].



This stands in contrast to battery density that has been improving at an averaged rate of
7.5 percent a year between 2011 to 2017 [18]. While the daily usage of smart mobile devices
especially among younger adults has steadily increased [19], the time a device can be used
before it needs recharging has stagnated. Over time, more and more features have merged
into our mobile devices, which is very costly in terms of computation. Therefore a lot of
smart functionality is offloaded to be computed in the cloud, on a remote server. But the
continuous exchange of private data over the network raises privacy concerns for end users.
It also means that many devices stop being smart when problems with server availability
or Wi-Fi connections arise. For the smart functionality that does not require a network
connection, we have relied on the growth of numbers of transistors per unit area to satisfy
the growing demand in computing power. Nowadays we are encountering the physical
limits of this scaling process [20], with fabrication processes constructing transistors as
little as 5nm apart [21, 22]. Not only does processing logic reach physical speed limits,
but already today Central Processing Unit (CPU)s spend a lot of their time waiting for
new data to be fetched from memory, which is an issue that is only going to become more
problematic with growing amounts of data to be processed. In response to that, industry
has largely changed to horizontal scaling such as increasing the number of cores among
other mitigation tactics in order to guarantee performance improvements. But the issue
remains one around bandwidth and the sequential nature of reading instructions from

memory, processing them and storing the result.

The race is on to explore new computing architectures and paradigms, which seem more
promising than ever before. The field of neuromorphic engineering is one alternative route,
exploring biological concepts of information processing in order to imitate them on a
hardware level. It takes inspiration from neuroscience, machine learning and electrical
engineering to build hardware that computes using silicon neurons [23, 24]. The guiding
philosophy is not to copy the wetware such as our brain in complete detail, but to search for
organising principles that can be applied in practical devices [25]. The essential components
are artificial neurons, which emit short electrical pulses of action-potentials called spikes to
other neurons via synaptic connections. Even so, building and connecting large numbers
of artificial neurons on its own is not enough. With a new kind of hardware comes the
need for new algorithms, which handle spikes from neurons in an asynchronous fashion.
By doing that, the hope is to find a more efficient way to represent information and to
compute. This parallel track to classic computing will not replace clocked, synchronous,
high-throughput computation anytime soon. Rather it should be seen as catering to a
growing demand for efficient, fault-tolerant, low-power computation. This demand is
especially pressing on mobile systems, where specialised chips can naturally co-exist with
current systems on a single device, devices that have an increasing gamut of functionalities

that we happily rely on.



4 CHAPTER 1. INTRODUCTION

1.1 Motivation and Objectives

The current success story of deep learning and Al is powered by the interplay of data,
algorithms and dedicated hardware. This hardware is based on the same computing
architecture since the inception of the modern computer that separates processing unit
from memory. Given that we stand just at the beginning of an age of Al, we have to ask
the question how current trends in machine learning model sizes can continue to scale.
Moore’s law has been surpassed by Huang’s law, named after NVIDIA’s chief executive
officer Jensen Huang, which predicts that the performance of GPUs will more than double
every two years [26]. For battery-powered devices that rely on a lot of dedicated hardware
to be efficient, advancements in powerhouse technology alone will not cut it. As technology
powered by machine learning enters cars, watches, tablets and other mobile systems, power

consumption in such environments will be critical to the success of those systems.

The goal of this thesis is to find ways that are inspired by biology to compute more
efficiently than current computer systems. Neuromorphic engineering, taking inspiration
from biological systems, rethinks computation from the ground up, as our brains do
not separate memory from processing but combine the two principles in each and every
neuron. We could build an end-to-end neuromorphic pipeline that exists in parallel to
existing systems, but due to expensive sensors and processing hardware that is still in a
research stage, this is not a straightforward feat. Alternatively we can replace parts of the
conventional machine learning pipeline and examine how neuromorphic equivalents can
contribute to saving power. These replacements are neuromorphic cameras, algorithms

and hardware.

Neuromorphic cameras use a novel sampling theorem to imitate the asynchronous firing
pattern of the mammal retina to avoid capturing redundant information and therefore save
energy. This class of vision sensors has promising applications in machine vision that need
to record a visual scene as efficiently as possible, while still exhibiting superior dynamic
range and temporal resolution. We raise the question to what extent we can make use
of event camera properties in neuromorphic algorithms to compute more efficiently than

conventional architectures that use image-capturing cameras.

Mobile devices with their optimised processing hardware should be able to profit directly
from such efficient sensors and algorithms. They already integrate a growing amount of
sensors for specific tasks and specialised hardware that takes up an increasing share of
silicon area. Neuromorphic sensors and algorithms can be added to this mix to help reduce
power consumption further. The integration should be seamless to ensure adoption for

devices that are ubiquitous in our lives.

The use of low-power conventional hardware as used in mobile devices can be seen as
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intermediate step, but neuromorphic computing will eventually make use of dedicated
hardware to unlock its full potential. Much like conventional neural networks do not seem
as powerful when executed on a CPU, bio-inspired algorithms will benefit from hardware
that boasts artificial neurons. The recent past has shown that the co-design of algorithms

and hardware is more important than ever.

We explore algorithms that use asynchronous, event-based computation on both conven-
tional hardware that is widely available today and on neuromorphic hardware that is
emerging. Neuromorphic computing has the potential to follow a similar success story as
deep learning and outperform current Al and machine learning architectures when it comes
to power efficiency. Artificial general intelligence using 20 Watts is the ultimate goal to be
as efficient as our brain, but until then it is still a long way to go. The advancements in
neuromorphic technology will at the very least help devices to use less power and hopefully
make technology function more human-like. Starting from the basic elements of neurons,

the goal is to facilitate the successful merging of human and machine.

In the remainder of our introduction, we provide an overview about components of a
neuromorphic system that can gradually replace and complement current technology. The
combination of new sensors, algorithms and hardware will help to enable applications
that are inherently low-power and might help us find new ways of biologically plausible

learning.

1.2 Rethinking the Way our Cameras See

We want machines to be able to see like us, and in that effort have created cameras.
The field of modern computer vision is based on the common output format of those
sensors: frames. However, the way we humans perceive the world with our eyes is very
different. Most importantly, we do it with a fraction of the energy needed by a conventional
camera [27]. The field of neuromorphic vision tries to understand how our visual system
processes information, in order to give modern cameras that same efficiency and it looks

like a substantial shift in technology for machine vision.

We are so focused on working with data that modern cameras provide, that little thought
is given about how to capture a scene more efficiently in the first place. Current cameras
acquire frames by reading the brightness value of all pixels at the same time at a fixed
time interval, the frame rate, regardless of whether the recorded information has actually
changed. A single frame acts as a photo; as soon as we stack multiple of them per second it
becomes a motion picture. This synchronous mechanism makes acquisition and processing
predictable. But it comes with a price, namely the recording of redundant data. And not

too little of it. As shown in Figure 1.2, redundant information about the background is
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captured even though it does not change from frame to frame, when at the same time,

high velocity scene activity results in motion blur.

y y

@ Q
l‘.;‘ l"

o 4 \,t

Fig. 1.2 Image blur can occur in a frame depending on the exposure time.

1.2.1 Taking Inspiration from the Human Visual System

The human retina has evolved to encode information extremely efficiently. Narrowing
down the stimuli of about 125 million light sensitive photoreceptors to just 1 million
ganglion cells which relay information to the rest of the brain, the retina compresses a
visual scene into its most essential parts. Photoreceptor outputs are bundled into receptive
fields of different sizes for each retinal ganglion cell as shown in Figure 1.3. The way a
receptive field in the retina is organised into center and surround allows ganglion cells
to transmit information about spatial contrast, encoded as the differences of firing rates
of cells in the center and surround. Retinal ganglion cells are furthermore capable of
firing independently of each other, thus decoupling the activity of receptive fields from
each other. Even if not triggered by external stimulus, a retinal ganglion cell will have a
spontaneous firing rate, resulting in millions of spikes per second that travel along the
optic nerve. It is thought that in order to prevent the retinal image from fading and thus
be able to see the non-moving objects, our eyes perform unintentional rapid jumps called
micro-saccades. This movement only happens once or twice per second, so in between
micro-saccades, our vision system probably relies on motion. To put it in a nutshell, our
retina acts as a pre-processor for our visual system, extracting contrast as an important
stream of information that then travels along the optical nerve to the visual cortex. In

the cortex it is processed for higher-level conscious processing of the visual scene.

Inspired by the efficiency and complexity of the human visual system, Misha Mahowald
developed a new artificial stereo vision system in the late 80s [28]. She was one of Carver
Mead’s students, a scientist at Caltech who spawned the field of Neuromorphic Engineering

at that time. In his lab, Misha built what would become the first silicon retina in the
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Fig. 1.3 Center-surround receptive fields in the mammalian retina.

early 90s [29]. It was based on the same principle of center-surround receptive fields in the
human retina, which emit spikes independently of each other depending on the contrast

pattern observed.

Although Misha drafted the beginning of a new imaging sensor, the design did not provide
a practical implementation at first. In response, the neuromorphic community simplified
the problem by dropping the principle of center-surround pixels [30]. Instead of encoding
spatial contrast across multiple pixels which needed sophisticated circuits, the problem
could be alleviated by realising a circuit that could encode temporal contrast for single
pixels. That way, pixels could still operate individually as processing units just as receptive
fields in the retina do and report any deviations in illuminance over time. While the
first silicon retinas where fully analog [31, 32], it would take until 2008 when the first
refined temporal contrast sensors was published based on digital architecture [33], the

event cameras as they are known today.

1.2.2 A Paradigm Shift in Signal Acquisition

The new architecture led to a paradigm shift in signal acquisition, illustrated in Figure 1.4.
Standard cameras capture absolute illuminance at the same time for all pixels driven
by a clock and encoded as frames. One fundamental approach to dealing with temporal
redundancy in classical videos is frame difference encoding. This simplest form of video
compression includes transmitting only pixel values that exceed a defined intensity change

threshold from frame to frame after an initial key-frame. Frame differencing is naturally
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performed in post-processing, when the data has already been recorded. Trying to take
inspiration from the way our eyes encode information, event cameras capture changes in
illuminance over time for individual pixels corresponding to one retinal ganglion cell and

its receptive field.

A analog
> t
A interval sampling
threshold crossing

Il | .

Fig. 1.4 Different sampling theorems. The ’real world’ is a collection of analog

signals, which in order to store and digitise it we transform into numbers. Digital
signal acquisition relies on regular sampling along the time axis. An alternative
approach is level or threshold crossing, where the signal is sampled whenever it

surpasses a threshold on the y-axis.

If light increases or decreases by a certain percentage, one pixel will trigger what’s called
an event, which is the technical equivalent of a cell’s action potential. One event will
contain information about a timestamp, x/y coordinates and a polarity depending on the
sign of the change. Pixels can trigger completely independently of each other, resulting in
an overall event rate that is directly driven by the activity of the scene. It also means that
if nothing moves in front of a static event camera, no new information is available hence
no pixels fire apart from some noise. The absence of accurate measurements of absolute
lighting information is a direct result of recording change information. This information

can be refreshed by moving the event camera itself, much like a saccade.

Because of the considerable size of the circuit that enables temporal contrast for each
pixel, it didn’t leave much room for the photo diode to capture incoming photons. The

ratio of a pixel’s light sensitive area versus the total area is called fill factor and amounted
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to 9.4% for the first event camera [33]. Modern CMOS (Complementary Metal Oxide
Semiconductor) technology will enable a fill factor of above 90% at a fabrication process
of 180nm. With a reduced fill factor the photon yield will be low, which will in turn
drive image noise. This was thus a major obstacle for event camera mass production
early on. Nevertheless already this first camera was able to record contrast changes under
moonlight conditions. New generations of event cameras use backside illumination in order
to decouple the processing circuit for each pixel from the photo diode, by flipping the
silicon wafer during manufacturing [34]. Most of today’s smartphone cameras already use
backside illumination in order to maximise illumination yield at the expense of fabrication

cost.

y y y

Fig. 1.5 An event-camera will only record change in brightness and encode it
as events in x, y and time. Colour is artificial in this visualisation. Note the
fine-grained resolution on the t-axis in comparison with the frame animation in
Figure 1.2. Thanks to Alexandre Marcireau for the data. Visualisation has been

created using Rainmaker”.

1.2.3 A Novel Sensor for Machine Vision

Overall an event camera has three major advantages compared to conventional cameras:
since pixel exposure times are decoupled of each other, very bright and very dark parts can
be captured at the same time, resulting in a dynamic range of up to 125dB. The decoupled,
asynchronous nature furthermore frees bandwidth so that changes for one pixel can be
recorded at a temporal resolution and latency of microseconds. This makes it possible to
track objects with very high speed and without blur as exemplified in Figure 1.5. The third
advantage is low power consumption due to the sparse output of events, which makes the
camera suitable for mobile and embedded applications. As long as nothing in front of the
camera moves, no redundant data is recorded by the sensor which reduces computational
load overall. It also relieves the need for huge raw data files. Current drawbacks for most

commercially event cameras available today are actually further downstream, namely

*https://github.com/neuromorphic-paris/command_line_tools
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the lack of hardware and algorithms that properly exploit the sparse nature of an event
camera’s data. Rethinking even the most basic computer vision algorithms without frames

takes a considerable effort.

Over the years, event cameras have seen drastic improvements in spatial resolution and
signal to noise ratio. The main generations of cameras are Dynamic Vision Sensor
(DVS) [33], Asynchronous Time-based Image Sensor (ATIS) [35] and the Dynamic and
Active pixel Vision Sensor (DAVIS) [36]. Examples of companies that produce commercially
available event cameras are Samsung [37], Prophesee [38], Celepixel and Insigthness [36].
Most commercially available event cameras are still large in size, but small form factor
version have been developed too. Event cameras for mobile applications include a small
embedded DVS system [39] and a small ATIS which can be connected via mini-Universal
Serial Bus (USB) [40], which is explained in more detail in Chapter 3. The first commercially
available single-chip neuromorphic vision system for mobile and Internet of Things (IoT)
applications is called Speck!, which combines a DVS and the Dynap-se neuromorphic
Convolutional Neural Network (CNN) processor. The rise of the event camera has been
relatively slow, as larger gains in power efficiency are being made by focusing on the
processing of image data further downstream, notably on a GPU. This trend however is
also likely to saturate at some point and will make it worth to further explore and employ

this novel image sensor [41].

1.3 Event-based Computer Vision and Applications

1.3.1 A Temporal Component to Understand Visual Input

In 1975, Swedish perceptual psychologist Gunnar Johannson writes:

The eye is often compared to the camera, but there is one enormous difference between the
two. In all ordinary cameras a shutter ’freezes’ the image [...]. In all animals, however,
the eye operates without a shutter. Why, then, is the world we see through our eyes not a

complete blur? [412]

Animals integrate visual information over time into a continuous, conscious stream.
Johannson proposed that an object can be recognised purely by its motion, based on the
idea of continuous input [43]. Figure 1.6 shows one of his examples and more can be found
online*. Humans can indeed easily recognise objects that are represented by several simple
dots moving, suggesting that timing is important for our visual system. At the same time,
research has also shown that it is harder for humans to correctly identify a point-light

walker when it is positioned upside down, suggesting that a spatial component is in fact

Thttps://www.speck.ai/
A video of a Johannson experiment can be found under https://youtu.be/rEVBEkW9p6k
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also necessary to detect an object [44].

Fig. 1.6 The points themselves make it hard to identify the object behind
it. Can you guess what it is once the points start to move? Check https:

//tinyurl. com/y3yehcur

1.3.2 The Era of Deep Learning

The success of deep learning using neural networks has proven triumphantly that a computer
can recognise objects at a superhuman level by analysing purely spatial compositions (such
as an image). To understand more subtle concepts such as actions, intents or emotions
in an effort to be more intelligent, there has to happen some form of aggregation of
information over time. And to make that possible on an embedded system, computation
using frames that carry a lot of redundant information seems counter-intuitive. Recent
research focuses on making neural networks more efficient by using techniques such
as pruning [45, 46], quantization [47, 48, 49, 50], knowledge distilling [51] or finding
functionally similar but smaller sub-networks [52]. Taking quantization to the extreme leads
to binary weights, which significantly reduces model size and inference time [53, 54]. Neural
networks have successfully been optimised to use fewer multiplier-accumulator operations
and parameters by designing novel network architectures that exploit computation or
memory efficient operations such as depthwise separable convolutions to fit on mobile
devices [55, 56, 57, 58]. The most prominent examples of this endeavour are the MobileNet
architectures, which is a family of computer vision neural network models designed to
maximise accuracy while being mindful of the restricted resources for an on-device or
embedded application [59, 60, 61].

These measures take effect late in the pipeline, still recording and processing redundant
data. If we work with highly sparse data such as from event cameras in order to save

power, we need a form of temporal component in our models.
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1.3.3 Event-based Processing

The field of event-based computer vision has grown rapidly over the last years, as event
cameras have the potential to displace standard cameras in wearable technology, robotics
and mobile applications. Applications that are currently available specifically on mobile
systems include drowsiness driving detection systems [62], proximity sensing for handheld
devices [63], motion detection [64] or gesture recognition as described in Chapter 3.
Mobile autonomous robots can learn to cooperate [65] and drones learn autonomous
flight [66, 67, 68].

Rooted in classical computer vision, a lot of work focuses on accumulating events into
bins of fixed or variable length depending on scene activity [69], thus artificially creating
frames from a sparse output signal. This group of algorithms leverages existing advances,
most notably analog artificial neural networks to use them for optical flow [70, 71], depth
prediction [72], high dynamic range image reconstruction from events [73, 74, 75], or
Simultaneous Localisation and Mapping (SLAM) [76, 66]. Other applications include
image deblurring [77], star tracking [78] or object segmentation [79, 80].

This approach also allows the use of GPUs when spatially sparse frames or volumes are
processed using Artificial Neural Network (ANN)s, which results in processing a lot of
redundant information because of the high temporal data precision. Aiming to increase
the speed and power efficiency with which inference can be done, certain computations
can be skipped using dedicated hardware [81, 82, 83, 84].

Another approach tries to get the best of both worlds, frames and events, by mixing them
together, which works well with hybrid sensors such as the DAVIS but is computationally
very demanding [86, 69, 87]. Methods that can possibly achieve the lowest latency and
power consumption work on an event-by-event basis. This approach advocates short,
incremental calculations triggered by each event, and requires rethinking computer vision
algorithms from the ground up. The downside of this method is that they cannot make
use of dedicated hardware such as GPUs at the moment, being restricted to highly parallel
CPUs in most cases. There are exemptions of Field-Programmable Gate Array (FPGA)
implementations to speed up the low-latency processing [88, 89, 90, 91]. Exemplary
applications of event-by-event methods include event stream classification [85, 92], optical
flow [93, 94, 95, 96], corner detection [97, 98, 99], pose estimation [100] and tracking [101].
It lead to the emergence of new features called time surfaces [85, 78, 102], which are
spatio-temporal features generated for each event as shown in Figure 1.7. They resemble
local patches of temporal gradients and have been employed in bag-of-features methods
such as Hierarchy of Time Surfaces (HOTS) [85], which creates a hierarchy of time surfaces

with different time constants. Other bag-of-features methods build on time surfaces as
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Fig. 1.7 Time surface generation from the spatio-temporal context of events.
A time surface resembles a local image patch that is generated for each event.
(a,b) An event camera such as the ATIS or DVS records motion in a visual
scene, represented by ON and OFF events over time. (c) If we represent the
accumulated events in one image, brighter pixels signify more recent events. (d)
focusing on a spatial region of interest we generate a local time surface by applying
an exponential kernel (e) to the timing of events in the neighbourhood. Image

taken from Lagorce et al. [85].

well [103, 92].

1.4 Spiking Neural Networks

1.4.1 Sparse Data Representations

A more biologically-inspired possibility is to turn to a Spiking Neural Network (SNN) for
learning tasks. Labelled as the 3rd generation neural network archetype [104], data is
represented in binary form, where a neuron can either spike or not. Every neuron has
an internal state such as membrane potential, threshold and decay times. Neurons in an
SNN do not fire automatically when new input is presented, but only when enough spikes
per time unit accumulate so as to push the membrane potential across its threshold. The
spike emitted will then be propagated forward, subject to synapse weights and delays. The

sparse nature of communication offers the potential to encode and transmit information
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in a significantly more energy efficient manner.

Figure 1.8 shows the principal difference between a neuron unit in an ANN and in an SNN.
Whereas the input for an ANN is typically a tensor with high data precision, but low
temporal resolution, the input for an SNN are binary flags of spikes with comparatively
high temporal precision in the order of ps. The unit in the SNN integrates all of the
incoming spikes, which affect the internal parameters such as membrane potential. The
unit in the ANN merely computes the linear combination for inputs on all synapses and
outputs that. Although there are ANN units with memory characteristics and internal
states such as recurrent or long short-term memory units [105, 106], they typically operate
on much wider time frames such as a few words in a sentence or a video frame that is

captured every 25 ms.
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Fig. 1.8 Basic neuron model in (a) ANNs and (b) SNNs. Picture taken from
Deng et al. [107].

The development in SNNs has focused to a great extent on vision tasks such as image
classification or object detection, largely driven by the need to compare new work to
existing classical architectures. However, SNNs are likely not going to outperform ANNs
in every aspect, but rather fill a niche. What this niche is, is an interesting research
question at the moment. Some groups have developed spiking sorting algorithms [108],
or spike time encoded addressable memory [109]. Certainly the ability for near-sensor

feature extraction, ultra-low power neural network inference, local continual learning [110]
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or constraint satisfaction problems [111, 112] are tasks where SNNs can already excel. The
stateful, recurrent architecture of Recurrent Neural Network (RNN) also seems suitable to
be mapped to SNNs [113, 114].

There are other areas of artificial intelligence that are little explored when it comes
to employing SNNs, such as in reinforcement learning [115] or attention-based models.
Deep reinforcement learning uses deep learning to model complex value functions for
continuous high-dimensional state spaces that allows an agent to perform actions even
though while training it only encountered a small subset of states during trial and error
learning [116, 117]. Deep reinforcement learning suffers from high sensitivity to noisy,
incomplete, and misleading input data and SNNs with their inherent stochastic nature
could provide some robustness to that [115]. In the same vein, ANNs are notoriously
sensitive to malevolent adversarial attacks. Sharmin et al. demonstrate that SNNs tend
to show more resiliency compared to ANN under black box attack scenario, which could

help deploy them in real-world scenarios [118].

So far SNNs have not proven that they perform better in general. The rise of attention-
based deep neural network architectures called transformers [119, 120] make it clear that
time and recurrent architectures are not a necessity when computing on sequences. They
allow for parallel training on multiple tokens at the same time but need lots of parameters.
Transformers are causing a stir in deep learning and are being used not only in natural
language processing but also vision and audio tasks. However, they work with highly
dense training data such as images and regularly sampled audio files. A crucial point that
neuromorphic computing relies on is sparsity. This is, after all, the strength of event-based
sensing and the principle of threshold crossing. No change in the input signal means no
data recorded. Nevertheless there are different training methods how an SNN can extract

features from input data.

1.4.2 Training Spiking Neural Networks

Training SNNs follows one of 3 major pathways: converting the weights of pre-trained
ANN [121, 122], supervised learning using backpropagation with spikes [123, 124, 125, 120]
or local learning rules based on Spike-Time Dependent Plasticity (STDP) [127, 128] or local
errors [129]. The most straightforward path to create an SNN is to convert an ANN which
had previously been trained on a GPU. The idea is to trade a small impact in performance
for reduced latency and power efficiency. Continuous values are hereby transformed
into rate-coded schemes [122]. Alternatively, the network can also be converted using a
temporal coding scheme [130], which we explore in more detail in Chapter 4. Converted
SNNs benefit from a large ecosystem available for GPU-based training of ANNs and certain

training mechanisms such as batch normalisation [131] or dropout [132].
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Fig. 1.9 Commonly used derivatives as a replacement for spike activation to
provide a differentiable signal when training spiking neural networks. The step
function has zero derivative (violet) everywhere except at 0 where it is ill defined.
Examples of replacement derivatives which have been used to train SNNs are in
Green: Piece-wise linear [133, 134, 135]. Blue: Derivative of a fast sigmoid [130].
Orange: Exponential [124]. Figure taken from Neftci et al. [137].

In order to facilitate learning in an SNN directly, we can apply methods from classical
neural network training, such as backpropagation through time [138], to our SNN. Since the
activation of a single spike, which resembles a Dirac impulse, is not differentiable, methods
resort to smoothing spike activation itself [135, 136, 133, 137] as shown in Figure 1.9. A
recent method has also adapted backpropagation to spikes without approximations [126].
Training methods using a global error signal achieve very good results, but are not
very plausible to happen in the brain. SNNs that have been trained directly with
backpropagation have yet to achieve the accuracy of converted SNNs when it comes to
deeper networks, but the end-to-end training also speeds up the overall time needed for

one network propagation and therefore reduces latency [139].

Local learning rules strive for biological plausibility without sacrificing performance too
much. DECOLLE [110] and e-prop [114] are two recent examples of those algorithms
that can both be implemented in neuromorphic hardware. Lastly, unsupervised feature
extraction using local learning rules such as STDP [140, 141] relies purely on the timing
between pre- and postsynaptic spike. It is biological plausible since it is without need for
a global error signal, but has yet to reach ANN performance. The introduction of a third
factor such as a global reward signal to complement the learning rule [142, 143] seems
like a promising path forward. Overall, event-based vision promises efficient processing
for naturally sparse inputs. An asynchronous network such as an SNN however needs

asynchronous hardware to fully exploit its advantages.
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1.5 Low-power Hardware for Mobile Systems

When power efficiency for a computing system is of utmost importance, dedicated hardware
plays a crucial role. A System on Chip (SoC), soldered onto the mainboard of a mobile
device, bundles multiple components into single chip to save space, cost and power
consumption. It combines CPU, GPU and neural processing unit among other vital
parts to act as integral computation unit of the device. ARM cores with their Reduced
Instruction Set Computer (RISC) architecture achieve a much better performance per
Watt ratio as opposed to x86 cores which use complex instruction sets and have become
the de facto industry standard for CPUs in mobile phones and tablets. Apple announcing
in 2020 that it is going to switch to ARM-based architecture for their latest laptop series
products underlines the importance of low-power computer architecture in the mid-term
future [144]. The SoC also includes dedicated graphics processors, as demand for high-
fidelity, multi-user games has continuously increased over the years. Although GPUs have
been diverted as Al accelerators on desktops, where power consumption does not play
such an important role, mobile systems cannot afford the overhead of computing with
double precision and off-chip memory. Neural processing unit, Al accelerator or Machine
Learning processor are all terms that describe hardware which is specifically optimised
for neural network operations. These processors are the newest class of dedicated silicon
within a SoC and take up a growing percentage of the overall chip as shown in Figure 1.10.
They make their way into mobile devices to enable biometric security features such as
face or fingerprint unlocks, predictive text, voice assistants, content providers, system

optimisation, navigation, health monitoring, intelligent cameras and more.

Fig. 1.10 Two of Apple’s SoCs, from 2018 on the left and 2020 on the right.
The amount of silicon space dedicated to neural network accelerators is growing

from year to year, up to a quarter in the latest version.

Specifically photo and video capturing is an important feature for consumers, with phone

manufacturers embedding no less than 4 cameras into their phones in 2020 [145]. Because
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of the high power consumption involved in capturing and processing photos and videos
in comparison to other embedded sensors [146], Vision Processing Units are yet another
AT accelerator designed to improve performance of specific machine vision tasks that
use embedded cameras. They are different from GPUs since they may include direct
interfaces to the cameras, process using on-chip buffers and low precision fixed point
arithmetic for image processing. Intel’s Movidius Vision Processing Units [147] targets
mobile devices, the IoT and the digital camera market. Qualcomm introduced the Darwin
Neural Processing Unit already in 2015, which is a highly configurable neuromorphic
hardware co-processor based on SNNs implemented with digital logic [148]. In the same
year Google introduced the first generation of its Tensor Processing Unit (TPU), another
neural network accelerator to speed up training and inference and has since made it
available for third party use [149, 150]. In 2018 they announced the Edge TPU as part
of their Coral line¥, which is a smaller and low-power version specifically for inference
on power-constrained devices. An integrated version of the Edge TPU is already used in

Google’s own mobile phone series, the Google Pixel 4 [151].

1.5.1 Neuromorphic Hardware

Companies increasingly focus on a tight integration between hardware and software by
designing the chips themselves to get a competitive advantage, as the race for more
compute accelerates. Neuromorphic chips are posed to claim a share of the dedicated
computing space for machine learning related tasks. A decisive factor will be whether
hardware and algorithms together can exploit the sparsity inherent to some sensors, such
as event cameras, to accomplish the same task using less energy. The hardware mimics
the natural biological structures of a mammal nervous system, trying to imitate the
power-efficient brain as a whole by rebuilding its basic components, the neurons, in silicon.
This network of silicon neurons is the matching hardware to SNNs in the software domain.
At the moment, neuromorphic chip design targets three main areas of research: 1. the
exploration of new, asynchronous, bio-inspired algorithms for computation 2. helping
neuroscientists understand the brain by being able to use billions of artificial neurons in

scaled-up systems [152] 3. low-power applications more generally.

Neuromorphic hardware is either based on a fully digital design or alternatively brings
analog components into the mix. Analog circuitry emulates the behaviour of neurons
directly [153, 24], which means that a neuron’s membrane potential and spike behaviour
on chip can be followed on an oscilloscope if so desired. The routing of spikes however still
uses digital circuitry and an asynchronous communication protocol [154]. Examples of this
approach are CAVIAR [155], BrainScaleS [156], DYNAPs [157, 158] and Neurogrid [159].

§’https ://www.coral.ai/
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Their major advantage is power efficiency by using transistors in a sub-threshold regime,
and the operation in real-time independently of the model size or complexity. The drawback
is a large silicon area per neuron, reducing the number of neurons per chip overall, as
well as sensitivity to temperature, noise and mismatch, which is a term to summarise
production variations of transistors across the silicon wafer. This class of neuromorphic
hardware is used when low power is of utmost importance, but boundaries are pushed even
further by exploring new materials to replace the relatively large analog circuits. A new
electrical 2-terminal component called memristor [160, 161] can be used as an artificial
synapse with adjustable weights [162, 163]. Memristors can be packed extremely densely
in so-called crossbar arrays, to which the weights of a neural network can be mapped

directly to perform in-place computation.

Digital chips abstract away some of the downsides of analog logic at the expense of
power consumption. Examples of fully digital chips are SpiNNaker v1 and v2 [164, 165],
TrueNorth [166] and Loihi [167]. They contain many processing cores distributed across the
chip, where each core simulates a bundle of neurons and stores their membrane potential
and variables related to learning in memory. Their advantage is deterministic neuron
behaviour and fully-fledged learning capabilities. Fully digital architectures are used to
help drive the exploration of novel spike-based algorithms, as they provide more reliable

systems.

1.5.2 Hardware Benchmarking and Scalability

Research currently encounters a growing interest in benchmarking the power consumption
of machine learning models [168] and making efficiency an evaluation criterion alongside
accuracy as a related measure [169, 107]. Some preliminary work has explored the
advantages of event-based sensing over classical frame-based methods in terms of power
consumption during motion tracking [1], object tracking [170] or resilience to difficult
lighting conditions [30]. Figure 1.11 shows the time to solution plotted over energy spent
in comparison to Loihi for different tasks. This is an important task to carve out the areas
where neuromorphic computing can excel and to guide future research. To put a price on
energy used for machine learning models will also play a vital role in the effort to produce
computing systems that are not completely detached from the limits of what biology can
do.

An important question of hardware is the question of scalability. Neuromorphic hardware
developed in research labs has seen a steady increase in amount of artificial neurons and
learning capabilities over the past decade. Some large-scale neuromorphic systems that
contain hundreds of chips in parallel now make available for computation an amount of

artificial neurons that is comparable to the brain of a mouse [172, 173, 174]. Industry
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Fig. 1.11 This plot compares the latest neuromorphic hardware against other
architectures in terms of energy and latency for certain tasks. Whereas Loihi
is really good at solving constraint satisfaction problems, large scale nearest
neighbour search or RNN, the situation for feed forward networks is not so clear
yet. Plot taken from Davies et al. [171].

currently releases ultra-low power programmable chips for edge computing such as GrAl
One [175] or the Akida Neural Processor [176]. As the spiking ecosystem evolves, it will

define the area of where it will excel over and succumb to classical Al accelerators.

1.6 Thesis Outline

In this thesis we look at neuromorphic algorithms that are combined with both von
Neumann and neuromorphic hardware to compute more efficiently than conventional

Systems.

In Chapter 2 we make use of event camera properties such as high temporal precision and
robustness to different lighting conditions to explore the generation of spatio-temporal
features that take into account fine-grained temporal signatures. We use the spatio-
temporal signature of eye blinks that can be captured well with event cameras for event-
based face detection and tracking. We do not rely on frame representations as as an
alternative to conventional, frame-based methods. We show that when exploiting the

sparse nature of the camera, we can use less power than gold-standard alternatives.

In Chapter 3 we turn to hardware that is optimised for battery-powered systems . Much
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of the efficiency in mobile systems comes from several dedicated chips that are designed to
execute specific tasks. Due to the use of conventional cameras however, such systems are not
suited for always-on sensing. Always-on sensing is too costly when done using conventional
cameras, especially for tasks that happen infrequently such as gesture recognition. This is
unfortunate as it it deprives a growing population of elderly and visually impaired users of
an intuitive interface. We present an Android framework that enables always-on sensing
using an event camera, by avoiding computation in the absence of new visual information.
Our framework connects the world of event-based computer vision to mobile devices that

are powered by conventional hardware.

Neuromorphic computing is designed to work with artificial neurons and spikes. To
leverage its full potential, we explore SNNs on neuromorphic hardware in Chapter 4.
This hardware enables us to execute execute asynchronous algorithms efficiently. The
chapter shines light on how it is possible to compute using the precise timing of spikes on
neuromorphic hardware and how pre-trained networks can be ported for power-efficient
inference on Loihi. This platform has superb support for power benchmarking, which
plays a vital role in evaluating the strengths and weaknesses of spiking hardware over

other specialised hardware.

Chapter 5 concludes our work and puts it into a bigger perspective. We draw parallels
to the ascent of deep learning and how it is similarly backed by the development of
dedicated hardware and give an outlook of developments in neuromorphic computing yet

to come.






Chapter 2

Event-based Processing: Face Detec-
tion and Tracking

We start by looking at algorithms for event-based processing and introduce the first purely
event-based method for face detection. It uses the high temporal resolution properties of
an event-based camera to detect the presence of a face in a scene using eye blinks. Eye
blinks are a unique and stable natural dynamic temporal signature of human faces across
population that can be fully captured by event-based sensors. We show that eye blinks
have a unique temporal signature over time that can be easily detected by correlating
the acquired local activity with a generic temporal model of eye blinks that has been
generated from a wide population of users. In a second stage once a face has been located
it becomes possible to apply a probabilistic framework to track its spatial location for
each incoming event while using eye blinks to correct for drift and tracking errors. Results
are shown for several indoor and outdoor experiments as exemplified in Figure 2.1. We

also released an annotated data set that can be used for future work on the topic.

Fig. 2.1 Event-based face tracking in different scenes. From left to right, top to
bottom: a) indoors b) varying scale ¢) with one eye occluded d) multiple faces

at the same time.

23
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2.1 Introduction

The method exploits the dynamic properties of human faces to detect, track and update
multiple faces in an unknown scene. Although face detection and tracking are considered
practically solved in classic computer vision, it is important to emphasise that current per-
formances of conventional frame based techniques come at a high operating computational
cost after days of training on large databases of static images. Event-based cameras record
changes in illumination at high temporal resolutions (in the range of 1ps to 1ms) and are
therefore able to acquire the dynamics of moving targets present in a scene [33]. In this
work we will rely on eye blink detection to determine the presence of a face in a scene to
in a second stage initialise the position of a Bayesian tracker. The permanent computation
of eye blinks will allow to correct tracking drifts and reduce localisation errors over time.
Blinks produce a unique space-time signature that is temporally stable across populations
and can be reliably used to detect the position of eyes in an unknown scene. This work

extends the sate-of-art by:

¢ Implementing a low-power human eye-blink detection that exploits the high temporal

precision provided by event-based cameras.

o Tracking of multiple faces simultaneously at ps precision, once they have been
detected.

The developed methodology is entirely event-based as every event output by the camera is
processed into an incremental, non-redundant scheme rather than creating frames from
events to recycle existing image-based methodology. We also show that the method is
inherently robust to scale changes of faces by continuously inferring the scale from the
distance of the two eyes of the tracked face from detected eye blinks. The method is
compared to existing image-based face detection techniques [177, 178, 179, 180]. It is also
tested on a range of scenarios to show its robustness in different conditions: indoor and
outdoor scenes to test for the change in lighting conditions; a scenario with a face moving
close and moving away to test for the change of scale, a setup of varying pose and finally
a scenario where multiple faces are detected and tracked simultaneously. Comparisons

with existing frame-based methods are also provided.

2.1.1 ATIS

In this work, we use the ATIS [35] event camera as it also provides events that encode
absolute luminance information in an asynchronous manner. Apart from the regular change
detection events known from of a DVS, this camera also sends a pair of spikes with an
artificial polarity encoding for the grey-level information. The interval between the pair of

grey-level spikes at the same pixel is indirectly proportional to the light intensity, meaning



2.1 INTRODUCTION 25

4 Log pixel illuminance

( change events (ON!OFF /

Lllm&—’

t]_ tQ time encoded grayscale events

Ecam (Pa tO)

Fig. 2.2 Working principle of an ATIS and two types of events. 1) change event
of type ON is generated at tg as voltage generated by incoming light crosses a
voltage threshold. 2) time ty — t1 to receive a certain amount of light is converted

into an absolute grey-level value, emitted at to used for ground truth in this work.

that areas of low exposure will have a long integration time. Grey-level information from
an event camera allows for direct and easier comparisons with the frame-based world.
To be able to handle the many different file formats available when using event cameras
including the ATIS, we also made available a python library that can handle multiple

formats®.

2.1.2 Face Detection

State-of-the-art face detection relies on neural networks that are trained on large databases
of face images, to cite the latest from a wide literature, readers should refer to [181, 178, 182,
183]. Neural Networks usually rely on intensive computation that necessitates dedicated
hardware co-processors (usually GPU) to enable real-time operations [184]. Currently
dedicated chips such as Google’s TPU or Apple’s Neural Engine have become an essential
tool for frame-based vision. They are designed to accelerate matrix multiplications at
the core of neural networks inference. However the computation costs associated to these

computations are extremely high.

Dedicated blink detection using conventional frame-based techniques operate on a single
frame. To constrain the region of interest, a face detection algorithm is used before-

hand [185]. In an event-based approach, the computational scheme can be inverted as

*The library is available under https://github.com/neuromorphic-paris/loris and a description

in Appendix A.1
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detecting blinks is the mechanism that drives face detection.
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Fig. 2.3 Mean and variance of the continuous activity profile of averaged blinks
in the outdoor data set with a decay constant of 50 ms. a) minimal movement of
the pupil, almost no change is recorded. b) eye lid is closing within 100 ms, lots
of ON-events (in white) are generated. c) eye is in a closed state and a minimum
of events is generated. d) opening of the eye lid is accompanied by the generation
of mainly OFF-events (in black).

2.1.3 Human Eye Blinks

Humans blink synchronously in correlation to their cognitive activities and more often than
required to keep the surface of the eye hydrated and lubricated. Neuroscience research
suggests that blinks are actively involved in the release of attention [186]. Generally,
the observed eye blinking rates in adults depend on the subject’s activity and level of
focus. Rates can range from 3 blinks/min when reading to up to 30 blinks/min during
conversation (Table 2.1). Fatigue significantly influences blinking behaviours, increasing
both rate and duration [187]. In this work we will not consider these boundary cases
that will the be subject of further work on non-intrusive driver monitoring [188, 189]. A
typical blink duration is between 100 — 150 ms [190]. It shortens with increasing physical

workload, increased focus or airborne particles related to air pollution [191].

To illustrate what happens during an event-based recording of an eye blink, Figure 2.3
shows different stages of the eye lid closure and opening. If the eye is in a static state,
few events will be generated (a). The closure of the eye lid happens within 100 ms and
generates a substantial amount of ON events, followed by a slower opening of the eye (c,d)

and the generation of primarily OFF events. From this observation, we devise a method
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Activity (blinks/min) | [192] | [187]
reading | 4.5 3-7

at rest 17 -
communicating | 26 -
not reading | - 15-30

Table 2.1: Mean blinking rates according to [192] and [187].

to build a temporal signature of a blink. This signature can then be used to signal the

presence of a single eye or pair of eyes in the field of view that can then be interpreted as
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Fig. 2.4 Showing ON (red) and OFF (blue) activity for one tile which lines
up with one of the subject’s eyes. Multiple snapshots of accumulated events for
250 ms are shown, which corresponds to the grey areas.a-e) Blinks. Subject is
blinking. f) Subject moves as a whole and a relatively high number of events is

generated.

2.2 Methods

2.2.1 Temporal Signature of an Eye Blink

Eye blinks can be represented as a temporal signature. To build a canonical eye blink
signature A(t;) of a blink, we convert events acquired from the sensor into temporal

activity. For each incoming event ev = (x;, y;, ti, pi), we update A(t;) as follows:

(2.1)

ti—tu )

A(ly) = Aon(t;) = Aon(tw)e” "7 + sctlzle if p;=ON
v ti—ty )

Aorr(t) = Aopp(ty)e” "7 + i if p;=OFF

scale

where t,, and t, are the times an ON or OFF event occurred before t;. The respective

1
scale

activity function is increased by each time t, an event ON or OFF is registered
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(light increasing or decreasing). The quantity scale initialised to 1 acts as a corrective
factor to account for a possible change in scale, as a face that is closer to the camera will
inevitably trigger more events. Figure 2.4 shows the two activity profiles where 5 profiles
of a subject’s blinks are shown, as well as much higher activities at the beginning and the
end of the sequence when the subject moves as a whole. From a set of manually annotated
blinks we build such an activity model function as shown in Figure 2.3 where red and blue

curve respectively represent the ON and OFF parts of the profile.

Our algorithm detects blinks by checking whether the combination of local ON- and
OFF-activities correlates with the canonical model of a blink that had previously been
learned from annotated material. To compute the local activity, the overall input focal
plane is divided into one grid of n x n tiles, overlapped with a second similar grid made of
(n—1) x (n—1) tiles. Each of these are rectangular patches, given the event-camera’s
resolution of 304 x 240 pixels. The second grid is shifted by half the tile width and height
to allow for redundant coverage of the focal plane. In this work we set experimentally
n = 16 as it corresponds to the best compromise between performance and the available

computational power of the used hardware.

2.2.1.1 Blink Model Generation

A total of M = 120 blinks from 6 subjects are manually annotated from the acquired data
to build the generic model of an eye blink shown in Figure 2.3. Each blink, extracted within
a time window of 250ms is used to compute an activity function as defined in Equation 2.1.

The blink model is then obtained as the average of these activity functions:

M
Bon(t) = kzl Aowlt) it p;=ON
B(t) = = 2.2
() . W aort) o opr (2.2)
orr(t) kZl T UDi

To provide some robustness and invariance to scale and time changes to the blink model,
we also define N, the number of events per unit of time and normalised by the scale factor.
This number provides the number of samples necessary to calculate the cross-correlation
to detect blink as explained in section 2.2.1.2.2.1.2. Formally, N = | &% | " where || is

T'.scale

F#events
T.scale *

the floor function giving the largest integer smaller than

Finally, we used two different models for indoor and outdoor scenes, as experiments showed
that the ratio between ON and OFF events change substantially according to the lighting
conditions. Although the camera is supposed to be invariant to absolute illumination, this
is practically not the case due to hardware limitations of early camera generation that we

used for this work.
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Fig. 2.5 Example of the samples used to calculate the sparse cross-correlation for
the OFF activity of an actual blink. The grey area represents Bopp, the activity
model for OFF events (in that particular example, it is previously built for outdoor
data sets). Blue triangles correspond to the activity A(t;) for which events have
been received in the current time window. Black dots are the Bopr(t;), the value

of activity in the model at the same times-tamps as incoming events.

2.2.1.2 Sparse Cross-correlation

When streaming data from the camera, the most recent activity within a 7" = 250 ms
time window is taken into account in each tile to calculate the similarity score, here the
cross-correlation score, for the ON and OFF activities. This cross-correlation is only
computed if the number of recent events exceeds an amount N defined experimentally
according to the hardware used. The cross-correlation score between the incoming stream

of events and the model is given by:

C(tk) = OzCON(tk) + (1 — Oé)COFF(tk), (2.3)
where
N
Cp(te) = Ap(ti)Bp(ti — t), (2.4)
=0

with p € {ON,OFF}. The ON and OFF parts of the correlation score are weighted by
a parameter « set experimentally that tunes the contribution of the ON vs OFF events.
This is a necessary step as due to the camera manual parameter settings, the amount of

ON and OFF events are usually not balanced. For all experiments, « is set to %

It is important for implementation reasons to compute the correlation as it appears in
Equation 2.4. While it is possible to calculate the value of the model B(t —tj) at anytime ¢,
samples for A are only known for the set of times {t;}, from the events. This is illustrated

as an example by Figure 2.5, for an arbitrary time ti, where triangles outline the samples
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of the activity for calculated events at ¢; and the circles show the samples calculated at
the same time ¢; with the model. If C(t;) exceeds a certain threshold, we create what we
call a blink candidate event for the tile in which the event that triggered the correlation
occurred. Such a candidate is represented as the n-tuple eb = (r, ¢, t), where (r, c) are the
row and column coordinates of the grid tile and ¢ is the timestamp. We do this since we
correlate activity for tiles individually and only in a next step combine possible candidates
to a blink.

2.2.1.3 Blink Detection

To detect the synchronous blinks generated by two eyes, blink candidates across grids
generated by the cross-correlation are tested against additional constraints for verification.
As a human blink has certain physiological constraints in terms of timing, we check for
temporal and spatial coherence of candidates in order to find true positives. The maximum
temporal difference between candidates will be denoted as AT, 4. and is set experimentally
to 50 ms, the maximum horizontal spatial disparity AH . is set to half the sensor width
and the maximum vertical difference AV,,,, is set to a fifth of the sensor height. Following
these constraints we will not detect blinks that happen extremely close to the camera or
stem from substantially rotated faces. Algorithm 1 summarises the set of constraints to
validate the detection of a blink. The scale factor here refers to a face that has already
been detected.

Algorithm 1: Blink detection

Inputs: A pair of consecutive blink candidate events eb, = (7, ¢y, t,) and
eby = (ry, Cy, ty) With ¢, > t,
if (t, —ty < ATpaz) AND (Iry — 14| < AVipas X scale) AND
(Icc — cv| < AHpaz X scale) then
if face is a new face then
‘ return 2 trackers with scale =1
else
‘ return 2 trackers with previous scale

end

end

2.2.2 Gaussian Tracker

Once a blink is detected with sufficient confidence, a tracker is initiated at the detected
location. We use trackers such as the ones presented in [101] that rely on bivariate normal

distributions to locally model the spatial distribution of events. For each event, every
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tracker is assigned a score that represents the probability of the event to belong to the
tracker:
1 _
plu) = 5 [S]72em 2l (2.5)

where u = [x,y]7 is the pixel location of the event, is covariance matrix ¥ that defines
the shape and size of the tracker. The tracker with the highest probability is updated
according to the activity of pixels and also according to the estimated distance between

the spatial locations of the detected eyes.

2.2.3 Global Algorithm

The detection and tracking blocks combined operations are summarized by following

algorithm:

Algorithm 2: Event-based face detection and tracking algorithm

for each event ev(x, y, t, p) do
if at least one face has been detected then
update best blob tracker for ev as in (2.5)
update scale of face for which tracker has moved according to tracker distance
end
update activity according to (2.1)
correlate activity with model blink as in (2.3)
run Algorithm 1 to check for a blink

end

2.3 Experiments and Results

We evaluated the algorithm’s performance by running cross-validation on a total of 48
recordings from 10 different subjects, comprising 248 blinks. Our annotated dataset is
publicly available to encourage further research in this directionf. The recordings are
divided into 5 sets of experiments to assess the method’s performances under realistic
constraints encountered in natural scenarios. The event-based camera is kept static and

test the following scenarios of sequences of:
¢ indoor and outdoor sequences showing a single subject moving in front of the camera,

¢ a single face moving back and forth w.r.t. the camera to test the robustness of scale

change,

TDataset is available under https://tinyurl.com/face-detection-dataset
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o several subjects discussing, facing the camera to test for multi-detection,
o a single face changing its orientation w.r.t. the camera to test for occlusion resilience.

The presented algorithm has been implemented in C++ and runs in real-time on an In-
tel Core i5-7200U laptop CPU. We are quantitatively assessing the proposed method’s
accuracy by comparing it with state of the art and gold standard face detection algo-
rithms from frame-based computer-vision. As these approaches require frames, we are
generating grey-levels from the camera when this mode is available. The Viola-Jones
(VJ) algorithm [177] provides the gold standard face detector but we also considered
the Faster Region Based Convolutional Neural Network (FRCNN) [193] and the Single
Shot Detector (SSD) network [179] that have been trained on the Wider Face[194] data
set. This allows us to compare the performances of the event-based blink detection and
tracking with state-of-the-art face detectors based on deep learning. Finally, we also tested
a conventional approach that combines a CNN with a correlation filter presented in [180].
It is referred to as Correlation Filter (CF) for the rest of the chapter. This technique
relies on creating frames by summing the activities of pixels within a predefined time

window.

An important statement to keep in mind is that the proposed blink detection and face
tracking technique requires reliable detection. We do not actually need to detect all blinks
since a single detection is already sufficient to initiate the trackers. Additional blink

detections are used to correct a trackers’ potential drifts regularly.

2.3.1 Indoor and Outdoor Face Detection

The indoor data set consists of recordings in controlled lighting conditions. Figure 2.6
shows tracking results. The algorithm starts tracking as soon as a single blink is detected
(a). Whereas tracking accuracy on the frame-based implementation is constant (25 frames
per second (fps)), our algorithm is updated event-by-event depending on the movements
in the scene. If the subject stays still, the amount of computation is drastically reduced
as there is a significantly lower number of events. Head movement causes the tracker to

update within ps (b).

Subjects in the outdoor experiments were asked to step from side to side in front of a
camera placed in a courtyard under natural lighting conditions. They were asked to gaze
into a general direction, partly engaged in a conversation with the person who recorded
the video. Table 2.2 shows that results are similar to indoor conditions. The slight
difference is due to the non-idealities of the sensor (same camera parameters as in the
indoor experiment). It is important to emphasise that event-based cameras still lack an

automatic tuning system of their parameters that hopefully will be developed for the
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Fig. 2.6 face tracking of one subject over 45s. a) subject stays still and eyes
are being detected. Movement in the background to the right does not disrupt

detection. b) when the subject moves, several events are generated

future generations of a cameras.

2.3.2 Face Scale Changes

In 3 recordings the scale of a person’s face varies by a factor of more than 5 between the
smallest to the largest detected occurrence. Subjects were instructed to approach the
camera within 25 cm from their initial position to then move away from the camera after
10s to about 150 cm. Figure 2.7 shows tracking data for such a recording. The first blink
is detected after 3s at around 1m in front of the camera (a). The subject then moves very
close to the camera and to the left so that not even the whole face bounding box is seen
anymore (b). Since the eyes are still visible, this is not a problem for the tracker. However,
ground truth had to be partly manually annotated for this part of the recording, as two of
the frame-based methods failed to detect the face that was too close to the camera. The

subject then moves backwards and to the right, followed by further re-detections (c).
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Fig. 2.7 Verifying robustness to scale. a) first blink is detected at initial location.
Scale value of 1 is assigned. b) Subject gets within 25cm of the camera, resulting
in a three-fold scale change. c) Subject veers away to about 150cm, the face is

now 35% smaller than in a)

2.3.3 Multiple Faces Detection

We recorded 3 sets of 3 subjects sitting at a desk talking to each other. No instructions
where given to the subjects. Figure 2.8 shows tracking results for the recording. The
three subjects stay relatively still, but will look at each other from time to time as they
are engaged in a conversation or sometimes focus on a screen in front of them. Lower
detection rates (see Table 2.2) are caused by an increased pose variation, however this

does not result in an increase of the tracking errors due to the absence of drift.

2.3.4 Pose Variation Sequences

The subjects in these sequences are rotating their head from one side to the other until

only one eye is visible in the scene. Experiments show that the presence of a single eye
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Fig. 2.8 Multiple face tracking in parallel. Face positions in X and Y show
three subjects sitting next to each other, their heads are roughly on the same
height. a) subject to the left blinks at first. b) subject in the centre blinks next,
considerably varying their face orientation when looking at the other two. c)

third subject stays relatively still.

does not affect the performances of the algorithm (see Figure 2.9). These experiments
have been carried out with an event-based camera that has a resolution of 640 x 480 pixels.
While this camera provides better temporal accuracy and spatial resolution, it does not

provide grey-level events measurements.

Although we fed frames from the change detection events (which do not contain absolute
grey-level information but are binary) to the frame-based methods, none of them could
detect a face. This can be expected as the networks have been trained on grey-level images

instead.
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Fig. 2.9 Pose variation experiment. A) Face tracker is initialised after blink.
B) subject turns to the left. C-D) One eye is occluded, but tracker is able to

recover.

2.3.5 Summary

Table 2.2 summarises the relative accuracy of the detection and the tracking performances
of the presented method, in comparison to VJ [177], FRCNN [193], SSD [179] and CF [180].
We also compiled a video that shows visual results ¥. We set the correlation threshold to
a value that is guaranteed to prohibit false positive detections, in order to (re-)initialise
trackers at correct positions. The ratio of detected blinks is highest in controlled indoor
conditions and detection rates in outdoor conditions are only slightly inferior. We attribute
this fact to the aforementioned hardware limitations of earlier camera generations that
are sensitive to lighting conditions. A lower detection rate for multiple subjects is mostly

due to occluded blinks when subjects turn to speak to each other.

The tracking errors are the deviations from the frame-based bounding box centre, nor-
malised by the bounding box’s width. The normalisation provides a scale invariance so
that errors estimated for a large bounding box from a close-up face have the same meaning

as errors for a small bounding box of a face further away.

VJ, FRCNN and SSD re-detect faces at every frame and discard face positions in previous
frames, resulting in slightly erratic tracking over time. They do however give visually
convincing results when it comes to accuracy, as they can detect a face right from the
start of the recording and at greater pose variation given the complex model of a neural

network. CF uses a tracker that updates its position at every frame that is created from

#The result video is available under https://youtu.be/F5UzXQsr5Es
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# of blinks error  error (%) error error
recordings detected (%) VJ (%) FRCNN SSD (%) CF (%)

indoor 21 68.4 5.92 9.42 9.21 10.51
outdoor 21 52.3 7.6 14.57 15.08 14.88
scale 3 62.6 4.8 10.17 10.22 17.6
multiple 3 36.8 15 16.15 14.61 n/a
total 48 59 7.68 11.77 11.52 12.82

Table 2.2: Summary of results for detection and tracking for 4 sets of experiments. %
of blinks detected relates to the total number of blinks in a recording. Tracking errors
are Euclidean distances in pixel between the proposed and respective method’s bounding
boxes, normalised by the frame-based bounding box width and height in order to account

for different scales.

binning the change detection events, rather than working on grey-level frames. The tracker
update at each frame based on the previous position ensures a certain spatial consistency
and smoothness when tracking, at the temporal resolution of the frame rate. However,
since a correlation filter was initially designed for classic (grey-level) images, it relies on
visual information of the object to track to be present at all time, which is not necessarily

the case for an event-camera.

The CF technique from [180] requires the camera to move constantly in order to obtain
visual information from the scene to maintain the tracking, as the algorithms uses rate-
coded frames. This required us to modify their algorithm since in our data, tracked subjects
can stop w.r.t. to the camera, hence they became invisible. We added a mechanism to
the correlation filter that freezes the tracker’s position when the object disappears. We
use a maximum threshold of the peak-to-sidelobe ratio [195], which measures the strength
of a correlation peak and can therefore be used to detect occlusions or tracking failure
while being able to continue the online update when the subject reappears. This results
in delays in tracking whenever an object starts to move again and results in tracking
penalties. CF has further limitations at tracking at high scale variance and cannot track

multiple objects of the same nature at the same time.

2.4 Discussion

We introduced a method able to perform face detection and tracking using the output of
an event-based camera. We have shown that these sensors can detect eye blinks in real

time. This detection can then be used to initialise a tracker and avoid drifts. The approach
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makes use of dynamical properties of human faces rather than relying on an approach
that only uses static information of faces and therefore only their spatial structure. The
face’s location is updated at ps precision once the trackers have been initialised, which
corresponds to the native temporal resolution of the camera. Tracking and re-detection
are robust to more than a five-fold scale, corresponding to a distance in front of the
camera ranging from 25cm to 1.50m. A blink provides robust temporal signatures as its
overall duration changes little from subject to subject. The amount of events received and
therefore the resulting activity amplitude varies only substantially when lighting of the
scene is extremely different (i.e. indoor office lighting vs bright outdoor sunlight). The
model generated from an initial set of manually annotated blinks has proven to be robust
to those changes across a wide set of sequences. The algorithm mechanism is also robust
to eye occlusions and can still operate when face moves from side to side allowing only a
single blink to be detected. In the most severe cases of occlusion, the tracker manages to

reset correctly at the next detected blink.

The occlusion problem could be further mitigated by using additional trackers to track
more facial features such as the mouth or the nose and by linking them to build a part-
based model of a face as it has been tested successfully in [196]. The blink detection
approach is simple and yet robust enough for the technique to handle up to several faces
simultaneously. We expect to be able to improve detection accuracy by learning the
dynamics of blinks via techniques such as HOTS [85] or Histogram of Averaged Time
Surfaces (HATS) [92]. At the same time with increasingly efficient event-based cameras
providing higher spatial resolution, the algorithm is expected to increase its performance
and range of operations. We estimated the power consumption of the compared algorithms

to provide numbers in terms of efficiency:

o The presented event-based algorithm runs in real-time using 70% of the resources of
a single core of an Intel i5-7200U CPU for mobile Desktops, averaging to 5.5 W of

power consumption while handling a temporal precision of 1pus [197].

e The OpenCV implementation of VJ is able to operate at 24 of the 25 fps in real-time,
using a full core at 7.5 W [197]).

e The FRCNN Caffe implementation running on the GPU uses 175 W on average on a
Nvidia Tesla K40c with 4-5 fps.

e The SSD implementation in Tensorflow runs in real-time, using 106 W on average
on the same GPU model.

These numbers show that spike-based computation can outperform conventional approaches
in terms of power efficiency, even when executed on a regular desktop. Specialised hardware

has the potential to further amplify those advantages.



Chapter 3

A Framework for Event-based Com-
puter Vision on a Mobile Phone

In this chapter we examine how mobile systems can benefit from the event-driven nature
of event-based algorithms. The optimised, RISC-based hardware can be seen as an
intermediate step to dedicated neuromorphic hardware. The key to saving energy is,
as in the previous chapter, to exploit the fact that camera output is directly driven by
visual scene activity, contrary to conventional sensors that are clocked. Downstream
processing can therefore be prevented in the absence of visual stimuli. This opens up the
possibility for power-efficient always-on sensing on a mobile phone. For tasks that happen
infrequently when interacting with the phone, we see an increasing return of investment
when employing event-based algorithms. Gesture recognition is an example application
that needs always-on sensing and conventional cameras have played a central role in
facilitating such tasks. But they cannot record continuously, as the amount of redundant
information recorded is costly to process. To overcome this limitation, we present an
Android framework that connects efficient event-based sensors and algorithms to resource
constrained mobile devices for a new generation of low-power human-computer interfaces.
The mobile framework allows us to stream events in real-time and opens up the possibilities
for always-on and on-demand sensing on mobile phones. To combine the asynchronous
event camera output with synchronous hardware used in mobile phones, we look at how
buffering events and processing them in batches can benefit on-device computer vision
applications. We evaluate our framework in terms of latency and throughput and show
examples of computer vision tasks that involve both event-by-event and pre-trained neural

network methods applied to a dataset of mid-air hand gestures.

3.1 Introduction

Mobile handheld devices are indispensable technology nowadays. An increasing range of
their functionality is powered by machine learning models and in particular neural networks
that are trained offline and deployed for inference. To be able to perform on-device inference

instead of computing in the cloud is important for a number of reasons [198]:
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Since there is no round-trip to a server, latency is greatly reduced.

No data needs to leave the device, which avoids issues regarding the user’s privacy.

An internet connection is not required, which is beneficial to autonomy.

Network connections are power hungry and should therefore be avoided if possible.

The number of parameters in neural network models grows rapidly every year. To be able
to employ them on mobile devices that have constraint power budgets, we have seen the
emergence of specialised neural network accelerator hardware and different approaches
to reduce model size, number of floating point operations as well as latency [199, 51, 48].
But no matter the optimisations performed, neural networks still have to crunch a lot of
redundant data, preventing mobile devices from continuously making use of them. For
computer vision applications, this is because normally the visual scene is recorded using
a conventional camera with a fixed frame rate, which is independent of the scene being
recorded. Multiple cameras that are embedded into phones today not only serve to take
pictures, but also facilitate tasks such as recognition of faces, gestures, objects, activities,
and landmarks. Since image capturing and neural network inference are expensive, these
tasks are often triggered by less computationally demanding sensors such as accelerometers
or gyroscopes instead. In today’s systems with a tight power budget it is essential to
intelligently manage high fidelity sensors and processing to reduce power consumption
as much as possible. But this can lead to latency issues or inaccurate triggering of the
demanding processing in question and therefore consumes energy that could otherwise be

saved.

Event-based computer vision tackles the need for efficiency by using a novel image sensor.
It employs event cameras [33, 35, 200, 201, 36], which are emerging, biologically-inspired
vision sensors that can operate in an always-on fashion using very little power. Their
pixels are fully asynchronous and only ever triggered by a change in log illuminance.
The amount of events that are output is thus directly driven by activity in the visual
scene and can range from a few to hundreds of thousands events per second. Power
consumption is coupled to the amount of events recorded, which gives event cameras an

edge for applications that might happen infrequently over time.

Previous work has shown that mobile devices can profit from event cameras for low-power
tasks such as visual activity detection [202], face detection [1], gesture recognition [2, 40],
sensor fusion [203] or image deblurring [77, 204]. Event cameras have successfully been
employed on robotic platforms, which have similar limited power constraints [205, 206,
207, 66]. Apart from the low power consumption, applications can also profit from high

temporal resolution and good low-level light capture.
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Fig. 3.1 Screenshots of our Android app. Left: showing the live view of a
connected event camera that renders in real-time. Right: Capturing a hand

gesture being performed that signifies Right.

In this work we use a prototype device for our experiments consisting of an off-the-shelf
mobile phone to which we connect a small form-factor ATIS [35] event camera via mini-USB
connection as shown in Figure 3.2. We mount the event camera on a printed frame such
that it faces the user. The device is self-contained and does not need any external cabling.
Once the camera is connected, our Android framework is able to stream data from the
event camera in real-time, enabling on-device processing. We make it straightforward for
a user to deploy their own code using Android’s Native Development Kit (NDK) or to use
pre-trained neural network models in combination with the Tensorflow Lite library. We
give details about app architecture and how the different modules within depend on each
other. We also provide examples of computer vision tasks that show the applicability of
event cameras on mobile devices and benchmark throughput as well as latency to motivate

further exploration in that direction. Overall, our contributions are as follows:

¢ A publicly available mobile framework to stream events from an event camera in

real-time*.

¢ Real-time application of event-driven algorithms or pre-trained neural networks on

*The framework Frog is available under https://github.com/neuromorphic-paris/frog and the
description in Appendix A.3.
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events on a mobile phone.

o A self-contained device that uses a variable trigger in the form of an event camera

for always-on computer vision applications.

Processing event by event from our camera can potentially achieve the lowest latency,
as new information is integrated as soon as it is available. This kind of processing
which does not use conventional frames needs rethinking computer vision algorithms
from the ground up and has seen promising applications in event stream classification or
detection [85, 208, 92, 1]. Since we execute event-based algorithms on conventional von
Neumann as opposed to specialised neuromorphic hardware, the event-by-event approach
of asynchronous input does come with an overhead when repeatedly updating a state up
to hundreds of thousands of times per second. von Neumann hardware is designed to
compute on bulks of memory, and not for fine-grained parallelism. We therefore examine
the effect of buffering events, to be able to process them in batches. Depending on the
algorithm, this can alleviate some of the computational burden, but also incurs latency.
Buffering events means balancing a power /latency trade-off that depends on the number
of input events per second. On one end of the spectrum, an input event rate of hundreds
of thousands events per second for an active visual scene and a buffer size of 1 is likely
to overwhelm a device such as a mobile phone with many updates. On the other end, a
large buffer size when there are only few input events will not trigger any update at all.
Depending on the application, we show how an acceptable trade-off can look like, to bring

event-based computer vision to power-constrained mobile devices.

3.2 Mobile Device and Event Camera

Our device prototype as shown in Figure 3.2 consists of a Samsung Galaxy S6 smartphone
and a small form-factor event camera. Small form-factor event cameras such as the
embedded DVS [39] have a lower spatial resolution and optimised power consumption
in comparison to normal event cameras since they target battery-powered devices. Our
low-power version of an ATIS [35] has a spatial resolution of 304 x 240 pixels, is fixed on a
3d-printed external frame and connected to the device via the mini USB port. The camera
die of size 5000 x 5000m? with a fill factor of 30% was fabricated using a UMC 180 nm
process. Power consumption for the chip depends directly on scene activity, where one
pixel draws 300 nW under static conditions or 900 nW under high activity. The readout
of events is facilitated using an FPGA and draws 30 mW for high activity of all pixels.
Input/output communication for the USB connections needs further 20 mW. The camera
is embedded in a printed case on top of the mobile phone, to be able to directly face the

user. In order to ensure flexibility and compactness, a stacked design of two printed circuit
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Fig. 3.2 Prototype device, consisting of a Samsung Galaxy S6 and a small
form-factor ATIS connected via mini-USB port. The camera is held in place with
a 3D-printed frame that attaches to the phone.

boards was chosen as depicted in Figure 3.3. In theory also other event cameras can be
connected via USB as long as drivers are open source, although standalone cameras will

need an external power supply.

Top board : ATIS bonded on PCB + Housing + Lens

board : FPGA+USB

\20 mm
FPGA I/F . SPI Master,

SPI Slave, JTAG \\
AN

‘ ~18 mm

40-50 mm

USB Processor

P
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Fig. 3.3 Small form-factor event camera assembly. the stacked PCB is located

within the housing on top of the phone, as shown in Figure 3.2.
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Fig. 3.4 Application software architecture. Based on Android, we make use
of a Camera module to handle the streaming of events from a camera and a
Processing module that is able to run different algorithms depending on the

backend. Both modules update Views in the Main Activity.

3.3 Android Application Framework

Our proposed Android app facilitates the readout and processing of events from an event
camera in a power-efficient way. We split the streaming of data packets via USB from the
rendering and processing of user-defined code into separate modules, which are outlined

in Figure 3.4:
1. The main activity which renders the user interface.

2. The camera module that deals with transferring events from the camera as well as

accumulating them in a buffer.

3. The processing module that can be called on demand to execute algorithms on the

events in the buffer.

From a functional standpoint, as soon as the event camera is connected, a live view will



3.3 ANDROID APPLICATION FRAMEWORK 45

start rendering the camera output on the screen so that the user can have visual feedback
of how they interact with the device as shown in Figure 3.1 on the left. Data received
from the camera is checked for isolated noise events and constantly firing pixels, which
are filtered and discarded to not unnecessarily strain the downstream processing. In this

phase, there is no computationally heavy processing necessary.

Whenever the user gives the signal to start processing the events with a pre-defined
algorithm by pressing a button on screen, the app accumulates events in an event buffer,
where they await further processing. The live view continues uninterrupted. As soon as
the buffer of a specific size is full, the processing routine will be called in a separate worker
thread. The event buffer size can be adjusted, which indirectly determines how often the
processing routine is called. If the buffer size is too small, the amount of computations
per second might overwhelm the phone’s CPU. If the buffer size is too large, results are
presented to the main activity very infrequently and might impact user experience. The
right buffer size causes events to be processed in batches, balancing computational cost and
result latency. The processing routine then returns a result depending on the algorithm
used, such as a specific classification outcome or optical flow speeds. The result that is
presented to the main activity can be displayed in a text box or used as an overlay for
the live camera view. In the following part we will describe the 3 modules that the app

consists of in more detail.

3.3.1 Main Activity

The main activity is responsible for the app life cycle and for rendering the user interface,
bundling together the camera live view as well as results view. It is also responsible for
handling the necessary permissions for USB devices, which a user has to agree to when
they connect a new device. Any continuously ongoing processing such as USB polling
has to be done in background threads, as otherwise the user experience would suffer if
the interface started to lag or stall. The live camera view is rendered at the native frame
rate of the phone, which is 60 Hz for the Samsung Galaxy S6. For efficiency reasons, the
live camera view renders a binary bitmap at the native resolution of the event camera,
which is then scaled up to display view size. The results view will update whenever the

processing routine in the processing module returns a new result.

3.3.2 Camera Module and Event Buffer

This module deals with receiving the events from the event camera via USB and pre-
processing them. As soon as such an event camera is connected, a camera service as part
of the main thread will be started, which deals with the camera initialisation and handles

two background threads for polling and decoding. The event camera and its FPGA need
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2-3 seconds to power up, after which the camera’s biases are set and it is switched into
readout mode. The polling thread managed by the camera service is periodically querying
the USB interface for new data packets, about every 1ms. A packet can be anything
from 0 to 16 kB, depending on the scene activity and therefore the event camera’s output.
Those packets are placed in a packet buffer, so that the polling can continue uninterrupted.
The decoding thread managed by the camera service takes a USB packet from the packet
buffer whenever available, and converts the binary blob into a number of events. The user
can decide to apply simple refractory periods for each pixel to prevent excessive firing
of pixels, or to apply additional filtering to remove noisy events. The same thread also
directly updates the bitmap used by the Camera live view, at potentially much higher rate
than the display refresh rate. If the user has triggered algorithm execution, the filtered
events that were used to update the bitmap are then accumulated in an event buffer of
size N. This buffer will act as a gate for downstream processing and will only trigger a

computation when the buffer is full.

3.3.3 Processing Module

This module is responsible for the execution of algorithms using the batch of events that is
passed from the event buffer. A third background thread is started whenever the processing
routine is triggered. The routine can make use of different backends to make computation
as efficient as possible. One option is the deployment of user code in C++, which can
be executed natively on the phone using Android’s NDK. The process routine can then
call those native functions via the Java Native Interface, which take one or more events
as parameter, to efficiently compute and return a result for that same batch. Calling a
function through the Java Native Interface incurs an overhead, but the efficiency of native
code execution often makes it worth wile. It should be noted that this backend uses a

single background thread only.

Another option is to make use of a TensorFlow Lite backend [209], which is a framework
for neural network inference for edge devices with hardware support on Android platforms.
A neural network that has been trained offline can be processed to suit the deployment on
an Android phone, by fusing and dropping as many operations as possible or quantizing
weights to reduce computational effort and latency. The compressed network can be
bundled with the Android app. Given an input, such a condensed network returns a
similar result as the full precision network up to an error margin. A neural net that has
been trained on events takes an accumulated event frame as input, so the event buffer size
N will typically be higher in this setting. The neural network output and result can also

be reported to the main activity to update the result and/or the live view.
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3.4 Performance Measurement Methods

We benchmark the components of our system that contribute to the overall latency from
the point when the event camera emits an event until a result is computed and measure
the amount of events that can be handled per second. These components are the Camera

module including its event buffer and the Processing module.

3.4.1 Camera Latency

At first we want to measure how quickly we can transfer, decode and filter events sent
from our event camera connected via USB. Depending on scene activity, the event camera
can generate up to hundreds of thousands of events per second. We denote the rate of
events/s recorded by the camera as R. It serves a proxy for activity in the visual scene.
The latency incurred by the camera module is the time it takes to transfer, decode and
filter a USB packet of events: Acam = (ttransfer + tdecoding + tﬁlter)N;llck or» Where Npgcpet
is the number of events in a USB packet. The accumulated latency per second for the

camera module is:

Lcam(R) = RAcam (3.1)

3.4.2 Buffering Latency

After the events have been decoded, they are placed in the event buffer. Performing
computation on each event individually incurs a large overhead when looking up and
dereferencing functions [210]. We can therefore accumulate multiple events in our event
buffer of size N to then process them as a batch. This typically saves overhead costs of
creating new threads and updating states with every event, but the buffer size has to be
chosen depending on the application and R. The accumulation of events causes latency
per event that is the inverse of the input stream event rate, Apuffer = R Bigger buffer
sizes will cause longer latency and vice versa. The cost of moving data to and from the
buffer is factored into camera and processing module respectively. To calculate the latency

that is accumulated per second, we write:

Ebuffer(R, N) = AZ)‘buﬁ"ersi1 (32)

3.4.3 Execution Latency

We measure the latency for a certain algorithm A as a function of buffer size, Aexec =
A(N). If this function exhibits sublinear behaviour, the algorithm benefits from batching
operations. To calculate accumulated latency per second, we multiply by the number of

executions per second:

['exec(Aa Rv N) = %Aexec (33)
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Together, these terms provide us with a tool to measure latency:

[,(A, R, N) = [fcam + ['buffer + [fexec (34)

L(A, R, N) computes a dimensionless output that tells us how many seconds of latency is
accumulated per second from the moment that an event originates at the camera to the
point when an algorithm returns a result. Everything at or under a value of 1 will be able

to run in real-time.

3.5 Experiments and Results

We benchmark the amount of events that we can handle in real-time from our event
camera within the camera module, calculate buffer latency for different input event rates
R and implement 3 different computer vision algorithms on a mobile phone with the help
of our framework. In the following experiments, we study event buffer size and its effect
on latency for gesture recognition, computation of optical flow and image reconstruction
from events. Optical flow computation is a relatively lightweight algorithm, which gives
low-level information about direction and speed of events and which can benefit from
batching operations. With gesture recognition we want to exploit the event camera’s
natural suitability as a motion detector to extract higher-level information and make use of
an event-based learned model. The frame reconstruction is an example of a comparatively
inexpensive neural network model that has been trained on events directly and that can
make use of the TensorFlow backend. It also serves as a connection between purely

event-based and conventional machine learning applications.

3.56.1 Measuring Throughput of Camera Module and Event Buffer Latency

For a scene where a user is holding the phone in front of them, we observe 0.91 ms of
latency on average to transfer a USB packet that encodes 1024 events. The decoding of
such a packet including filtering and setting the shared bitmap live view takes another
0.73 ms on a separate thread on average. The filtering is done to alleviate computational
burden on our test device, where we remove about two thirds of events from the input
stream. For that we use a refractory period of 1 ms, a spatiotemporal filter of 1 pixel and

1ms and also remove 2 constantly firing pixels completely. This results in
Acam = 1.6 £ 0.3us/Event (3.5)

of latency for transferring, decoding and filtering events from the camera. This translates
to a maximum event rate of 624.39 kEvents/s that we can sustain for real-time live view

using a single CPU thread.



3.5 EXPERIMENTS AND RESULTS 49

For reasons of reproducibility and comparability, we benchmark all downstream components
using a pre-recorded dataset. We use gesture recordings from the Navgesture database [40]
which have been acquired with the same camera as ours. It contains 1342 recordings of 6
different mid-air hand gestures performed. About 1 billion events are distributed over 47
minutes of recording time, which when distributed equally corresponds to an average R of
365.6 kEvents/s. Applying the same filtering as in the previous camera module experiment,

this leaves us with an average input R of 113.9 kEvents/s.
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Fig. 3.5 Accumulated latency per second for different event rates when computing
event-based, aperture robust optical flow [96]. For high event rates (orange
line) the overhead of calling a function repeatedly when the buffer size is low
dominates the overall latency. For lower event rates (yellow line), buffer size can
be considerably lower while still being able to compute in real-time. High buffer
size combined with fewer input events means that events are spending a lot of

time in the buffer which increases latency again.

3.56.2 Aperture Robust Event-based Optical Flow

We implement and benchmark event-based aperture-robust flow as in Alkolkar et al [96].
Standard event-based flow as in Benosman et al. [93] provides directions that are perpen-
dicular to the surface formed by the events, which does not necessarily correspond to the
true direction of motion. Alkolkar et al. propose an algorithm that corrects the optical
flow over a spatial region. It can be divided into three steps: At first, local optical flow for
each event is computed via a least-squares minimisation of a plane, as described in [94]. In
the second step, different spatial scales are evaluated over which the mean magnitude of
local flows is maximised. In the third step, the mean direction of local flows is calculated

for the previously found optimal spatial scale.
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This algorithm, especially the second step, can directly benefit from batching operations,
as multiple spatial scales can be evaluated more efficiently. Figure 3.5 shows the effect
of accumulated latency per second when computing the corrected flow. The algorithm
computes in real-time even for high event rates of > 365 kEvents/s. We observe a drop in
accumulated latency for batch sizes at around 5000. For larger batch sizes, the effect of
buffer latency starts to dominate, which is especially apparent for lower input event rates.
Independent of the buffer size, we achieve correct flow measurements that indicate the

direction of the gesture performed, as shown in an example in Figure 3.6.

3.5.3 Event-by-event Gesture Recognition

We implement and benchmark an event-based gesture recognition algorithm including
background suppression for mobile phones [40]. The algorithm was trained using the
NavGesture dataset [40] so that a user can perform one of 6 gestures: Up, Down, Left,
Right, Select and Home. An overview of the algorithm is shown in Figure 3.7. As
soon as the user presses a button, two seconds of events are recorded, at the end of
which a predicted gesture is displayed in the result view. The processing happens in two
stages. During the two seconds of input events, the algorithm computes a spatio-temporal
descriptor called a time surface [85] for each event, which will be used as features during
classification. The time surface represents the spatio-temporal context of an incoming

event by linearly decaying events in its surroundings and encodes both static information

2000 events 5000 events

Fig. 3.6 Aperture-robust event-based optical flow [96] computed on a recording
of a person performing a mid-air hand gesture. The events are colour-coded
to represent the direction of computed flow. Left: 2000 events are taken into
account when computing flow, which provides a thin outline but correctly detects
the direction. Right: 5000 events are accumulated for visualisation, equally
achieving good results in terms of direction sensitivity. The motion looks blurry

due to the longer time window of events.
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such as shape and dynamic information such as trajectory and speed. The time surface is
then matched against learned time surfaces prototypes using a HOTS architecture [85],
triggering activation for the closest matching one. This process happens continuously for

the duration of the two seconds.
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Fig. 3.7 (A) A stimulus is presented in front of a neuromorphic camera, which
encodes it as a stream of events. (B) A time-surface can be extracted from
this stream. (C) This time-surface is matched against known patterns, called
prototypes. The number of occurrences of each prototype can be used as a feature

for classification in the form of a histogram. Figure adapted from Maro et al. [10]

Figure 3.8 shows how the event buffer size impacts accumulated latency per second. This
algorithm as currently implemented does not profit from batched operation, so we can see
that latency is relatively stable. We do notice a slight overhead when buffer size approaches
1, and also see the impact of buffer latency Lyufer towards the other end. Overall, the
feature generation can happen in real-time for event-rates at about 150 kEvents/s and

less.

After the last feature has been generated, the second processing stage is triggered. The
number of occurrences of all prototypes over a period of time is compiled into a histogram
which is used as the gesture signature. The classification is done using k-Nearest-Neighbours.
Here there is no option to break down or buffer the computation, so we just provide
measurements of mean latency for the second processing stage of classification in Table 3.1
when no event filtering is applied. The home gesture with its dynamic back and forth
motion causes many more events to be recorded, which has a significant impact on the

time to prediction.

The filtering of input events has an impact on algorithm performance, so we plot the

classification accuracy over amount of filtered events in Figure 3.9. 100% of events
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Fig. 3.8 Accumulated latency per second when computing HOTS [85] features
for classification. Features can be generated in real-time for input event rates of
about 150 kEvents/s and beneath. From the measured stability in accumulated
latency over batch size we can conclude that the algorithm, making use of a single
thread and the NDK backend, does not benefit from batching.

correspond to all events from the Navgesture database. We show that we can filter about

half of all events without a drastic drop in accuracy.

:

Classification accuracy [%]

0 0 &0 80 100

Percentage of original Navgesture events
Fig. 3.9 Event-by-event gesture classification results on NavGesture-sit [40]. By
using spatiotemporal filters and refractory periods, we can reduce the amount

of events and therefore computational cost considerably, without impacting

classification accuracy too much.
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Table 3.1: Classification latency for 6 different gestures from the Navgesture database [40].

Mean latency is calculated over 5 trials each.

Up Down Left Right Select Home

mean latency [ms] 94.2 49 78.3 41 46.8  2825.6

Fig. 3.10 Gray-level frame reconstruction from events using a pre-trained
FireNet [211] model that has been converted to TensorFlow Lite. The two
pictures differ in terms of number of events that have been used as input to the
network. Left: 3192 events are used to create a voxel grid. The reconstructed
frame exhibits strong smearing artifacts. Right: 12768 events are fed to the
network, which increases latency, but also improves the visual results, for example

details in the face or the door to the right.

3.5.4 Leveraging Pre-trained Neural Networks for Image Reconstruction

We convert the pre-trained model published by Scheerlinck et al. for fast image recon-
struction from events [211] to a TensorFlow Lite model that we can execute on the phone.
This network has 38k parameters and uses voxel grids as input, which are accumulated
and weighted accumulations of events into frames [212]. The aim is to show that we can
reconstruct change detection events from the NavGesture database depending on scene
activity, potentially allowing processing of conventional computer vision pipelines triggered
by our inexpensive gate. It might also serve as a way to render a visually appealing live

view to the user.

Depending on the buffer size and unlike for the previous algorithms, we do observe results
of different visual quality that depends on the event buffer size. Figure 3.10 shows the
difference between the accumulation of 3192 events fed to the network that results in an
image that exhibits strong smearing artefacts and lack of detail. The accumulation of 4

times the amount of events, 12768, results in much more consistent results.

Voxel grids as a representation for events inherit some of the downsides of conventional
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frames, namely an abundant amount of redundant information. This is costly to process,
and therefore we need to process events in higher buffer sizes. Figure 3.11 shows the effect
of buffer size on accumulated latency. Using the Tensorflow Lite backend, we can make use
of special hardware acceleration, owing to the success of deep learning. It is therefore not
a direct comparison to the previous two algorithms that make use of the NDK backend.
A low buffer size of < 7000 triggers the processing routine very often, swamping it with
additional, redundant input data that is generated from the voxel grids. When R is high,
this is not sustainable for real-time operation, even with the use of dedicated hardware

acceleration. A sweet spot seems to be at around a buffer size of 15000 events.

Until now we have worked under the assumption that events are evenly distributed over
time, which is not the case for event camera recordings. Therefore we also want to show
how many event voxel grids are generated over time for an example recording, shown in
Figure 3.12. The bump in number of frames per second is caused by the gesture being
performed, as the beginning and ending of the recording have little events that occur.
Depending on the buffer size, this can trigger computation that refreshes the result more
often than what the display is capable of rendering. Such computation could therefore be

clipped to save energy.
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Fig. 3.11 Latency per second L(R, N) over number of events in event buffer
for gray-level frame reconstruction from events using the FireNet [211] neural
network architecture and TensorFlow Lite backend. Using a low buffer size will
trigger this expensive operation very often for high R, which is not permanently
sustainable. If buffer size on the other hand is too big, no updates at all will be

computed and events spend time waiting.
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Fig. 3.12 Event frames per second for an example gesture recording of 3.5s
and two event buffer sizes of 5000 and 10000 events. The number of events and

therefore frames depends directly on the visual scene activity and is thus highest

when the gesture is performed. Display refresh rate is also shown for reference.

3.6 Discussion

This work presents a first step to integrate event cameras into mobile devices. Continuous
processing of frames from conventional cameras is very costly on battery-powered devices
and therefore only triggered when absolutely necessary. By swapping the conventional
camera for our event camera that naturally acts as a motion detector, we can reduce
computational load when there is no new information in the visual scene, and at the
same time reduce latency to a minimum when computing results for fast motion. This
approach is complementary to previous efforts of shrinking model sizes or algorithm foot

prints.

We show that we can process input in real-time depending on different scenarios of visual
activity. The algorithms we tested are subject to a trade-off between computational
demand and latency. It is worth mentioning that we process event-based data via the NDK
backend on a single CPU thread on conventional von Neumann hardware, which is not
designed for the level of fine-grained parallelism needed in some event-based approaches.
Nevertheless, our results on optical flow and gesture recognition that can be computed
in real-time show the efficient nature of event-based computation. The TensorFlow Lite
backend on the other hand makes use of special hardware acceleration such as the GPU to
be able to reach sustainable throughput rates even though a lot of redundant information
is generated in this case. In reality, our input event rate R will change continually. Even

if an algorithm accumulates more than a second of latency per second, computations can
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be skipped or allowed to catch up over time if input event rate drops again.

To increase the efficiency even further, one option would be to dynamically adjust event
buffer size so as to minimise £(A, R, N). Work in this direction was done by Tapia et
al. [213], although events are discarded if there are too many. Another option would be
to cap computation at any rate higher than the display refresh rate. It would also be
desirable to make use of a more efficient connection than USB to connect the event camera
directly to the mainboard, such as Mobile Industry Processor Interface (MIPI) buses which
are designed for low-power applications. Not only could the camera be integrated into the
phone, but dedicated neuromorphic hardware which is specialised to execute spiking neural
networks could help leverage the full potential of power-efficient computation. Event-based
algorithms can make use of spiking neural networks that do not rely on the creation of

voxel grids or other frame representations from events.

Connecting the world of event-based vision to a mobile device enables a range of potential
applications such as face recognition, eye tracking, image deblurring, super slow-motion
recordings or voice activity detection [202]. Our work opens up the route to always-on
sensing on battery-powered devices that make direct use of a vision sensor and that do not
have to rely on low fidelity sensors to trigger expensive computation. Neuromorphic cameras
and algorithms can make current conventional systems more efficient by reacting to changes
in the visual scene. The computation however is still done using von Neumann hardware.
Even specialised neural network accelerators in the form of GPU-derived hardware do not
exactly meet neuromorphic’s demand for artificial neurons that can perform asynchronous
computation. In the next chapter, we explore whether neuromorphic hardware can further

reduce power costs to justify yet another piece of specialised hardware in the mix.



Chapter 4

Neural Computation on Neuromorphic
Hardware Using Precise Timing

Conventional hardware, even when optimised for mobile applications, is not designed to
work with event-based data. Current hardware for computer vision systems is tailored to
images in the form of GPUs or other neural network accelerators. That is why we resorted
to batching operations in the previous chapter to maximise throughput overall. To take
computing efficiency a step further and away from conventional hardware architectures, we
explore the full potential of event-based algorithms on dedicated hardware. Neuromorphic
hardware starts replicating the brain from its essential components and employs thousands
of spiking artificial neurons per chip. Even though we can imitate the biological hardware
as such up to a certain level of abstraction, it is not entirely clear how the brain encodes
information. We know of at least two major coding schemes in the brain, temporal coding
and rate coding. Since we want to compute as efficiently as possible on neuromorphic
hardware, we also want to use the most efficient coding scheme. Temporal neural encoding
schemes generally have lower latency and employ fewer spikes than the currently dominant
rate coding schemes, verified by observations of precise spike timing in biological systems.
Using temporal encoding to compute with spiking neurons on neuromorphic hardware
has the potential to show advantages in terms of power consumption over conventional
hardware.

Spike Time Computation Kernel (STICK) is a framework that allows us to encode values
and compute arbitrary mathematical systems using temporal coding in spiking neural
networks. It encodes information in the interval between two spikes and provides networks
for mathematical operations such as addition or exponentiation. We implement and extend
STICK on Loihi, a fully digital spiking neural network processor. Since synaptic weight
precision is typically greatly reduced on neuromorphic hardware, we make use of the time
axis as primary means of encoding information. We show that using temporal coding on
Loihi, we can combine small functional neuron blocks into larger, more complex SNNs to
accurately compute arbitrary mathematical functions. We also show that we can achieve
state-of-the-art classification accuracy when converting a pre-trained feed-forward artificial

neural network. We compare to existing rate coding frameworks on the same hardware and

57
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provide evidence that temporal coding can have advantages in terms of power consumption,
throughput, and latency for similar numerical accuracy. Our work opens up the route for
an efficient, Turing-complete computer system that might be based on neurons only, in

domains such as scientific, frugal, or massively parallel computing.

4.1 Introduction

Computer programs make use of elementary operations, branching and external mem-
ory [214]. The retrieval and writing of instructions to and from memory, known as the von
Neumann bottleneck, not only constricts the data traffic between processor and memory,
it is also an intellectual bottleneck that has tied us to instruction-at-a-time thinking [215].
Since Moore’s law and the proposed growth of transistors per area unit is slowing down as
we encounter physical limitations [20], alternatives to the classic von Neumann architecture

become increasingly interesting to explore [216, 217, 218].

Biological neural networks such as the brain process information significantly more ef-
ficiently than current artificial neural networks on any computer system today, using
only 20 W [219]. Instead of separating the processing unit from memory which stores
instructions, the brain uses its neurons for both computation and storage at the same
time. Spike-based computation in conjunction with an incredible amount of recurrent
connections and parallel structures makes neural information processing efficient and has
the potential to outperform classical computing [220, 108]. Spiking neural networks try to
emulate some of these principles to find ways to compute much more efficiently than non
spike-based, classical computation. They need specialized neuromorphic hardware which
comprises artificial neurons and synapses in silicon. Silicon as a replacement substrate
to biological neurons can process and transmit signals significantly faster than what a
biological system is capable of [221, 164, 167], considering the mobility of electrons in
silicon is about 107 times that of ions in solution, therefore potentially even outperforming
the brain.

Even if we emulate a brain-like system with all its components, it is not clear how
information is actually encoded and decoded. Multiple neural coding schemes have been
suggested to be active in the brain at the same time and their relevance for computation
and learning is a topic of intense debate within the neuroscience community. When we
transfer analog values into the spiking domain to compute using neurons in the hope
of increased efficiency, rate coding is a dominant encoding scheme. Rate coding can be
used for general purpose computation [222] and has also been used to convert ANNs into
SNNs for efficient inference [122, 223] following the success of deep learning. Rate coding

integrates spikes over discrete time intervals in order to correlate the firing rate of a neuron



4.2 STICK 99

to the strength of a stimulus. This strategy is seemingly easy to implement but relies on a

large number spikes, which can be very costly on a neuromorphic system.

Spiking neurons can also adopt a temporal coding scheme where the relative timing of
spikes is considered to carry meaningful information despite the presence of noise and
have been shown to be powerful computational models [104]. Precise timing is known to
be an important paradigm in biological systems [224, 225, 226] and especially so in the
human brain [227, 228, 229, 230]. For instance, the information carried in spike timing
can be leveraged for sound localization [231, 232, 233], fast visual processing [234] and
arbitrary nonlinear function approximation via an encoding scheme that relies on the inter
spike interval of spike pairs [235, 236]. Taking advantage of spike timing can increase the
efficiency of a spiking neural network by requiring significantly fewer neurons and spikes for
computation. We implement and extend the Spike Time Computation Kernel framework,
in short STICK [237], on neuromorphic hardware called Loihi [167], which provides us
with a temporal encoding scheme and networks for mathematical operations. Given the
brain’s incredible power efficiency, biologically-inspired architectures might one day offer
a viable alternative to the classical von Neumann architecture, and various spike-based

computing models are already being actively explored in that regard [238, 174].

Vv V-synapse (0.5wpg) V) ge-Synapse (Wacc) v gf-synapse (Wexp)

Fig. 4.1 The effect of three different STICK synapses V', g. and gy and their
respective weights on neuron membrane potential over time. The V-synapse
injects an instantaneous current, g. injects constant current and gy injects an

exponentially decaying current.

4.2 STICK

The Spike Time Computation Kernel [237] encodes numbers in spike intervals and provides
3 different synapses that differ in how current is integrated into the target neuron over
time. Neurons act both as local computation as well as storage units. The timing and
weight of current that is injected during the time between two input spikes determines
the calculation, where it is integrated into the target neuron’s membrane potential. By
turning input spikes into a membrane potential, the target neuron also acts as storage
unit, given a large enough decay constant. Combined with the asynchronous and highly

sparse nature of spike-based communication, Loihi provides us with hardware that can
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unfold STICK’s full potential in the hope to save power and to show the potential of a
Turing complete machine on neuromorphic hardware. The neuronal units in STICK use

the following model:

dVv
Tm—— = ge + gate gy
dt
dge
= 4.1
5 =0 (4.1)
L

where V' is the neuron’s membrane potential, g. represents a constant input current and
gy represents exponential current dynamics that are turned on and off by gate € {0, 1}.
Tm is set to a much slower (x1000) time constant than other time constants such as 7
in the system, resulting in a comparatively small leakage current. The effects of V', g,

and gy synapses are illustrated in Figure 4.1. They have respective weights we, Wacc and

Wexp-

Notably, on a discrete time axis, the precision of the encoded number and its spike interval
depends on the largest chosen interval. The system’s precision is inversely proportional
to its speed, as increased resolution of a time interval needs more simulated time steps
and more time steps to encode the same value result in slower computation. The spiking
neural models in STICK also take into account a delay for the time it takes for a neuron to
fire, called They. In order to encode a real value z € [0,1] into a time interval AT, STICK

uses the following linear function:
AT = f(l’) = Trnin + x(Tmax - Tmin) (42)

where Thin is @ minimum time interval to encode the value 0 and Ti,,x encodes the value
1.

4.3 Loihi

4.3.1 Hardware

Loihi is a neuromorphic research chip that implements spiking neural networks in a
fully digital architecture[167]. It features 131,072 artificial neurons and 130 million
synapses across 128 neuromorphic cores per chip and connections can be routed in between
chips to scale up the total amount of neurons. Using Intel’s 14 nm process, it achieves
high-speed asynchronous computation. Continuous functions of membrane potentials are
approximated in discrete time steps whereby all neurons maintain a timestamp synchronised
throughout the entire system. For every neuron that enters a firing state, a spike message

is sent across the mesh to the receiving cores. Those spike messages are communicated
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Fig. 4.2 Three different Loihi neurons V', g. and gy that implement the behaviour
of the respective STICK synapses. The parameters § and \ refer to the equations
on Loihi for current accumulation and membrane potential decay (Equation 4.3
and Equation 4.4).

independently across cores, although all cores send out messages within the same time

step.

Neurons on Loihi will accumulate current from attached synapses and decay it using the
following model given by the hardware [239]:

i(t) =i(t — 1)(2" = )27 + 20773 “aw;s;(t) (4.3)

J

where § € [0..21%] is a current decay factor and n € [0..7] is a weight exponent scaling
factor. These factors and exponents are used to approximate exponential decays in a
digital system with limited resolution. w is the weight and s € {0, 1} the spike indicator
for a connected synapse j. The summed input current is then integrated into the neuron’s

membrane potential, calculated as follows:
V(t)=V(t—1)22 - 272 i) (4.4)

where A € [0..2'2] is a voltage decay factor. The decay is again approximated on a

digital system. As soon as V(t) reaches or exceeds the membrane voltage threshold
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Vipike = Vin X 26 the neuron emits a spike and V is reset to zero. Loihi also supports
axonal delays o, which schedule all outgoing spikes to arrive at a future time step and

thus determine a maximum transmission delay between two neurons.

4.3.2 Neuron Models Implement STICK Synapses

We model STICK’s neuron model and 3 synapse types described in Equation 4.1 and
Figure 4.1 with the help of 3 different neuron models on Loihi that specify how current from
synaptic inputs is integrated. The three neuron types V', g. and gy are depicted in Figure 4.2.
The V and gg-neurons have instantaneous current decay d = 212 whereas the current from
incoming synapses at g.-neurons does not decay, therefore § = 0 in Equation 4.3. Neither
V nor g, neuron have voltage leakage, therefore A = 0 in Equation 4.4. In contrast, the

membrane voltage of the gy neuron decays exponentially over time following
V(t) = igeloD/A (4.5)

where ig is the input current at time ¢g of spike arrival. The exponential voltage decay on
Loihi is approximated in Equation 4.4. We choose the voltage decay factor A to scale with

Thax in the following way:
212

(4.6)

gf-neuron Wexp

Fig. 4.3 Dendritic tree for Loihi multicompartment neuron. It integrates voltage
from a g.- and a gy-neuron into into a common output via voltage join operations
PASS and ADD defined in Equations 4.7 and 4.8. The former rule makes sure
that voltage from the gg-neuron is only ever integrated when gate is firing and the
second rule adds the constant current from a ge-neuron to it. Coloured synapses

define excitatory, empty synapses define inhibitory connections.

Some networks need more complex current dynamics than what any single neuron could
provide. We therefore connect together all three neuron types within a binary dendritic tree
to form a multicompartment neuron, as shown in Figure 4.3. The goal is to combine linear

and nonlinear currents from g. and g; neurons in a single neuron membrane potential.
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The dendritic tree makes it possible to define rules on how voltage from child neurons is
integrated into the parent neuron. Current integration from a gg-neuron to the output is
controlled via a gate and a PASS operation. This is formally defined as:

ipass + V;]f if Sgate:]-

AVpass = { (4.7)

0 if Sgatezo

where ¢ is input current, V' is voltage and sgate an indicator whether the neuron has spiked
at the current timestamp. gy neuron voltage will thus only be integrated when gate is
firing. A second rule adds together pass and g. neuron voltages via an ADD operation,

formally defined as:
d‘/output = Vpass +V e (48)

We can thus combine both exponentially decaying as well as constant membrane voltage

characteristics at the output, which in turn connects to other neurons.

output I — t

Fig. 4.4 Delay encoder network that maps a real value x to a time interval AT.
We define f(z) in Equation 4.2.

4.3.3 Value Encoding Using Delays

In our implementation on Loihi, we use T, and Tiax from Equation 4.2, which correspond
to the number of simulated time steps for a given time interval. We set T, = 1 time step
to represent an interval that encodes the value 0 and use Ty,ax = 2P, where p € N to be
able to tune the trade-off between network speed and precision, since longer time intervals
between spikes will necessarily slow down the overall system, but also be able to provide a
more fine-grained resolution on the time axis. We model T,, = 1 time steps, as it takes 1

time step to emit and propagate one spike on Loihi.

In an encoder network that uses V-neurons only, we vary the axon delay o of an en-
coder neuron to represent our value f(x) = AT following Equation 4.2, as shown in
Figure 4.4.
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4.4 Composing Networks For Computation Using STICK

Now we turn to the process of combining the previously proposed neuron models into
functional blocks, and how multiple blocks can be combined to bigger networks which
might perform more complicated operations. We start with a straightforward routing
network, the Router, pictured in Figure 4.5. A pair of spikes that are received at input
will be routed to two separate outputs first and second. This block is often used to feed

inputs to different paths in other networks.

O V-neuron <>—‘ We

Fig. 4.5 The router network routes two consecutive spikes at input into different

outputs first and second.

4.4.1 Storing Values
4.4.1.1 Inverting Memory

Figure 4.6 shows a simple network that can store an input spike interval x and output an
interval corresponding to the input’s inverse 1 — Z. A single spike from recall will trigger a

spike pair at output with an interval AT = Tiax(1 — ).

1 tmin
| | router acc
2
OV—neuron T‘iwe OUtpUt

O ge-neuron 40 Wace

Fig. 4.6 Inverting memory. The first input spike triggers the accumulation at
the membrane of the acc neuron, which is stopped by the second input spike.

The recall neuron will trigger a readout of an inverted value.
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4.4.1.2 Non-inverting Memory

A Memory network to help route two input spikes to different accumulation neurons. The
Memory block can store a value as membrane potential of acc2 and output it whenever

recall is triggered. Figure 4.7 pictures the network that uses V' and g, neurons.

acc read
| | router y

2

Sy
OV—neuron <>—‘ We -.|

O ge-neuron 4@ Wacc

Fig. 4.7 Memory block. This network stores an input spike interval as membrane
potential of the acc2 neuron. The first input spike will immediately trigger a
constant input current for accumulation neuron acc. The second input spike
causes the membrane potential of acc2 to rise. As soon as acc reaches Vi, it
signals to ready that the output is ready for readout and inhibits acc2, which
now stores At that represents the encoded value x. A single spike from recall is

enough to reproduce the original spike pair at output.

4.4.1.3 Signed Memory

Using the memory block, we can create a network shown in Figure 4.8 that can store spike
intervals for positive and negative numbers by adding further neurons that represent the
number’s sign. Depending on which input path a spike pair is received, we then interpret

the value as positive or negative.

4.4.1.4 Synchroniser

Figure 4.9 shows a network that can synchronise n inputs, so that the first spike of all
outputs will be aligned. Making use of N memory blocks, the last block to receive its

input will trigger a sync neuron to start the synchronous readout.

4.4.2 Branching Operations Minimum and Maximum

Using a combination of excitatory and inhibitory connections shown in the Minimum
network in Figure 4.10, we can detect the smaller of two synchronised inputs as soon as

the second spike thereof arrives. The output neuron will emit the smaller input and the
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Fig. 4.8 Signed memory. This network employs additional neurons on top of

the memory network to signify positive or negative stored values.
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Fig. 4.9 Synchroniser. This network can store N inputs that are received at
arbitrary times in memory units and triggers the synchronous readout of all cells

as soon as the last input is received.

presence of a spike at either smaller! or smaller?2 will mark which input was the smaller

one.

The Maximum network shown in Figure 4.10 will indicate the larger of two synchronised

inputs as soon as the smaller input has fired its second spike. This will be indicated on
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either larger! or larger2. The output neuron then mirrors the larger of the two inputs

afterwards.

Minimum

Fig. 4.10 Minimum and maximum branching operations for two inputs. The
first complete input will signify in both networks which of the two inputs is the

smaller one. For these networks to work, the inputs have to be synchronized.

4.4.3 Linear Operations
4.4.3.1 Subtractor

Figure 4.11 shows a network that computes the difference between two synchronised inputs.
The difference between the two spike time intervals will be another interval, but may be
output to either output+ or output-, depending on the sign. We also use an additional

zero neuron that fires if the inputs are equal.

4.4.3.2 Linear Combination

We can compute the linear combination of n different inputs given the coefficients ay, . . . , o,
using the network shown in Figure 4.12. Each input will either be directed to a positive
or negative input path, depending on its sign. Neuron accl+ accumulates values for
all positive inputs, whereas acci1- does the same for all negative inputs. The difference
between the two accumulated values is then synchronised and subtracted. A start neuron

indicates the result being ready for readout.
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V-neuron <>_‘ We € tneu '<'>?. 2t neu
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Fig. 4.11 Subtractor. Connections related to the zero neuron that have a delay

of They are colour-coded for better visibility.

4.4.4 Nonlinear Operations

4.4.4.1 Logarithm

We might also exploit the more complex characteristics of a multicompartment neuron
to compute the natural logarithm of an input f(x), as shown in Figure 4.13. The first
input spike triggers g. current characteristics, whereas the second input spike triggers the

nonlinear g; neuron. That way the network can output a spike interval as follows:

(4.9)

4.4.4.2 Exponential

When we exchange the sequence of nonlinear and linear current accumulation in the
Natural Logarithm network, we are able to calculate the exponential of a given value x.
The network is shown in Figure 4.14. The first input spike connects to decay and gate
compartments and starts nonlinear accumulation. The second input spike stops the gate
from spiking, thus inhibiting any further influence of the decay compartment on multi. It

also triggers the first spike on output, which outputs a spike pair corresponding to:

& = At/ Tmax (4.10)
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Fig. 4.12 Linear combination. Amount of neurons is 6n + 40, where n is the
number of inputs. The overall network consists of accumulation parts for positive

and negative coefficients plus a synchroniser and subtractor sub network.

4.4.4.3 Multiplier

We can combine Natural Logarithm and Exponential networks to provide the product of

two inputs 1, 9 as follows:
T =x1x9 =exp(lnz; +Inxy) (4.11)

On arrival of the very last spike of the two inputs, both values x1 and x5 have been loaded
onto the membrane potentials of acc logl and acc log2 respectively. The sync neuron
triggers accumulation on exp. Its gate has to be deactivated after a time corresponding to

the sum of the natural logarithm of the two inputs in order to obtain their product.

| | router

OV—neuron@‘— We Oge-neuron € Wace gf-neuron Wexp

Fig. 4.13 Natural logarithm. The first spike to arrive will trigger accumulation
on neuron multi, which will be stopped by the second spike. The second input

spike will also immediately trigger the first spike at output.
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Fig. 4.14 Exponential. The first spike to arrive will trigger nonlinear current
accumulation on neuron multi, which will be replaced by linear current integration
as soon as the second spike arrives. The second input spike also triggers the first

output spike.
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Fig. 4.15 Multiplier. The two inputs are accumulated in logarithm networks
logl and log2. Their sum is then fed to an exponential unit exp, which outputs

the product of the original inputs.

We implement all the above networks, which we re-parameterize for the sake of our

implementation, on Loihi. Overall, the networks provided by STICK allow us to compute

arbitrary mathematical systems in an asynchronous manner.

4.4.5 ANN-SNN Network Conversion

To build a spike-based computer that is able to solve increasingly complex task, we also

investigate the conversion of trained neural network graphs onto Loihi using the STICK

framework. After all, neural network inference of converted models on neuromorphic

hardware bears the promise to decrease power cost of deep learning models. Most current
ANN to SNN conversion techniques are based on rate coding [240, 122, 241, 223, 242],

which is straightforward to implement, robust to firing errors and propagates a signal
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Fig. 4.16 Conversion of 2 ANN units to an SNN on Loihi, using V and g.-neurons.
Left: The weights in the ANN can be directly used for synaptic weight coefficients
in the SNN, in this example oy 9y. Inputs x4y oy are encoded using latency coding.
The readout neuron ensures that at the end of Thax time steps for one layer, all
input currents for a neuron are balanced by injecting a current that is the negative
sum of all inputs plus w,c.. The readout time converts the value that is encoded
in the membrane potential into a spike interval for the next layer. The rectifier
injects a large current with 3 > « to force a neuron to spike if it hasn’t yet at the
last time step of a layer. The neuron outputl computes §; = max(0, ayx1 + agz2),
whereas output2 computes o = max(0, agx; + ajx2). Right: Chronogram
of the same network, with example inputs x1 = 0.75,29 = 0.25 and weights
a1 = 1,a9 = —1. Whereas outputl outputs the expected 1 x 0.75 —1 x 0.25 = 0.5,
output2 with 1 x 0.25 — 1 x 0.75 = —0.5 is forced to spike early by injecting a
high current at time step 21,.x. This spike coincides with the readout of the
next layer (not shown here), where their effects will cancel out because the output
is 0. For this diagram T,y is assumed to be large so that transmission delays

Theu are negligible.

fairly quickly through the network. It can however exhibit issues with propagating the
signal to deeper layers, which scales unfavourably for larger networks. Rate coding can
therefore ’starve’ downstream parts of a network, while still employing millions of spikes
per inference [243, 122].

In contrast, conversion frameworks based on temporal coding have made significant
advances as of late, at much fewer spikes in comparison to rate coded SNNs [244, 245, 246].

Time To First Spike (TTFS) uses the least amount of spikes, leading to great energy
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efficiency and possibly achieving very low latency. It is however very sensitive to the order
of inputs and needs large refractory periods to ensure a single spike per unit. Most TTFS
methods also use dynamic neuron membrane thresholds to prevent early firing [130, 247].
Such mechanisms can be used in SNN simulators, but are not directly transferable to
neuromorphic hardware or are at least very costly to execute. Using STICK, we rely on
the structure of the network itself, using neurons and synapses only without the need for

dynamic threshold adaptation.

Figure 4.16 shows the network diagram and chronogram of an SNN that has been converted
from two ANN units. We can make direct use of the ANN’s weights to connect the units
in our SNN. Every layer computes over Tiax time steps, so that we can choose a desired
trade-off between accuracy and latency. In addition, every layer will have 2 additional
neurons readout and rectifier which trigger the readout for the next layer and ensure
that no negative membrane potentials are decoded. Because ANNs typically have very
large numbers of neurons, we choose an optimised approach for this task. Since layers
(including the inputs) in an ANN are synchronised, we employ the same principle in
our converted SNN blocks and align all input spikes in a layer along the time step of
the readout neuron for that layer. The readout neuron connects to every neuron in its
layer with a negative sum of all input weights for that neuron to balance the input
current, plus 1 to trigger the readout. Thus, for a minor cost in synapses (1-2 additional
per neuron in comparison to rate coding), we now have a reference spike for each layer
that triggers the readout at pre-defined times and converts the membrane potential that
reflects the stored value at that point again in to a spike interval: u(t) < x,t € nTax,
where n € N. The main difference to other TTFS methods is the balancing second spike
that acts as a counterweight, which provides us with better accuracy. The fact that we
have counterweights allows us to use the same membrane threshold for all accumulating
compartments and readout with a pre-defined input current. Conversion methods based
on similar temporal coding schemes [248, 249, 250] have achieved very good accuracy,

albeit not yet on neuromorphic hardware.

In summary this section presented the tools to cast arithmetic operations into spiking
neural networks on Loihi. This is the most crucial part of any computing system. In the
following results section, we will look at how SNNs that use temporal coding perform

when compared against rate-coded networks.

4.5 Experiments and Results

We begin by showing that the numerical precision of networks using precise timing on

Loihi is more than sufficient to compute complex dynamic systems and extensive converted
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graphs of neural networks. Being able to manipulate numbers is a key element for

computing machines, alongside branching operations.

4.5.1 Computing Dynamic Systems

The higher-level network composition for first order, second order and Lorenz system are
conceptually equal to the ones in [237], but is now based on our implemented networks
on Loihi. The basic building blocks are shown in section 4.4. We compare the output to
another system of spiking neurons with the same parameters on the same hardware using
population coding, using support of the Nengo framework [251] with Loihi as a backend.
Neural Engineering Framework (NEF) and by extension Nengo [252, 251] take the mean
firing frequency of a homogeneous population of neurons instead of relying on a single
rate-coded neuron for computation. Population coding can be considered more biologically
plausible due to the added stability [253] and the ability to quickly respond to changes in
the input information [254], but, while computationally powerful, relies on a large number

of neurons as well as spikes.
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Fig. 4.17 Outputs of a first order system networks using precise timing and
population coding for different T € {2,4,8}. Both networks use 117 neurons.
Above: our network with Tpa = 25. Below: Nengo network across 30000 time

steps.
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4.5.1.1 First Order System

We demonstrate general purpose computation capabilities by calculating a first order

System

dX
r O X(1) = X (4.12)

We combine an encoder that outputs Xjpf, a linear combinator that computes dX/dt¢ and
an integrator that computes X from its derivative. The composite network comprises 117

neurons.

We evaluate the amount of time steps it takes for the system to reach a steady state and
the error for each output value. The network is capable to reliably compute different
function parameters 7, shown in Figure 4.17 on top. Using the same amount of neurons in
population coding to compute the same system, the signal is much noisier as shown in
Figure 4.17 at the bottom.
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Fig. 4.18 Outputs of second order system networks using precise timing and
population coding for different parameters €2 and £. Both networks use 185
neurons. Above: STICK network with Tyax = 28. Below: Nengo network

across 30000 time steps.
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4.5.1.2 Second Order System

In order to increase the complexity, we also compute a second order system

1 d®’X  €dX
— 4> L X(t) = Xin 4.1
oar Taoa T X0 f (4.13)

The results of which can be seen in Figure 4.18. Again our network using precise timing is
able to compute a much cleaner output as a population-coded network, using the same
amount of 185 neurons. Our network does need more time steps for the error to stay
low. It takes 126 ms of spiking time for a Tjy.y of 28, whereas the Nengo network can be

simulated within 18 ms.

Fig. 4.19 Outputs in X, Y and Z for Lorenz system networks computed with

precise timing and population coding. Both networks use parameters p = 28,
o =10, g = 8/3. Left: our network uses 598 neurons and takes 20 ms to compute

using Tmax = 2'°. Right: Nengo network computed across 100000 time steps.

4.5.1.3 Lorenz System

So far we have only used linear buildings blocks such as linear combinations and subtraction
to differentiate and integrate over time. We also implement a Multiplier network (shown
in Figure 4.15), which combines nonlinear networks to provide the product of two inputs.
To show the fine granularity that our non-linear systems are capable of, we compute an
example of a system of ordinary differential equations that relies on a multiplicative factor,

known as the Lorenz attractor. It is defined as follows:
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% =o(Y(t) — X(t)), (4.14)
% = pX(t) = Y(t) - X()Z(t), (4.15)
W~ Xy () - p2(0) (4.16)

The system has chaotic solutions given certain parameters and we choose p = 28, ¢ = 10,
B =8/3. As can be seen in Figure 4.19, we can faithfully replicate the chaotic behaviour
using just 598 neurons. The Nengo network on Loihi exhibits strong stochastic behaviour
and has troubles with synaptic weight quantisation on Loihi, leading to a largely reduced
output precision even though it uses 3000 neurons. Using fewer neurons in this population

coding implementation fails to replicate the Lorenz system completely.
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Fig. 4.20 Performance comparison between proposed networks and Nengo im-
plementation for 3 dynamic systems. For lower Ty.x, precise timing is able
to compute faster and using less energy, with comparable error performance.

Number of neurons is always equal.

4.5.1.4 Dynamic System Performance

We benchmark the performance of dynamic systems shown in this section that use precise
timing and compare it to a baseline of a Nengo implementation using population coding
on Loihi. By varying Ti,.x, we can see the effects of speed-up versus average error of the
system, shown in Figure 4.20. Decreasing T ,x will calculate the same system faster, but
will do so with a more coarse-grained resolution on the time axis, which causes the error

to increase. Overall, networks using precise timing do have a region in parameter space
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where they can compute both faster and more precise, given the same amount of neurons.

Increasing computation precision takes both more time and energy.

4.5.2 Converting Pre-trained ANNs

We also benchmark the conversion of an ANN which had previously been trained on a GPU
to an SNN using the MNIST image classification task. We show that we can successfully
deploy converted models on constrained neuromorphic hardware and provide evidence
that STICK’s temporal encoding has several advantages in comparison to the dominant
rate-coding conversion scheme. The conversion framework as well as the pre-trained model

will be made publicly available* and example code is available in Appendix A.4.

4.5.2.1 Training and Converting the Graph

For MNIST, we choose to convert a convolutional architecture with several channels,
followed by max-pooling layers. The converted network is illustrated in Figure 4.22 and
is trained with a fixed learning rate of 0.001, the ADAM optimiser [255] and dropout
regularisation [132]. We also apply important loss penalties on all activations and weights to
prevent outliers, which narrows the parameter distributions. When converting the trained
weights for the SNN, previous work [240, 122, 242] has demonstrated the importance of
data-based weight normalisation, when jointly scaling the weight and bias parameters in
each layer. In heavily-tailed parameter distributions, we can focus on a given percentage
of the distribution mass to help increase the dynamic range of weights we can map onto
Loihi. For our conversion, we choose the 99.9'" percentile of activations as a target for our

scaling process. Biases are encoded using delays, as exemplified in Figure 4.4.

With the help of our ANN-SNN conversion framework, we can recreate convolutional,
fully-connected and max-pooling layers. Convolutional as well as fully connected layers
are comprised of one g.-neuron for each unit in the ANN plus one V' encoder neuron that
provides the biases for every output channel. For convolutional layers, we implemented the
possibility for different kernel sizes, strides, padding and groups. Max-pooling can be easily

achieved by connecting groups of neurons from the previous layer using V-neurons.

4.5.2.2 Classification Accuracy

In Table 4.1 we list literature results and our results that have been implemented and
benchmarked on spiking hardware, to allow for a fairer comparison. We achieve near
state-of-the-art classification accuracy at a cost of one spike per neuron. Figure 4.21 shows

the trade-off between more accurate versus faster computation, which is controlled using

*https://github.com/biphasic/Quartz
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Fig. 4.21 Classification error plotted over Energy Delay Product (EDP) for

MNIST in comparison to Rueckauer et al. [2412] measured on the same platform.

Table 4.1: Comparison of accuracy and performance to other SNNs for a classification
task on MNIST. Sorted after publication date.

Method SNN # spikes # neurons spiking
error (%] hardware

Rate [256] 1.3 - 1306 Simulated 28 nm

TTFS [257] 3.02 135 1394 FPGA

Rate [258] 10 - 316 Simulated 65 nm

Rate [259) 1.4 130k 2330 10nm FinFET

TTFS [260] 3.1 162 1000 Simulated 0.35 pm

Rate [261] 1.3 - 8266 Loihi

Rate [242] 0.79 - Ak Loihi
TTFS (ours) 0.9 5422 5422 Loihi

the Thax parameter in our network. While our trained ANN exhibited a classification
accuracy error of 0.73%, we achieve a range of errors in our SNN depending on the latency
from 38.79% to 0.79%. We observe a sweet spot of 0.9% classification accuracy error with
a delay of 6.3 ms when using Tuax = 2%. For this parameter setting, the first spike in the

last layer is received after 67 time steps on average, whereas the full presentation takes 90
time steps.
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Table 4.2: Breakdown of static and dynamic power consumption per MNIST classification
inference for neuromorphic cores and Lakemont x86 CPUs as well as latency on Loihi.

Setting Thax = 2% results in 0.9% classification error for our converted network.

Power consumption [mW] x86  Neuron Total

Static 0.14 8.7 8.84
Dynamic 234 84 31.8
Total 23.54 17.1 40.64
Latency [ms] 6.3
Time steps per inference 90
Energy per inference [pJ] 256.7
EDP [pJs] 1.62
® ge-neuron :
® V-neuron ®
°
S
Bk PR
ooeo ° °
input 28x28 conv 6x24x24 pool 6x12x12 conv 12x8x8  pool 12x4x4  fc 120 fc 10

Fig. 4.22 Converted spiking neural network architecture with convolutional
(conv), max-pooling (pool) and fully connected (fc) layers based on V and g.
STICK neurons. The input is encoded using latency coding.

4.5.2.3 Power Measurements

NxSDK is a library to configure networks on Loihi and it provides tools that break
down power draw for workloads into dynamic and static components. This is done for
neuromorphic cores, which store neuron states and emit spikes, and the x86 Lakemont
CPUs which are responsible for executing user scripts. Static power consumption is
independent of the workload and depends to a great extent on the number of active
components and the manufacturing process. As such it is not relevant for comparing
algorithm performance, because we typically want to benchmark workloads. Dynamic
energy is consumed by switching transistors to update neuron states and route spikes. It
does not depend on the time it takes to compute one algorithmic time step. A complete
table that breaks down static and dynamic power consumption across neuromorphic
cores and Lakemont CPUs is provided in Table 4.2. Our converted SNN model that

uses Tmax = 2% time steps per layer occupies 18 of the 128 neuromorphic cores on one
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chip and consumes 256.7 1nJ of energy per inference sample for both neuromorphic cores
and Lakemont CPUs, of which 200.34 nJ is dynamic energy. A preferred metric when
benchmarking neuromorphic algorithm performance on hardware is the product of energy
consumption and latency, the Energy Delay Product (EDP) [262]. For our experiment it
amounts to 1.62 nJs. All measurements were obtained using NxSDK 0.9.8 on a Nahuku
board with 32 chips. For comparison, the best-in-class rate-coded model on Loihi has an
EDP of 4.38 nJs at a classification error of 0.79 %, and a GPU that computes using single
batches achieves an EDP of 222 pJs for an error of 0.73 % [242].

4.6 Discussion

In this paper we show that temporal coding can have advantages over rate-coding in
terms of power consumption and numerical accuracy when performing computations
using artificial neurons on neuromorphic hardware. Nowadays the search for alternative
mechanisms of computing becomes increasingly viable, as von Neumann computing is
encountering physical limits. Apart from quantum computing, neuromorphic computing
is one such alternative avenue. The dominant rate-coding scheme often means employing
a large number of neurons and spikes, which can scale unfavourably for bigger networks.
The Spike Time Computation Kernel [237] framework provides us with an alternative
based on temporal coding. By means of concrete examples, we compare the performance
of temporal versus rate encoding in terms of power, latency and numerical accuracy. The

digital architecture of Loihi allows us to compute fully deterministic results.

For a set of general purpose dynamical system tasks that include nonlinear dynamics,
we show that temporal coding can compute much more accurately in comparison to
population coding, using an equal amount of neurons. NEF has been designed with
biological plausibility in mind, so the results are noisy. The accuracy of the approximation
depends not only on the neural properties but also on the functions being computed [263].
An increase in population size of neurons in Nengo normally leads to better and less
noisier results using a normal computer as a backend, but the quantisation of weights
and time on Loihi seems to pose a problem for that framework, which normally relies
on fine-grained neuron tuning curves available on conventional hardware. Increasing the
time step resolution in Nengo as suggested in [264] did not have a positive effect on the
network’s performance but only lead to longer execution times in our experiments. STICK
does not rely as much on synaptic weight resolution and can therefore output less noisy
results on this digital neuromorphic hardware, even if that means that the output is much

coarser over time.

Not only do we evaluate static blocks that can be combined to compute more complex
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systems, we also look at converting graphs of learned neural networks for efficient inference
on Loihi. Again, nowadays rate coding is the dominant conversion technique from ANNs
to SNNs. We show that SNNs that use temporal coding have a number of advantages or

are at least on par with rate coded networks:

e In order to propagate spikes to the deeper layers, neurons do not need to undergo a

strong transient response resulting in uneven firing rates across time.

e Value signals that are passed from layer to layer do not deteriorate or starve in
deeper layers since all values are encoded using the same number of spikes using

TTFS encoding. Only the timing changes.
e Naturally suitable for max-pooling.
e Number of spikes is drastically reduced and not dependent on the number of layers.
o Equal capabilities to use bias conversion or batch normalisation folding.

e The input signal propagates through the network like a wave and each layer’s
activities are decoupled from each other. That means that the input signal does not

have to be presented for an extended time to arrive in later layers.

o Ability to represent negative values when spikes of an interval originate from different
neuron sources and can therefore encode a negative interval. This typically helps

with the last layer of a network that outputs logits.
e No soft reset of membrane spike threshold needed to achieve good results.

Rate-coded converted networks present a large number of input spikes for extended
duration at the first layer, which causes a strong transient response in early layers to
propagate the signal through the network, but might still not be enough to reach deep
layers because neurons that output low values spike less frequently. Layers in a converted
SNN using our method sequentially process the input, following the functional principle
of an ANN. The spiking activity in different layers can thus be decoupled from that of
another layer once the spikes have been received or transmitted. That allows us to feed
new input at the beginning of the network while later layers are still computing a previous
input, considerably increasing throughput. We achieve a form of temporal batching which
is independent of network depth. A further consequence of the decoupled layers is that
we can choose different time constants for each layer. Since errors in early layers that
necessarily occur because of quantisation will accumulate for downstream layers, we could
choose a larger Tiax in the first layer and gradually reduce it in deeper layers. We are
on par with other conversion methods when it comes to the number of neurons used for

the conversion, apart from 2 support neurons per layer. These support neurons readout
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and rectifier are responsible for an additional amount of synapses in the network, as they
connect to every neuron. This however suits Loihi’s architecture, which is designed to

have many more synapses than neurons.

Massa et al. [261] and Rueckauer et al. [242] allow for the most direct comparison for image
classification performance on the same hardware. Whereas Massa et al. only provide
classification results, Rueckauer et al. provide power benchmarks for static and dynamic
power combined without breaking down the individual components. Our EDP when
using the same metrics is a factor of 2-3 lower than the best highly optimised rate-coded
network, which we assume is due to the lower amount of spikes used. We provide a detailed
breakdown of power consumption into static and dynamic components, in the hope that

future work will be able to compare in greater detail.

One of the limitations of our architecture is the need to encode zeros. Since we compute
using intervals and counterweights, a zero has to be represented by two spikes from input
and readout neurons arriving at the same time so that their weights cancel each other out.
A rate-coded architecture can omit to send spikes when the value is zero. The sparsity of
frame-based datasets and therefore the opportunity to exploit this circumstance is highly
variable, with MNIST containing 80.7% zeros, whereas CIFAR10 only has 0.25% zeros. In
either case, even for a dataset such as MNIST, we still use orders of magnitudes fewer
spikes than rate-coded techniques. Another limitation is the robustness to external noise
injected into the network. A few spikes that are dropped or inserted might jeopardise the

whole network execution.

In terms of possible further improvements, we can think of using g neurons for logarithmic
activation functions in a converted network, which has been shown to increase classification
accuracy [265]. Such computations are normally very costly on conventional hardware,
but could potentially be cheaper on Loihi. Furthermore we could imagine exploring the
combination of temporal and rate coding approaches in SNNs using a Time Difference
Encoder [266] that translates a spike time interval into a spike rate, to try to combine
the best of both worlds. Additional SNN blocks for recurrent or skip connections could
be envisioned. The asynchronous nature of neuromorphic hardware could hereby help to
reduce latency and improve accuracy when considering other rollout schemes than classical

sequential rollout [267].

Spiking neural networks are an interesting avenue to explore for scientific computing but
have until now scaled unfavourably when using rate-coding schemes [268, 269]. The ability
to perform elementary computations, together with branching networks previously shown
by STICK, paves the way for a frugal general-purpose computing machine. Together with
other works based on STICK [270, 109], we hope that our implementation on neuromorphic

hardware aids the development of precise timing frameworks.
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Conclusion

This thesis explores the components of a neuromorphic system and how they can help
current technology to compute more efficiently. When we compare such a system to
currently dominant technology and deep learning, we can reconstruct a similar trajectory
of its success story. It was only the combination of algorithms which had existed since
the 70s, large amounts of data available via the internet and the right hardware that
enabled its success. Hooker [271] introduced the idea of a hardware lottery, claiming that
a research idea wins because it is suited to the available software and hardware at that
time, and not because the idea is superior to alternative research directions. When GPUs
were widely available as highly parallel graphics processors, the research community drilled
down a certain path of algorithm exploration because it worked well [272]. And indeed,
groups have shown impressive results in various fields that use deep learning ranging from
computer vision over natural language processing to speech recognition, but progress across
application areas is strongly reliant on increases in computing power. Extrapolating forward
this reliance reveals that progress along current lines is rapidly becoming economically,
technically, and environmentally unsustainable which is detrimental to the deployment on
battery-powered devices [273, 169]. It is these factors that drive the exploration of novel
sensors, computational principles, and hardware. Neuromorphic engineering offers such
alternatives, which have yet to prove successful. In order for neuromorphic systems to
have a clear advantage over currently optimised systems, we argue that a full end-to-end
pipeline is necessary to guarantee computation at significantly lower power. This pipeline
consists of an event-based sensor and its output, which is in turn processed using an

asynchronous algorithm on spiking hardware.

In chapter 2 we showed how an event-by-event algorithm can detect and track faces using
less power than gold standard frame-based alternatives. The event camera provides us
with a fine-grained temporal dimension that we can make use of in our features, which
works well when detecting a spatio-temporal event such as an eye blink. Our work opens
up the route for always-on detection capabilities on power-constrained systems such as
robots or mobile devices that need to be able to detect the presence of a human face.
The event-by-event driven nature allows the algorithm to have minimal latency when it

comes to tracking the user’s head, but in practice, this is often not needed. Much like

83
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we down-sampled the signal received from the event camera in chapter 3, we could apply
similar methods of spatio-temporal filtering in this case to record less data. This would
allow us to reduce power consumption even further, which is arguably the main drawback
of current conventional camera systems. We could extend our face detection algorithm
to not only tell where and when a user blinks, but also to track their gaze. An event
sensor with adequate spatio-temporal resolution would be able to track fine-grained eye
movement to follow where a user is looking [274], potentially allowing the control of a

device by otherwise physically handicapped people.

Our features were handcrafted, even though machine learning teaches us that we should let
the data speak for itself. This is in part because we had a limited amount of data at hand
for modern day standards to feed to our algorithm. Since there was no publicly available
dataset for event-based face tracking available, we recorded our own database that we
made available [1] in order to train and test our algorithm. Neuromorphic computing being
an emerging field, this is a fairly common issue, although the situation is improving and
increasingly large event-based vision datasets [275, 276] are available. Some works have
resorted to generating the output of event cameras by converting videos from conventional
cameras to events [277, 278] to be able to leverage already existing datasets or simulated
them from scratch [279] to dramatically increase the amount of data available. What’s
interesting in both the datasets we use in chapters 2 and 3 is that they are real-world
recordings of people [1] and gestures [2], contrary to several monitor recording datasets
executed with an event camera that provide spiking versions of images [280, 281]. Artificial
temporal correlation between events simply does not reflect real-world applications when
dealing with neuromorphic algorithms because it ignores time as a potentially important
feature and as such might be of limited value. To motivate further research activity
with event-based datasets, we made publicly available a python library to facilitate the

download of such datasets*. Part of its documentation is available in Appendix A.2.

We continued to use spatio-temporal features in chapter 3, where we connect event-
based gesture recognition and other computer vision tasks to mobile phones that embed
optimised hardware. We benchmark our algorithms on a database for mid-air hand
gestures, since gesture recognition is poised to play a major role for future touchless user
interfaces [282, 283, 284]. Currently such interfaces are not commonly seen on mobile
systems, as frame-based or even active sensing approaches such as radar [285] are very
costly to process. A passive sensor that is directly coupled to scene activity such as an
event camera can afford to stay on for extended periods, thus making interaction with
mobile technology accessible and intuitive. Our Android framework for mobile devices

makes it easy to parse events from a small embedded event camera and our prototype

*The library Tonic is available under https://github.com/neuromorphs/tonic
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device is able to execute different algorithms in real-time with low latency. Our event
camera uses a relatively low spatial resolution of 304 x 240 pixels, but the event cameras
are maturing fast, going from 128 x 128 pixels to full high definition resolution in a few
years time. Even though it is desirable to have the option, event-based computer vision
on mobile platforms might not need very high spatial resolution for every task, which is
costly to process even on asynchronous hardware. Instead, a sensor with the adequate
spatial and temporal resolution should be used that is suitable for the task at hand. In
the case of on-demand frame reconstruction, an event camera will need higher spatial than
temporal resolution, whereas in the case of gesture recognition, the reverse might be true.
We already see the number of specialised sensors in an embedded device proliferating and

event cameras could be a worthy addition to that.

From our setup it becomes immediately apparent that the integration of an external sensor
is not a straightforward feat on a mobile consumer device such as a phone. The fact that
the camera is connected via a USB cable results in higher power usage and bandwidth
issues that are not present to such an extent with integrated sensors. This stresses the
need for a tight integration between sensor and underlying processing hardware. The
embedding of an event camera into a device such as a phone or tablet is likely to happen
in the mid-term future, but faces hurdles since such devices are manufactured in vertically
integrated processes that make the addition of single components a complicated task.
Showing always-on visual detection or recognition pipelines on mobile devices that on
average uses a fraction of the power of a conventional system will speed up industry

adoption.

On our prototype device, we also made use of the Tensorflow Lite backend, which in turn
uses neural network accelerator hardware for efficient inference. The issue is, however,
that when we convert events into frame representations, we lose a lot of the advantages of
event cameras. As mentioned in the beginning of this conclusion, the hardware lottery
gave us GPUs to work with, but they are designed for a different kind of data. GPUs are
a great workhorse when it comes to parallelising compute-intense tasks, but they fail to
exploit high sparsity in signals. That is why sparse computation on GPUs is something
that the research community is actively looking into at the moment [286, 287]. NVIDIA
announced in 2020 that their latest generation of tensor cores would be able to transform
dense matrices into sparse matrices using a transformation called 4:2 sparsity, where the
cost of computation is reduced by half. This accelerates inference up to a factor of 2 for a
minor hit of accuracy [288], but such a feature requires supplementary hardware to check
for zeros in the data.

On neuromorphic hardware, the sparse input directly drives asynchronous transistor

switching activity, without the need for additional checks. The difference is essentially the
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lack of input in comparison to lots of zeros of input in the case of GPUs. Even though
GPUs and TensorFlow Lite are making amends to reduce the need to process unnecessary
zeros, neuromorphic computing tackles different application scenarios. Sparsity in signals
from an event-based sensor reaches levels of 99% depending on scene activity and is
therefore much higher than what a 4:2 sparsity could achieve to shrink. In the end
neuromorphic computing that can exploit the absence of new input information will have
a head start in certain applications for power-critical systems that track spurious events
at high speeds. This is where GPUs that apply sparsity checks to avoid computation in a

later step will not be able to compete.

SNNs are built to exploit sparsity. But it is not a straightforward task to train them using
hardware that was not built for that. Currently, supervised training algorithms based on
backpropagation show the best performance when it comes to detection or classification
tasks [124, 137, 126]. Backpropagation as currently used is not biologically plausible [289)]
and thus goes against the grain of neuromorphic computing, but it seems as if some of
the constraints that have been thought essential in backpropagation can be relaxed to
bring it in line with biology. One of the constraints that can be relaxed is known as the
wetght transport problem, which means that forward and backward passes need symmetric
weights. By using a fixed random matrix in the backward pass, it was shown that the
network is still able to learn well [290, 291]. Another constraint is that errors that are
passed backwards are signed and that rate-coded neurons would not easily be able to
represent a negative value [289]. Interestingly, we show in chapter 4 that by using a
reference timing spike, we can easily encode negative activations, even though it is not
clear how the reference timing would be triggered in the brain. Overall, some works have
focused on local approximations of a global error signals [114, 110], which is a promising

avenue forward to biologically plausible learning.

From a practical perspective, it is relevant for researchers and practitioners alike how easy it
is to train an SNN once data and potentially annotations are available. Currently, certainly
due to the relative novelty of the field, there is no default tool chain that one can turn to.
Deep learning has spawned and evolved over a multitude of open source frameworks and
neuromorphic computing will need a similar ecosystem to ease development, training and
exploration. Nengo [251] developed by Applied Brain Research comes closest to such an
open neuromorphic ecosystem at the moment, but still employs restrictive licensing that
prevents other companies from using their code. Furthermore its theoretical basis NEF
is based on population coding rather than precise timing, which can be costly in certain
cases as shown in Chapter 4. A crucial addition in neuromorphic training tools will be the
option to execute code on neuromorphic hardware and not just CPU or GPU backends.

Nengo does already support training and inference on different hardware backends.
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We now turn to explore in more detail what neuromorphic hardware is capable of at
the moment. An essential feature is the ability to compute using time. That means
that asynchronous hardware such as TrueNorth [166] or Loihi [167] will compute using
algorithmic time steps, which might execute faster or slower when measured in wall clock
time depending on the workload. Computation using time has recently seen interesting
applications on Loihi such as large scale nearest neighbour search [174], dynamic program-
ming [292] or stochastic constraint optimisation [112]. Chapter 4 explores spiking neural
networks on Loihi using a temporal instead of the currently prevalent rate encoding scheme
and we show that using STICK [237] we can implement an efficient Turing complete
system. Computation and memory are combined in every neuron that integrate input

currents over time.

Spiking general purpose computation might one day be used as a resilient and fault-tolerant
way to compute reliably and using little power. Currently, there is little to no error
correction in place to detect faulty behaviour in conventional hardware systems. During
production, areas of faulty transistors might be re-routed or powered down completely to
retain a downgraded version of a chip that will still be able to sell, but after it has left the
fab, no further checks or modifications will be executed. In extremely harsh environments
such as in space or in radioactively contaminated areas this leads to systems having to
carry redundant computer systems in case parts of it are irreversibly damaged. SNNs
and neuromorphic hardware might exploit neuroplasticity mechanisms to realise efficient
fault-tolerant and reconfigurable systems [293, 294], where neuroplasticity refers to the
ability of the brain to adapt and reconfigure during lifetime operation. Additional support
neurons in the system, much like the glia cells in the brain, could detect if a synapse is
faulty and will increase probability of healthy synapses to transmit a spike in order to
keep up the firing rate of target neuron. This can happen while the system is running
and might offer the option for a degradation in system performance if parts are damaged

rather than catastrophic hardware failures [295].

Spiking computing might also form a part of heterogeneous high performance computing
due to its potential to implement large scale computations with a small power footprint [269].
Such a large scale system that computes with time will have its own areas of applications
where it outperforms conventional computing. One such example that is straightforward
to visualise is the search for the shortest path in a graph such as a road network [296].
Whereas conventional systems have to perform computation on every node and slowly
integrate over path lengths [297], a neuromorphic system can just send out a wave front
of spikes and automatically stop once a spike is received at the destination node. Such a

graph search spiking system scales sub-linearly, in contrast to conventional systems.

Apart from using spikes for general purpose computation, we also explored the conversion
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from feed-forward ANNs to SNNs using our temporal encoding scheme. We demonstrated
a functional advantage as well as lower power usage over rate-coded networks in that
respect. The comparison within the neuromorphic world (rate versus temporal coding)
is a clear win for temporal coding in the scenarios tested, and both methods can beat
EDP for inference on a GPU, for the specific case of a batch size of 1 [242]. Since GPUs
are designed for high throughput, a single batch burns more power on them than on a
neuromorphic chip for this task. As elucidated in Figure 1.11 however, neuromorphic
hardware cannot compete with the execution of feed-forward neural nets on GPUs for

higher batch sizes. This leads us to the following conclusions:

1. Use cases for neuromorphic chips to process static dense inputs such as images are
very limited. This makes sense when we consider that GPUs have essentially been

designed to display a sequence of static images at display frame rate.

2. Even though feed-forward network inference on neuromorphic hardware might not
be ideal, the situation with recurrent architectures looks more promising. This is
actually in favour of the biological model: our brain is a network of neurons with
feedback connections. RNNs use the notion of time for sequence learning, which
is quite costly to compute on GPUs but comes almost for free on neuromorphic

hardware.

3. When dealing with one input at a time, neuromorphic hardware can compete with
GPUs. This has interesting consequences for real-world applications. It is currently
very costly for a machine learning model to be continually updated on the fly given
an infrequent novel input over time. All this has to happen while at the same time
preventing the model to completely forget things it learned in the past, which is
called catastrophic forgetting. Continual learning is a field that seems promising to
explore on neuromorphic hardware, to incorporate newly learned information into
a model using little energy. This could become a critical differentiation feature in
a market of neuromorphic edge devices, where a model should ideally continue to
learn on demand once deployed with as little resources as possible. Some recent
work has shown promising results of continual model updates on Loihi inspired by
the olfactory circuit [298].

Overall, ANN-SNN conversion methods might be able to exploit some training tricks
that are currently only available to ANNs, but this will only be an intermediate step. As
neuromorphic hardware incorporates different learning capabilities and software training
tool chains mature, SNNs will be trained natively using a backend that suits the task at
hand. The sparing use of spikes in TTFS coding seems like a promising way forward for
problems that make use of time on neuromorphic hardware. But as mentioned earlier

regarding artificial time dimensions in synthetic event datasets, we have to be prudent not
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to introduce time as a factor into computational problems that cannot make any use of
it.

Spiking neural networks have been inspired by their biological counterpart, so one might
ask the question at what point we will be able to connect the synthetic hardware to
the different substrate that is our bodies given that the similarity between artificial
and biological neurons will make interfacing easier [7]. Brain machine interfaces that
record from dense multi-electrode arrays on the cortex currently suffer from high power
consumption, increased heat dissipation, low channel count as well as an enormous amount
of raw data to put through. By pre-processing signals close to where they originate, less
energy has to be spent downstream to transmit information and tell different neurons
apart. Mixed-signal neuromorphic processing units promise low-power sensory-processing
and edge-distributed computation on hardware platforms, making use of the threshold
crossing sampling theorem. In Haessig et al. [3] we present a local computation primitive
of a spatio-temporal signal classifier that does on-sensor spike sorting in real-time. This
work represents a first step towards the design of a large-scale neuromorphic processing
system, and together with high-bandwidth systems that provide high channel count [299]

will bring us closer to brain machine interfaces.

So far we have seen that a tight integration of hardware and software is more important
than ever. This is an increasingly pressing topic for industry, for example when developing
a product for the mobile or IoT world today. Already a simple consumer product has
multiple different chips built in which take care of power delivery, battery life, storage
controllers, sensor electronics, signal processors and more. Today, small companies do not
have the financial power available that is needed to design their own chips. But a solution
with off-the-shelf hardware will often not be competitive anymore when it comes to power
efficiency. If companies need custom hardware, they are left with few choices. In most
cases, companies will have to make do with off-the-shelf chips that come as close as possible
to what they need. This could change however with the development of open-hardware
that would allow smaller players to crowdsource and license designs that are specific to
their needs. RISC-V is a computer architecture that was originally designed to support
research and education by providing an open standard [300]. Recently this architecture
has seen considerable traction and is poised to trigger an open-hardware revolution, much
like what GNU/Linux did to the software world. The democratisation in hardware design
follows similar reasoning in the sense that the way computer chips are designed has now
become ubiquitous and common knowledge. Chips will be able to be customised to specific
needs and therefore optimise power, space or cost. Due to the open design, they will also
be less susceptible to security flaws [218]. Companies have already started putting their

chip designs on GitHub [301]. As neuromorphic computing finds its niche in the vast
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computing sector, it too will be subject of interest to educators, tinkerers and hackers of
all sorts. Neuromorphic architectures based on RISC-V are already available [302] and

the space will hopefully continue to grow.

Much like we have seen the breakout of memory into separate chips or the emergence of
GPUs as dedicated hardware for high-throughput, parallel computation, we will see more
specialised hardware arriving on the scene. Steve Furber paints a picture of heterogeneity
in future processors, where specialised hardware accelerators will be coordinated by general-
purpose cores [303]. Neuromorphic technology has the potential to form a part of this
modern day computing, for tasks that use time to compute, that have sparse input signals,
need to be fault-tolerant or extremely low-power. Within the neuromorphic sector we
will see further proliferation into specialised variants of spiking hardware for inference,
ultra-low power memristive architectures and more general-purpose spiking hardware [304].
When it comes to the software stack on top, responsible for training and deployment, we
will hopefully see it converge to some common frameworks used by industry and research
labs alike. Mobile platforms such as Mars robots, drones, brain-machine interfaces or
satellites are just a few examples that can benefit from a highly specialised approach to
computing. Today’s handsets handle a wider range of workloads than ever before and as
we humans rely more and more on our technology, the technology also meets us halfway

and becomes a bit more like us. Such is the course of human-made inventions.
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Authored Software Packages

A.1 Loris

This package was conceived because of the need for easy data parsing of files from
neuromorphic cameras®. There existed already various standards for cameras such as
AEDAT, or DAT but support to read files into Python was scarce and mainly based
on scripts that circulated within labs. These scripts were mostly split between C++ and
Matlab and a single point of entry to read multiple file types into Python was lacking.
Loris is an easy to install versioned package and available on PyPi. It can read and write
different file formats from neuromorphic cameras such as .aedat4, .dat, .es or .csv.
Loris automatically deducts sensor size, total number of events and event type, such as
DVS events or ATIS events that contain grey-level information too. A simple example of

how to parse a file can be seen in Listing 1.

import loris
my_file = loris.read_file("/path/to/my-file.dat")

events = my_file["events"]

for event in events:

print("ts:", event.t, "x:", event.x, "y:", event.y, "p:", event.p)

Listing 1: Python example code for Loris that shows how to read a file generated from a

neuromorphic camera, for example a .dat file and afterwards loops over all events.

The package combines simple to understand parsing logic in Python with a fast C++
backend that allows to read files extremely fast. The frontend Python code relies on a
loris extension module to read and write files in the Eventstream format. To support

reading from aedat version 4, Alexandre Marcireau added support for another Python

*The source code is available at https://github.com/neuromorphic-paris/loris
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package that is based on Rust and therefore similarly fast.

A.2 Tonic

Tonic provides publicly available spike-based datasets and data transformations based
on PyTorch. Tt is inspired by the PyTorch Vision package that provides image and
video datasets in a similar easy manner and has received multiple contributions from
the community. The goal is to provide researchers with an easy tool to work with
different datasets to benchmark their algorithms. The optional transformations provide
an additional way to filter, modify and batch the events before they are read. A simple
example to read events from the NMNIST dataset, denoise them and create a time surface
for each event can be executed with just a few lines, as shown in Listing 2 below. The

installation is straightforward as it is available on PyPi.

import tomnic

import tonic.transforms as T

transform = T.Compose([T.Denoise(time_£filter=10000),
T.ToTimesurface (surface_dimensions=(7,7),
< tau=5e3),])

testset = tonic.datasets.NMNIST(save_to='./data',
train=False,

transform=transform)

testloader = tonic.datasets.Dataloader(testset, shuffle=True)
for surfaces, target in iter(testloader):

print ("{} surfaces for target {}".format(len(surfaces), target))

Listing 2: Example code of loading data points of N-MNIST with a default batch size of 1
and applying two transformations to it. The first one drops all events that are temporally
and spatially isolated, therefore denoising the recording. The second transformation

creates time surfaces for each event.

TThe source code is available at https://github.com/neuromorphs/tonic
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Datasets

All datasets are subclasses of torch.utils.data.Dataset, that means that they have
_getitem_ and _len_ methods implemented. Hence, they can all be passed to a torch
.utils.data.DatalLoader which can load multiple samples in parallel using workers

provided in torch.multiprocessing. For example:

dataset = tonic.datasets.NMNIST(save_to='./data', train=False)
dataloader = tonic.datasets.Dataloader(dataset, shuffle=True,

— num_workers=4)

All the datasets have almost similar API. They all have two common arguments: transform
and target_transform to transform the input and target respectively. Currently Tonic

provides support for the following datasets:
o DVS gestures [305]
« N-CALTECH 101 [280]
« N-CARS [92]
« N-MNIST [280]
o NavGesture-sit and NavGesture-walk [40]

« POKER DVS [306]

Transforms

Transforms are common event transformations. They can be chained together using
Compose. Additionally, there is the tonic.functional module. Functional transforms
give fine-grained control over the transformations. This is useful if you have to build
a more complex transformation pipeline. Tonic provides the following transformations,

where community contributions are marked with a symbol(7):

Functional transformations

Crop Crops the sensor size to a smaller sensor and removes events outsize of the target

sensor and maps.

Denoise Cycles through all events and drops it if there is no other event within a time

of time_filter and a spatial neighbourhood of 1.

DropEventst Drops events with a certain probability.
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FlipLR Mirrors x coordinates of events and images (if present).
FlipPolarityt Changes polarities 1 to -1 and polarities [-1, 0] to 1.
FlipUD Mirrors y coordinates of events and images (if present).

RefractoryPeriod Cycles through all events and drops event if within refractory period

for that pixel.

SpatialJitter Blurs x and y coordinates of events. Integer or subpixel precision possi-
ble.

TimedJitter Blurs timestamps of events. Will clip negative timestamps by default.
TimeReversalt Will reverse the timestamps of events with a certain probability.
TimeSkewt Scale and/or offset all timestamps.

UniformNoise Inject noise events.

Event representations

ToAveragedTimesurfacet Creates Averaged Time Surfaces as in [92].
ToRatecodedFrame Bins events to frames of different time length.
ToSparseTensor Turn event array (N,E) into sparse Tensor (B,T,W H).

ToTimesurface Create Time surfaces for each event as in [85].

Target transforms
ToOneHotEncoding Transforms one or more targets into a one hot encoding scheme.

Repeat Copies target n times. Useful to transform sample labels into sequences.

A.3 Frog

An Android framework for
event-based vision

Fig. A.1 The Frog logo to the left and Tonic logo to the right.
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Frog is an Android framework packaged as app which lets you use an event-camera that
is connected via USB to the phonef. It is then possible to parse the events with custom
C++ code or use the Tarsier toolbox. To install the framework, it’s easiest to use Android
Studio, for superb support of both Java and C++ code and the Gradle build tool.

Frog was born in an effort to reconcile event cameras with mobile phones to showcase a
prototype interface. Until an event camera is eventually connected via a MIPI interface
directly to the motherboard of a mobile device, the USB connection serves as a plug and
play replacement. Frog takes care of managing the permissions and life cycle of when a
camera is connected and eventually disconnected. It will poll the camera for new event
packets, which will be displayed real time in a live preview. This is possible since the event
handling is done in C++, which allows for minimal lag. Apart from the live preview, the
Frog framework will also pass the events to some custom C++ code which can be inserted
by the user for algorithmic processing. We tested a gesture recognition algorithm based
on HOTS [85] and NavGestures [2], with a 93% recognition rate. Frog currently supports
the ATIS camera.

4180
ol

An Android framework for An Android framework for An Andfroid framework for

l‘lFrOg |‘|Fr09 |'|Fr09

Please connect an ATIS camera

RECORD GESTURE @ RECORD GESTURE @ RECORD GESTURE

Right

Fig. A.2 App screenshots from left to right: Camera disconnected, camera

starting, gesture being recognised.

#The source code is available at https://github.com/neuromorphic-paris/frog
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A.4 Quartz

Quartz is an ANN to SNN conversion framework to facilitate efficient inference on
neuromorphic hardwareS. Contrary to the majority of conversion frameworks currently
available that are based on rate coding, Quartz uses precise timing of spikes. A number is
encoded in the inter spike interval (ISI), which allows to drastically reduce the number of

spikes overall in comparison to rate coding. Quartz currently supports the following layer

types:
e Dense
o Convolutional 2D
o Maxpooling

With this setup, simple CNNs can be encoded efficiently. After training your network
with the help of a GPU, one selects the same architecture within Quartz and passes the
weights and biases. Quartz will take care of quantization. A simple example is shown in

Listing 3 below.

$The source code is available at https://github.com/biphasic/Quartz
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import quartz

from quartz import layers

t_max = 2%*8

input_dims = (1,28,28)
pool_kernel _size = [2,2]
batch_size = 100

# load weights and biases of ANN model

loihi_model = quartz.Network(t_max=t_max, layers=[
layers.InputLayer(dims=input_dims),
layers.ConvPool2D(weights=weights[0], biases=biases[0],
— pool_kernel_size=pool_kernel_size),
layers.ConvPool2D(weights=weights[1], biases=biases[1],
< pool_kernel_size=pool_kernel_size),
layers.Conv2D(weights=weights[2], biases=biases[2]),
layers.Dense(weights=weights[3], biases=biases[3]),
layers.Dense(weights=weights[4], biases=biases[4]),

D

# load inputs, for example an image

loihi_output = loihi_model (inputs)

Listing 3: Example code of how to convert an ANN model to an equivalent spiking model.
Simply by passing the input to the model together with the number of steps per image for

batch sizes larger than 1 will execute inference on Loihi and return the results.
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