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Introduction 

With the new technological advances, modern economies depend on the reliable and 

affordable delivery of electricity. The net world electricity consumption has grown by 68% 

since the beginning of the centurya, and the production is still dominated by coal. With the 

limited fossil fuels available and the need to address climate change, there is an urge to develop 

efficient technologies to produce energy from renewable sources. 

The Sun is an incredibly powerful source of energy, that arrives on the Earth in the form 

of electromagnetic radiation.  Even accounting for the losses due to absorption and scattering 

from the atmosphere, the quantity of energy that arrives at the Earth’s surface is enormous. 

Measurements from satellites have estimated that, on average, the solar irradiance above Earth’s 

atmosphere is 1.36 kW/m2, depositing ~174 PW across the entire surface of our planet. The 

figure belowb shows the average energy supplied by the Sun across the Earth’s surface. To shift 

the current trend and achieve a sustainable development, it is essential to employ this clean 

energy. 

 
a World total final electricity consumption in 2017 (21372 TWh) was 68.27% higher than the 

correspondent consumption in 2000 (12701 TWh). Data from IEA, International Energy Agency 

(Https://Www.Iea.Org/Statistics/Electricity/). 
b From hhtp://globalsolaratlas.info 
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As of 2017, solar energy accounted for only 1.8% of the global electricity production. 

Solar cells to convert solar light into electrical energy have been developed since the 1940s, 

and their efficiency has grown enormously since then. Further developments are still needed to 

achieve a large-scale distribution of these devices. Full market use of solar requires an increase 

in the efficiency and the reduction of the costs. To make solar energy sustainable and easy to 

bring to the consumers, one possibility could be the synthesis of new silicon material with 

enhanced properties. High-pressure allows to synthesize new silicon-based materials with 

enhanced properties for applications. At an industrial level, high-pressure has been mainly used 

for the synthesis of diamonds and super-hard materials, but recent studies have proved it also 

efficient in the synthesis of such silicon forms. 

In this work, I develop high-pressure pathways to synthesize new enhanced silicon-

based materials for solar applications. I begin with the study of the phase transition mechanisms 

at high-pressure, then describe the synthesis and characterization of a new silicon material. The 

work is organized as follows: 

• Chapter 1 presents the scope and the methodology of this work. The 

requirements for efficient photovoltaics materials, and the possibilities for 

material design at high-pressure are described. 

• Chapter 2 presents a brief summary of previous studies investigating silicon’s 

behaviour at high-pressure. Previous results, as well as the open questions, are 

discussed briefly. 

• Chapter 3 introduces high-pressure techniques and in-situ structural 

characterization using x-ray diffraction. The design of our high-pressure cells 

for synchrotron-based studies is presented. 

• Chapter 4 shows our results from in-situ characterization of silicon phase 

transitions at pressures up to 14 GPa. With our results, we clarify some of the 

aspects that had remained unclear of silicon phase diagram, and we provide new 

insights on its transition mechanisms. 

• Chapter 5 presents our results on the first synthesis of pure bulk hexagonal 

silicon. Our high-pressure synthesis procedure, as well as some preliminary 

characterizations, are here reported. 
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• Chapter 6 provides a detailed structural characterization of the newly 

synthesized hexagonal Si-4H. Our multi-scale approach reveals a complex and 

hierarchical structure that could enhance the potentiality of this new material. 

Chapter 4-6, i.e. the chapters presenting our experimental results, are written in the form 

of papers, either letter or article. This choice has been motivated by the timing, but also by the 

will of describing our experimental results in the format of current scientific communications. 

Every experimental chapter has thus a brief additional introduction, more focused on the 

specific objectives of the project there presented, and its conclusions. Chapter 3 is focused on 

in-situ high-pressure synthesis. Even though characterization techniques other than x-ray 

diffraction have been used, the chapter is focused only on the latter, for which original 

contribution has been given with the design of adapted high-pressure cells for in-situ 

experiments. 
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Chapter 1:  

High-pressure pathways to new silicon-

based materials with tailored electronic 

properties 

Technology is a ubiquitous aspect of modern life. The market’s demand for faster, lighter and 

less expensive devices motivates research for new materials with advanced properties able to meet the 

industry’s needs. Functional materials with diverse properties have been predicted theoretically, such as 

room-temperature superconductors1 or new super-hard materials2. The realization of these materials 

with exceptional properties is not trivial and requires new synthetic approaches. This chapter introduces 

the scope and methodology of this PhD research. The work has been focused on the synthesis of new 

silicon-based material for optoelectronic applications, in particular solar energy conversion. I used static 

high-pressure synthesis in large-volume press. A brief overview of previous results obtained with this 

synthetic approach and other and less conventional high-pressure techniques are presented. 

Electrical energy can be produced from absorption of solar light by exploiting the so-

called photovoltaic effect. The simplest solar cell consists of a p-n junction under short-circuit 

conditions. The absorption of solar light generates couples of electrons and holes that exit the 

device as photo-generated current. Shockley and Queisser in the 1960s estimated the maximum 

efficiency for a p-n junction solar cell to be around 33% for a material with direct bandgap of 

1.1 eV3 (see Figure 1.1). In photovoltaic devices, the conversion is lower than the Shockley-

Queisser limit as the computation doesn’t account for non-radiative recombination.  

Materials for photovoltaic devices should be thus selected based on their optoelectronic 

properties, as illustrated in Figure 1.1. Some simple criteria are: 

i. Bandgap value close to the Shockley-Queisser limit, i.e. 1.1-1.3 eV. 

ii. Direct or quasi-direct bandgap. 

iii. Good optical absorption in the visible region of the solar spectrum, i.e. optically-

allowed transitions. 

The bandgap of silicon (Si) is 1.12 eV at ambient conditions4, close to the theoretical 

optimal value.  The transition at 1.12. eV between the Γ and the Χ points of the reciprocal space 

is indirect. Indeed, the transition requires a transfer of momentum that cannot happen via simple 
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photon absorption and needs to be mediated by phonons. The direct bandgap, the lowest-energy 

optical transition, is around 3 eV (see Figure 1.2). Si absorption efficiency5 is thus limited, and 

the need for thick (∼100 µm) and high-purity8 Si wafers in solar cells increases the cost of 

photovoltaic modules. Different materials have been tested for the production of photovoltaic 

devices6–9 , but they also present some disadvantages. For example, GaAs10 is a direct-bandgap 

semiconductor with higher efficiency than Si, but it is a toxic and expensive compound. Despite 

its limited performance, crystalline Si is currently the most common absorber material in the 

photovoltaic industry, comprising more than 80% of the global market11. Commercial Si solar 

cells reach 20% efficiency12, and have shown a simultaneous increase of the efficiency while 

decreasing the price13. 

 

 

Figure 1.1 : Maximum achievable absorption and efficiency of photovoltaic materials. (a) for 

an ideal material with the optimal bandgap, the orange portion shows the maximum energy that 

can be absorbed, while the grey areas are the portion of the solar spectrum that cannot be 

absorbed. Figure adapted from Glunz et al11. (b) absorption efficiency as a function of the 

bandgap energy, as calculated by Shockley and Queisser, showing that the maximum 

conversion efficiency is obtained for energy gaps around 1.1-1.3 eV. The solar spectrum 

irradiance is also shown in the lower part of the figure. 

Si is and remains the material of choice for applications because, regardless of its 

indirect bandgap, it presents multiple advantages from a practical point of view. Si is the second 

most abundant element in the Earth’s crust, which makes it widely available and inexpensive. 

It is the main component of current technologies, meaning that its properties are well 

understood, and it is already routinely processed on industrial scale. The ideal solution to 

overcome its limitations would be to engineer and optimize Si properties and its absorption in 

the visible region of the solar spectrum. This would open the way for high efficiency thin solar 

cells able to maintain all the advantages of Si manufacturing. 
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There are several approaches to modify Si’s optoelectronic properties, and current 

synthesis and manipulation capabilities enable to engineer materials at unprecedented levels. 

Calculations and simulations explore the possible structures and morphologies of new Si 

materials and predict their properties. These results guide the design of synthetic pathways 

towards new targeted functional materials.  In the following the most common methodologies 

are briefly presented. 

• Nanostructure, low dimensionality 

When matter is organized on the nanometric scale, new physical phenomena occur 

because at the nanoscale quantum confinement can modify the material’s properties 

(e.g. hardness, optical emission, etc.). For example, in Si nanoparticles, size effects 

manifest as a blueshift of the bandgap energy with decreasing particle size14–16. 

Furthermore, synthesized Si nanoparticles can assume crystalline structures different 

than their bulk counterpart. This is observed for porous Si16,17, the hexagonal 

inclusions in Si nanowires (NWs)18 or the epitaxially grown hexagonal Si19 and 

Si/Ge20 shells on GaP NWs. These new structures are expected to have improved 

properties for photovoltaic applications21–23. 

• Strain 

Theoretical calculations have predicted that strain can modify Si’s optoelectronic 

properties. For bulk diamond-Si24 and hexagonal-Si25, strain-induced modulation of 

the bandstructure is expected to result in a transition from indirect to direct bandgap. 

The opposite transformation (i.e. direct to indirect) has been predicted in Si 

nanowires. Experimentally, strained structures can be obtained using indentation 

instruments; this technique will be discussed more in detail in Section 1.1.3. 

• Bulk synthesis of new crystal structures 

It is also possible to manipulate Si optical properties by stabilizing Si phases with 

different crystal symmetries. Theoretical calculations have explored the complex 

free-energy landscape of Si searching local energy minima26–28. Low formation 

energy and mechanical stability (i.e. non-negative phonon frequencies) are 

fundamental conditions for the feasibility of these materials. Furthermore, 

calculations can be oriented to search for direct bandgap materials, ideal candidates 

for Si-based photovoltaics. The prediction of several allotropes with desirable 

properties and possibly metastable29–31 has motivated the research of new pathways 
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to stabilize exotic forms of Si. Figure 1.2 shows how the crystal symmetry 

influences the optoelectronic properties. 

In the search for new photovoltaic Si-based materials, high-pressure (HP) synthesis is 

the method of choice. HP offers the possibility to synthesize metastable materials, recoverable 

after a series of direct phase transformations. This method allows one to obtain samples with 

the same purity as the starting material and does not require preparation procedures involving 

toxic chemicals like hydrofluoric acid (HF, widely used in the preparation of high-purity d-Si 

wafers). Furthermore, materials recovered from HP can go from well-crystallized to strained 

and/or nanostructured samples. Thus, HP synthesis can tune both the crystal structure and the 

grain size, offering a wide spectrum of possible outcomes in terms of properties engineering. 

 

 

Figure 1.2 : Optoelectronic properties are determined by the crystal structure. (a) diamond Si-I and its 

bandstructure; (b) hexagonal Si-IV (i.e. 2H-Si polytype) and its bandstructrure as calculated by Rodl et 

al25. (c) comparison of Si-I (cubic) and Si-IV (hexagonal) absorption in the region of interest (the 

yellow area represents the solar spectrum). Figure adapted from Amato et al23. 

1.1 Metastable phases of silicon recoverable from high pressure 

treatment 

In this section, the possibilities for material engineering through HP are briefly 

presented. After introducing the concept of HP phase transitions and metastability, the 

possibilities for synthesis of both dense and low-density Si allotropes via HP are illustrated. 

Finally, alternative unconventional HP methods are briefly described. 
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When compressed, at first crystals tend to shrink and the density increases. At high 

enough pressures, a rearrangement of the atoms can occur, resulting in a phase transition. In 

these cases, the tendency is to adopt denser structures with higher coordination number, as to 

reduce the nuclear repulsion energy. HP can thus stabilize energetically favourable phases with 

increasing densities. More details on Si HP phases and the state-of-the-art Si phase diagram are 

given in next chapter. 

 

Figure 1.3 : Calculated enthalpy at T=0 K for Si-I, Si-II and Si-III. The figure shows that, by tuning the 

pressure, the enthalpy changes may induce a phase transition. At pressures higher than 8 GPa, Si-II 

becomes the lowest-enthalpy phase, while Si-III is not the energetically favourable phase at any P. Data 

are taken from 32 and ∆H are calculated with respect to the one of the cubic (bcc) high-pressure phase. 

At any given pressure-temperature (P-T) condition, the stable phase corresponds to the 

global minimum of the Gibbs free energy (G or, equivalently, of the free enthalpy H). For Si, 

the stable allotrope with minimum G at ambient conditions is Si-I, with diamond-like structure. 

The changes of the free enthalpy with pressure and temperature can stabilize other crystal 

structures. When applying pressure, the cubic diamond structure’s free enthalpy increases to a 

point at which, as shown in the Figure 1.3, it is not the most stable phase. In this case, a pressure-

driven phase transition can occur, as the crystal tends to assume the structure corresponding to 

the lowest-energy configuration, i.e. the global minimum of the free enthalpy. Figure 1.3 shows 

that, according to the calculations performed by Needs and Mujica32,  pressure is expected to 

cause a phase transition from Si-I to Si-II at around 8 GPa. 
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Besides the energetics of Si phases, the kinetics of the phase transitions should also be 

considered. Depending on the thermodynamic properties of the intermediate states, different 

synthetic pathways could be favoured, and phases different than the thermodynamically stable 

one may form. Typically, for covalent solids, at sufficiently low temperature (T), there may be 

several local minima of the free energy, meaning that there are several metastable 

configurations (i.e. local minima of the free energy that are stable under infinitesimal structural 

changes)26. If a synthetic path leads to a metastable phase, it is possible that kinetic effects 

hinder further transition to the globally stable phase, especially when the energy difference 

between the two is small. The metastable phase is thus said to be kinetically stable. In the case 

of Si, reaching metastable states by tuning P-T conditions presents possibilities for material 

synthesis, as it can lead to the stabilization and eventual recover at ambient conditions of new 

phases. 

1.1.1 Dense Si allotropes from high-pressure treatment 

Most of the transitions of Si at HP have been observed to be reversible33 at 300 K. One 

exception is the Si-I→Si-II transition, which has a high kinetic barrier34. Allotropes different 

than diamond-like Si can be recovered by releasing pressure from the HP Si-II phase. A brief 

review of some such transformations is given below. 

 When the pressure is released slowly (i.e. seconds), Si-II has been reported to transform 

into rhombohedral Si-XII (r8)35 around 8-10 GPa, then into Si-III (bc8) around 2 GPa 36. Si-III 

is metastable at ambient conditions and can be recovered37–40.  This phase was first stabilized 

more than 50 years ago, and it was also reported to transform into the hexagonal Si-IV allotrope 

upon annealing at 200°C37.  

As shown in Figure 1.3, Si-III is unstable at every pressure (P) at 0 K. A direct transition 

from Si-I to Si-III under pressure is not be possible because Si-I→Si-II transformation takes 

place at lower pressure41, i.e. 8 GPa instead of 10.5 GPa. Nevertheless, upon decompression 

the Si-II→Si-III pathway has lower energy than Si-II→Si-I because of the respective kinetic 

barriers42–44, as represented in Figure 1.4. Both transitions are reconstructive first-order 

transformations, but Si-II→Si-III is possibly favoured by the structural analogies of Si-II and 

Si-III stacking sequence 41. Once Si-III is stabilized, its structure is comprised of twisted 

tetrahedral bonds. The differences in bonding angles from the ideal sp3 hybridization are such 

that upon heating Si-III does not convert into the stable Si-I phase, but rather to the Si-IV phase 
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37. The transition from Si-III to Si-IV implies a local rotation of the bonds, which can take place 

at moderate temperature (200°C). Further transition to Si-I requires bonds to break and twist, 

resulting in a higher kinetic barrier42. The experimental phase sequence Si-II→Si-XII (r8)→Si-

III (bc8)36 during decompression, as well as Si-III → Si-IV → Si-I upon heating, have been 

recently confirmed by the newly developed PALLAS42 method to assess favourable 

transformation pathways (see also Figure 1.4).  

Figure 1.4 : Calculated enthalpy variations at 8 GPa along different transformation pathways starting 

from Si-II. In black, direct transition back to the cubic Si-I is shown to have a higher kinetic barrier than 

the transition Si-II (β-tin)→ Si-XII (r8)→ Si-III (bc8). This favours the formation the transition to Si-

III rather than Si-I upon decompression, even though the final state (Si-III) is not the globally stable 

phase. Data for Si-II→Si-I pathway are taken from 44 and have been recently reproduced by 42, from 

which the Si-II→Si-III data shown in purple have been taken. 

Si-III and Si-IV have attracted attention because of their peculiar optoelectronic 

properties, which differ from those of Si-I. Si-III has a body-centred cubic structure (bc8) and 

is 9% more dense than diamond-like Si. Si-III was originally believed to be a semimetal 38; 

recent studies, however, have demonstrated that it is a narrow-gap (20 meV) semiconductor 39. 

Si-IV was reported to have a wurtzite-like hexagonal diamond structure, and it is 

expected to play a key role in future technological applications. Computational studies predict 

that the change from a cubic symmetry to an hexagonal one modifies the band-structure and the 

value of the band-gap, increasing the absorption of visible light 25,45. If these calculations are 
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confirmed experimentally, hexagonal Si allotropes may be used to improve the efficiency of 

Si-based photovoltaic absorbers.  

Fast decompression (<100 ms) led to different outcomes. Upon unloading from 14.8 

GPa and 12 GPa, the tetragonal Si-VIII and Si-IX have been respectively suggested46. The 

structures of these phases have not been refined, and to our knowledge this is the only report of 

these allotropes.  

Figure 1.5 : Schematic view of the recoverable metastable phases that have been reported from HP-HT 

treatment of cubic Si-I. On the left, Si-VIII and Si-IX are reported; these phases can be obtained by fast 

(~10 GPa/ms) decompression, their structures have not been refined. On the right, the phase 

transformations upon slow decompression at ambient temperature (Si-II→Si-XII→Si-III) and 

subsequent annealing (Si-III→Si-IV) are shown. 

In summary, by releasing pressure four metastable phases of Si have been reported: Si-

III, Si-VIII, Si-IX and Si-IV (after annealing). These phases are represented also in Figure 1.5. 

High-pressure synthesis is thus an efficient method to synthesize new Si-based material. 

Despite a limited number of recoverable phases, the diversity of their optoelectronic properties 

is very promising for expanding and/or optimizing Si technological applications. 

1.1.2 Stabilization of negative-pressure allotropes through high-pressure synthesis 

Most of the direct-bandgap Si phases that have been predicted so far are open 

frameworks, thus low-density allotropes29,30,47. Thermodynamically, low-density phases are 

stable only at negative pressures48–50. The phases recoverable from HP treatment of Si-I are 

usually denser than the starting material. Despite that, HP synthetic routes can be still designed 

to stabilize low-density Si phases.  
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Si clathrates are guest-host cage-like intermetallic compounds51,52 in which the 

polyhedral Si cages are stabilized by the presence of the guest atom. Adams et al. were the first 

in 1994 to simulate a low-density Si structure analogous to emptied Si clathrates53. They 

calculated a bandgap of 2 eV and a small (0.07 eV/atom) energy difference with respect to 

diamond Si. Further studies54–57 have investigated clathrate frameworks, finding interesting 

optoelectronic properties for application.  

Si-Na clathrates were first synthesized in 196558 via thermal decomposition of 

thermodynamically stable Na4Si4. Thus, the synthesis of low-density allotropes as emptied Si 

clathrates’ cages seemed viable. The use of a metastable precursor like the clathrates allows us 

to explore broader regions of the possible phases of Si. This approach can reach local energy 

minima unattainable when starting from the globally stable phase. Recently it was shown that 

Na-Si clathrates are HP phases59, thus HP can stabilize these compounds from elemental 

solution. Si clathrates were recovered from HP treatment and are metastable at ambient 

conditions. 

Figure 1.6 : Summary of the Na-Si clathrates synthesized via HP. Clathrate II and the open-framework 

NaSi6 phases can be transformed into guest-free allotropes with bandgap energies as shown. No 

evidence of the guest-free clathrate I framework has been reported so far. 

Figure 1.6 summarizes the results from HP synthesis. Na-Si clathrates can assume 

different crystal structures and stoichiometries. The most widely studied clathrates are structure 

I (stoichiometric formula Na8Si46) and structure II (Na24Si136). To obtain guest-free clathrates, 

the synthesis must be performed in two steps, the second being the escape of guest atoms from 

Si cages.  This approach led to the synthesis of Si24
60,61, a quasi-direct bandgap material with 
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optimal value for photovoltaic applications. Si24 is obtained by degassing the open-framework 

NaSi6 clathrate59. Guest-free clathrate II, Si136,  has also been obtained, and is a wide (2 eV)  

bandgap semiconductor 
54. No evidence of Na-free Si framework from clathrate I has yet been 

provided. 

The possibilities in term of material design offered by this double-step approach are 

countless, as changing the chemical composition of the clathrates could lead to compounds with 

new structures and properties. Clathrates with different chemical composition (i.e. various guest 

atoms or ternary clathrates with doped Si cages) have already been synthesized, including 

K8Si46
62, K24Si136

63, Ba8Si46
64, K7B7Si38

65 and Rb8Ga8Si38
66. Clathrates are promising precursors 

to access low-energy pathways to novel functional silicon forms, and HP has been proven 

efficient in stabilizing these compounds. 

1.1.3 Unconventional high-pressure synthesis methods 

The most common static-HP devices use anvils to compress the materials, usually made 

of diamond or tungsten carbide. Both pressurization and heating are relatively slow, through a 

series of quasi-equilibrium states which allow us to access the thermodynamically stable 

phases. These methods for pressure generation allow us to obtain well-crystallized samples, as 

they avoid large shear and tensile stress, but they cannot efficiently access high-energy 

pathways26. Alternative methods with shorter compression/heating duration can further explore 

the free energy landscape. By increasing the strain rate or the residual stress it is indeed possible 

to access new phases exploiting the kinetics of phase transitions. These HP methods, sometimes 

called unconventional26, are briefly presented in the following. 

Indentation applies a local pressure via uniaxial “point” pressure loading. Compression 

can be performed in standard indentation instruments to quantify mechanical properties. The 

tip is placed upon the sample’s surface and applies a pre-set force at a given rate. The pressure 

applied on the sample depends on the material’s hardness; the maximum pressure is determined 

by the yield of the material, i.e. the stress above which the material starts deforming plastically. 

In the case of Si, it is possible to apply pressures up to ~12 GPa, which can induce a phase 

transition. Formation of Si-II in the indented zone has been shown with in-situ electrical 

measurements and ex-situ TEM and Raman characterization67–72. While indentation can be 

considered a “quasi-static” HP technique, the stress states in the sample have a high shear 

component, and the residual stress/strain remaining after pressure release is ~1-4 GPa73,74.  
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The phases recovered from point-loading compression may be different than the ones 

from conventional static-HP experiments. When decompression is fast enough, amorphous Si 

is formed75,76. Upon slow release, the sample transforms into a mixture of Si-III and Si-XII (i.e. 

bc8-r8)74. Si-XII (r8), remains stable on the indented surface after pressure release77, in contrast 

with quasi-hydrostatic compression of Si. Si-XII is a narrow bandgap semiconductor that can 

be doped at room temperature. Recently it has been possible to perform ex-situ diffraction to 

estimate the relative abundance of Si-III (bc8) and Si-XII (r8) phases in the transformed 

region73. By annealing at 200°C the Si-III/Si-XII mixed phase, a new allotrope, Si-XIII74,78,79, 

was detected by Raman microspectroscopy79. Interestingly, this phase was impossible to obtain 

in a conventional diamond-anvil cell experiment78, and it is thus specific to the indentation 

synthesis procedure.  

Dynamic compression can also be used for HP synthesis, as the shock waves 

propagating into the material induce simultaneous HP and HT conditions. A laser can drive the 

shock compression via single shock or via a ramped compression. Laser-induced shock studies 

on Si reported phase transitions and formation of  metastable phases analogous to those 

observed in static-HP experiments, such as Si-III, Si-VIII, Si-XII80–84. Recent experiments85 

have demonstrated that laser-induced shock compression (~fs laser pulse) in a confined 

geometry causes microexplosions, reaching simultaneously pressures of ~1 TPa and 

temperatures of ~105 K. These far-from equilibrium conditions enable the formation of at least 

two new allotropes: proposed tetragonal BT8-Si (I41/a) and ST12-Si (P43212)85.  

1.2 Scope of the PhD work 

High-pressure synthesis is a powerful method to synthesize new Si-based materials. HP 

allows the design of new materials, acting on both the structure and the morphology of the 

crystallites, allowing us to modify the optoelectronic properties. It is possible to recover dense 

metastable allotropes from HP treatment (such as Si-III and Si-IV), as well as to stabilize low-

density allotropes using high-pressure precursors, like Si clathrates. Unconventional HP 

techniques, such as point-loading or shock compression, allow us to diversify the kinetic 

pathways stabilizing new phases. Indentation can be used to transform thin regions of the 

sample’s surface to obtain thin films of new Si phases, which can be an interesting perspective 

for solar panel production. However, these techniques produce polycrystalline samples with 

very small volumes, precluding the precise characterization of these new phases. 
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The work presented in this PhD thesis is focused on static HP-HT synthesis of new Si 

phases. Our in-situ characterization will give significant insight on Si phase transformations, 

which are essential to understand and exploit HP pathways for material synthesis. We use a 

large-volume press to ensure large and pure samples suitable for detailed physical 

characterization of the newly discovered phases. Once the new phases have been characterized 

and their properties have been understood, samples recovered from HP can also be used as seed 

for soft chemical method or epitaxial deposition to ensure scalability of the production for future 

industrial applications. 
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 Chapter 2:  

Silicon under static high-pressure: state of 

the art 

Silicon has been studied for decades, and its behaviour under high-pressure has attracted much 

attention because of the rich phase diagram and the numerous new allotropes that have been discovered. 

This chapter will present a brief summary of the main studies of Si phase diagram and their outcomes. 

After an overview of Si high-pressure phases, past experiments up to 15-20 GPa are presented in detail. 

This pressure range (i.e. 0-20 GPa) is suitable for large-volume synthesis, and is thus of interest for 

applied material research because it enables large-scale synthesis for industrial use. Our attention is 

focused on the stability of Si-II because this phase plays a key role in the recovery of metastable Si-III, 

Si-IV or Si-XII, as mentioned in the previous Chapter 1. Si-II is difficult to stabilize at ambient 

temperature, and analysis of previous results arises some questions on the topology of the phase diagram. 

After discussing the experiments at ambient temperature and high-temperature conditions separately, 

theoretical results are briefly presented and compared with experimental ones.  

 

 

Figure 2.1 : High-pressure phases of Si. For each phase name, space group and pressure formation at 

ambient temperature (as determined by experiments) are reported. 
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2.1 Overview of high-pressure phases of Si 

Silicon under high pressure undergoes a number of phase transitions. Researchers have 

identified several high-pressure allotropes and resolved their structures1,2. Figure 2.1 shows the 

phases encountered upon increasing pressure. For each allotrope, the name, space group and 

formation pressure at ambient temperature are given.  

The structures assumed by Si under pressures up to 100 GPa (Figure 2.1) are:  

1. Si-I 

At ambient conditions, Si assumes its globally stable phase with a cubic diamond 

(cd) structure and is an indirect band-gap semiconductor 3. The atoms are hybridized 

in the sp3
 configuration and covalently bonded, resulting in fourfold coordinated 

atoms.  

2. Si-II 

 Upon compression of Si-I, the first phase that forms is tetragonal Si-II, with β-tin 

structure and metallic behaviour. Coordination is increased to approximately 6 (4 

nearest neighbours and two atoms at slightly longer distance).  

The Si-I→Si-II is a so-called reconstructive transition1, which means that it involves 

major changes in the structure, with the breaking and rearrangement of atomic 

bonds. The intermediate state, in which the covalent bonds are broken, is a high-

energy state; this, together with the large drop of volume (≳20%, strongly 

pronounced first-order phase transition) causes a large kinetic barrier (~0.2 

eV/atom4,5) between the two phases. The Si-I→Si-II transition pressures reported in 

the literature are contradictory both in theoretical studies 6–13 and in experiments 14–

18.  Such inconsistencies were attributed to the large kinetic barrier associated with 

the Si-I→Si-II transition. More details on the transitions from Si-I to Si-II can be 

found in Section 2.2. 

3. Si-XI 

The existence of an orthorhombic Imma phase obtained by compression of β-tin Si 

has been first reported in 1994 16,19 . This phase appears around 13.5 GPa and 

remains stable up to 16 GPa. Si-XI’s Imma structure defines a deformation path from 

the tetragonal β-tin (∼sixfold coordination) and the simple hexagonal (∼eightfold 

coordination) allotropes. Both the tetragonal and the hexagonal phases can be 
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described in the orthorhombic cell, and they can transition to the Imma phase via 

continuous distortion of their cell parameters. 

4. Si-V 

In the range 16-37 GPa, the simple hexagonal (sh) Si-V allotrope is stable. It has a 

primitive lattice and ∼8-fold coordination; after its first observation 15, the existence 

of this phase was confirmed by later experiments 17–21. 

5. Si-VI 

Olijnyk et al. 15  reported the existence of an intermediate phase between the simple 

hexagonal and the close-packed one around 37 GPa, Si-VI; the structure of this 

phase was successively refined by Hanfland et al. 22. Si-VI has a based-centered 

orthorhombic structure with space group Cmca and is 10-fold coordinated; it 

remains stable up to ∼42 GPa. 

6. Si-VII 

The hexagonal-close-packed (hcp) phase of Si has been observed in the range ∼ 42-

79 GPa 21 and can be seen as an ABAB stacking of hexagonal planes with 12-fold 

coordination. 

7. Si-X 

Si-X has a face-centred cubic (fcc) structure, and has been reported to be stable up 

to 243 GPa 21,23. The fcc structure can be described as a hexagonal-packed structure, 

with ABC stacking. Recent calculations have predicted further transitions to bulk-

centred cubic (bcc) and simple cubic (sc) at 2.87 and 3.89 TPa24 respectively, but up 

to now such pressures have not been attained experimentally. 

2.2 Silicon phase diagram: in-situ studies 

The first pioneering study on Si at high-pressure was conducted by Minomura and 

Drickamer in 1962 25. Previous experiments had already investigated the influence of pressure 

on the electronic band-structure. They reported a redshift of the bandgap of Si 26 with increasing 

pressure and, following the trend, metallic behaviour was expected over 60 GPa. Minomura 

and Drickamer performed in-situ electrical measurements under high pressure 27 and detected 

an abrupt drop in electrical resistance at an estimated pressure of 20 GPac.  Such a drop in 

 
c The pressure scale used by Minamura and Drickamer is no longer in use, and overestimates the pressure compared 

to the current commonly accepted one. Correction of the reported pressure values is beyond the scope of this 

summary. 
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resistance was in contrast with the predicted smooth decrease of the bandgap energy and was 

thus interpreted as the first signature of a high-pressure transition to a metallic state.  

Since this first claim, Si behaviour under high-pressure has been extensively studied 

using different in-situ experimental techniques, and several high-pressure phases have been 

discovered. The main results in the range up to 15-20 GPa are discussed in the following: 

ambient temperature and high temperature experiments are presented separately, and a brief 

overview of theoretical results is provided. 

2.2.1 Phase transformations up to 20 GPa 

In this section, previous studies on Si phase transitions up to 20 GPa are discussed. All 

the experiments presented here were conducted at ambient temperature, and their outcomes are 

summarized in Figure 2.2. The results are reported chronologically (from top to bottom) to 

demonstrate the progress in determining Si phase diagram at room temperature. Refinement of 

the phase diagram has been observed as the precision of in-situ techniques and the degree of 

hydrostaticity of the experiments increased. 

Since it was first reported, the onset pressure for Si metallization proposed in 1962 (∼20 

GPa25) has been revised. In 1963, Jamieson used Bridgman’s curve28 to calibrate pressure, 

estimating a lower transition onset, around 16 GPa29. Similar results were also found by 

Wentorf and Kasper30. The use of Diamond Anvil Cells (DACs) enabled researchers to 

characterize the transition by in-situ spectroscopy, with pressure calibration via ruby 

fluorescence. In these experiments the semiconductor-to-metal transition is identified by the 

transition to an opaque phase, i.e. a phase with an absorption threshold lower than the Si-I’s 

one. In 1975, both Weinsetein and Piermarini31 (which observed a sudden decay of Raman 

peaks’ intensities with pressure) and Welber et al.32 (who measures absorption spectra in the 

range [0.61-4.10] eV) reported Si metallization pressures of approximatively 12.5 GPa. Gupta 

et al. 14 suggested that the transition pressure is affected also by the anisotropic response of Si, 

reporting a lower onset for compression along the [111] direction. The observed threshold 

variability in these early studies was ultimately explained by the strong sensitivity of Si to shear 

forces, i.e. in the presence of stress the transition pressure was lowered because of the non-

hydrostatic conditions. 
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Figure 2.2 : Experimental results showing the Si phase transitions at high-pressure, presented in 

chronological order. Each colour corresponds to the stable phase observed for each pressure. When 

coexistence was observed, two colours are shown for that pressure. The only exception is the indentation 

study by Gupta et al.14, for which the horizontal division corresponds to the different orientation of the 

Si indented surfaces. The advent of high-pressure in-situ XRD allowed to characterize not only the 

structure of different high-pressure allotropes, but also the extension of coexistence domains. For each 

work, the high-pressure apparatus as well as the in-situ characterization used to detect phase transition 

are indicated. The vertical bars ( | ) indicate whether in the study Si-I→Si-II transition has been observed 

also at pressures lower than the reported onset. 

In principle, Si metallization could happen either via a solid-to-solid phase transition or 

via melting. The existence of a solid-to-solid transition was proven only one year after 

Minomura’s study. In 1963, Jamieson was the first to collect in-situ high-pressure XRD and 

reported a solid high-pressure phase, Si-II, with structure analogous to white tin, i.e. β-tin 29. 

With the advent of synchrotron sources and the spread of in-situ high-pressure XRD, it was 

possible to obtain additional information on the Si phase diagram and on the Si-I→Si-II 

transition dynamics. Figure 2.3 compares the results of Minomura and Drickamer25 with more 

recent in-situ XRD experiments by Voronin et al17. In-situ structural characterization enables 

us, for example, to observe the coexistence of different phases during the transition. Thanks to 

this capability, researchers observed that Si-I→Si-II is a sluggish transition, and it takes place 

over a relatively large pressure interval of ∼3 GPa 15–17,19,20,33 at room temperature. The large 

coexistence interval could account for the variability of the transition pressures reported from 

electrical or optical characterization, for which a defined pressure threshold was reported. 

Observations of pure Si-II via XRD are quite rare, which may suggest that its stability region 
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is very narrow. The most recent studies in quasi-hydrostatic conditions (DAC with He pressure-

transmitting medium18) question the possibility of observing pure Si-II at ambient temperature. 

 

Figure 2.3 : Comparison between electrical and structural x-rays characterization under pressure. (a) 

Minomura’s in-situ resistance measurements of n-doped Si under pressure. The transition was detected 

as a drop of several order of magnitude of the resistance. (b) in-situ XRD pattern showing the 

coexistence region, with Si-I peaks (□) and Si-II ones (△) present. Figures adapted from 25 and 17. 

The advent of in-situ XRD experiments allowed researchers to identify the phases 

appearing after Si metallization (i.e. Si-I→Si-II). The experiments by Olijnkyk et al. 15, Hu et 

al. 20 and Duclos et al. 21 characterized structural transitions up to 250 GPa at ambient 

temerature. In the range of interest (i.e. up to ~20 GPa), they reported a phase transition to a 

simple hexagonal phase Si-V at around 16 GPa. Only with the higher resolution provided by 

angle-dispersive-XRD (AD-XRD) experiments, McMahon et al 19 could provide evidence of 

an intermediate phase between Si-II and Si-V. The intermediate phase, orthorhombic Si-XI, 

appears around 13.5-14 GPa, where splitting of Si-II reflections was observed. Indeed, Si-XI 

has an Imma structure that is obtained by distortion of the tetragonal cell parameters 𝑎β−𝑡𝑖𝑛  =

 𝑏β−𝑡𝑖𝑛 → 𝑎Imma  ≠  𝑏Imma. The existence of an Imma phase had already been predicted by 

first-principle calculations 34 but, since the energies of Si-II, Si-XI and Si-V are very close, 

computations fail to establish precise stability and transition pressures 34,35. The phase sequence 

Si-I→Si-II (β-tin)→Si-XII (Imma)→Si-V(SH) upon increasing pressure as stated by McMahon 

et al. was confirmed by later studies 17,18 (see also Appendix 2.1). 
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2.2.2 Combining high-pressure and high temperature: phase diagram and melting curve  

In this section, we review previous high-pressure high-temperature (HP-HT) 

experiments to study Si pressure-temperature (P-T) phase diagram and melting curve. High 

temperature is an essential parameter for material synthesis as it can lower the onset of a 

reaction or promote the grains’ growth. As discussed in Section 2.2.1, at ambient temperature 

there is not a consensus regarding the Si-I→Si-II transition pressure nor on the range of 

coexistence of the two phases. The combination of HP-HT conditions is thus expected to 

facilitate the stabilization of Si-II.  

Table 2.1 reports a list of representative HP-HT experiments. The first experiments 

determined the melting curve by in-situ electrical measurements36,37 or thermal analysis38,39. 

Bundy et al. 36 and Brazhkin et al. 37 detected phase transitions from changes to the sample’s 

electrical resistance. Jayaraman et al. 38 and Lees et al. 39 used thermal analysis: when energy 

is supplied to the sample and temperature doesn’t increase, melting is taking place (i.e. the 

energy is converted in latent heat). More recent experiments, such as the studies by Voronin et 

al. 17 and Kubo et al. 33, used in-situ XRD to characterize both the melting and the structural 

transitions taking place at HP-HT conditions. 

Table 2.1: Selected high-pressure high-temperature experiments on Si. 

 

Author 

 

Apparatus 

 

Type of Study 

 

Maximum 

Pressure 

(GPa) 

 

Pressure 

Calibration 

     

Jayaraman 38 Piston Cylinder Thermal 5 Fixed-point  

Bi 

Bundy 36 Belt Press Electrical 16 Fixed-points 

Bi,Ba,Fe,Eu.Pb 

Lees 39 Tetrahedral Anvil Thermal 6 Fixed-points 

Bi,Tl,Ba 

Brazhkin 37 Toroidal Anvil Electrical 12 Fixed-points 

Bi,Ba,Pb 

Voronin 17 Multi-Anvil X-Ray Diffraction 13 in-situ NaCl 

Kubo 33 Multi-Anvil X-Ray Diffraction 15 in-situ Au+MgO 
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Figure 2.4 : T vs P plot showing Si melt. (a) Melting of Si with T vs P data up to 16 GPa. Black full 

symbols a show the experiments with in-situ XRD. (b) Melting points from electrical or thermal analysis 

only. The linear fit of the melting curve of both Si-I and high-pressure phases is shown. Crossing of the 

two melting lines gives the position of the extrapolated I-II-L triple points. 

Figure 2.4(a) shows all the melting points from the studies in Table 2.1. A tentative 

melting curve is traced, and it has negative slope up to ∼11 GPa (i.e. in the stability region of 

diamond-like Si-I). The slope of the melting curve depends on the relative density of the solid 

and the liquid phase. A negative slope implies that the liquid is denser than the solid. The change 

to a positive slope for P>11 GPa can be thus interpreted as the onset of melting from denser 

phases such as Si-II or other high-pressure allotropes.  

On the melting curve, the experimental points obtained via thermal or electrical 

measurements may have large uncertainties in the pressure determination. In these studies, 

pressure was calibrated using known transitions at ambient temperature and was assumed to 

remain constant upon increasing temperature36–39. Such approximations can yield significant 

error above 10 GPa, where the dense allotrope Si-II is formed with a volume decrease of ~ 22%. 

The temperatures for melting, however, were precisely determined using thermocouples 36–39. 

Figure 2.4(b) shows the melting curve of Si as determined by thermal and electrical 

measurements; proposed melting lines and triple points are represented (see also Table 2.2). It 

should be stressed that, despite the pressure uncertainty, all the melting points follow a similar 

trend up to 10 GPa. The slopes of Si-I melting lines vary over a range of ±6%d and are consistent 

with one another (Table 2.2). The uncertainty becomes more important at higher pressures, 

where the Si-I→Si-II transition takes place. The melting slope at high-pressure is strongly 

 
d The relative dispersion range has been calculated as the standard deviation of all the low-P melting slopes 

reported in Table 2.2, normalized by the average slope. 
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affected by such uncertainties, as demonstrated by the large difference between the curves 

proposed by Bundy et al.36 and Brazhkin et al.37, which reported Si-II melting slopes of +6.8 

K/GPa and +100.3 K/GPa respectively.  

Figure 2.5 shows in-situ XRD data and a tentative phase diagram. For completeness, the 

room temperature experiments described in section 2.2.1 are also included. Performing in-situ 

XRD allows us to characterize the structural changes at HP-HT, determining phase boundaries 

in the P-T space. Pressure may also be measured in real time using a calibrant with known 

equation of state, assuring higher precision on the melting pressure value. In recent in-situ 

experiments Voronin et al. 17 reported melting of Si-XI at 12.7 GPa, while Kubo et al. 33 reported 

melting of Si-XI and Si-V at very close conditions around 14.5 GPa. With so limited data points, 

the melting lines can still be estimated, with uncertainty from the lack of in-situ melting studies 

between 10 and 12 GPa. This range is important for the determination of the melting slope of 

the high-pressure phases, and for the location of the I-II-L triple point. The I-II-L triple point is 

the intersection of the Si-I, Si-II and liquid stability domains, i.e. the P-T condition for which 

both Si-I and Si-II phases melt.  

 

Figure 2.5 : Si P-T phase diagram from in-situ XRD studies. Each phase and each study are represented 

by a colour and a symbol respectively. Fit of the Si-I and Si-II melting curves from 17 and 33 are also 

included. The extrapolated triple points are annotated with unfilled markers, while filled red markers 

indicate experimental observation of melting. 
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The location of the I-II-L triple point can only be extrapolated, as no direct observation 

has been reported. Kubo et al. 33 located the I-II-L triple point at the intersection between Si-I 

melting line and the I-II boundary extrapolated by their data. They used the observation of Si-

II at 11.7 GPa after quench, but after quenching the conditions are not hydrostatic, and thus 

observation of a pure phase should not be taken as a proof of thermodynamic equilibrium. 

Voronin et al.17 reported series of isothermal compression and decompression ramps, from 

which they extrapolated I-II phase boundary. Like in previous reports, a large coexistence 

region (∆P∼3 GPa) was observed at room temperature. The effect of high-temperature is to 

decrease the coexistence range to ∆P∼0.3 GPa at 973K, which constrained the I-II phase 

boundary with a good confidence. The I-II-L point was located at the intersection between the 

I-II phase boundary and the Si-I melting line. 

Table 2.2  Experimental results on the melting curve of Si at high pressures and proposed triple points 

for I-II-L, II-XI-L and XI-V-L. 

 

Author 

 

Slope I-L 

(K/GPa) 

 

Slope II-L 

(K/GPa) 

 

Triple points 

 

 

Method 

     

Jayaraman 38 -57.0   Thermal analysis up to 5 GPa 

Bundy 36 -58.7 +6.8 12 GPa ; 993 K 

(I-II-L) 

 

Electrical measurement: slope 

change in melting curve 

Lees39 -53.3    

Brazhkin 37 -61.4 +100.3 11 GPa ; 1010 K 

(I-II-L) 

 

Electrical measurement: slope 

change in melting curve 

Voronin 17  +23 10.5 GPa;1003 K 

(I-II-L) 

 

11.5GPa ; 1025K 

(II-XI-L) 

 

in-situ XRD to constrain I-II 

coexistence P; T > 973 K 

 
in-situ  XRD to extrapolate II-

XI boundary; intersection with 

fitted melting line 

Kubo33 -62.3 +7.8 11.2 GPa ; 985 K 

(I-II-L) 

 

11.8 GPa; 985 K 

(II-XI-L) 

 

14.4 GPa ;1010 K 

(XI-V-L) 

Intersection of extrapolated I-II 

boundary and Si-I melting line 

 
Intersection of extrapolated II-

XI boundary and melting line 

 
in-situ XRD to constrain XI-V 

P transition near melting 
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Experiments at HP-HT conditions conducted over the past years have primarily 

investigated the Si melting curve at high-pressure. While there is general agreement about the 

Si-I melting curve and its slope, results at higher pressures are contradictory and caution should 

be used when these data are included in the P-T phase diagram. Observations with reliable in-

situ pressure estimation are very limited in number, thus the state-of-art phase diagram relies 

mostly on extrapolations. Direct observation of Si-II melting or of I-II-L triple point has not yet 

been attained, leaving open some questions on the topology of Si phase diagram. 

2.2.3 Comparison of experimental and theoretical studies 

Alongside the experimental efforts, theoretical studies have proposed several pressure-

temperature phase diagrams 24,40–44, using different approaches. The general trends are well 

reproduced by calculations, but the transition pressures and temperatures are often different 

from the experimental values. Yang et al. 40 found through Clayperon equation results which 

are consistent with Bundy’s dataset 36 (whose uncertainties in pressure determination were 

discussed in Section 2.2.2). Kaczmarski et al. 41 used atomistic simulations, and their results are 

quite distant from the experimental values (i.e. Si-I→Si-II transition around 17 GPa, or I-II-L 

triple point 300 K higher than the one proposed by Voronin 17). More recently, combined 

approaches have been proposed, such as Density Functional Theory (DFT)-based 

metadynamics by Yao et al. 44, machine-learning derived algorithms from Bartók et al. 43 or the 

combination of DFT, evolutionary algorithms and lattice dynamics used recently by Paul et al., 

whose results are shown in Figure 2.624. In the last study, authors have reported at 300 K the 

phase sequence: cd (Si-I) → β-tin (Si-II∼12 GPa) → Imma (Si-XI ∼14 GPa) → sh (Si-V∼16 

GPa) → Cmca (Si-VI∼33 GPa). These calculated values are overall in good agreement with 

experimental data. 

Nevertheless, it should be stressed that calculations are unlikely the most suited tool to 

resolve the controversies emerging from high-pressure studies, such as the existence and 

extension of Si-II thermodynamic stability region. Indeed, Si-I→Si-II is a first-order transition 

that implies a large volume change (>20%), thus it is difficult to define thermodynamic 

equilibrium between the two phases. There is also a drastic change in the electronic structure 

(i.e. semiconductor-to-metal) that can lead to large errors in calculating the transition pressure 

6. Over the years, various studies have been reported, and the transition pressures are often far 

from the experimental values and in disagreement with each other. DFT calculations have given 

different results depending whether they used the local density approximation (7.8 GPa 7; 8 
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GPa 8; 7.2 GPa 45; 8.2 GPa 10) or the generalized gradient approximation (12.2 GPa 9; 13.5 GPa 

45; 10.2 GPa 10). Quantum Monte Carlo methods have also been tested, giving results ranging 

between 12.6 GPa 11, and 16.5 GPa 12. Looking at the transitions at higher pressures, it has 

already been mentioned that Si-II, Si-XI (Imma) and Si-V (sh) have very close energy and it is 

thus difficult to derive the phase sequence and the transition pressures from calculations. For 

this reason, Si phase diagram has become a benchmark to test the validity of ab initio methods, 

rather than calculations becoming a tool to refine, validate and eventually predict Si transitions. 

 

Figure 2.6 : Pressure-temperature phase diagram of Si, as determined by combination of DFT, 

evolutionary algorithms and lattice dynamics. This new approach gives results coherent with available 

experimental data at ambient temperature and at melting, and it predicts two transitions above 250 GPa 

(fcc→bcc→sc). Figure adapted from 24. 

 

2.2.4 Conclusions 

Despite decades of studies, some aspects of Si phase diagram remain unclear. The 

reports of Si-I→Si-II transition pressure span over 3 GPa at 300K14–18,20, and Si-II has been 

often observed as coexisting with other phases. The melting curve at high pressures (P >10 
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GPa) relies mostly on data with large pressure uncertainties, with a number of incoherent 

melting curves reported in the literature. 

In such context, my thesis provides new insights and clarifies some of the critical points 

of Si phase diagram. Understanding of Si behaviour under extreme conditions has important 

implications for fundamental physics and geology, but it is also expected to have important 

applications in future technology. A reliable phase diagram is essential for the synthesis of new 

functional materials from recovery of metastable high-pressure phases. My goal is to optimize 

the procedure to obtain the pure phase of Si-II, which is an essential step in the synthesis of 

hexagonal Si allotropes for photovoltaic applications. 
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Appendix Chapter 2 

Appendix 2.1: High-pressure phase transition at ambient temperature up to 20 GPa 

Table 2.3: Results of high-pressure studies on Si at room temperature. All transition pressures are 

expressed in GPa. Si-I→Si-II (onset) column indicates the lower bound of the transition region, or the 

lowest pressure at which Si-II has been detected. 

 

Author 

 

Apparatus 

 

Type of 

Study 

 

Si-I 

→Si-II 

(onset) 

 

 

Si-I 

→Si-II 

 

Si-II 

→Si-Ve 

 

 

Si-II 

→Si-XI 

 

Si-XI 

→Si-V 

Minomura 25 Opposed 

Anvil 

Electrical (13) 20    

Wentorf  30 Opposed 

Anvil 

Electrical (11-12) 15-16    

Jamieson 29 Opposed 

Anvil 

AD-XRD  16    

Weinstein 31 Diamond 

Cell 

Raman 

Scattering 

 12.5    

Welber 32 Diamond 

Cell 

Optical 11.5 12.6    

Gupta 14 Diamond 

Indenter 

Electrical 8  

Si[111] 

12 

Si[100] 

   

Olijnkyk 15 Diamond 

Cell 

ED-XRD 8.8 13 16   

Hu 20 Diamond 

Cell 

XRD 11.3f 12.5 16.4   

McMahon 16 Diamond 

Cell 

AD-XRD 10.3    15 

McMahon 19 Diamond 

Cell 

AD-XRD 11.7 13.4  13.5 15.4 

Voronin 17 Multi-

Anvil 

ED-XRD 10.5 13.4  14.2  

Kubo 33 Multi-

Anvil 

 

AD-XRD  11.8g    

 
e Si-XI phase, intermediate phase between Si-II and Si-V, has been discovered in 1993. Studies before this date 

did not make the distinction between Si-II and Si-XI. The data reported in this column have thus to be interpreted 

a posteriori as Si-XI→Si-V transitions. 
f The authors reported transition pressures as low as 8.5 GPa when compression was non-hydrostatic. 
g Data obtained after quenching from high temperature 
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Chapter 3:  

Experimental techniques: in-situ High-

Pressure Synthesis 

A huge diversity of phenomena takes place at high-pressure, from life in the depth of the oceans 

to the dynamics of planets’ interiors. The properties of matter under pressure are thus studied in diverse 

fields, from alimentation to material science and planetary science. High-pressure science field relies on 

the ability to design experiments able to reproduce high-pressure states of matter and characterize them. 

In this work, high-pressure experiments have been conducted primarily using multi-anvil apparatus for 

both in-situ and ex-situ experiments. In this chapter, a brief summary of multi-anvil high-pressure 

apparatus and in-situ synchrotron-based diffraction experiment is given. 

 

 

Figure 3.1 : Pressure scale, starting from the atmospheric pressure. In the lower part of the figure, 

natural phenomena are shown at their corresponding pressure. On the upper part of the figure, 

experimental capabilities for static high-pressure experiments are shown. Three different static high-

pressure apparatus are represented, and the surface of the correspondent triangles shows the range of 

pressure attainable with each technique (along the x axis) and the sample volumes that is possible to 

study (along the y axis). The sample volume necessarily diminishes when we increase the pressure we 

want to attain. 
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Modern high-pressure research started at the beginning of the 20th century, with the 

development of the Bridgman’s anvil apparatus1, which can generate high-pressures in a 

laboratory-based experiment. The Bridgman anvils are made of two truncated conical pistons, 

with the sample compressed between the two flat surfaces.  Since then, many developments 

have been put in place. Development of presses with increasing number of anvils and with 

different shapes2–4, materials5 has led to high-pressure techniques with various P-T capabilities 

as well as coupled diagnostics. Figure 3.1 shows the most-widely used static HP techniques and 

their range of applications, as well as the maximum volumes that can be studied8 in each 

apparatus. Diamond Anvil Cell (DAC) and Paris-Edinburgh (PE) press evolved out of the 

opposing anvil geometry that was developed by Bridgman, with diamond and (mainly) tungsten 

carbide (WC) anvils, respectively. When the number of anvils is higher, the HP apparatus is 

called multi-anvil press6,7. 

Despite the limited pressure range (as, for example, DACs can attain pressures higher 

of a factor 10), multi-anvil press is a suited apparatus for high-pressure material science. Indeed, 

the multi-directional compression generates more hydrostatic stress states in the sample, which 

facilitates the growth of crystals. The larger sample volume enables ex-situ physical 

characterization to assess the material’s properties. Furthermore, high-pressure applications on 

industrial scale are currently limited to around 10 GPa. In the search for functional materials 

for large-scale production, the use of multi-anvil apparatus is not a limitation, as it covers the 

whole pressure range currently attainable in industries. 

3.1 High-Pressure experiments with multi-anvil press 

The classification of multi-anvil HP apparatus is based on the number of anvils, and 

thus it depends on the shape of the polyhedral space in which the pressure medium is inserted 

(between the anvils’ truncations). Tetrahedral-, cubic- and octahedral-type presses have 4, 6 

and 8 anvils respectively9. When the anvils are brought together, they apply a force on the 

pressure medium to generate high-pressure inside the assembly. Anvils can be driven either by 

 
8 It has to be noted that high-pressure science is a very dynamic fields, and the attainable limits are continuously 

pushed forward. Furthermore, the sample volumes have to be taken only as indicative values, because they depend 

on the specific high-pressure cells and the P-T conditions of each experiment. 
b Experiments have been also performed using dodecahedral and icosahedral pressure media (i.e. 12 and 20 anvils 

respectively). Despite higher hydrostaticity, these apparatus were subject to more frequent anvils breakage, as well 

as more difficulties in aligning the anvils7. 
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individual ram, or by using guide blocks and applying uniaxial pressure. Alternatively, the 

whole system can be immersed in a fluid, and the pressure is applied by the oil or the water in 

the chamber. The first multi-anvil apparatuses were developed during the 1950s and 1960s: the 

tetrahedral apparatus by Hall in 19588, with four hydraulic rams, could reach 12 GPa at room 

temperature. Von Platen developed a cubic apparatus with spherical anvils immersed in oil9, 

while Kawai was the first to use an octahedral apparatus10.  The Kawai-type press was further 

developed, first by introducing an intermediate stage of compression11: the octahedral pressure 

medium was inserted in an assembly of eight WC cubes squeezed by six spherical anvils. 

Subsequently, the anvils were grouped three by three and glued into a hemispherical cavity in 

a vessel12. In this way, the vessels act as guide block and can be inserted into a uniaxial 

hydraulic press, overcoming the problems linked with the fluid chamber. The double-stage 

compression and octahedral Kawai-cells have been applied also in DIA apparatus, i.e. cubic 

press in which the force is applied by six anvils along the cubes’ axis13.  

Currently, the most commonly used multi-anvil apparatuses are the DIA and the Walker 

presses14. Figure 3.2 shows a schematic view of both presses. The Walker apparatus (Fig.3.2(c)) 

is a modification of Kawai double-stage apparatus, in which the primary anvils are six 

removable wedges fitted into a cylindrical system compressed by uniaxial force. The DIA 

apparatus (Fig.3.2(b)), as already mentioned, has six WC anvils that apply forces perpendicular 

to the cube’s surfaces. Recently, development of deformation-DIA (D-DIA)15, with 

independent differential rams for upper and lower anvils, allows to apply axial strain to the 

material under pressure. The second stage of compression in both the DIA and Walker presses 

is an octahedral Kawai-cell (Fig.3.2(a)), with eight WC truncated cubic anvils. The truncations 

are directly in contact with the octahedral pressure medium, and by varying their size and that 

of the anvils it is possible to attain different pressures. The assemblies are thus defined by the 

octahedral edge length (OEL) and the truncation edge length (TEL). Typical OEL/TEL 

assemblies are: 18/11, 14/8, 10/5, 10/4 that can reach 12 mm3 at 4-10 GPa, 5-8 mm3 at 11-16 

GPa, 3 mm3 at 17-21 GPa and 1 mm3 at 22-26 GPa respectively16. The main difference between 

the DIA and the Walker apparatus stands in the direction of the uniaxial compression exerted 

on the primary anvils, i.e. the [111] direction of the cube in a Walker modulus, and the [001] in 

a DIA one. The compression in a DIA apparatus is usually less efficient than in a Walker-type 

press, but DIA (and D-DIA) modulus are accessible for in-situ characterization. In this work, 

we have used a Walker press for ex-situ synthesis at IMPMC, while DIA or D-DIA apparatus 

were installed on synchrotron beamline. 
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Figure 3.2 : Multi-anvil presses. (a) schematic view of the octahedral pressure medium and how it is 

inserted in the Kawai-type octahedral cell, made of eight truncated cubical WC anvils. (b) schematic 

view of the DIA geometry, in which the compression of the anvils takes place along the cube’s axis. (c) 

schematic view of the Walker geometry, in which the anvils are inserted in a cylindrical vessel and the 

compression happens along the [111] direction of the cube. Figures adapted from 17 and 15. 

Standard multi-anvil experiments can nowadays reach 25 GPa and 3000K6,7, but with 

the introduction of sintered-diamond anvils18 and other technical developments, new records 

are continuously set. Recently, Yamazaki et al. reported pressures of 71.3 GPa and 120.3 GPa 

reached at room temperature with tungsten carbide (WC) and sintered diamond cubic anvils, 

respectively19. In our work, we needed to maintain the largest possible sample volume for 

crystal growth and ex-situ characterization, thus pressure of at most 17 GPa were applied. 

3.2 In-situ X-Ray Diffraction at extreme conditions 

The synthesis of new materials relies on the possibility of modifying the crystal structure 

of the starting material. Diffraction, especially from x-rays, is the most suited method to 

characterize the changes in materials’ structure and morphology. X-ray diffraction experiments 

can be conducted using laboratory sources, such as x-ray tubes, or in large facilities like 

synchrotrons. In the latter case, x-rays generated by synchrotron source is characterized by very 

high flux and brilliance, that enable us to perform diffraction in real time during HP-HT 

experiments. The possibilities offered by in-situ characterization of phase transitions at extreme 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/tungsten-carbides
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/anvil
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conditions are countless. Not only we can observe the dynamic of the phase transformations, 

but in-situ experiments allow us to explore multiple P-T state during a single run by tuning 

pressure and temperature. Compared to ex-situ diffraction, in-situ experiments allow us to 

explore the phase diagram more rapidly and efficiently, and the synthesis conditions for new 

phases can be refined by monitoring the reaction’s progress. In this section X-ray diffraction 

and synchrotron facilities are briefly introduced.  

3.2.1 X-Ray Diffraction (XRD) 

Diffraction techniques enable us to access information about the symmetry, structure 

and microstructure of crystalline samples. When a wave propagates through a material, if its 

wavelength is of the same order of magnitude of the inter-atomic distances (i.e. Å) or smaller, 

it is scattered by the atoms of the material. In the case of electromagnetic waves, the condition 

λ ≃  Å (=10-10 m) is satisfied by X-Ray with energies of ∼12.5 keV, and the photons are 

diffused mainly by the electrons. The electronic clouds act as diffusion centres and can be thus 

seen as point sources of the diffused spherical waves. If the atoms have a periodic arrangement, 

i.e. they are part of a crystal, their symmetry modifies the interference pattern of the diffused 

waves. Indeed, constructive interference (resulting in non-zero intensity of the diffused light) 

is allowed only along certain directions. The result is a diffraction pattern with bright spots at 

positions that inform us on the symmetry and the geometry of the diffusion centres20. 

For elastic diffusion, the intensity of the diffused waves from the crystal’s atoms can be 

written as:  𝐼 ∝ ∑ 𝑒−𝑖(𝑢𝑎+𝑣𝑏+𝑤𝑐)∙∆𝑘
{𝑢,𝑣,𝑤}  where the vectors a, b, c are the basis vector of the 

translations of the crystal, and thus the sum of all the vectors r = ua + vb + wc identifies the 

position of the crystalline lattice (the diffusion sources). Δ𝑘 = 𝑘 − 𝑘′ is the difference between 

the momentum of the incident (k) and diffracted (k’) waves; for elastic diffusion, |𝑘| = |𝑘′|. 

This formula for I is valid in the far field approximation, for which the source is at a distance R 

high enough to approximate the diffused waves as planar waves, and R>>r.  

The result of the sum is non-zero (constructive interference between the diffused waves) 

only if every term is of order 1. This poses the condition: (ua + vb + wc) ∙ ∆ 𝑘=0, which is 

satisfied for every vector Δ𝑘 =  𝐺 =  ℎ 𝑎∗  +  k 𝑏∗  +  l 𝑐∗. Thus, there is diffraction only if 

Δ𝑘 is a vector of the crystal’s reciprocal lattice. This condition is known as Laue condition, and 

it is equivalent to the Bragg condition: 2𝑑ℎ𝑘𝑙 𝑠𝑖𝑛θ =  𝑛 λ  that relates the wavelength of the 

scattered light with the direction of the propagation vector and the distance of the planes 
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(individuated by {h,k,l}, components of the reciprocal space vector perpendicular to the family 

of planes). Figure 3.3 gives a scheme to clarify the Laue and Bragg diffraction condition. 

 

Figure 3.3 : Schematic view of the X-ray diffraction conditions. (a) Bragg condition: constructive 

interference causes the formation of bright diffraction spots when the difference of the distance travelled 

by the X-rays (Δ𝑙 =  2 𝑑 𝑠𝑖𝑛 θ) is an integer multiple of the radiation wavelength (𝑛λ). (b) construction 

of the Ewald sphere: the incident wave vector k is drawn so that it points to the origin of the reciprocal 

lattice. The Ewald sphere is centred at the origin of the vector k and has radius equal to |k|. (c) Laue 

condition: the diffraction condition is satisfied when the Ewald sphere intersects a point in reciprocal 

space, meaning that another vector k’ exists with |k’|=|k| (i.e. the radius of the sphere) such that Δ𝑘 =
𝑘′ − 𝑘 = 𝐺, with G vector of the reciprocal lattice. 

Analysis of the diffraction spots’ position informs us about the periodicity of the crystal. 

In a monocrystalline sample, a collection of data covering the solid angle around the sample 

allows us to visualize the point of the 3D reciprocal lattice that intersect the Ewald sphere 

(Figure 3.3.(c)). We can thus derive the interplanar distance and the relative orientation of the 

crystallographic planes. When dealing with polycrystalline samples, the data are usually 

collected using a 2D detector and integrated as to obtain a unidimensional dataset, i.e. intensity 

as a function of the angle θ. The Powder XRD signal is the superposition of scattering from 

crystals with various orientations, and the peaks’ position allow to access the interplanar 

distance and then derive the symmetry system of the crystal under examination. 

3.2.2 Synchrotron Radiation and in-situ experiments 

Synchrotron sources produce very bright radiation exploiting the fact that when charged 

particles in movement are accelerated, they emit energy in the form of electromagnetic 

radiation. In the case of electrons moving with ultra-relativistic velocities, i.e. close to the speed 

of light, the emitted radiation is in the form of x-rays (~10-150 keV). Figure 3.4 show a scheme 

of the main elements of a synchrotron. 

Electrons are produced by an electron gun in “bunches”. The linear accelerator (LINAC) 

accelerates them up to hundreds of MeV before injection in the booster. The booster is a pre-
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accelerator, and it brings the electrons up to energies of the order of GeV before injecting them 

in the storage ring. The electrons beam is quite stable in time, and the storage ring is kept under 

vacuum (10-9 mbar) to mitigate the decay of the stored-beam22. In this way, the electrons in the 

storage ring can travel for several hours and only a few refills per day from the LINAC and the 

booster are needed. 

 

Figure 3.4 : Schematic view of a synchrotron facility. The images represent the European synchrotron 

in Grenoble (ESRF), and have been adapted from21. (a) view of the synchrotron facility and zoom of a 

portion of the storage ring in which different insertion devices are present. (b) schematic representation 

of a bending magnet: when placed into a magnetic field, a charged particle (electrons) follows a circular 

trajectory. (c) schematic representation of an undulator: a series of magnets are placed in series and 

cause the electron’s trajectory to undulate. 

Along the electrons’ path in the storage ring, different magnetic elements are present. 

Focusing magnets (i.e. dipole, quadrupoles and hexapoles) maintain the electrons bunches on 

linear trajectories, while bending magnet and insertion devices deflect the trajectories and 

induce the emission of synchrotron radiation. Electrons can be deflected by a bending magnet 

(BM) (Figure 3.4(b)) that, with a uniform magnetic field, keeps them on their orbiting 

trajectories. The deflected particles emit x-rays along the direction tangential to their trajectory. 

The beam generated in a BM covers a wide spectral range. Undulators are insertion devices 

(ID) made of a linear series of magnets that causes the electron to follow a undulatory path 

(Figure 3.4(c)); at each bend, electrons emit x-rays. For the specific energies at which the 
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emitted beams interact constructively, the ID generates a more focused and brilliant (103-104 

times higher23) beam with respect to a single BM. 

Synchrotron radiation brilliance is several orders of magnitude higher than the beams 

generated in x-ray tubes (1013 times higher in 3rd generation synchrotron than in x-ray tubes23). 

The beam brought to the beamlines allows us to collect high-quality data in a short time 

(~seconds in a multi-anvil press, much shorter than the acquisition time in lab-based XRD 

experiments). Thanks to the high brilliance, XRD data can be collected in transmission 

geometry, with the x-rays passing through the HP assemblies and their absorbing components.  

3.3 Experimental setup and beamlines for in-situ multi-anvil 

experiments 

The in-situ experiments reported in this work were performed on two different 

beamlines equipped for HP-HT XRD in multi-anvil apparatus: ID06-LVP beamline at the 

European Synchrotron Radiation Facility (ESRF) and PSICHÉ beamline at the SOLEIL 

Synchrotron. In the following some details on each beamline and the HP cells designed for the 

experiments are reported. 

3.1.1 ID06-LVP beamline at the European Synchrotron Radiation Facility (ESRF), 

Grenoble (France) 

On ID06-LVP beamline at the ESRF, the beam is generated from one of the undulators 

and its energy is selected by a Si(111) monochromator. The use of an intense monochromatic 

beam enables users to perform angle-dispersive XRD (AD-XRD) experiments, i.e. collecting 

x-rays with a defined energy at different angles. Typically, the energy of the beam is set to 33 

keV (𝜆 =  0.3757Å) in our experiments. Diffraction data are collected with a DT linear 

detector. The sample alignment is facilitated by direct visualization via an x-ray camera. The 

press mounted on the beamline is a D-DIA Voggenreiter modified-cubic apparatus. We use two 

stages of compression, with WC truncated cubes as second-stage anvils. Typically, we used 

10/5 assemblies (i.e. 10 mm octahedra edge length/5 mm truncation length). A schematic view 

of the typical high-pressure cell is shown in Figure 3.5. The sample pellet (1.95 mm diameter, 

2.12 mm height) is made of compacted fine powder and it is prepared in an Ar-filled glovebox. 

To provide chemical and electrical insulation, the sample is surrounded by a sleeve of hBN 
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(2.75 mm outer diameter (OD), 1.96 mm inner diameter (ID), 2.10 mm height). Resistive 

heating is performed by a current passing through a Ta foil (25 μm thickness, 2.90 mm OD) 

that surrounds the hBN. The use of a Ta foil heater over a graphite one allows us to increase 

the sample volume, as the furnace is significantly thinner. The Ta foil is inserted into a 10 mm 

edge length Cr2O3-doped MgO octahedral pressure medium, along with ZrO2 plugs. The cross-

section of the octahedron that shows the placement of the different components of the assembly 

is reported in Figure 3.5(a).  

MgO octahedron was positioned between eight truncated 25 mm tungsten carbide cubes 

equipped with pyrophyllite gaskets. Along the beam direction two cylindrical (2 mm OD) 

amorphous SiBCN X-ray windows and ∼4 mm wide amorphous boron epoxy rectangles were 

inserted into the octahedron and gaskets respectively, as shown in Figure 3.5(c). Indeed, when 

using a monochromatic beam, the flux is reduced because the monochromator selects only a 

portion of it. It is thus desirable to insert low-absorbing elements along the beam path as to 

preserve the high quality of the data. The use of this pressure cell and this experimental setup 

enabled us to easily reach pressures up to 15 GPa and collect high-quality XRD data at a rate 

of 0.33 acquisition/second (i.e. continuous acquisition, with one XRD pattern every few 

seconds). 

 

Figure 3.5 : Schematic view of the typical multi-anvil cell used during AD-XRD experiments on ID06 

beamline at the ESRF. (a) Cross-section of the octahedral MgO pressure transmitting medium. (b) 

schematic view of the HP assembly components. (c) Top-view showing the low-absorption elements 

(i.e. boron epoxy or amorphous powder) inserted along the beam’s path to minimize losses due to 

absorption. 
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3.1.2 PSICHÉ beamline at the SOLEIL Synchrotron, Saint-Aubin (France)  

On the PSICHÉ beamline of the SOLEIL Synchrotron, the x-ray source is multi-pole 

wiggler which delivers a white beam with a large photon energy range (15-100keV). This 

allows us to perform experiments in various operating mode, going from AD-XRD to 

tomography. For our experiments, we performed energy-dispersive XRD (ED-XRD), i.e. the 

x-rays that pass through the sample are collected at a fixed angle without selecting their energy. 

The use of the entire energy range of the beam ensures higher flux, thus the use of low-

absorption insertion is not necessary once the beam is focused at the center of the assembly. On 

the other side, the use of ED-XRD hinders quantitative analysis of the XRD profile, because 

the relative intensities of the XRD peaks are set by the source energy spectrum and by the 

absorption along the beam path. Indeed, even if the nominal operating energy range goes from 

15 to 100 keV, our data showed significant intensity in a more limited range, i.e. 20-80 keV. 

To overcome this limitation, it is possible to perform Combined Angle and Energy-dispersive 

Structural Analysis and Refinement (CAESAR)24 by collecting of ED-XRD pattern varying the 

position of the detector (i.e. varying the angle of the spectra acquisition and keeping a constant 

volume of sample investigated). The combination of energy-dispersive and angle-dispersive 

enables to explore a wider region of the reciprocal space. Thus, the collection and the analysis 

of CAESAR data (via an algorithm that re-normalizes the intensities) allows to perform 

structural refinement even if performing ED-XRD. 

The press mounted on the beamline is a DIA apparatus. We use two stages of 

compression, with WC truncated cubes as second-stage anvils. Typically, we used 10/4 

assemblies (i.e. 10 mm octahedra edge length/4 mm truncation length). A schematic view of 

the typical high-pressure cell is shown in Figure 3.6. The sample pellet (2.00 mm diameter, 

1.00 mm height) is made of a compacted fine powder and is prepared in an Ar-filled glovebox. 

To provide chemical and electrical insulation, the sample is surrounded by a sleeve of hBN 

(2.50 mm OD, 2.00 mm ID, 2.20 mm height). The hBN sleeve is separated in two compartments 

by a hBN plug (OD 2.00 mm). One part hosts the sample, while the other half contains 

MgO/hBN powder used as pressure calibrant and host the thermocouple wires (D-type 

W/3%Re-W/25%Re). Resistive heating is performed by a current passing through a TiB2 

cylindric heater (3.00 mm OD, 2.50 mm ID, 5.10 mm height) that surrounds the hBN. ZrO2 

plugs are used.  
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To perform CAESAR analysis, the sample volume probed during the experiment should 

be the same at every angle. To ensure this, the cylindrical HP assembly should be placed 

perpendicularly to the direction of propagation of the beam. In this way, the depth of the 

measured sample is invariant with respect to the azimuthal angle. In order to ensure this 

geometry, the 10 mm edge length Cr2O3-doped MgO octahedral pressure medium was cut in 

two parts (~4 mm from the top). In this way, the hole hosting the HP assembly was drilled in 

the cut surface, as shown in the cross-section of the octahedron and WC anvils in Figure 3.6(a). 

To allow electrical current to flow through the HP cell, Mo contacts were used, either by using 

a foil and connecting directly the TiB2 with the anvil’s truncation, or by drilling a hole and 

filling it with Mo powder. 

 

Figure 3.6 : Schematic view of the typical multi-anvil cell used during ED-XRD experiments on 

PSICHE beamline at the SOLEIL Synchrotron. (a) Cross-section of the WC truncated cubes surrounding 

the octahedral MgO pressure transmitting medium. As visible in the figure, cutting of the octahedron 

tip allowed us to drill the hole hosting the HP assembly perpendicularly to the x-ray beam. (b) schematic 

view of the HP assembly components. 
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Chapter 4:  

Topology of Si phase diagram: new insights 

by in-situ x-ray diffraction and direct 

observation of I-II-L triple point 

In this chapter, our in-situ x-ray diffraction experiments investigating the dynamics of Si 

transitions at high-pressure and high-temperature are presented. Our results clarify some aspects of Si 

phase diagram that are still unclear. We provide new insights on the Si-I→Si-II transition, which is 

fundamental for the synthesis of strategic Si allotropes for optoelectronic applications. We demonstrate 

that Si-II→Si-XI transition at high T happens via a continuous deformation. We also provide the first 

direct evidence of the I-II-L triple point, which P-T conditions had been only inferred up to now. With 

this new understanding, we refine Si phase diagram up to 15 GPa. 

 

Silicon is one of the most abundant elements on Earth, and its behaviour under high-

pressure has important implications for fields ranging from material to planetary sciences and 

high-energy-density physics. Upon increasing pressure, Si-I (cubic diamond-like Si, cd) 

undergoes several phase transitions1 that were characterized up to 243 GPa at ambient 

temperature. Si-I transforms into the metallic β-tin Si-II around 10-12 GPa2–4, followed by 

Imma Si-XI around 13.5 GPa5,6, sh Si-V at 16 GPa7, Cmca Si-VI at 37 GPa8,9, hcp Si-VII at 42 

GPa10 and fcc Si-X around 79 GPa10,11 (Chapter 2). During decompression, different metastable 

allotropes have been observed12–18. These new phases could potentially be applied in Si-based 

technology (Chapter 1). Combined high-pressure and high-temperature (HP-HT) conditions 

were studied to assess Si melting curve using either electrical characterization19,20 or differential 

thermal analysis21,22. More recent in-situ HP-HT x-ray diffraction (XRD)23,24 experiments 

enabled researchers to access information on Si phase diagram and its phase transitions at HP-

HT conditions. Laser-induced compression experiments, either by shock- or ramp-driven 

compression, further extended the investigation of Si phase diagram25–28. Recently, shock 

compression in a confined geometry induced a microexplosion that resulted in the formation of 

at least two new tetragonal allotropes, BT8-Si (I41/a) and ST12-Si (P43212)29. The behaviour 

of Si at such extreme conditions is of great interest for planetary science30 as well as 

geophysics31 and high-energy-density physics, in which the use of Si as target dopant reduces 

the growth of instabilities during inertial confinement fusion32. 
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Despite the abundancy of literature and the increasing number of experimental studies 

that push forward the boundaries of the investigations, some aspects of Si phase diagram remain 

unclear even at relatively low pressure, i.e. up to 15 GPa. There is not yet a consensus around 

the Si-I→Si-II transformation, which is the first transition encountered upon increasing 

pressure. The first studies on Si metallization at high-pressure reported transition pressures as 

high as 16 GPa3,4,15, while later works reduced this estimation down to 12.5 GPa33,34 (and even 

8 GPa for compression along Si[111] direction35). More recent in-situ XRD studies reported 

coexistence of Si-I and Si-II over a large pressure range, with Si-II that starts forming at ~10 

GPa but Si-I remains present up to ~13 GPa5–8,23 (Chapter 2). The disagreement between the 

observed transition pressures was attributed to the non-hydrostatic stress states in the samples, 

which could influence the onset of the transition. Recent experiments with helium as pressure-

transmitting medium even question the possibility of stabilizing pure Si-II at ambient 

temperature36. Furthermore, the shortage of reliable melting points over 10 GPa prevents 

precise determination of the melting curve in the range of the Si-I→Si-II transition. Indeed, 

Kubo et al.24 have stressed the importance of in-situ pressure measurement during HP-HT 

experiments, suggesting that most of the previous studies19–22 may have large uncertainties on 

the pressure values at high-temperature. The uncertainty is expected to increase with pressure, 

as over 10 GPa the transition to Si-II affects the sample volume significantly.  If the measures 

affected by the uncertainty on the pressure are discarded, the remaining melting points are very 

limited. Using in-situ x-ray diffraction (XRD), Voronin et al. observed Si-XI melting around 

1053 K at 12.7 GPa23, while Kubo et al. reported melting of Si-XI and Si-V at very close 

conditions around 14.5 GPa and 1010 K. The current knowledge is thus inadequate for the 

determination of a reliable melting curve over 10 GPa, as no direct evidence of Si-II melting 

has been provided, and the currently accepted melting lines rely mostly on interpolation and 

assumptions. 

 There is an increasing number of theoretical works investigating the properties of Si 

under extreme conditions, i.e. subject to a shock wave37–40 or in a high-energy-density plasma41. 

A recent study by Paul et al. used an approach that combined density functional theory (DFT) 

with evolutionary algorithms and lattice dynamics42 to construct Si phase diagram up to 4 TPa 

and 26000 K. Their results predict two further phase transitions, i.e. fcc(Si-X)→bcc at 2.87 TPa 

and bcc→sc at 3.89 GPa. For calculations to be predictive, though, reliable experimental data 

are needed. In most cases, calculations fail in reproducing correctly all Si phase transitions43–46 

(see also Section 2.2.3). The Si-I→Si-II transition is particularly difficult to simulate because 
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of the ~22% volume change and the modification of the bandstructure47 between the two 

phases. Computational methods have provided inconsistent transition pressures, ranging from 

7.8 GPa (DFT with local density approximation48) to 16.5 GPa (Quantum Monte Carlo49). 

Clarification of the controversies in Si phase diagram, even at relatively low pressure, is needed 

in order to test the simulation methods to be used for the extrapolation of Si behaviour at 

extreme conditions. 

In this chapter, we use in-situ HP-HT XRD to clarify the topology of Si phase diagram 

in the vicinity of the semiconductor-metal transition. We report the first direct evidence of the 

I-II-L triple point of Si and we prove that the Si-II→Si-XI transition happens continuously at 

high-temperature. Furthermore, we provide new insights on the dynamics of Si-I→Si-II 

transition. At ambient temperature, the Si-I→Si-II transition is sluggish, and Si-I and Si-II 

coexist over a large pressure range. These results were previously attributed to the high kinetic 

barrier50 of the transition. The coexistence of Si-I and Si-II may also result from the low 

plasticity of the phases in contact, i.e. to microscopic stress states induced by the different 

elastic properties of the two phases51. We performed experiments without using a pressure-

transmitting medium (PTM), which allowed us to investigate the transition mechanism. 

Furthermore, we determined the synthesis conditions for pure-phase samples, which are 

fundamental for Si-based materials’ synthesis. Our findings give new references for 

construction of a reliable Si phase diagram. 

 

Table 4.1: in-situ HP-HT XRD experiments on Si phase diagram up to 15 GPa. 

Experiment Pressure-transmitting 

medium (PTM) 

Temperature – Pressure 

determination 
Experiment dynamic 

Voronin et al. 23 NaCl+hBN W/Re26%–W/Re4% and 

NaCl EOS 

Isothermal 

compression 

Kubo et al. 24 hBN W/Re5%-W/Re26% and 

Au and MgO EOS 

Heating at constant 

load 

This study (ESRF) none Power-Temperature 

calibration curves and Ta 

EOS 

Heating at 

constant/increasing 

load 

This study (SOLEIL) none W/Re25%W/Re3% and 

MgO EOS 

Heating at 

constant/increasing 

load 
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In-situ XRD experiments were performed in multi-anvil apparatus, in which triaxiality 

of the compression ensures higher hydrostaticity as compared to other large-volume HP 

apparatus. For the experiments on PSICHE beamline at the SOLEIL Synchrotron, the 

octahedral pressure-transmitting medium was cut in two and the hole hosting the assembly was 

drilled perpendicularly to the propagation of the beam. This enabled us to perform both energy-

dispersive-XRD (ED-XRD) measurements and x-ray radiography to monitor the position of the 

sample and the pressure calibrant (see also Appendix 4.2). Temperature was measured with 

type D (W/Re25%W/Re3%) thermocouple and pressure was estimated from MgO EOS52. On 

ID06-LVP beamline at the European Synchrotron Radiation Facility, angle-dispersive-XRD 

(AD- XRD) patterns were collected thanks to low-absorption elements inserted along the beam 

path in the high-pressure assembly. The pressure-temperature conditions were obtained 

combining temperature calibration curves and the EOS of Si36 and Ta53,54. The sample was a 

pellet of high-purity Si powder (Alfa Aesar), and no PTM was used (see also Table 4.1). In 

each experiment, compression was performed at ambient temperature, and resulted in a mixed 

Si-I/Si-II phase between 11.5 GPa and 13.5 GPa. We performed the initial heating without 

modifying the primary pressure in the main RAM. In doing so, we gain insight into the 

dynamics of Si-I→Si-II transition with temperature by observing the evolution of the 

transformation pathway. The high temporal resolution (a few seconds for the experiments on 

ID06-LVP beamline) and the good quality of our HP-HT data allow us to obtain a detailed view 

of the evolution of the system and to analyse aspects that were not accounted for in previous 

studies. 

Figure 4.1(a) shows the P-T evolution during the HP-HT experiments. Pressure was 

initially increased at ambient temperature. High temperatures can overcome the kinetic barrier 

(estimated theoretical value: 510 meV/atom50) between the two phases, increasing the fraction 

of Si-II in the sample. Upon increasing temperature, the pressure tends to drop, as the volume 

decreases during Si-I→Si-II transformation. Indeed, Si-II is ~22% denser than Si-I1. The 

contraction of the sample volume (VSi-I+VSi-II) results in a loss of pressure. During Run3, the 

presence of residual Si-I above 13 GPa is due to non-hydrostatic stress states in the sample, 

caused by the compression at ambient temperature and without pressure-transmitting medium. 

As soon as the stress state become quasi-hydrostatic (~500 K, see also Appendix 4.3), Si-I tends 

to be replaced by the stable Si-II. During Run3, during the Si-I→Si-II transition the pressure 

decreases down to 11.2 GPa, and subsequent heating doesn’t modify it significantly. During 

the other experiments, pressure starts decreasing around 810 K when the heating is performed 
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at 11.5 GPa (Run1) and around 685 K at 12.5 GPa (Run2). Despite the different starting 

pressures, the P-T conditions of Si-I/Si-II mixture converge towards 800 K at 11.8 GPa. Once 

the system reaches this state, the Si-I→Si-II transition is interrupted because the pressure is too 

low.  

Figure 4.1 : (a) Evolution of the pressure during heating as estimated using Ta EOS (Run1-2) and MgO 

EOS (Run3). (b)-(c) Atomic volumes of Si-I and Si-II as measured from in-situ XRD at HP-HT 

conditions. In every experiment, the pressure drops upon heating during the Si-I→Si-II transformation. 

The onset of the pressure loss varies depending on the initial compression state. Data from various 

experiments are reported using different symbols, while colours are used to show different stages of the 

heating in terms of pressure stability (i.e. pressure stable or modified during the heating). 
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The formation of Si-II causes a pressure drop that interrupts the Si-I→Si-II transition in 

all experiments. After reaching this low-pressure state, we further compressed the system to 

compensate the pressure loss. In both Run2 and Run3, the main load was increased at high-

temperature until completion of the transition was observed. Pure Si-II was obtained at (11.8 

GPa; 830 K) and (11.4 GPa; 900 K) respectively. The values obtained are coherent with 

observation of  pure Si-II in previous HP-HT experiments by Voronin et al23. 

Figure 4.1(b),(c) show the atomic volumes of Si-I and Si-II as a function of temperature 

during the three experimental runs. The volumes measured from XRD patterns are not always 

coherent with the P-T conditions estimated from the pressure calibrant (PPM, i.e. Ta or MgO 

pressure marker). Si-I volume is smaller in Run3 with respect to the other experiments despite, 

above 600 K, the estimated pressure was lower in this run. Also, even if PPM is higher in Run2 

than in Run1, Si-I volume is higher in Run2 for temperatures above 700 K. In Appendix 4.1 

(Figure 4.5-6) it is also shown that the volume of Si-I increases during the HT-compression 

performed in Run2 and Run3 to reach the completion of Si-I→Si-II reaction.  

We conclude that during Si-I→Si-II transformation at HP-HT conditions the two phases 

coexist, but they are not in thermodynamic equilibrium. The partial pressures on each phase are 

different, and their values likely depend on the relative quantity of Si-I and Si-II and on the 

transition rate. Previous studies have mainly investigated the Si-I→Si-II transition at ambient 

temperature. The observation of a large (~3 GPa) coexistence region has been attributed to the 

non-hydrostatic compression states in the sample (which were supposed to lower the transition 

onset) and to the high kinetic barrier. With our results, we show that there is another factor that 

influences the transition mechanism, i.e. the microscopic stress due to the different plasticity of 

the two phases51. Even after high-temperature reduces the degree of non-hydrostaticity of the 

system (T>500K, cf. Appendix 4.3), Si-I and Si-II are subject to microscopic local stress and 

cannot reach a mechanical equilibrium. Particular care should be taken when defining the 

thermodynamic state of the mixed Si-I/Si-II phase, as there is not a P value that can describe 

both phases in the system. For this reason, we include in our updated phase diagram (Figure 

4.4) only the P-T conditions at which pure Si-II was observed. 
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Figure 4.2 : in-situ high-pressure data from Run1 (ID06-LVP beamline) showing the simultaneous 

melting of both Si-I and Si-II. The colormaps show the evolution of the XRD pattern over time (y axis); 

on the x axis, the 2θ angles at 33 keV (λ=0.3757Å) are reported. In (b) the colormap zooms on the final 

part of the experiment, shown with a yellow rectangle in (a). While performing the HP-HT experiment, 

electrical measurements allowed to control in-real-time the power supplied to the assembly (and thus 

the temperature, central panel in (a)) and the resistance (right panel in (a)). The pressure evolution has 

been obtained from Ta EOS. We provide evidence of the I-II-L triple point, as concomitant 

disappearance of XRD peaks and the discontinuity of the sample’s resistance are considered proof of 

melting. 

Our experiments prove that, in order to stabilize Si-II at HP-HT condition, it is necessary 

to compensate the pressure losses caused by negative ∆V of the Si-I→Si-II transformation 

itself. During Run1, instead of compensating pressure, we raised the temperature to promote 

Si-I→Si-II transition; high temperature should overcome the energetic barrier and the stress 

caused by the plasticity of both phases. We observe that increasing temperature above 850 K 

triggers further transformation into Si-II, but the pressure drops down to 10 GPa, hindering 

completion of the transition. In these conditions, both Si-II and Si-I melt upon further increase 

of the temperature, i.e. we are at the I-II-L triple point. Figure 4.2 shows our experimental 
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results: the yellow area highlights the disappearance of all Si XRD peaks within a few tens of 

seconds. Figure 4.2(a) shows that, as the XRD peaks disappear, the pressure drops and the 

assembly’s electrical resistance increases steadily. The concomitant disappearance of the 

crystalline phases and the resistance increase (Figure 4.2(a), central panel) confirm the melting 

of the crystalline phases. The onset of melting is 950 K at 10 GPa, which is thus our best 

estimation of the P-T conditions of the I-II-L triple point. After melting starts, the pressure and 

temperature estimated from our calibration curves are not reliable because the abrupt change in 

the resistance may modify the linear power-T relationship. The direct observation of the I-II-L 

here provided is an important reference for the precise determination of the topology of the Si 

phase diagram. 

Thanks to the temporal resolution of our data acquisition (few seconds/XRD pattern) 

we observed that at HT, Si-II→Si-XI transition happens via a continuous deformation of the 

cell parameters. Figure 4.3 shows our experimental results, obtained during HP-HT 

investigation of the K:Si(1:6) system. Simultaneously with the formation of a K-Si phase at 

~830 K (see also Appendix 4.4), the pressure raises from 10.6 GPa to 12.2 GPa, triggering the 

transition from Si-II to Si-XI. Si-II and Si-XI crystal structure can both be described in terms 

of an orthorhombic cell, and Si-XI coincides with the tetragonal Si-II when aSi-XI=bSi-XI. Our 

data show that the splitting of the XRD peaks (200)𝑆𝑖−𝐼𝐼 → (200)𝑆𝑖−𝑋𝐼 , (020)𝑆𝑖−𝑋𝐼 and 

(101)𝑆𝑖−𝐼𝐼 → (101)𝑆𝑖−𝑋𝐼 , (011)𝑆𝑖−𝑋𝐼 is continuous. Thus, the correspondent deformation 

𝑎𝑆𝑖−𝐼𝐼 = 𝑏𝑆𝑖−𝐼𝐼 → 𝑎𝑆𝑖−𝑋𝐼 ≠ 𝑏𝑆𝑖−𝑋𝐼 that breaks the tetragonal symmetry and results in an 

orthorhombic cell is also continuous. The transition happens without coexistence between the 

phases. McMahon et al.5,6 were the first to discover the existence of the orthorhombic Si-XI, 

the so-called Imma phase, and to characterize its formation upon increasing pressure at ambient 

temperature. They classified it as a first-order phase transition, even if with a small (0.2%) 

volume change5 and coexistence between the phases was observed. We suppose that the higher 

degree of hydrostaticity at HT and the higher temporal resolution of our experiments enabled 

us to appreciate details that were not observed at ambient temperature. Our findings agree with 

ab-initio calculations55,56 that suggested that the Imma phase is an intermediate phase  that 

deforms continuously from tetragonal Si-II to hexagonal Si-V with increasing pressure. We 

observe that the splitting of the peaks happens in a relatively short time (~s), and during the 

dwell in temperature there is no further evolution of the unit cell parameters. Additional 

increase of the temperature brings to Si-XI melting around 990 K at 12.4 GPa. 
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Figure 4.3 : Si-II→Si-XI transition studied by in-situ high-pressure data from experiments on the ID06-

LVP beamline. (a) The colormaps show the evolution of the XRD pattern over time (x axis); on the y 

axis, the 2θ angles at 33 keV (λ=0.3757Å) are represented. (b),(c) Evolution of the lattice parameters 

during the transition, the splitting of aSi-II in aSi-XI and bSi-XI happens continuously. While performing the 

HP-HT experiment, electrical measurements allowed to control in-real-time the power supplied to the 

assembly (and thus the temperature, central panel in (d)). The pressure evolution has been obtained from 

Ta EOS (d). 

Our results give new insights on the nature Si phase transitions at HP-HT conditions, 

essential for the determination of a reliable phase diagram. We propose a revised phase diagram 

(Figure 4.4), which relies exclusively on in-situ XRD experiments can measure both P and T in 

real time. This selection avoids large uncertainties on the pressure values that, as we have 

shown, are considerable if the Si-I→Si-II transition occurs. We included also the low-pressure 
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melting data by Jayaraman et al. in a piston-cylinder press21, for which P can be directly 

measured. Previous HP-HT multi-anvil studies by Voronin et al.23 and Kubo et al.24 

extrapolated the low-pressure melting curve until it crossed the I-II phase boundary to infer the 

location of I-II-L triple point. Because of the linear approximation of Si-I melting curve, the 

pressure of the I-II-L triple point was incorrectly estimated by both groups. The direct 

observation of the I-II-L triple point enables us to avoid extrapolations and we observe that Si-

I melting curve is not linear, as it becomes steeper at high pressure (as already suggested in 

previous studies23). We add on the phase diagram the points for which pure Si-II was observed 

after pressure compensation. The values are consistent with previous studies. By combining our 

experimental results with those by Kubo et al. and Voronin et al. we see that the II-XI phase 

boundary has a negative slope dT/dP. For the Si-XI/Si-V phase boundary, we rely on the data 

from other studies 8,24 as it was outside the range we probed. We do not define the boundaries 

of the Si-I/Si-II coexistence region, because, as we have shown, when the two phases coexist, 

they are not in equilibrium. There is not a single P value that can describes the thermodynamic 

state of Si-I, Si-II and the pressure markers conventionally used to estimate P. By linking the I-

II-L triple point with the Si-XI melting points at 12.4 GPa, we find a positive slope of ~16.7 

K/GPa for the HP phases. The melting line obtained in this way is consistent with Si-XI and Si-

V melting reported by Kubo et al. and Voronin et al. Further studies and systematic 

investigation of this pressure domain by in-situ XRD are still needed for precise determination 

of Si-II melting curve, as direct melting of pure Si-II has not been reported yet. 

In conclusion, we used in-situ XRD in a multi-anvil apparatus to investigate the 

mechanism of Si transitions at HP-HT conditions. The high-quality data obtained at the 

synchrotron and a high temporal resolution allowed us to gain new insights on the topology of 

Si phase diagram. We demonstrate that the Si-I→Si-II transition causes a loss of pressure that 

must be compensated to obtain the pure phase; this phase purity is essential to synthesize 

strategic functional materials. Furthermore, we show that the Si-II→SI-XI transition in 

hydrostatic conditions happens with a continuous deformation of the lattice. We provide the 

first direct evidence and exact P-T values for the Si I-II-L triple point, which is an important 

reference to define the reliable phase diagram and melting curves. With this new information, 

we propose an updated phase diagram of Si in the range up to 14 GPa. 
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Figure 4.4 : Updated P-T Si phase diagram. We propose a new trend for Si-I melting curve, with a 

steepening slope at high pressures. This curve meets our measured I-II-L triple point in (10 GPa; 950 

K). The phase boundaries and the melting curves are traced by combining XRD data from studies that 

enabled in-situ pressure measurement (apart from the piston-cylinder study of Jayaraman21 et al. at low 

pressures). The filled symbols are data from our study, while the void symbols represent data from 

previous studies, with each symbol corresponding to different authors. Each phase (included the I-II 

mixed phase) is represented by a different colour. The stability regions of the different phases are 

coloured accordingly; because of the sluggish nature of Si-I→Si-II transition and our recent findings 

that question the possibility of thermodynamic equilibrium between these two phases, we don’t indicate 

a precise phase boundary. 
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Appendix Chapter 4 

Appendix 4.1: Pressure, atomic volumes and pressure evolution for each experimental 

run 

 

Figure 4.5 : Atomic volumes of Si-I and Si-II and pressure as a function of temperature for Run1 (ID06-

LVP beamline at the ESRF synchrotron). Blue symbols stand for measurements at quasi-constant 

pressure, while red points indicate the pressure drop observed upon heating. Light blue symbols 

correspond to the point collected after Si-II melting, thus when only Si-I was present. 
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Figure 4.6 : Volumes and pressure as a function of temperature for Run2 (ID06-LVP beamline at the 

ESRF synchrotron). Blue symbols stand for measurements at quasi-constant pressure, while red points 

indicate the pressure drop observed upon heating. Light green symbols are used for the measurements 

during re-compression at high temperature, and pink ones are used when only Si-II is observes, thus at 

the completion of Si-I→Si-II transition. In the inset, a zoom of the volumes of Si-I and Si-II as a function 

of temperature is reported to evidence their opposite behaviour. While, upon increasing the load, Si-II 

expands and then starts to shrink. Si-I does exactly the opposite. 
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Figure 4.7 : Volumes and pressure as a function of temperature for Run3 (PSICHE beamline at Soleil 

synchrotron). Blue symbols stand for measurements at quasi-constant pressure, while red points indicate 

the pressure drop observed upon heating. Light green symbols are used for the measurements during re-

compression at high temperature, and pink ones are used when only Si-II is observed, thus at the 

completion of Si-I→Si-II transition. 
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Appendix 4.2: x-ray radiography on PSICHE beamline 

 

Figure 4.8 : X-Ray imaging in-situ on PSICHE beamline allows to determine the position of both the 

sample and the pressure calibrant during the experiment. A rhenium foil (easily visible for its higher 

density) and a hBN plug separate the MgO from the Si. 

 

 

 

Appendix 4.3: Qualitative evaluation of hydrostaticity during Run3 

 

Figure 4.9 : qualitative estimation of the degree of hydrostaticity of the high-pressure cell can be 

obtained by comparing the volumes obtained via single-peak fitting or whole profile fitting. In 

hydrostatic condition, the values should coincide 
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Appendix 4.4: Run4, K:Si(1:6) 

The figure shows a larger part of the HP-HT experiment during which we observed the 

second-order Si-II→Si-XI transition. It is visible in the figure that, upon Si-I→Si-II 

transformation, the pressure drops to 10.2 GPa. The value increases subsequently, when there 

is the simultaneous appearance of the triplet of peaks centred around 7.5° (i.e. a K-Si 

compound) and the split of Si-II (i.e. continuous deformation into orthorhombic Si-XI). 

Figure 4.10 : Si-II→Si-XI transition studied by in-situ high-pressure data from experiments on ID06-

LVP beamline. Left: the colormaps show the evolution of the XRD pattern over time (y axis); on the x 

axis, the 2θ angles at 33 keV (λ=0.3757Å) are represented. Right: pressure and temperature variations 

during the HP-HT experiment. Pressure was measured from Ta EOS. 
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Chapter 5:  

Nature of hexagonal Si forming via high-

pressure synthesis: nanostructured 

hexagonal 4H polytype. 

Hexagonal Si allotropes are expected to enhance light absorption in the visible range as 

compared to common cubic Si with diamond structure. Therefore, synthesis of these materials is crucial 

for the development of Si-based optoelectronics. In this chapter our recent results on the synthesis and 

characterization of hexagonal “Si-IV” are presented. We could quench pure SI-II and transform it into 

hexagonal Si by combining in-situ X-Ray Diffraction during high-pressure high-temperature synthesis 

and subsequent annealing under vacuum. We provide the first evidence of a polycrystalline bulk sample 

of hexagonal Si. Exhaustive structural analysis, combining fine-powder X-ray and electron diffraction, 

afforded resolution of the crystal structure. We demonstrate that hexagonal Si obtained by high-pressure 

synthesis corresponds to Si-4H polytype (ABCB stacking), in contrast with Si-2H (AB stacking) 

proposed previously. Further physical characterization, combining experimental data and ab-initio 

calculations, have shown a good agreement with the established structure. The content of this chapter 

has been published in : Nano Letters 189 5989-5995 (2018). 

 

Silicon (Si) is one of the most widely employed materials in photovoltaic industry1, a 

field in which its predominant role has been determined by the favourable combination of huge 

availability, low-cost and non-toxicity. Still, Si at ambient conditions has a diamond-like 

structure (d-Si) and is an indirect bandgap semiconductor, which prevents it from efficiently 

interacting with light2. To increase such efficiency, Si allotropes with tunable and/or direct 

bandgap are highly desirable3–5. Enhancement of Si absorption in the visible region would 

indeed open the way for Si-based photovoltaic modules able to reduce both costs and 

environmental impact6,7 taking a further step towards a 100\% green energy. 

A wide variety of Si allotropes with new crystal structures have been predicted by 

explorative ab-initio algorithms. These allotropes are expected to be metastable at ambient 

conditions8–16 and several among them would have a direct bandgap and strong absorbance in 

the visible region12,13,13–16, being suitable candidates for photovoltaics. Therefore, a major 

challenge for both material science and industrial applications consists in the actual synthesis 

of these new structures. This can be achieved by sophisticated out-of-equilibrium chemical 

routes17–21, as well as by using pressure22–24 as a thermodynamic parameter to stabilize new 



86 

 

structures. Another way to modify the properties of Si is to act on the crystal size. In particular, 

nanostructure greatly impacts the efficiency of light-matter interaction, with interesting 

implications for photovoltaics25–27. Confinement on a nanometric scale can indeed modify the 

optical28–30 properties, allowing the design of materials with tunable optoelectronic properties. 

Looking towards future applications, the synthesis of high-purity nanoparticles is 

required to ensure high charge-carrier lifetime34,35 and to improve device performance. For this 

purpose, pressure-induced nanostructuration has been proven the method of choice, as the solid-

to-solid transformation ensures that the synthesized ingot maintains the purity of the starting 

material36,37 and it is thus preferable to chemical methods38. Moreover, high-pressure (HP) 

synthesized samples can range from well crystallized to strained nanostructures; crystal 

morphology can modify the optoelectronic properties dramatically, to the point of obtaining 

strain-induced direct bandgaps39,40. 

HP research on Si started more than 50 years ago and since then several allotropes41, 

displaying a wide variety of physical properties, have been reported. The narrow-bandgap 

semiconductor Si-III42 with BC8 structure (originally believed to be semimetal43) was obtained 

from the high-pressure tetragonal metallic phase, Si-II44,  which becomes superconductor below 

6.3 K45. Such transformation during decompression can be either direct, Si-II→Si-III46, or with 

an intermediate step Si-II→Si-XII→Si-III47,48. Upon heating Si-III at ambient pressure a 

hexagonal structure, named Si-IV, was observed46. 

This allotrope was believed to be a structural analogue of the hexagonal diamond found 

in meteorites (called also lonsdaleite49) with the 2H polytype structure. Polytypes are allotropes 

that differ for the stacking sequence along one direction: in the case of Si, hexagonal (H) 

polytypes can be obtained by modifying the ABC stacking of the hexagonal buckled planes 

along the [111] direction. Calculations have predicted several hexagonal polytypes of Si and of 

other Group-IV elements to be metastable, such as 2H (AB), 4H (ABCB) and 6H (ABCACB)50–

52. Over the last decades, Si-IV obtained from both HP43,46,53–55 and chemical synthesis56 has 

been identified in literature as Si-2H polytype despite compelling evidence is still missing, as 

no structural refinement has been reported. It is worth stressing that alternative polytypes, 

namely Si-4H and Si-6H, are energetically more favourable52. These allotropes have been 

observed in polycrystalline Si nanostructures57–59, but no pure microcrystalline phase has ever 

been reported. Until now, a hexagonal 2H-like arrangement of Si atoms (as suggested for Si-

IV) was demonstrated only by epitaxial growth during chemical-vapor deposition on a GaP 
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nanowire (NW) core60. The structure of the hexagonal Si shells has been unambiguously proven 

by Transmission Electron Microscopy and X-Ray Diffraction, and the process has been 

successfully applied to obtain GaP/Si/SiGe NWs61. 

Lonsdaleite-like Si-2H should exhibit an enhanced absorption in the visible region with 

respect to d-Si, as predicted by Empirical or Model Pseudopotentials62,63, as well as many-body 

perturbation theory39,64. These predictions should apply also for other hexagonal polytypes of 

Si, as they are expected to have similar optoelectronic properties65. Moreover, the bandgap 

should become direct in the presence of strain39 or in low-dimensional systems, such as 

hexagonal Si NWs66; in this field, intriguing possibilities are also offered by the synthesis of 

Ge and SiGe hexagonal NWs57,67. Briefly, hexagonal polytypes of Si, both bulk and 

nanostructures, could have a key role in the future of Si-based optoelectronics and 

photovoltaics. 

In this Chapter we provide the first evidence and physical characterization of a bulk Si 

sample with purely hexagonal crystal symmetry. The sample is obtained in a multi-anvil press, 

in which triaxiality of compression and decompression ensures higher hydrostaticity compared 

to previous experiments (Diamond Anvil Cell43,54 and opposed-anvil toroid geometry55). First, 

we detail the synthesis route that combines in-situ high-pressure high-temperature (HP-HT) 

synthesis of Si-III (probed by diffraction of synchrotron radiation) and subsequent primary-

vacuum heating at moderate temperature. In the second part, a detailed characterization of the 

crystal structure and physical properties of this new allotrope is presented. An accurate analysis 

of the structure, combining Rietveld analysis of X-Ray Diffraction (XRD) pattern, Selected-

Area Electron Diffraction (SAED) and Transmission Electron Microscopy (TEM) 

measurements, has allowed us to unambiguously determine the crystal structure of the sample. 

“Si-IV” phase obtained through HP is Si-4H polytype, in contrast with the previously suggested 

structure for Si-IV, i.e. lonsdaleite-like Si-2H polytype46. Raman spectroscopy and Nuclear 

Magnetic Resonance (NMR) data, combined with computer simulations based on Density 

Functional Theory (DFT), give results compatible with the proposed structural model. Si-4H 
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shows also a strong Photoluminescence (PL) emission in a range of interest for future 

photovoltaic devices. 

 

Figure 5.1 : (a) HP-HT synthesis. Colormap showing the evolution of XRD patterns at 13 GPa; time 

goes upward along the y axis. In the upper panel, the patterns corresponding to the coloured lines traced 

on the 2D colormap are reported; Si-II peaks are highlighted by the red symbol * in the final (red) 

pattern. (b) Schematic view of different Si polytypes. The red rectangles evidence Si dumbbells forming 

the hexagonal planes. In Si-2H and Si-3C (i.e. d-Si) planes are all in the hexagonal (twisted consecutive 

dumbbells) or in the cubic configuration respectively, while in Si-4H these two configurations alternate. 

The presence of both cubic and hexagonal dumbbells give rise to two inequivalent atomic position, 

evidenced by atoms of different colours. (c) Structure investigation through Powder-XRD. Experimental 

data collected with a Mo anode are represented by red dots; the black line corresponds to the best 

Rietveld fit; the blue line represents the difference between experimental and calculated pattern. In 

addition, Bragg reflections of Si-4H are represented with the blue symbols. A schematic view of the 

crystallites shape and size is reported. 

Synthesis of the Si-III (BC8) precursor was performed at the European Synchrotron 

Radiation Facility (ESRF) in Grenoble (France), employing the large-volume multi-anvil press 

on ID06 beamline68. Si-I powder (Alfa Aesar, 99.999\% purity) has been used as starting 

material. The sample was placed into a 10/5 multi-anvil assembly in an argon inert atmosphere; 

an hexagonal boron nitride capsule was employed to avoid chemical reactions with the tantalum 

foil heater. Synchrotron radiation allowed to collect XRD patterns in real time during the whole 

HP-HT treatment (see also Appendix 5.1). The sample was heated at 833 K and subsequently 

at 870 K for a total of 45 minutes under a quasi-constant pressure of ∼13 GPa (according to Si-
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I equation of state). The evolution of the XRD patterns over time indicates the structural 

changes during the heating, as reported in Figure 5.1(a). Our in-situ observations allowed us to 

ensure the complete transformation Si-I→Si-II at HP-HT and to recover pure Si-III upon 

releasing pressure. Finally, heating of the Si-III sample was performed in a vacuum oven at 500 

K for 2 hours in order to obtain the hexagonal phase. The recovered sample has shown to be 

metastable at ambient condition, but it does not transform back into Si-III precursor or any other 

Si form even after several months in air. 

The structure of the recovered sample has been analysed by Powder-XRD (PXRD) data 

and Rietveld69,70 refinement using the FullProf Suite software71,72. As starting point for 

structural refinement, a number of polytypes among the most probable ones (2H, 3C, 4H, 6H) 

have been tested both as individual phases and in mixtures. The only Rietveld fit compatible 

with experimental data, presented in Figure 5.1(c), was obtained using Si-4H polytype, viz. a 

cell made of 4 buckled hexagonal planes with ABCB stacking along the c axis. The ideal 

structure of hexagonal polytypes can be constructed from d-Si by modifying the sequence of 

the {111} hexagonal planes, maintaining the hexagonal lattice parameter 𝑎ℎ𝑒𝑥 = 𝑎𝑑−𝑆𝑖/√2. 

The nH polytypes differ along the [001] axis so that the hexagonal lattice parameter, 

chex, can be estimated as n × d(111), or n × ad−Si/√3. With ad−Si = 5.4303 Å, both the 2H 

and 4H polytypes share an approximate ahex = 3.8398 Å, while c2H = 6.270 Å and 4H is twice 

this, at c4H = 12.540 Å (see also Figure 5.1(b)). The refined structure of the sample shows a 

contraction of around 1.18% of the in-plane parameter a4H with respect to the ideal case, while 

the average interplanar distance c4H/n is 1.33% larger than that of d-Si, d(111). Previous DFT 

calculations50,52 had already reported shrinking of ahex, but the computed contractions were 

below 1%. We observe in our Si-4H sample a further distortion of the tetrahedral bond angles 

with respect to d-Si, which results in a more pronounced buckling of Si-4H hexagonal planes. 

The additional corrugation causes a reduction of interatomic distances in the hexagonal planes 

and a subsequent increase of their thickness, which is coherent with our values for both ahex 

and c4H/n. This result, along with the incorrect evaluation of (10 l) reflections intensity in the 

fit (Figure 5.1(c)) led us to further investigate the Si-4H structure.  

The crystallites shape has been determined by refinement of spherical harmonic 

coefficients Y00 and Y20 as implemented in FullProf71. The Rietveld fit suggests a flake-like 

configuration. There is thus a strong anisotropy in the crystallites morphology, with the average 
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flakes height (3.8 nm) markedly smaller than the estimated diameter (11.4 nm), as shows the 

sketch in Figure 5.1(c). This can explain the non-uniform broadening of PXRD peaks. 

 

 

Figure 5.2 : (a) High-Resolution TEM image; two different domains, A and B, are evidenced. FFT- 

TEM of the A and B are reported in (b) and (d). Both domains have Si-4H structure, as shown in (c)  

and (e) where the simulation of Si-4H reciprocal space along [001] and [22̅3] directions respectively 

has been superposed to the pattern. (f) HR-TEM image of the hexagonal planes stacking; the 

corresponding FFT-TEM pattern and the simulated Si-4H [010] are shown in (g) and (h). (i) A 

schematic view of the crystallites shape and size as determined by TEM. 

A local analysis of the grains' structure has been conducted at nanometric scale by TEM. 

Combining TEM direct-space images and Fast-Fourier Transform TEM (FFT-TEM) has 

enabled us to verify the flake-like configuration by determining the size of the coherent 

scattering domains. Figure 5.2(f) shows the stacking of the hexagonal planes along the c axis, 

i.e. [001] direction. The resolution does not allow the observer to distinguish the arrangement 

of the Si dumbbells, but thanks to FFT-TEM we can confirm the flake size to be just a few nm 

along the c axis. Indeed, it was not possible to isolate FFT-TEM single-crystal domains along 
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this direction; since the coherence length of the instrument is 5 nm, this sets 5nm as the upper 

limit for flakes' height. The typical FFT-TEM collected patterns (Figure 5.2(g-h)) are 

compatible with Si-4H theoretical one along [010], the unidirectional broadening of the spots 

along [001] indicating the presence of stacking faults (SFs). We therefore conclude that the 

flake configuration is induced by the SFs, which separates crystallites limiting dimensions 

along the c axis. The in-plane hexagonal pattern instead presents well defined spots, as shown 

in Figure 5.2(b-c). All the examined regions have been identified using the Si-4H structural 

model and they are coherent over relatively large domains, ranging from 20 nm up to 90 nm. It 

is worth stressing that all the FFT-TEM patterns here reported are not compatible with Si-2H 

nor Si-6H polytypes (see Figure 5.2(a-e) and Appendix 5.2 for further discussion regarding Si-

4H and SFs identification through FFT-TEM). 

The flake-like structure of the crystallites delimited by stacking faults and the sizes 

measured by TEM can explain the inconsistency between experimental and calculated PXRD 

patterns in Figure 5.1(c). A simplified model was employed in the Rietveld refinement to 

simulate the anisotropic shape. The effective anisotropy, as seen in TEM images, is more 

pronounced: 20 − 90 nm ×< 5 nm, compared to 11.4 nm × 3.8 nm of Rietveld fit. We 

would thus expect further attenuation and widening of the (1 0 𝑙) reflections, which is 

compatible with the experimental data (Figure 5.1(c)). It is worth noting that, despite the 

different accuracies, XRD and TEM measurements unambiguously confirm the same polytypic 

structure and crystallite shape of the sample. 

Obtaining a large-volume sample has enabled us to measure 29Si NMR of the recovered 

sample, providing a first reference for hexagonal Si. DFT73,74 was used to compute the expected 

NMR spectra for different polytypes (see also Appendix 5.3-5.4). According to the number of 

independent crystallographic positions per unit cell, we expect two NMR signals to appear for 

Si-4H, at -127.7 ppm and -96.9 ppm, corresponding to the 4e and 4f Wyckoff positions of space 

group P63/mmc respectively. From the experimental data reported in Figure 5.3 together with 

the computed signals for Si polytypes, we see two peaks, shifted of ∼10 ppm with respect to 

the DFT prediction for Si-4H. The identification of a doublet demonstrates the presence of more 

than one crystallographic position, confirming that the hexagonal Si recovered from HP does 

not correspond to a Si-2H polytype. The signal at around -50 ppm, already observed in the HP-

HT synthesis of Si-III75, can be explained by the presence of stacking faults. The results of 29Si 

NMR measurements are thus coherent with previous structural investigations. It is also 
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important to stress that no signal corresponding to Si-III is observed, confirming the completion 

of Si-III→Si-4H transformation. In future, the use of 29Si as starting material could help to 

improve the quality of the data for a clearer interpretation of 29Si NMR spectra. 

Figure 5.3 : 29NMR measurements of Si-4H; vertical lines show evidence of a doublet. On the x axis, 

experimental chemical shifts of Si-III and SiO2 (triangles) together with the DFT results for Si polytypes 

are reported for comparison. 

A Raman spectrum is reported in Figure 5.4(a). We observe a smooth increase of 

intensity from 410 cm-1, in contrast with the steep decrease of the high-energy side of the 

spectrum from 510 cm-1. A straightforward identification of Raman peaks is not possible. 

Several theoretical studies have already addressed the vibrational and optical properties of Si-

2H65,76–78, but an investigation of different hexagonal polytypes is still missing (with the 

exception of a study concerning Si NWs79). We have thus performed DFT73,74 simulations of 

Raman spectra for 2H, 4H and 6H bulk crystals (see also Appendix 5.3-5.4), reported in Figure 

5.4(b). In agreement with previous literature76,80, we predict two Raman peaks in the Si-2H 

spectrum, corresponding to E2g mode and to the quasi degenerate E1g and A1g modes, 

respectively (see also Appendix 5.3). This degeneracy is no longer present in Si-4H and Si-6H, 

hence a minimum of three distinct Raman peaks appears in the spectra. The computed Si-4H 

spectrum is compatible with measurements and it is the only one showing a Raman active mode 

below 420 cm-1, in the range of the observed low-energy tail. Reduced size of crystallites can 

induce broadening and asymmetry of the Raman active peaks in d-Si81,82, while residual stress 

can cause shift of the Raman modes83. These effects are however too small to quantitatively 

explain the extension of the presently measured low-energy tail. 
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This feature is not uncommon53,84,85 and we attribute it to the specific shape of the 

present crystallites (few nm thin flakes, highly ordered in the directions parallel to the 

hexagonal plane) or, equivalently, to the presence of stacking faults in the sequence of the 

hexagonal planes. 

 

Figure 5.4 : Raman measurements and DFT calculations. Upper panels: Raman spectra as predicted by 

DFT calculations for three different polytypes. Lower panel: experimental data obtained with a green 

laser (𝜆 = 514.5 𝑛𝑚) as exciting radiation in back-scattering geometry, compared to the Si-4H Raman 

spectrum from DFT. The vertical dashed line corresponds to the Raman shift of the d-Si optical phonon 

at 52 cm-1. 

PL measurements, performed at ambient temperature with a blue laser (λ = 460 nm) 

as exciting radiation, evidence a strong emission in the NIR-Visible region, as reported in 

Figure 5.5: the emission peak is centred around 750 nm, i.e. 1.65 eV and exhibits a large 

superposition with solar spectrum in the visible region. The origin of the emission has still to 

be verified, as similar results have already been reported in cubic Si nanostructures (NWs86, 

porous Si87,88 and nano-particles89) and thus cannot be directly ascribed to hexagonal Si. 

Generally, visible emission in Si nanostructures has been explained as a consequence of 

confinement28,29,88,89. Confinement is expected to cause a blue-shift of the electronic states, 

raising the value of the band-gap30 while increasing the efficiency of radiative recombination 

thanks to carrier concentration and indirect space delocalization90. It is unlikely that the Si-4H 

PL emission is caused by the presence of SFs, as the effects of Si dislocations and defects were 

observed at lower energies86,91. Si-4H PL emission could be instead compatible with a direct 

transition at the Γ point, as already reported in B-doped wurtzite (thus 2H structure) Si NWs92. 

Indeed, ab initio calculations predict that the strain of Si-Si bonds should induce a direct 
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bandgap in Γ in both cubic40 and hexagonal39 Si, as well as in Si NWs with diameters up to 9-

11 nm29. 

 

Figure 5.5 : Photoluminescence spectrum of Si-4H at ambient condition, using a blue laser(𝜆 =
460 𝑛𝑚). Solar spectrum irradiance is reported on the background to evidence the large superposition 

of the sample emission with the visible region. 

At the present moment our measurements do not allow us to distinguish whether the 

bandgap of this newly synthesized material is direct, nor whether its value is determined by the 

flakes' size or by the hexagonal crystal symmetry (see further discussion on Appendix 5.3). In 

the future, systematic studies should be conducted with varying Si-4H crystallite sizes and by 

comparing the results with cubic d-Si nanostructures. If possible, synthesis of different 

polytypes, such as Si-2H and Si-6H, would complete the picture, investigating separately the 

influence of crystal structure and size on the optoelectronic properties of hexagonal Si 

nanostructures. Despite the uncertainty regarding its origin, visible PL emission is of great 

interest for future employ in photovoltaic applications. Indeed, assuming that absorption band 

of Si-4H and emission spectra of the sun overlaps as for the PL spectra, we can conclude that 

nanostructured hexagonal Si-4H polytype is more efficient than commonly used cubic d-Si in 

absorbing visible light. This feature could play an important role in the development of Si-based 

solar panels, as employ of Si-4H as absorber would allow to reduce thickness of the absorbing 

layer while increasing efficiency. 

Our synthesis route has demonstrated to be an efficient way to obtain hexagonal Si 

crystals. This peculiar approach results in high-purity ingots, suitable for future 
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characterizations able to shed light on the physical properties of hexagonal Si polytypes. Use 

of HP-HT synthesis for precursor Si-III constitutes a twofold advantage. On one side it allows 

us to obtain large-volume samples while, on the other hand, the nanostructured morphology 

could confer new and exotic properties. The challenge for the future is to deeply understand the 

growth mechanism of hexagonal Si polytype, with the aim of bandgap engineering through a 

combined polytype/size control. 
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 Appendix Chapter 5 

Appendix 5.1: Temperature profile during HP-HT synthesis 

The assembly was compressed at a rate of 0.04 GPa/min up to 13 GPa and heated in a 

Voggenreiter modified-cubic press located at the beamline ID06-LVP, ESRF [2]. During 

compression pressure was estimated using d-Si equation of state (EOS) [3] before starting the 

heating and was then assumed quasi-constant during the heating.  

Temperature evolution during the heating is reported in Figure 5.6 Heating was 

performed at a rate of 26 K/min up to 604 K and then rate was decreased to 13 K/min up to 833 

K. The temperature was then dwelled for 20 minutes to check the transformation Si-I→Si-II. 

To observe the complete disappearance of Si-I peaks, temperature was raised up to 870 K (rate 

16 K/min) and then dwelled for other 20 minutes. During the dwell, pressure loading was 

increased of 20 bar to compensate the pressure loss during Si-I→Si-II transformation and 

maintain the sample pressure 13 GPa. As soon as the reaction was complete, the system has 

been quenched to ambient temperature. Temperature was evaluated using Si melting 

temperature to calibrate the Power-Temperature curve.  

 

Figure 5.6 Profile of Temperature and Power during the heating at 13 GPa. 
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Appendix 5.2: Electron Diffraction Patterns and FFT-TEM proof of Si-4H stacking 

faults 

 

Figure 5.7 FFT-TEM patterns of zone 3 of the sample, shown also in the main text. Green dots are 

simulated Si-4H diffraction pattern along [2 -2 3] and [0 0 1] direction respectively. 

 

As visible in the upper panel of Figure 5.7, the spots of [2 -2 3] pattern are deformed 

along one precise direction; looking at the projection on the right, we see that this direction 

corresponds to the [0 0 1], i.e. the c axis. The deformation of the spots can thus be interpreted 

as due to stacking faults, that cause the superposition of several domains along the [0 0 1] 

direction. On the contrary, looking at the [1 0 0] pattern, that is perpendicular to the c axis, 

no deformation of the spots is observed. 
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Figure 5.8 FFT-TEM patterns are compared with simulated electron diffraction patterns for Si-2H, 

Si-4H and Si-6H polytypes. From left to right, for two different patterns are reported: FFT-TEM 

data; Si-4H simulation superimposed to the data to underline the good agreement between data and 

simulation; Si-2H and Si-6H simulation of the electron diffraction pattern along the same direction. 

Comparison evidences that the experimental data are compatible with Si-4H structural model and 

could not be explained with other hexagonal polytypes. 

 

Figure 5.9 TEM image and Electron Diffraction pattern of the sample (zone 14). Green dots are 

simulated Si-4H diffraction pattern along [010] and [100] direction respectively. 
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Figure 5.10 TEM image and Electron Diffraction pattern of the sample (zone 15). Green dots are 

simulated Si-4H diffraction pattern along [010] and [100] direction respectively. 

 

Appendix 5.3: DFT Calculations Results 

Calculations for the NMR chemical shift and for Raman spectra were done using density 

functional theory (DFT) using periodic boundary conditions, plane-waves and pseudopotential 

approaches as implemented in the Quantum ESPRESSO package [4-5] (see Appendix 4 for 

computational details).  

The difference between the applied external magnetic field and the effective magnetic 

field at the nucleus positions is at the origin of the NMR chemical shift. It can be obtained by 

calculating, for a given crystalline structure, the shielding of the nuclei relative to the electronic 

current induced by the external magnetic field. This induced current can be calculated by using 

the GIPAW (Gauge Including Projector Augmented Wave) approach, which allows 

reconstructing the all-electron magnetic response from the pseudo-wave-functions. In Table 5.1 

calculated 29Si NMR chemical shifts are reported for Si-2H, Si-4H and Si-4H polytype; d-Si is 

reported for comparison. 
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Table 5.1 29Si NMR Chemical Shifts of Hexagonal Si Polytypes 

 Crystallographic 

position 

δiso  (
29Si) 

[ppm] 

  

Si-I (d-Si), O7
h Si -79 

  

Si-2H, D4
6h 4 Si -122.7 

  

Si-4H, D4
6h Si1 -127.7 

 Si2 -96.9 

  

Si-6H, D4
6h Si1 -90.0 

 Si2 -90.4 

 Si3 -128.8 

 

 

The simulated Raman spectra are obtained within the non-resonant (Plackzek) approximation: 

the position (Stokes Raman shift) of the peaks is equal to the zero-wavevector phonon 

vibrations 𝜔𝜈 (𝜈 is the branch index) and the corresponding intensity 𝐼𝜈 is given by  

𝐼𝜈 ∝ |𝒆𝑖  ⋅ 𝑨⃡  𝜈  ⋅ 𝒆𝑠|
2

1

𝜔𝜈
(𝑛𝜈 + 1), 

where 𝒆𝑖 (𝒆𝑠) is the polarization of the incident (scattered) radiation, 𝑛𝜈 is the phonon 

occupation given by the Bose-Einstein statistics (calculated for room temperature), and 𝑨⃡  𝜈 is 

the Raman tensor. The Raman tensor can be calculated as the derivative of the dielectric tensor 

𝜀∞ ⃡    with respect to the atomic displacement pattern corresponding to the phonon mode 𝜈. In the 

present work the phonon frequencies were calculated using standard first-order density 

functional perturbation theory [6] and the Raman tensor was calculated using the second-order 

approach of Ref. [7]. Both approaches are exact within DFT and the computational details are 

given in Appendix 4. 
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         Table 5.2 Frequency of the Raman active modes of Hexagonal Si Polytypes 

Mode Degeneration 
Raman 

Shift [cm-1] 

Relative 

Intensity 

Si-2H, D4
6h 4 atoms/unit cell 

A1g(LO) 1 511 1 

E1g(TO) 2 511 0.11 

E2g(TO) 2 496 0.14 

 

Si-4H, D4
6h 8 atoms/unit cell 

E1g(TO) 2 518 0.22 

A1g(LO) 1 513 1 

E2g(TO) 2 501 0.34 

A1g(LO) 1 416 0.05 

Si-6H, D4
6h 12 atoms/unit cell 

E1g(TO) 2 518 0.29 

A1g(LO) 1 515 1 

E2g(TO) 2 510 0.44 

E2g(TO) 2 491 0.02 

A1g(LO) 1 462 0.05 

It is known that LDA-DFT slightly underestimates the phonon frequencies of the 

considered Si polymorphs. In order to simplify the discussion of Figure 5.4 in the main text, we 

have upshifted the calculated frequencies by +2.6 cm−1 so that the frequency of diamond Si (d-

Si) coincides with the experimental value of 521 cm−1. Results are reported in Table 5.2.A. 

Note that, in [8] the Raman active A1g and the E1g modes of Si-2H are split by 9 cm−1. A similar 

splitting is not observable in the calculations reported by [9] and also according to the present 

calculation (Table 5.2.A) the two modes have the same frequency. We remark that all the 

present calculations are done by relaxing, through energy minimization, the two cell parameters 

of the hexagonal cell and the atomic positions. If we compute the Raman spectra of the ideal 

configuration for the wurtzite structure (with ideal c/a ratio and no relaxation of the internal 

degrees of freedom), we obtain that the A1g and the E1g modes of Si-2H are split by ∼10 cm−1, 

similar to the value reported by [8]; this split is reduced to ∼8 cm−1 if we relax only the atomic 
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position but we keep the ideal cell parameters, and it disappears once we let both relax. We 

argue that this is the origin of the mentioned discrepancy.  

 

Figure 5.11  Electronic band structures of different polytypes as calculated by LDA-DFT. 3C polytype 

(i.e. cubic d-Si) is reported for comparison. Our results are in good agreement with previous calculations 

[10-11]. 

In order to compare with previous literature [10-11] in Figure 5.11 we show the 

electronic band structures of the polytypes described in the text. There is a good agreement with 

the LDA-DFT results previously published. All hexagonal polytypes of Si are indirect bandgap 

semiconductor, with the maximum of the valence band at the Γ point and the minimum of the 

conduction band at the Μ point for Si-2H and moving along the Μ-Γ line for Si-4H and Si-6H. 

Indirect bandgap values are smaller than that of d-Si [10-11], with a clear trend of approaching 

d-Si value with decreasing “hexagonality” (i.e. from Si-2H, 100% hexagonal, to Si-4H, 50%, 

and Si-6H, 33%). Since LDA-DFT systematically underestimates the bandgap value, another 

useful reference for understanding hexagonal Si optoelectronic properties is given by [12]. In 

this study, many-body perturbation theory was used to compute quasiparticle band gaps and 

optical absorption spectra for Si-2H. With this approach, more reliable value for the electronic 

bandgaps can be obtained. While the computed value of the indirect bandgap (0.95 eV) is not 

substantially smaller than d-Si one (1.14 eV), a larger difference is found for the direct transition 
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at the Γ point, i.e. 1.63 eV for Si-2H compared to 3.20 eV for d-Si. This reduction of the 

transition energy is due to the backfolding of d-Si electronic bands when the symmetry changes 

from cubic to hexagonal in Si-2H and has the effect on increasing the absorption in the whole 

visible spectral range compared to d-Si [12]. Even though this study addresses Si-2H and this 

approach has not yet been applied to Si-4H, it seems reasonable to expect that all hexagonal 

polytypes would exceed d-Si absorption in the visible range. Indeed, this absorption increase is 

primarily caused by the change in the symmetry and by the reduction of the transition energy 

at the Γ point, which has been reported by LDA-DFT calculations for both Si-4H and Si-6H 

[10]. Another factor that could play a fundamental role for increasing hexagonal Si polytypes 

absorption is crystal size. Indeed, the transition at the Γ point is optically forbidden in Si-2H 

[12], but we could expect a relaxation of dipole transition selection rules in strongly confined 

system which could tremendously raise the absorption around the direct bandgap energy. 

Appendix 5.4: Experimental and Calculation Procedures 

In-situ X-Ray Diffraction During HP-HT synthesis at the ESRF, angle-dispersive 

PXRD patterns were collected continuously. The data write-rate was typically maintained at 

32s/pattern during compression and decompression, while during the heating rate was increased 

up to 0.1s/pattern and 32X re-bin. A constant wavelength (λ = 0.3757 Å) was selected by a 

Si111 double-crystal monochromator from the emission of a U18 cryogenic insertion device at 

∼6 mm magnetic gap. Data acquisition was performed in the 2θ range of 6.27−14.64° using a 

Detection Technology X-Scan series1 linear pixelated detector. Sample-to-detector distance 

and the detector offset were calibrated using LaB6-SRM660a (NIST). Data were integrated and 

manipulated using Fit2D software [13-14]. 

 

Figure 5.12  Comparison of XRD diffraction measured pattern and computed profiles for different 

hexagonal polytypes. Data are reported with a black line and were collected using a Mo radiation source 

(λKα1 = 0.709319 Å, λKα2 = 0.713609 Å). Structural models for hexagonal polytypes are taken from [10] 

and thus do not correspond with the ideal polytypic structure, but with a relaxed one obtained by DFT 

calculations. 
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X-Ray Diffraction at IMPMC X-Ray powder diffraction measurements were carried 

out at the XRD platform of the IMPMC on a Rigaku MM007HF diffractometer equipped with 

a Mo rotating anode source (λKα1 = 0.709319 Å, λKα2 = 0.713609 Å), Varimax focusing optics 

and a RAXIS4++ image plate detector. X-ray data were collected at 25°C between 0° and 30° 

2θ with a 0.028° 2θ step. Cell parameters, crystallite sizes and microstrain were refined using 

Rietveld method as implemented in the Fullprof [15-16]. 

 

Figure 5.13   2D diffractogram of Si-4H sample. Since there is no evidence of texture in the sample, 

such effects have not been taken into account when performing Rietveld refinement. 

A Rietveld refinement was performed starting from the known model for Si-4H [10]. 

The unit cell and Si atomic positions were refined first. Then, since the peak width was larger 

than the instrumental one, isotropic size (Y) and isotropic strain (X) parameters were refined. 

The two effects can be decoupled on the diagram because the first induces a peak broadening 

as Y/cos whereas the second as Xtan. Then, anisotropic refinements of size parameters 

allowed to improve the fit and the corresponding spherical harmonic coefficients are given in 

the following tables. To perform anisotropic size refinement, Y (isotropic Lorentzian size 

parameter) was reset to zero. Fractional atomic coordinates along the c axis were then refined 

independently for both Si atoms (4e and 4f), while a constrain maintained the isotropic 

displacement B equal for both atomic site.The result of Rietveld refinement are reported, 

together with the corresponding errors, in the following tables. 

Table 5.3 Fractional atomic coordinates and equivalent isotropic displacement parameters 

Atom x y z B(eq) 

Si1 (4e) 0 0 0. 0906(5) 1.94(6) 

Si2 (4f) 1/3 2/3 0. 1646(8) 1.94(6) 
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Table 5.4 Results of the Rietveld refinement on the X-Ray powder pattern of Si4H 

 Si4H, X-ray Diffractometer, λMo 

P 63/mmc   RBragg = 18.1 % 

a = 3.7948(7) Å b = 3.7948(7) Å c = 12.7099(60) Å    

V = 158.51(8) Å3    

Size Parameters 

Y00 = 14.5(1.3),  Y20 = 11.6(1.3) 

Strain Parameters 

X = 2.2(2) 

 

Photoluminescence PL measurements have been performed at ambient temperature 

using the blue excitation laser beam (λ = 460 nm, 10 µm beam spot) of an Ar laser. The PL & 

Raman spectra were collected using a high-resolution confocal Horiba Jobin Yvon HR800 

µRaman system with Peltier-chilled Si detector. The spectrometer was calibrated at room 

temperature using Ne lines for absolute energy values (for PL spectra) and a single crystal of 

cubic Si for relative inverse wavenumber (for Raman spectra). A laser power at the sample was 

estimated to be less than 30 mW. No effect due to laser heating of the sample was observed. 

Raman spectra have been performed prior to PL in order to assure the good signal from the 

sample. 

Nuclear Magnetic Resonance + DFT Calculations 29Si magic angle spinning nuclear 

magnetic resonance (MAS NMR) experiments were performed at LCMCP on a 700 MHz 

AVANCE III Bruker spectrometer operating at 139.15 MHz, using a 2.5 mm Bruker probe 

spinning at 20 kHz. A single-pulse excitation with a flip angle of 90° and a recycle delay of 200 

s were used. 29Si chemical shifts were referenced to TMS. 

The theoretical 29Si NMR properties of various Si polytypes were investigated within 

the DFT framework, using periodic boundary conditions and the generalized gradient 

approximation (GGA) to the exchange-correlation functional as proposed by Perdew, Burke 

and Ernzerhof [17]. The NMR chemical shift describes the difference between the applied 

external magnetic field and the magnetic field at the nucleus positions. It can be obtained on 

the structural model by calculating the shielding of the nuclei relative to the electronic current 
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induced by the external magnetic field. This current was calculated by using the GIPAW 

approach, which allows reconstructing the all-electron magnetic response from the pseudo-

wave-functions [18-19]. The calculations were performed using the PWscf and GIPAW codes 

of the Quantum ESPRESSO package [4-5]. Norm-conserving pseudo-potentials were used and 

the wave functions kinetic energy cutoff was increased to 80 Ry. The integral over the Brillouin 

zone was done using Monkhorst-Pack 13138, 16165, 15153, k-point grids for Si-2H, 

Si-4H and Si-6H structures respectively. A 101010 k-point grid was used for Si-I, calculated 

as a reference. The isotropic chemical shift δiso is defined as δiso = – (σ – σref), where σ is the 

isotropic shielding (one-third of the trace of the NMR shielding tensor) and σref is the isotropic 

shielding of the same nucleus in a reference system. In our calculations, absolute shielding 

tensors are obtained. To fix the scales, σref was chosen by comparing experimental (79 ppm) 

and calculated δiso values of Si-I.   

Raman Spectroscopy + DFT Calculations The Raman spectra were recorded at the 

IMPMC spectroscopy platform on a HR460 (Jobin-Yvon/Horiba) spectrometer using as 

excitation source an Ar+ laser under 514.5 nm excitation wavelength. The light was dispersed 

in a grating of 1500 lines and centered in 532 nm. The power of the laser was kept lower than 

15 mW over the sample to avoid overheating and the typical recording parameters for the 

spectra were 5 accumulations of 30s each. 

Density functional theory calculations were done with the quantum-espresso package 

[4-5], by using the local density approximation [20-21], norm-conserving pseudopotential and 

plane-waves (80 Ry energy cut-off) approaches. The Brillouin zone integration is performed 

by using k-points sampling with a grid equivalent to the 10x10x4 for the Si bulk in the 

hexagonal 3C structure (6 atoms per cell). Atomic positions and cell parameters were always 

relaxed by energy minimization. Phonon modes and Raman tensor were calculated with the 

approaches of [6] and [7]. The Raman spectra shown in the text simulate a non-polarized 

experiment done on powder and are obtained by averaging over different polarizations and 

orientations. The 521 cm−1 mode of d-Si has been taken as a reference to evaluate systematic 

errors. Therefore, in order to make DFT and experimental d-Si phonon coincide at 521 cm−1, 

all computed Raman frequencies have been shifted of +2.6 cm−1. 

Transmission Electron Microscopy and Diffraction TEM observations (High 

Resolution TEM and Selecting Area Electron Diffraction) were carried out at IMPMC on a Jeol 
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2100F TEM operating at 200 kV, equipped with a high-resolution UHR pole piece and a Gatan 

US4000 CCD camera. 
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Chapter 6:  

Multi-scale Structure of Hexagonal Si-4H 

from high-pressure 

In this chapter the results of a more detailed structural characterization of hexagonal Si-4H are 

presented. Our multi-scale approach has revealed a hierarchical structure in the native morphology of 

hexagonal Si-4H obtained from high-pressure synthesis. We provide direct evidence of nanostructure 

on a different length-scale from the inferred crystallites’ size (i.e. ∼5nm-high coherent crystalline 

domains, called nano-flakes, see Chapter 5). Structural characterization combining optical and electron 

microscopy has enabled discovery of a new structural unit, that we named platelets. The dimensions of 

the platelets, i.e. hundreds of nanometres in the lateral dimensions and tens of nanometres thickness, 

suggest that they might have an impact on Si-4H applications, as size effects may modify the 

bandstructure and determine the bandgap value. We developed an experimental procedure to separate 

and disperse quasi-single platelets without evident damages to their crystallinity nor carbon 

contamination. Our procedure to access and manipulate the platelets, i.e. quasi-2D nanoparticles of 

hexagonal Si, opens the way to devices design and engineering through micromanipulation.  

 

6.1 Introduction 

Hexagonal silicon (Si) is expected to pack into a range of different polytypes comprised 

of quasi-2D hexagonal sheets and differing for the stacking sequence along the third dimension. 

Si hexagonal (H) polytypes can be obtained by modifying the sequence of Si {111} planes, i.e. 

ABC in the case of cubic Si-I (3C polytype). Calculations have predicted several metastable 

polytypes, such as 2H (AB), 4H (ABCB) and 6H (ABCACB)1–3. Theoretical studies have 

addressed the optoelectronic properties of hexagonal Si polytypes, especially the lonsdaleite4-

like Si-2H. These studies suggest that, when arranged in a hexagonal symmetry, Si should 

present considerable advantages for optoelectronic applications compared to the cubic 

counterpart. Hexagonal Si is expected to exhibit enhanced absorption efficiency in the range of 

interest for solar applications5–8, with a bandgap that is predicted to shift and to become direct 

with strain and pressure3,7,9 or in low-dimensional systems10. Enhancement of Si absorption in 

the visible region would open the way for a new generation of solar devices able to combine 

high-efficiency with moderate costs and environmental impact11,12. Thus, synthesis of 

hexagonal Si could be a major step forward in the field of Si-based technology, and it would 

contribute to resolve the longstanding challenge of obtaining optimized yet Si-based materials. 
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Because of the promising optoelectronic properties predicted for hexagonal Si, 

researchers have used different synthetic approaches in the attempt of stabilizing it. Synthesis 

of Si-2H has been reported from chemical methods13, as an inclusion in polycrystalline Si 

nanostructures14–16, and as the result of high-pressure treatment17–21 (the so-called Si-IV phase, 

obtained by annealing of the cubic Si-III17,22,23 recovered upon decompression). A hexagonal 

2H-like arrangement of Si atoms (as the one suggested for Si-IV) was demonstrated by epitaxial 

growth of Si on a GaP nanowire (NW) core24. The process has been successfully applied to 

obtain GaP/Si/SiGe NWs25. Despite this extended experimental effort, characterization of 

hexagonal Si’s properties has remained elusive, as synthesis of a pure-phase material was still 

missing. We recently established the first synthesis of pure hexagonal Si from high-pressure 

and demonstrated its Si-4H structure26, paving the way for the exploration of its physical 

properties (for more details, see Chapter 5). The advantage of our high-pressure synthesis 

approach is that the solid-to-solid transformations ensure that the purity of the product matches 

that of the starting material27,28, making it preferable to chemical methods29. 

Preliminary investigation of the pure Si-4H samples, as reported in Chapter 5, revealed 

a substantial nanostructure. Structural characterization combining x-ray diffraction (XRD) and 

transmission electron microscopy (TEM) has shown that Si-4H obtained from high-pressure is 

comprised of flake-like crystallites, as set by the high density of stacking faults26. These highly 

textured nanostructure present significant questions as to its influence on Si-4H optoelectronic 

properties. Indeed, quantum confinement on the nanometric scale could have a significant 

impact on the bandgap of this material10,30. We measured a strong photoluminescence showing 

a good overlap with the visible range of solar spectrum. The origin of this emission has not yet 

been assessed, and further investigation is needed to determine the main factors that set the 

bandgap of nanostructured Si-4H.  

Hexagonal polytypes of Si are expected to play a fundamental role in the development 

of high-efficiency Si-based photovoltaics, and several theoretical studies have addressed their 

optoelectronic properties in both the bulk and the NWs form. We have provided the first 

synthesis of pure hexagonal Si from high-pressure treatment in the form of a bulk yet 

nanostructured material. High-pressure synthesis enables thus to combine the advantage of 

large-volume synthesis with those of confinement-enhanced optoelectronic properties. Our 

preliminary characterization has revealed flake-like nano-crystallites, i.e. quasi-2D 

nanoparticles which properties have not yet been addressed by theoretical nor experimental 
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studies. Through characterization and full understanding of the complex nanostructure of 

hexagonal Si-4H is a fundamental step to assess its feasibility for solar applications and the 

possibility of tuning its optical properties by acting on the crystallites’ size or by applying strain. 

In this work we use high-purity samples to investigate the native nanostructure of Si-4H and 

we report characterization of its multi-scale morphology. 

6.2 Experimental Results 

We use a multi-scale approach to characterize the structure and the morphology of Si-

4H, and we observe a hierarchical structure in the samples as obtained from high-pressure. We 

report discovery of discrete disks at the nanoscale, which we refer to as platelets to distinguish 

them from the previously inferred flake-like crystallites.  

 
Figure 6.1 : Multi-scale analysis of the hierarchical structure of Si-4H. A combination of optical and 

electron microscopy techniques was used to access the different length-scales. (a) Cracks observed at 

the sample surface upon polishing. Observation of the finely patterned cracks led us to further investigate 

the grains’ size in our material. (b) Image revealing the substantial nanostructure of the pristine Si-4H 

morphology. We observe quasi-2D discrete structural units, that we refer to as platelets. (c) Image of 

quasi-single platelets dispersed on a TEM grid. (d) Image of a single platelet. The crystal planes are well 

visible, and the crystalline quality is also confirmed by the FFT pattern (i.e. the reciprocal lattice 

corresponding to the image). 

From our previous characterization we had inferred that Si-4H is a nanostructured 

material, comprised of flake-like crystallites stacked along the c axis and separated by stacking 

faults (Chapter 5). Thus, on the nanoscale the material is highly textured, as the flakes have a 

preferential orientation. Figure 6.2(c) shows typical XRD data from Si-4H samples, and the 

presence of continuous Debye-Scherrer rings demonstrates that the sample, when the entire 

sample volume is probed, appears like a perfect powder. The well-ordered behavior at the 
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nanoscale is in contrast with the random orientation of the crystals at the biggest length-scale. 

The substantial differences between these two length-scales led us to suppose the existence of 

(at least) an intermediate length-scale, at which the preferential orientation is lost. To verify this 

supposition, we performed Electron Backscatter Diffraction (EBSD) to characterize the 

mosaicity of the sample at the µm scale. To prepare the sample and to obtain a clean and flat 

surface, we mechanically polished the as-synthesized pellet of Si-4H (see also Appendix 6.1). 

The images in Figure 6.2(a-b) were collected with an optical microscope and they show the 

surface cracks that we observed after polishing. These cracks could be caused either by material 

sensitivity or because of the native structure. We performed EBSD, but no detectable signal 

was measured. The absence of signal from EBSD could be caused either by the amorphization 

of the sample’s surface upon polishing or by the presence of sub-micron crystalline domains, 

not detectable by EBSD.  

 Figure 6.2 : (a)-(b) Images of the pellet’s surface after fine polishing. Cracks are visible at the sample’s 

surface. (c) XRD pattern of the Si-4H sample from the original batch (black, Chapter 5) and from the 

sample analysed in this study (red). The inlay shows the 2D image plate, displaying continuous Debye-

Scherrer rings. 

Both the absence of EBSD signal and the presence of fine cracks at the sample’s surface 

could be caused by mosaicity on a length-scale not detectable by optical microscope. To verify 

the presence of sub-micron grains, we performed Scanning Electron Microscopy (SEM) 

imaging on the sides of the as-synthesized sample investigating Si-4H’s pristine morphology. 

The images in Figure 6.3 reveal a complex morphology, with voids and cracks observable 

already on the pristine sample (see inset in Figure 6.3(a)). Ultra-High-Resolution (UHR) 
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imaging using the so-called immersion mode (i.e. the sample is immersed in the lenses’ 

magnetic field) enabled us to finely observe the morphology of Si-4H. These results (Figure 

6.3) demonstrate that the material is comprised of discrete structural units that entirely cover 

the surface, as shown in Figure 6.3(b-c). 

Figure 6.3 : Images investigating the pristine morphology of Si-4H. The complex conformation of the 

sample, that comprises voids, cracks and discrete flat units, is here demonstrated by SEM imaging. (a) 

Evidence of voids and cracks on the as-synthesized Si-4H sample; the inset dimensions are 5 µm and 

2.4 µm. (b) Image of the sample’s surface that evidences the presence of the platelets. (c) Magnification 

of the region framed in yellow in (b); dimensions are 3.8 µm x 3.8 µm. 

Further analysis of these structural units revealed a disk-like shape, that resembles that 

of the previously reported nano-flakes26, (see also Figure 6.4). With respect to the flake-like 

crystallites (∼5nm high), the units that emerged from SEM imaging are on a larger length-scale, 

and we referred them as platelets, in analogy with SiC-4H crystals obtained via Acheson 

porcess31–33. Figure 6.4(b) shows a group of platelets that are loosely packed together and have 

no evident preferential orientation. By analysing the magnifications in Figure 6.4(b-c), we 

observed that the platelets are electron-transparent. Indeed, the figure shows three distinct 

platelets that are superposed. The edges of all three platelets are visible, which is only possible 

if at least one of them is partially transparent to the electron beam. This observation sets an 

upper limit for their height at around 100 nm and gives direct evidence of the nanostructured 

morphology of as-synthesized Si-4H. 
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Figure 6.4 : Images showing a representative collection of platelets. The platelets are disordered and 

show no sign of preferential orientation. (a), (b) UHR-SEM images of the pristine morphology of Si-

4H. (c) Magnification of the region evidenced in (b). The edges of the platelets as obtained from edge-

finding methods are evidenced. 

The electron-transparency of the platelets enabled us to study single platelets and 

collections of very few platelets by TEM without additional processing. We developed a 

procedure to separate and disperse the platelets on a TEM grid (Figure 6.5); the weak binding 

between the platelets facilitated the preparation procedure (for more details on the dispersion 

procedure see Appendix 6.1). We used TEM grid covered with a thin Grafoil® supporting film, 

and we studied only the platelets that were suspended over the holes in the substrate.  
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Figure 6.5 : : (a-d) UHR-SEM images of the TEM grid prepared following the methodology detailed in 

the text. The magnified images in (c-d) (1.80 µm x 1.40 µm ) evidence the suspended electron-

transparent units at the border of the holes of the Quantifoil support film. 

Figure 6.6 shows a typical high-resolution (HR) TEM image of the sample after the 

dispersion processing. We studied a region in which a few platelets are superposed. Using 

EELS, we confirmed no carbon contamination from the substrate nor from the dispersion 

procedure. Most of the platelets present good crystalline quality after TEM sample preparation, 

i.e. the crystalline planes are clearly visible in the HR-TEM images. Some of the thinnest 

platelets (e.g. right edge of Figure 6.6), and the edges of larger platelets appear amorphous, i.e. 

there is no evidence of crystalline planes. In such thin samples, we would expect the crystalline 

domains to be visible in transmission geometry regardless the orientation of the platelet. We 

interpret thus the absence of ordered features in the HR-TEM images as the signature of 

amorphous zones. 

We used Electron Energy Loss Spectroscopy (EELS) to verify whether the structural 

differences we observed in the TEM images are coupled to chemical differences. The black line 

in Figure 6.6(a) shows the line along which EELS scans rastered through the sample. Figure 

6.6(b) shows representative EELS spectra from regions that appear crystalline and amorphous, 

as discussed previously. The spectra in Figure 6.6(b) were acquired in the points marked in the 

zoomed panel (top-right of Figure 6.6). While data collected far from the platelet’s edge (black 

curve) is consistent with the L2,3 edge of crystalline Si, at the sample’s boundary (red curve) a 

mixture of Si and SiO2
34,35 is present. 
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Figure 6.6(c) shows the intensity of the EELS peaks along the scanned line. Si and SiO2 

peaks’ intensities have been calculated by integrating the regions of the EELS spectra delimited 

by the dashed vertical lines in Figure 6.6(b). The intensities were then normalized by the value 

at the first position of the scan and the data are reported in Figure 6.6(c) in purple (Si) and green 

(SiO2). The ratio between the SiO2 and Si peaks’ intensities is represented by the red symbols. 

The relative intensity of SiO2/Si increases at 5 nm from the edge of the sample, i.e. from the 

point at which both intensities go to zero. The quantity of SiO2 is thus higher at the platelets’ 

edges than in other thicker zones. Combination of high-resolution imaging and electron 

spectroscopy enabled us to correlate the amorphous appearance of the thinnest regions of the 

sample to the oxidization. 

Figure 6.6 : Images of the dispersed platelets and EELS data. (a) HR-TEM image of Si-4H platelets 

dispersion. EELS data have been collected along the black line (b) Spectra from the points marked in 

the top-right zoom panel. (c) Normalized intensities of Si and SiO2 EELS peaks in purple and green 

respectively (the dashed vertical lines in (b) show the integration interval around the peaks). The red 

points show the SiO2/Si ratio along the profile. 
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6.3 Discussion 

At the largest length-scale investigated, our results from optical microscopy suggest that 

the high-pressure synthesis route had an impact on the material’s structure. During the 

preparation of a clean surface we observe a fine network of cracks at the sample’s surface. The 

presence of the cracks suggests the existence of grains on an intermediate length-scale between 

the powder-like bulk sample (as emerged from XRD) and the highly ordered nano-flakes 

(Chapter 5).  

By analysis of the µm scale with SEM, we demonstrate that Si-4H sample has a varied 

native morphology, with voids and cracks that could be the origin of those observed using 

optical microscopy on a larger length-scale. The origin of the observed voids is probably linked 

with the phase transformations at high-pressure during the synthesis procedure. Indeed, during 

Si-I→Si-II transition, we have observed a pressure drop caused by a volume contraction of 

more than 20%36,37 (Chapter 4). The high-pressure conditions are generated by a solid 

Cr2O3:MgO pressure transmitting medium and a hBN capsule (which becomes more rigid 

around 10 GPa at high-temperature38) is used. Since the maximum temperature attained during 

the synthesis is 870 K and Si remains in the solid state during the transformations. It is thus 

possible that the nucleation and growth of denser Si-II crystals causes the formation of low-

density and/or voids regions in the assembly, as there is no redistribution of matter during the 

solid-to-solid phase transition.  

SEM imaging has enabled us to discover and characterize discrete and strongly planar 

structural units, Si-4H platelets. In our previous studies, we had inferred the crystallites’ size 

from XRD Rietveld fitting and FFT-TEM analysis (Chapter 5). The inferred nano-flakes were 

only a few (~5) nanometres high, suggesting that their dimensions were limited by the high 

density of stacking fault along the c axis26. From our SEM images reported in this Chapter, we 

see that the platelets are hundreds of nanometres long in their lateral dimensions, while the 

inferred size of the flakes was smaller. Discovery of the platelets adds thus another relevant 

length-scale to the study of hexagonal Si-4H structure and provides the first direct evidence of 

the nanostructured morphology of Si-4H. As was shown in Figure 6.4 and described in Section 

6.2, the platelets appear as solid units that have well defined edges. 

The platelets are loosely packed, suggesting relatively weak interaction between them. 

As direct lattice bonds would hold together the nano-flakes via stacking faults, the loosely 
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packed platelets and the nano-flakes differ substantially. Exploiting their weak interactions, we 

developed a procedure to disperse single and quasi-single platelets. TEM combined with EELS 

spectroscopy showed that, after dispersion, each platelet showed both crystalline and 

amorphous regions. We remark that the lone platelets at the thinnest parts of the samples’ edges 

appeared amorphous with higher concentrations of SiO2. Despite the presence of these 

amorphous regions, the majority of platelets are well-crystallized. 

 

Figure 6.7 : Images showing some representative Si-4H platelets and FFT-TEM analysis of the 

crystalline domains. The direct-space HR-TEM image, the FFT-TEM pattern alone and superposed with 

the calculated one from Si-4H structural model are shown in (a),(b),(c) and (e),(f),(g) respectively. (d) 

and (h) show the FFT-filtered images, in which coloured overlayers are superposed to the original TEM 

image to evidence the crystalline domains. The inset shows the peaks used for Fourier filtering; the 

colours used to evidence each peak are the same of the correspondent overlayers’ ones. 

To compare the crystalline structures that we measured by TEM, we performed Fast 

Fourier Transform (FFT) and Fourier filtering on our images. This analysis allowed us to assess 

the extent and relative orientation of crystalline domains. Figure 6.7 shows the results of this 

Fourier analysis on some representative TEM images of Si-4H platelets. The interplanar 

distances obtained by FFT-TEM analysis are consistent with our previous reports and with the 
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Si-4H structural model3,26. Figure 6.7 (a-b) shows a TEM image and its corresponding FFT-

TEM pattern (superposed with the calculated one in Figure 6.7(c)) and the filtered image in 

Figure 6.7(d). We were able to index all FFT peaks to the Si-4H [021] reflections, individuating 

thus the orientation of the platelet. While the planes appear well ordered in the direct-space 

images, the FFT peaks are broad, which would, on the contrary, suggest the presence of a 

disordered region. The inset of Figure 6.7(d) shows that each spot corresponds to two (01̅2) 

reflections, tilted of around 2.5° and not completely resolvable. FFT filtering of these spots 

reveals two domains, highlighted in red and blue respectively. The presence of two well 

crystallized Si-4H [021] domains oriented in slightly different directions causes thus the 

presence of broad FFT peaks.  

Domains formed by families of planes tilted with respect to each other are found also in 

other regions (Figure 6.7(e-h)). In Figure 6.7(e) the edge of a second superposed platelet is 

visible and highlighted in yellow. The spots on the FFT-TEM pattern show Si-4H [021] 

reflections, with two distinct (01̅2) spots tilted ~12° with respect to each other. The result from 

FFT filtering shows that the tilted crystalline domains cover the lower and the upper portion of 

the platelets, as opposed to each platelet having a different orientation. Both Figure 6.7(a-d) 

and Figure 6.7(e-h) show reflections that index by FFT-TEM to [021]. In both regions, a second 

crystalline domain tilted with respect to the most extended [021] one is present. The platelets 

thus don’t correspond strictly to one crystalline domain. The domains evidenced in Figure 6.7 

have one family of planes in common, i.e. the one corresponding to the (01̅2)  reflection. The 

presence of these domains tilted with respect to each other could be linked with the 

crystallization of Si-4H and it could be a signature of the crystalline growth process.   

The edges of the sample, as well as some platelets in the lower part of Figure 6.7(a) 

don’t belong to any of the crystalline domains highlighted via Fourier filtering. These regions 

are thus amorphous.  Previously, in Section 6.2 and in Figure 6.6, the amorphous nature of the 

edges was only inferred by qualitative considerations looking at the direct space HR-TEM 

images. FFT-TEM and Fourier filtering confirm thus our qualitative identification of the 

amorphous regions. 
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Figure 6.8 : Analysis of the crystalline domains by FFT-TEM filtering. For two different zones of the 

sample the direct-space HR-TEM image, the FFT-TEM pattern and the FFT filtered images are shown 

in (a),(b),(c) and (e),(f),(h) respectively. (d),(h): Zoom of the FFT-TEM pattern corresponding to the 

black squares in (b) and (f) to evidence the peaks used for FFT filtering. The filtered peaks are 

highlighted by coloured circles respectively; the same colours have been used to evidence the 

correspondent crystalline domains with the overlayer in (c) and (h). 

Figure 6.8 shows analysis of Si-4H platelets exhibiting different structural features 

within the crystalline domains. In Figure 6.8(a-d) the FFT-filtering procedure was applied to a 

region in which the edges of three superposed platelets are visible. Different crystallographic 

planes have been identified based on comparison to the predicted diffraction patterns. The peaks 

highlighted in red and blue in Figure 6.8(d) correspond to (004) reflections and are tilted ~16.5° 

with respect to each other. The peak highlighted in green (Figure 6.8(b)) corresponds to (100) 
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reflections. The FFT-filtered image in Figure 6.8(c) demonstrates that each of the highlighted 

peaks correspond to a distinct platelet. 

A very different picture is given by Figure 6.8(e-h), in which the small peaks shown in 

Figure 6.8(g) correspond to extended areas of the sample, but not to a single platelet. The (100) 

reflection correspond to domains formed by {100} planes, i.e. the planes perpendicular to the 

a axis, or, equivalently by symmetry, the b axis. Two {100} domains that are twisted with 

respect to each other and differ for the peaks’ width are highlighted in blue and red (A and B). 

The peaks of the B {100} domain (red) are very broad and appear as linear streaks in reciprocal 

space that cover continuous spreads of  2θ. The broadened streak-like peaks suggest presence 

of disorder along one specific direction. The corresponding crystalline domain is comprised of 

very narrow (a few nanometers) crystalline-crystalline bands oriented perpendicularly to the 

{100} planes. The orientation of the FFT peak’s broadening and the configuration of the narrow 

crystalline domains suggest structures analogous to the previously observed nano-flakes26.  

Figure 6.8 presents thus two opposite situations: in the first one each of the superposed 

platelets corresponds to a single crystalline domain, while in the second region streak-like 

domains alternate on a surface that covers more than a single platelet. Our data suggest thus a 

relation between the flake-like crystallites and the platelets more complex than a simple 

stacking along the c axis. The current FFT-TEM data cannot identify the precise orientation of 

the crystalline bands in Figure 6.8(h) because only one reflection per crystalline domain is 

visible in the FFT-TEM pattern. This prevents us from directly corroborating our previously 

observed flake-like crystallites at this time. Further studies using dark-field TEM and 

investigating the short dimension of the platelets are needed for a complete understanding of 

the relation between the length-scale of the crystallites and that of the platelets. 

Our data suggest also that the platelets might play an important role in the crystal 

growth, as the Si-III→Si-IV(Si-4H) transformation is expected to happen by twisting of 

bonds39. Most of the examined platelets correspond to one crystallographic orientation 

(eventually with some twisting of the planes) and could be thus the fundamental units in the Si-

4H growth process from Si-III precursor. Our results will contribute to the understanding of Si-

4H nanostructure’s origin and its growth mode, but its full understanding is beyond the scope 

of this work and the reach of our current experimental data. 
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6.4 Conclusion 

We performed a detailed structural characterization, combining different microscopy 

techniques as to cover different length-scales. We give direct proof of a substantial 

nanostructure in Si-4H and we indicate an additional length-scale of interest for the future 

applications of hexagonal Si-4H. We discovered and characterized quasi-2D Si-4H 

nanostructures, that we named platelets. The newly discovered platelets are different from the 

inferred flake-like crystallites previously reported, and they could play a key role in the design 

of devices. Indeed, Si-4H platelets can be separated and dispersed without affecting their crystal 

quality, which makes them ideal candidates for devices engineering. Our multi-scale approach 

has thus revealed a hierarchical nanostructure in hexagonal Si-4H obtained through high-

pressure, which is expected to strongly affect and improve its potential for optoelectronic 

applications. We have used a bulk synthetic approach through high-pressure, obtaining large 

quantities of hexagonal Si nanoparticles for optoelectronic and solar devices. 
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Appendix Chapter 6 

Appendix 6.1: Detailed Experimental Procedure 

Surface Polishing: Mechanical polishing was used to minimize the roughness and the 

strain at the sample surface. Cycles of polishing using lapping diamond discs with 1 µm and 

0.1 µm particle size were performed. At the end of the polishing procedure, the surface is 

flattened and the streaks on the surface are reduced, but at every stage cracks and holes appear 

at the surface, as shown in Figure 6.6. The presence of the fractures at every length-scale and 

their high-density didn’t allow preparation of a flat area extended enough to perform mosaicity 

analysis with backscattered electron diffraction. 

TEM Sample Preparation: Scotch tape cleavage has been tested as a way to obtain 

dispersed platelets for TEM sample preparation. Carbon tape has given good results, with the 

possibility of cleaving groups of platelets, that could be imaged by SEM as shown in Figure 6.9 

Despite that, the method couldn’t be used for the preparation of TEM samples, as the density 

of cleaved platelets was too low. Furthermore, the use of carbon tape was a source of C 

contamination. 

 

Figure 6.9: SEM image of the carbon scotch-tape after cleavage of the polished Si-4H surface. 
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TEM samples were prepared using diamond lapping disc (1µm particles) to scratch the 

polished surface of Si-4H bulk sample. A drop of ethanol was used to disperse the portions of 

the samples transferred to the lapping disc and to transfer them onto the TEM grid. To study 

small sized particles, TEM copper grid (300 mesh) with Quantifoil support film (orthogonal 

array of 1.2 µm holes on a 20 nm thick film) were used. Figure 6.4 in the main text shows SEM 

images of a TEM grid prepared in this way and demonstrates that the procedure allows to 

disperse and deposit small agglomerates of platelets, maintaining the morphology observed on 

the pristine sample. 

Si-4H Synthesis Procedure: The sample was synthesized at the European Synchrotron 

Radiation Facility (ESRF) on the ID06-LVP beamline40. We used a 10/5 multianvil assembly 

to recover Si-III precursor from high pressure with a Deformation-DIA apparatus. The sample 

pellet (1.95 mm diameter, 2.12 mm height and prepared in an Ar-filled glovebox) was 

surrounded by an hBN sleeve (2.75 mm outer diameter (OD), 1.96 mm inner diameter (ID), 

2.12 mm height) and a Ta foil (25 μm thickness, 2.90 mm OD) resistance furnace. The Ta foil 

was inserted into a 10 mm octahedron edge length (OEL) Cr2O3-doped MgO octahedral 

pressure medium, along with ZrO2 plugs. The sample was compressed up to ~13 GPa and then 

heated up to ~870 K while maintaining the pressure quasi-constant. After quenching, a pure Si-

II (i.e. the metallic HP phase) was stabilized. We then released the pressure, transforming the 

HP Si-II into BC8 cubic Si-III. We then formed hexagonal Si-4H by heating the recovered Si-

III pellet to ∼200°C under vacuum (∼10-3 mbar). 

Structural characterization: structural characterization via microscopy was 

performed at the National Center for Electron Microscopy (NCEM) at Lawrence Berkeley 

National Laboratory (LBNL), Berkeley (CA). Optical microscopy characterization was 

performed with a Leica DFC295 and objectives with magnifications up to a factor 100X. SEM 

was performed using the SEM integrated in the FEI Helios G4 UX  Focused Ion Beam system. 

UHR was achieved in the so-called immersion mode, with the sample immersed in the lenses’ 

field. HR-TEM and EELS were performed with a 200kV FEI monochromated F20 UT Tecnai; 

for imaging, the high-tension was kept at a constant value of 200 kV. 
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Conclusions and Perspectives 

In this work, we have addressed the question of synthesizing new functional materials 

for high-efficiency solar applications. Silicon is currently the cornerstone of the photovoltaic 

industry, but its absorption is severely limited by its indirect bandgap. Our scope is thus the 

synthesis of new forms of silicon, able to combine high efficiency with all the practical 

advantages that have determined silicon’s success, such as its huge availability, the moderate 

cost and the efficient processing procedures. We have opted for a high-pressure synthetic 

approach. Careful design of high-pressure synthetic pathways can lead to the synthesis of new 

materials with exotic structures and properties. While high-pressure synthesis has been mainly 

applied for large-scale production of diamonds and ultra-hard materials, recent experimental 

studies, as well as theoretical calculations, show that this approach can be successfully applied 

also for silicon-based materials. 

We used synchrotron-based in-situ x-ray diffraction to study and optimize high-pressure 

synthetic pathways. This experimental method is timesaving, because it allows us to explore 

several pressure-temperature conditions at once and to determine the precise pathway for the 

stabilization of new phases. We designed and adapted high-pressure cells to run in-situ 

experiments on different beamlines. 

We investigated silicon (Si) phase transition mechanisms at high-pressure high-

temperature conditions. We focused on the Si-I→Si-II transformation, which is an important 

step in the synthesis of functional Si-based materials. Previous studies had reported different 

transition onsets, as well as different extents of Si-I/Si-II coexistence pressure range. The 

diversity of these results was attributed to the high kinetic barrier of the transition and to the 

presence of non-hydrostatic stress. We characterized the evolution of pure Si samples under 

high-pressure and high-temperature. Our results show that the transformation from 

semiconducting Si-I to metallic Si-II, which involves a 20% volume change, causes a 

substantial loss of pressure that hinders complete transformation into Si-II. Thus, over-

pressurization is always needed to complete the Si-I→Si-II phase transition. We also reported 

that Si-I and Si-II are not in mechanical equilibrium even at high-temperature, where the 

compression is quasi-hydrostatic,. The additional microscopic stress is most likely due to the 

difference in plasticity between the two phases, and it could influence the dynamics of the 

transformation. We demonstrated also that, at high temperature, Si-II→Si-XI transition happens 
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with a continuous deformation of the Si-II’s cell parameters. The high temporal resolution of 

our data enabled us to confirm that the Imma Si-XI phase defines a deformation pathway 

between tetragonal Si-II and hexagonal Si-V. 

Our data provided also the first direct evidence of the I-II-L triple point of Si, at 10 GPa-

1000 K. Previous experimental studies had proposed various phase diagrams that relied mostly 

on extrapolation and assumptions. Exact location of Si triple point gives now a reliable 

reference for the determination of Si phase diagram and its melting curve. The new insights 

from our in-situ data clarify some aspects of Si phase diagram up to 15 GPa. This range of 

pressures is interesting for material science and high-pressure synthesis. More generally, a 

reliable phase diagram is the foundation for prediction, via theoretical calculations, of Si 

behaviour at extreme conditions like those at the interior of the planets or in plasmas. There is 

still a lack of Si melting data above 13 GPa, as most of the previous high-pressure studies were 

conducted at ambient temperature. In future, systematic analysis and investigation of Si melting 

curve will allow to refine our knowledge of Si phase diagram. 

Characterization of Si behaviour under high-pressure and high-temperature was 

essential in the synthesis of hexagonal Si. Upon decompression, Si-II transforms into a cubic 

BC8 phase (Si-III) and further heating under vacuum forms hexagonal Si (Si-IV). Thanks to 

our in-situ study, we could provide the first synthesis of a pure bulk sample of hexagonal Si, a 

longstanding challenge in material science. The interest for this allotrope stands in the predicted 

absorption properties, suitable for solar applications and tunable by an applied strain. With the 

first synthesis of a pure-phase sample, we opened the way for the characterization of its 

properties. We performed a thorough physical characterization, mainly focusing on its 

structure. Indeed, given the strict intercorrelation between the morphology and the 

bandstructure, complete characterization of the sample structure is essential to understand the 

origin and eventually tune its optoelectronic properties. 

We demonstrated that hexagonal Si obtained via high-pressure synthesis is a different 

polytype, and thus has a different stacking sequence than the one previously reported. We 

combined x-ray diffraction, transmission electron microscopy and nuclear magnetic resonance 

to confirm our proposed structural model: 4H polytype with ABCB stacking, i.e. Si-4H. From 

our preliminary characterization, we inferred confinement effects in the sample set by the high 

density of stacking faults. Further structural characterization, using different microscopy 

techniques has investigated different length-scale, revealing a hierarchical nanostructure in Si-
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4H. Besides the flake-like crystallites separated by stacking faults, other planar structural units 

were observed by electron microscopy on the nanoscale: Si-4H platelets. We developed and 

tested a procedure to separate and disperse the platelets, opening the way to manipulate these 

planar nanoparticles of hexagonal silicon. 

Our results provide new opportunities for the design of Si-based solar devices. There 

are still some aspects of Si-4H’s complex structure that need to be clarified, such as the 

relationship between the nano-flake crystallites and the platelets. Furthermore, the 

optoelectronic properties of the planar Si-4H platelets should be tested both theoretically and 

experimentally. Indeed, direct measurement of Si-4H absorption and emission spectra, together 

with the characterization of its photoconductivity, would help assess its feasibility for 

photovoltaic applications. Theoretical investigation of the relationship between the structure 

and the optoelectronic properties, i.e. size effects and quantum confinement, would shed light 

on the possibility of engineering Si-4H absorption properties by acting on the crystals’ size. 

Further in-situ characterization of the synthesis procedure could enable the development of 

synthetic pathways with different output microstructures. Our results open the way for the study 

of a new promising material that could play a fundamental role in the future development of Si-

based devices. 
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Appendix A:  

High-pressure clathrate(s) in the K-Si 

system 

In this Appendix, our preliminary results on the high-pressure behaviour of the potassium-

silicon (K-Si) system are presented. The study of Si clathrates is of great interest for material science, 

as some of these binary compounds can be freed of their guest atoms, allowing the stabilization of new 

and exotic framework forms of Si1. The synthesis of these low-density framework is expected to lead to 

materials with optimal optoelectronic properties for photovoltaics2,3. Na-Si clathrates have been studied 

for decades, and chemical synthesis routes have been developed since the 1960s4. Recent studies, 

though, have proven that Na-Si clathrates are high-pressure phases5, and that high-pressure synthesis 

enables to obtain a new structure, like NaSi6 . When the Na atoms are expelled from this channel-like 

structure via degas at 400K, Si24, a quasi-direct bandgap material6, is obtained (Section 1.1.2). These 

promising results reported for the Na-Si system have motivated further investigations of the chemistry 

and the phase diagram of Si clathrates. The scope of this project is to investigate the behaviour of the 

K-Si system. The use of K instead of Na is expected to give higher stability and higher control on the 

stoichiometry. We have performed in-situ XRD experiments starting from both the elemental mixture 

and the crystalline clathrate with structure I. 

 

Chemical synthetic routes have been successfully applied to K-Si clathrates, allowing 

us to stabilize both structure I (K8Si46
7) and structure II (K18Si136

8) with good control of the 

stoichiometry and the crystal quality of the produced crystals. The behaviour of K8Si46 at high 

pressure has been investigated at ambient temperature in diamond-anvil cell9. No transition 

from K8Si46 to Si-II has been reported, demonstrating higher stability with respect to Na-Si 

clathrates10. Our experiments will complement K-Si clathrates HP characterization by 

performing HP-HT studies that, so far, have not been tested for the K-Si system.  

We performed in-situ synthesis in a multi-anvil apparatus on ID06-LVP beamline at the 

ESRF. Compression and subsequent heating of a K-Si mixture (K:Si=1:6) led to the formation 

of clathrate I (i.e. K8Si46
j) at two different pressures, 10 GPa (Figure A.1) and 12.5 GPa 

(Appendix 4.4). Our results demonstrate that, as already demonstrated in the Na-Si system, K-

Si clathrate I is a high-pressure phase. K8Si46 remains stable upon increasing temperature up to 

the melting temperature without further phase transitions. To explore the K-Si phase diagram, 

 
j The exact stoichiometry of our synthesized compound has not been verified yet. Thus, in the following, we will 

refer to it using the stoichiometric formula for simplification. 
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we also performed in-situ HP-HT experiments using K8Si46 as the starting material trying to 

limit any pressure losses during the K-Si reaction. The use of K8Si46 as a metastable starting 

material could indeed allow us to explore a wider region of the free-energy landscape, 

eventually reaching the stability domain of (a possible) KSi6. The experiments were performed 

on both ID06-LVP (ESRF) and PSICHE (SOLEIL) beamlines. 

Figure A.1 : XRD data collected upon heating at 10 GPa. The formation of the K8Si46 clathrate, starting 

from an elemental mixture, is confirmed by the concomitant disappearance of Si-I peaks and appearance 

of the clathrate’s characteristic triplet (right panel). 

 

Figure A.2 summarizes our results. We investigated K8Si46’s formation and its melting 

at HP-HT conditions in the pressure range 6-16 GPa. We could observe direct melting of K8Si46 

for pressures higher than 7 GPa. K8Si46 melting line has negative slope (-48 K/GPa), indicating 

thus that the liquid phase is denser than the solid one. At lower pressure, heating caused 

decomposition of the clathrate, preventing direct melting. Partial dissociation into K and Si was 

observed also at higher pressures, but it interested only a small fraction of the sample. Besides 

the partial dissociation, we have also observed the appearance of new peaks at temperatures 

close to melting. These peaks have not yet been identified and further analysis are needed to 

clarify whether a different clathrate can be formed at HT. Previous studies have reported an 

isostructural transition at 15 GPa, but in that case there was a change of compressibility rather 

than a structural modification. 
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Figure A.2 : K8Si46 from our in-situ HP-HT experiments. When the starting material was an elemental 

mixture K:Si=1:6, formation of K8Si46 was observed upon increasing temperature (blue triangles). When 

the starting material was K8Si46, partial dissociation (i.e. the appearance of the HP Si phases) was 

observed upon heating (green triangles). 

By ex-situ teats, we discovered a low-pressure (3.5 GPa) synthesis route that enabled us 

to obtain large volumes of K8Si46. This result will allow for further physical characterization to 

assess any differences between the high-pressure synthesized material and the chemical 

synthesized one. 

 

Figure A.3 : XRD data and Le Bail fit of a pure sample of K8Si46 as obtained from our low-pressure 

synthesis route. 
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the cube. Figures adapted from 17 and 15. ................................................................................. 52 

Figure 3.3 : Schematic view of the X-ray diffraction conditions. (a) Bragg condition: 

constructive interference causes the formation of bright diffraction spots when the difference 

of the distance travelled by the X-rays (Δ𝑙 =  2 𝑑 𝑠𝑖𝑛 θ) is an integer multiple of the radiation 

wavelength (𝑛λ). (b) construction of the Ewald sphere: the incident wave vector k is drawn so 

that it points to the origin of the reciprocal lattice. The Ewald sphere is centred at the origin of 

the vector k and has radius equal to |k|. (c) Laue condition: the diffraction condition is 

satisfied when the Ewald sphere intersects a point in reciprocal space, meaning that another 

vector k’ exists with |k’|=|k| (i.e. the radius of the sphere) such that Δ𝑘 = 𝑘′ − 𝑘 = 𝐺, with G 

vector of the reciprocal lattice. ................................................................................................. 54 

Figure 3.4 : Schematic view of a synchrotron facility. The images represent the European 

synchrotron in Grenoble (ESRF), and have been adapted from21. (a) view of the synchrotron 

facility and zoom of a portion of the storage ring in which different insertion devices are 

present. (b) schematic representation of a bending magnet: when placed into a magnetic field, 

a charged particle (electrons) follows a circular trajectory. (c) schematic representation of an 

undulator: a series of magnets are placed in series and cause the electron’s trajectory to 

undulate. ................................................................................................................................... 55 

Figure 3.5 : Schematic view of the typical multi-anvil cell used during AD-XRD experiments 

on ID06 beamline at the ESRF. (a) Cross-section of the octahedral MgO pressure transmitting 

medium. (b) schematic view of the HP assembly components. (c) Top-view showing the low-

absorption elements (i.e. boron epoxy or amorphous powder) inserted along the beam’s path 

to minimize losses due to absorption. ...................................................................................... 57 
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Figure 3.6 : Schematic view of the typical multi-anvil cell used during ED-XRD experiments 

on PSICHE beamline at the SOLEIL Synchrotron. (a) Cross-section of the WC truncated 

cubes surrounding the octahedral MgO pressure transmitting medium. As visible in the figure, 

cutting of the octahedron tip allowed us to drill the hole hosting the HP assembly 

perpendicularly to the x-ray beam. (b) schematic view of the HP assembly components. ...... 59 
Figure 4.1 : (a) Evolution of the pressure during heating as estimated using Ta EOS (Run1-2) 

and MgO EOS (Run3). (b)-(c) Atomic volumes of Si-I and Si-II as measured from in-situ 

XRD at HP-HT conditions. In every experiment, the pressure drops upon heating during the 

Si-I→Si-II transformation. The onset of the pressure loss varies depending on the initial 

compression state. Data from various experiments are reported using different symbols, while 

colours are used to show different stages of the heating in terms of pressure stability (i.e. 

pressure stable or modified during the heating). ...................................................................... 67 

Figure 4.2 : in-situ high-pressure data from Run1 (ID06-LVP beamline) showing the 

simultaneous melting of both Si-I and Si-II. The colormaps show the evolution of the XRD 

pattern over time (y axis); on the x axis, the 2θ angles at 33 keV (λ=0.3757Å) are reported. In 

(b) the colormap zooms on the final part of the experiment, shown with a yellow rectangle in 

(a). While performing the HP-HT experiment, electrical measurements allowed to control in-

real-time the power supplied to the assembly (and thus the temperature, central panel in (a)) 

and the resistance (right panel in (a)). The pressure evolution has been obtained from Ta EOS. 

We provide evidence of the I-II-L triple point, as concomitant disappearance of XRD peaks 

and the discontinuity of the sample’s resistance are considered proof of melting. .................. 69 

Figure 4.3 : Si-II→Si-XI transition studied by in-situ high-pressure data from experiments on 

the ID06-LVP beamline. (a) The colormaps show the evolution of the XRD pattern over time 

(x axis); on the y axis, the 2θ angles at 33 keV (λ=0.3757Å) are represented. (b),(c) Evolution 

of the lattice parameters during the transition, the splitting of aSi-II in aSi-XI and bSi-XI happens 

continuously. While performing the HP-HT experiment, electrical measurements allowed to 

control in-real-time the power supplied to the assembly (and thus the temperature, central 

panel in (d)). The pressure evolution has been obtained from Ta EOS (d). ............................. 71 

Figure 4.4 : Updated P-T Si phase diagram. We propose a new trend for Si-I melting curve, 

with a steepening slope at high pressures. This curve meets our measured I-II-L triple point in 

(10 GPa; 950 K). The phase boundaries and the melting curves are traced by combining XRD 

data from studies that enabled in-situ pressure measurement (apart from the piston-cylinder 

study of Jayaraman21 et al. at low pressures). The filled symbols are data from our study, 

while the void symbols represent data from previous studies, with each symbol corresponding 

to different authors. Each phase (included the I-II mixed phase) is represented by a different 

colour. The stability regions of the different phases are coloured accordingly; because of the 

sluggish nature of Si-I→Si-II transition and our recent findings that question the possibility of 

thermodynamic equilibrium between these two phases, we don’t indicate a precise phase 

boundary. .................................................................................................................................. 73 
Figure 4.5 : Atomic volumes of Si-I and Si-II and pressure as a function of temperature for 

Run1 (ID06-LVP beamline at the ESRF synchrotron). Blue symbols stand for measurements 

at quasi-constant pressure, while red points indicate the pressure drop observed upon heating. 

Light blue symbols correspond to the point collected after Si-II melting, thus when only Si-I 

was present. .............................................................................................................................. 79 

Figure 4.6 : Volumes and pressure as a function of temperature for Run2 (ID06-LVP 

beamline at the ESRF synchrotron). Blue symbols stand for measurements at quasi-constant 

pressure, while red points indicate the pressure drop observed upon heating. Light green 

symbols are used for the measurements during re-compression at high temperature, and pink 

ones are used when only Si-II is observes, thus at the completion of Si-I→Si-II transition. In 

the inset, a zoom of the volumes of Si-I and Si-II as a function of temperature is reported to 
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evidence their opposite behaviour. While, upon increasing the load, Si-II expands and then 

starts to shrink. Si-I does exactly the opposite. ........................................................................ 80 

Figure 4.7 : Volumes and pressure as a function of temperature for Run3 (PSICHE beamline 

at Soleil synchrotron). Blue symbols stand for measurements at quasi-constant pressure, while 

red points indicate the pressure drop observed upon heating. Light green symbols are used for 

the measurements during re-compression at high temperature, and pink ones are used when 
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Figure 4.8 : X-Ray imaging in-situ on PSICHE beamline allows to determine the position of 
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[Méthodes de synthèse à haute-pression pour des nouveaux matériaux à base de Si avec 

propriétés optoélectroniques remarquables et leur caractérisation] 

Résumé : 

Dans cet ouvrage, le traitement à haute température et haute pression est utilisé pour développer et 

optimiser la synthèse de nouvelles formes exotiques du silicium. La synthèse de nouvelles phases de 

silicium est un point clé dans le développement de technologies à base de Si, en particulier l'énergie 

solaire. Le développement de nouveaux matériaux à base de silicium à haut rendement pourrait faire 

face à la fois à l'optimisation des performances et à la réduction des coûts. Au niveau industriel, la haute 

pression a été principalement utilisée pour la synthèse des diamants et des matériaux super-durs, mais 

des études récentes ont prouvé qu’elle est également efficace pour la synthèse de nouveaux matériaux à 

base de silicium à propriétés remarquables pour les applications. Nous abordons ce défi sous tous ses 

aspects, à partir de l'étude des mécanismes de transition à haute pression jusqu’à la synthèse et à la 

caractérisation d'un nouveau matériau de silicium.  Nous utilisons la diffraction in situ de rayons X à 

haute-pression haute-température pour observer et caractériser des transitions de phase du silicium et 

leur dynamique. Grâce à nos résultats, nous donnons de nouvelles perspectives capables de clarifier 

certains aspects du diagramme de phase du silicium qui étaient encore en discussion. Nous obtenons la 

première synthèse de silicium hexagonal pur, un défi de longue date dans le domaine. Grâce à notre 

échantillon de phase pure, nous caractérisons ses propriétés physiques et structurales. Nous prouvons 

que le silicium hexagonal obtenu à partir du traitement haute pression est sous forme du polytype 4H 

(séquence d'empilement ABCB). D'autres caractérisations structurelles révèlent une nanostructure 

hiérarchique dans la morphologie de l'échantillon. La découverte et la caractérisation de nanoparticules 

quasi-2D accessibles à la manipulation ouvrent de nouvelles perspectives pour le développement de 

nouveaux dispositifs optoélectroniques. 

Mots clés : [silicium, synthèse haute-pression, DRX, Si hexagonale] 

[High-pressure pathways towards new functional Si-based materials with tailored 

optoelectronic properties and their characterization] 

Abstract : 

In this work, high-pressure high-temperature treatment is used to develop and optimize synthetic 

pathways to new and exotic forms of silicon. The synthesis of new phases of silicon is a key point in the 

future development of Si-based technology, especially for solar energy. Development of new Si-based 

materials with high-efficiency could both optimise the performances and reduce the costs. At an 

industrial level, high-pressure has been mainly used for the synthesis of diamonds and super-hard 

materials, but recent studies have proven it also efficient in the synthesis of new silicon-based materials 

with enhanced properties for applications. We tackle this challenge in all its aspects, starting from the 

study of transition mechanisms at high-pressure and arriving to the synthesis and characterization of a 

new silicon material. We use in-situ x-ray diffraction at high-pressure high-temperature conditions to 

monitor and characterize silicon phase transitions and their dynamics. Our results give new insights that 

clarify some aspects of the silicon phase diagram that were still a matter of debate. We obtain the first 

synthesis of pure hexagonal silicon, a longstanding challenge in the field. Thanks to our pure-phase 

sample, we characterize its physical and structural properties. We prove that hexagonal silicon obtained 

from high-pressure is in the form of 4H polytype (ABCB stacking sequence). Further structural 

characterizations reveal a hierarchical nanostructure in the pristine morphology of the sample. Discovery 

and characterization of discrete quasi-2D nanoparticles accessible for manipulation opens new 

perspectives for the design of new optoelectronic devices. 

Keywords : [silicon, high-pressure synthesis, XRD, hexagonal Si] 

 


