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“Si l’on considérait une théorie comme parfaite et

si l’on cessait de la vérifier par l’expérience

scientifique, elle deviendrait une doctrine.”

Claude Bernard





Résumé

Cette thèse présente une caractérisation complète des propriétés du boson de Higgs dans le

canal de désintégration à quatre leptons exploitant des collisions proton-proton collectées à

une énergie de centre de masse de 13 TeV avec l’expérience CMS au CERN LHC, correspon-

dant à 137 fb�1 enregistré pendant la prise de données du Run-II (2015-2018) du LHC. Le

canal de désintégration à quatre leptons est également connu sous le nom de « canal d’or »

en raison d’un grand rapport signal sur bruit (S/B), un état final complètement résolu et une

excellente résolution obtenu grâce aux propriétés du détecteur CMS. Ce canal domine la scène

depuis les premiers stades de Run-I, où il était fondamental pour l’annonce de la découverte

en 2012, et pour les mesures ultérieures de la masse, de la largeur et de la parité de spin

du boson de Higgs. Tous ces résultats se sont avérés en accord avec les prédictions SM, qui

ont commencé à être sondées plus en détail avec la mesure des modificateurs d’intensité du

signal et des sections efficaces de référence, afin d’évaluer les propriétés des différents mé-

canismes de production et la compatibilité avec les SM dans des régions d’espace de phase

spécifiques. En exploitant toutes les statistiques recueillies au cours de la première année

du Run-II, les propriétés du boson de Higgs dans le canal de désintégration à quatre leptons

ont été à nouveau mesurées, marquant un tournant décisif dans l’histoire de cette analyse.

Tout d’abord, certains des résultats ont commencé à avoir des composantes statistiques et

systématiques comparables des incertitudes; en outre, les données disponibles pour l’analyse

ont rendu possible l’exploration de régions d’espace de phase à granularité plus fine. Par

conséquent, l’analyse H ! ZZ ! 4` est entrée dans le domaine de la physique de précision,

ciblant le test du SM d’une manière plus “production oriented”. Le point culminant a été

atteint en 2018, lorsque l’analyse a pu bénéficier de l’ensemble des statistiques collectées lors

de la phase Run-II. En exploitant l’ensemble de données Run-II complet, le canal de décrois-

sance H ! ZZ ! 4` pourrait être utilisé pour mesurer les modificateurs d’intensité du signal

pour chaque mode de production et pour mesurer des sections efficaces dans le cadre du Sim-

plified Template Cross Section (STXS) framework. Le travail d’analyse présenté dans cette

thèse comprend une optimisation des catégories d’événements conçues pour mesurer pour la

première fois les sections efficaces de le Stage 1.2 du STXS, pour un total de dix-neuf sections

efficaces dans des régions d’espace de phase mutuellement exclusives, et le développement du

modèle statistique utilisé pour l’extraction de les résultats. Les prédictions du modèle stan-

dard (SM) sont testées en mesurant le modificateur d’intensité de signal inclus H ! ZZ ! 4`

(` = e, µ), défini comme le rapport de la section efficace de production du boson de Higgs à

la prédiction SM correspondante. La mesure donne µ = 0.94 ± 0.07 (stat)+0.09
�0.08 (syst) à une

valeur fixe de mH = 125.38GeV. Les modificateurs d’intensité de signal de chaque mécan-

isme de production sont également mesurés et s’avèrent cohérents avec les prédictions du

SM. La section efficace du processus H ! 4` est également mesurée au niveau du généra-

teur, déployant les effets du détecteur, dans un volume de référence défini pour correspondre

étroitement à l’acceptation expérimentale. La section transversale de référence H ! 4` est

de 2.84+0.23
�0.22 (stat)+0.26

�0.21 (syst) fb. Les sections efficaces de référence sont mesurées dans des

bacs différentiels de plusieur observables, tels que l’impulsion transversale et la rapidité du

boson de Higgs, le nombre de jets et le moment transversal du jet principal. La section effi-

cace différentielle en fonction de la quantité de mouvement transverse du boson de Higgs est

utilisée pour extraire pour la première fois dans une analyse de CMS les limites de l’auto-

couplage trilinéaire du boson de Higgs en utilisant un canal de désintégration de single-Higgs.

Des études supplémentaires de la violation de CP et des couplages anormaux du boson de

Higgs aux bosons vecteurs (HVV) et aux fermions (Hff) sont également présentées. Pour la

première fois dans une analyse CMS, un total de neuf contributions anormales aux couplages

du boson de Higgs ont été mesurées simultanément : cinq HVV, deux couplages anomaux
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aux gluons (Hgg) et deux Htt. Tous les résultats sont en accord avec les prédictions SM dans

leurs incertitudes. Compte tenu du pouvoir prédictif remarquable du SM lorsqu’il inclut le

boson H, une éventuelle nouvelle physique nécessitera des études encore plus approfondies à

des statistiques plus élevées. Afin de sonder encore plus en détail les prédictions du SM et

de donner accès à des phénomènes rares, le CERN a l’intention de démarrer les opérations

du projet LHC à haute luminosité (HL-LHC) d’ici à la fin du 2027. Le HL-LHC augmentera

considérablement les statistiques recueillies par les expériences, ouvrant ainsi les portes à des

domaines de la physique jusque-là inexplorés. Dans le secteur scalaire, il permettra d’observer

l’auto-interaction du boson H et ainsi d’accéder pour la première fois au potentiel de Higgs

directement responsable de l’EWSB. Il permettra en outre des mesures du couplage du boson

de Higgs aux fermions de deuxième génération, la recherche de boson scalaire supplémentaire

ou de phénomènes rares. Le HL-LHC fournira 10 fois la luminosité intégrée actuelle, amélio-

rant ainsi la portée physique du LHC, resultant en un taux de pileup élevé et à des niveaux

de rayonnement sans précédent. Une mise à niveau massive des détecteurs est nécessaire

pour maintenir les performances physiques actuelles dans un environnement aussi difficile.

La collaboration CMS remplacera les calorimètres des endcaps par un calorimètre à haute

granularité (HGCAL). Le HGCAL sera le premier calorimètre à grande échelle à base de sili-

cium jamais utilisé dans une expérience de physique des hautes énergies. Par conséquent, la

validation de sa conception et une évaluation complète de ses performances physiques sont

obligatoires pour la réussite du projet. Le HGCAL devra supporter des doses de l’ordre

de 2 MGy et des fluences jusqu’à 1016 neq/cm
2 et il devra résoudre l’environnement chargé

des collisions HL-LHC, où des événements de pileup de l’ordre de O(200) sont attendus. Le

HGCAL comprendra un compartiment électromagnétique (CE-E) et un hadronique (CE-H).

Le premier comportera 26 couches actives, entrecoupées d’absorbeurs CuW, Cu et Pb, tandis

que le second est composé de 21 couches qui exploitent l’acier inoxydable comme matériau

passif. Pour répondre aux exigences d’un détecteur résistant aux radiations, le CE-E et la

partie avant du CE-H utiliseront du silicium comme matériau actif, pour une surface totale

d’environ 600 m2 à couvrir. Des capteurs hexagonaux en silicium seront utilisés pour op-

timiser la couverture d’une si grande surface et réduire le coût total du détecteur, pour un

total d’environ 6 millions de canaux de lecture individuels. En raison de sa haute granular-

ité, le HGCAL est souvent appelé calorimètre imagerie, ou 5D : la granularité élevée dans

les plans longitudinal et transversal peut être exploitée pour résoudre complètement les pro-

fils de cascades électromagnétiques et hadroniques. Ces informations sont complétées par la

mesure de l’énergie déposée dans le calorimètre, améliorant ainsi l’atténuation de l’empilement

et l’identification et la discrimination des particules. La “cinquième dimension” correspond

aux informations temporelles fournies par les ASIC de lecture du HGCAL, qui auront une

résolution attendue de O(10 ps) et marquera une véritable innovation en calorimétrie. Par

conséquent, les activités du faisceau d’essai jouent un rôle fondamental dans la validation

de la conception du détecteur et l’évaluation de ses performances physiques. En Octobre

2018, le premier prototype à grande échelle du HGCAL a été exposé à des faisceaux d’essai

de positrons et pions avec des énergies entre 20 e 300 GeV. Une partie de cette thèse a été

consacrée à l’évaluation des performances du compartiment électromagnétique du prototype,

conduisant à une caractérisation complète de ses performances physiques at à une validation

de son design. La haute granularité du prototype est exploitée pour étudier le confinement

longitudinal et transversal des cascades électromagnétiques, ainsi que pour mesurer les réso-

lutions positionnelle, angulaires et énergétiques. Tous les résultats sont comparés avec une

simulation Monte Carlo dédiée et un excellent accord est trouvé pour toutes les observables

étudiées, corroborant ainsi la conception finale du HGCAL et les performances physiques

nominales attendues pour les opérations HL-LHC.
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Introduction

The desire for knowledge is intrinsic to human nature and humans have always been looking

for the key to disclosing the Universe’s hidden secrets and the laws that regulate it... The

primordial quest for the fundamental constituents of the Universe dates back to the ancient

Greeks and to the philosophy of atomism, which postulates that ordinary matter is composed

of atoms (from the Greek work ↵⌧oµo⌫), i.e., “uncuttable, indivisible” components.

In the XIX century, a remarkable series of experimental observations clarified that the

“infinitely small” world is not regulated by the same laws describing ordinary and macro-

scopic matter. A real turning point in understanding the fundamental laws that regulate the

subatomic world was possible only at the beginning of the following century, with the advent

of quantum mechanics and special relativity.

These theories laid the basis for the definition of the standard model (SM) of particle

physics, a quantum field theory with gauge symmetries formalized in the late 60s, when

incorporating the concept of spontaneous symmetry breaking through the physical vacuum.

More than 50 years later, nowadays the SM is still the most reliable theory that provides a

comprehensive description of the world of the “infinitely small”. However, notwithstanding the

success of the SM in predicting experimental observations, it presents some severe limitations.

For example, it does not include a description of quantum gravity, nor does it explain where

the observed abundance of dark matter in the Universe comes from and why there is an

asymmetry between ordinary matter and antimatter. The SM also presents more limitations

directly related to the context of the work presented in these pages.

As detailed below, the cornerstone of the SM is the Bourt-Englert-Higgs (BEH) mech-

anism, which postulates the existence of a scalar field, referred to as the Higgs (H) boson,

responsible of the spontaneous electroweak symmetry breaking (EWSB), ensuring that vector

bosons acquire their masses, defining the Yukawa interaction of fermions, and guaranteeing

the unitarity of the theory. However, the mass of the H boson itself is a free parameter of the

theory and it is not protected by any symmetry. As a direct implication of this, the theory

becomes sensitive to quantum fluctuations involving masses up to the grand unification energy

scale or even the Planck Scale. In addition, the mass of the H boson is directly related to

one of the most intriguing couplings predicted by the SM, that is the self-coupling. In fact,

while the SM predicts a self-interaction of the H boson, with a strength proportional to the

squared value of this particle’s mass, the experimental evidence of this coupling has not been

proven yet, thus increasing the experimental interest in the study of the SM scalar sector.

Eventually, also the origin of the couplings of the H boson with fermions is not explained by

the SM, similarly to the reason why three fermion families are observed.

Hence, while the SM contributed to unveiling many of the secrets of the subatomic world

and the laws that regulate it, the quest for the fundamental constituents of the Universe

initiated by the ancient Greeks is not entirely accomplished yet.

All the subatomic particles observed throughout the 20th century can be explained in

the context of the SM, either as elementary particles, that is, subatomic particles with no

substructure, or as their aggregate states. The experimental proof of the weak neutral currents

by the Gargamelle Collaboration in 1973 and the subsequent discoveries of the W± and Z

bosons at the CERN Super Proton Synchrotron (SPS) in 1983 experimentally confirmed the

predictions of the SM. These discoveries have established fundamental milestones on the way

towards understanding the origin of the electroweak symmetry breaking, which lead to the

appearance of the known electromagnetic and weak forces. The observation of the top quark

at the FNAL Tevatron in 1995 eventually demonstrated the predictive power of the SM over

a wide range of energy scales.
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The ultimate success of the SM came in 2012 when the ATLAS and CMS Collaborations

at the CERN Large Hadron Collider (LHC) announced the observation of a scalar particle

compatible with the SM elementary Higgs (H) boson. The existence of a physical H boson

is presumed to be a consequence of the spontaneous EWSB caused by the Higgs field in the

early Universe through the Bourt-Englert-Higgs (BEH) mechanism. This mechanism gave

rise to the masses of the W± and Z bosons, and allowed the elementary fermions to gain

mass, via their Yukawa interactions with the H field. The discovery was made possible by

analysing the data set collected by the experiments during the Run-I (2009–2013) period of

the LHC. The quest for the truth intrinsic in human nature is well summarized by the words

of Joe Incandela, spokesperson of the CMS Collaboration at the time of the discovery:

“This boson is a very profound thing we have found. We’re reaching into the

fabric of the universe at a level we’ve never done before. We’ve kind of completed

one particle’s story [...] We’re on the frontier now, on the edge of a new explo-

ration. This could be the only part of the story that’s left, or we could open a whole

new realm of discoveries.”

The main hurdle in the hunt for the Higgs boson is its lifetime, which is not large enough

to detect the particle directly but demands its indirect identification starting from its decay

products. The experiments combine a series of sub-detectors to accomplish this task, mounted

in a concentric structure around the decay point and each designed to identify and reconstruct

a specific kind of particle. The discovery of this long-sought particle, almost 50 years after its

postulation, prooved that the fundamental principles incorporated in the SM are consistent

with observations. In particular, it indicates that the BEH electroweak symmetry breaking

mechanism is likely to be at the origin of the masses of the W± and Z bosons. However,

the discovery raised many other questions. How does the Higgs boson couple with all the

other particles of the SM? What are the properties of this long-sought particle? Are they all

compatible with the predictions of the SM?

The Run-II operations of the LHC (2015-2018) addressed answering these questions by

collecting more data with respect to the previous Run-I, thus giving access to a more signif-

icant number of Higgs bosons candidates to be studied. The predictive power of the SM in

explaining the relative production and decays rates in various channels, once the H boson was

known with high enough precision, has proven that the H field is also at the origin of fermion

masses.

One of the channels that played a major role in the understanding of the scalar sector at

the LHC is the Higgs boson decay into two Z vector bosons, which consequently decay into

four leptons (H ! ZZ ! 4`), also known as the “golden channel” due to its many virtues,

such as a large signal-to-background ratio, a completely resolved final state, and an excellent

resolution. At the time of the discovery, these properties were fundamental to enhance the

probability of detecting the rare Higgs boson events over the overwhelming background typical

of the LHC collisions. However, due to the small branching fraction of this decay channel, only

about 10 Higgs boson signal events could be identified in the dataset used for the discovery

and, while they were enough to claim the first observation of this particle, they could not be

used at that time to perform precision measurements of the properties of this fundamental

brick of the SM. With the extensive dataset collected during the Run-II, around 400 signal

events from the decay of the Higgs boson in two Z bosons were reconstructed and the “golden

channel” became one of the standard candles to study in detail the properties of the Higgs

boson and to look for possible deviations from the SM.

I had the opportunity to work on the full Run-II analysis of the H ! ZZ ! 4` decay

channel, aiming at precision measurement of the properties of the production mechanisms of

the Higgs boson. The presence of additional objects in the final state, such as extra leptons

and jets, and a set of matrix element discriminants are employed to define a total of 22 event
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categories to probe fine granular phase space regions of each production mode. My work also

included the definition of the statistical methods used for the analysis, comprising thorough

studies of the systematic uncertainties, the modeling of signal and background processes, and

the development of the various fit routines employed to perform the measurements. The

analysis results lead to a comprehensive characterization of the Higgs boson properties in the

four-lepton final state and they are presented in a paper, of which I am co-editor, published

in the European Physical Journal C.

To date, this is the most detailed study of the Higgs boson in the “golden channel” ever

performed within the CMS Collaboration, and it leads to the conclusion that all the mea-

surements are in agreement with the SM predictions within their uncertainties. Given the

remarkable predictive power of the SM when including the H boson, possible new physics will

require even more extensive studies at higher statistics.

To further stress the SM theory and probe its detailed predictions, CERN intends to com-

mence the High-Luminosity LHC (HL-LHC) operations by the end of 2027. The HL-LHC

will significantly increase the statistics collected by the experiments, thus opening the doors

to previously unexplored realms of physics. In the scalar sector, it will allow to observe H

boson self-interaction and thus access for the first time the Higgs potential directly respon-

sible for EWSB. It will moreover permit measurements of the coupling of the H boson to

second generation fermions, search additional scalar boson or for rare phenomena. On the

other hand, the operative conditions of the HL-LHC will pose severe technical challenges and

therefore a massive upgrade of the LHC infrastructure and detectors will be necessary to

maintain the current physics performance and to exploit properly the HL-LHC’s new physics

reach. Among the many upgrades foreseen for HL-LHC, the CMS Collaboration will replace

the current endcap calorimeters with a High Granularity Calorimeter (HGCAL): a detector

unique in its genre, capable of measuring with high precision the energy of the particles as

well as their spatial and timing positions. Because of these features the HGCAL is often

referred to as “imaging”, or 5D, calorimeter and it will be the first large-scale silicon-based

calorimeter ever employed in a high energy physics experiment. It is not surprising that it

was once described as “perhaps the most challenging engineering project ever undertaken in

particle physics”1. The validation of the detector design and the complete characterization

of its physics performance are crucial aspects for the success of the project. For this reason,

a series of beam tests were performed in 2016 and 2017, increasing the complexity of the

tested systems incrementally and reaching a thorough understanding of the basic properties

of this detector. In October 2018 the first large-scale prototype of the HGCAL was exposed to

hadrons and positrons beams with energies ranging from 20 to 300 GeV at the CERN North

Area. Part of the work of this thesis was dedicated to the assessment of the performance of the

electromagnetic compartment of the HGCAL prototype used in this test beam. I contributed

to the improvement of the data reconstruction performance and to the development of the

analysis strategy, including the definition of the events’ selection and of the observables to be

studied. In addition to the measurement of the energy resolution and linearity, the high gran-

ularity of the prototype was exploited to study the longitudinal and transverse containment

of electromagnetic cascades, as well as to measure the position and angular resolution of the

detector, thus confirming the “imaging” power of the detector and its capabilities for particles

identification and discrimination. The results of this analysis are summarized in a dedicated

paper, of which I am co-editor, being prepared for the submission to Journal of Instrumenta-

tion at the time of writing this thesis. Overall, no major concern about the HGCAL design

nor about its capability of meeting the expected physics requirements resulted from the test

beam data analysis, thus supporting the future application of the detector for the HL-LHC

1
D. Barney -“The High Granularity Calorimeter upgrade project for CMS”

https://indico.cern.ch/event/718124/
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physics.

Chapters 1 and 2 set the reference frame for this work, presenting the theoretical framework

of the SM and the experimental apparatus used for the analysis, respectively. The following

chapters present my contribution to validating the HGCAL detector design and studying the

Higgs boson properties in the “golden channel.”

The results of the HGCAL test beam data analysis are presented in Chapter 3. The

identification and isolation requirements imposed on leptons and jets, starting from the ob-

jects reconstructed with the CMS detector, are described in Chapter 4. These objects are

exploited to reconstruct events with Higgs boson candidates, which are categorized by exploit-

ing matrix element discriminants as detailed in Chapter 5. Chapter 6 describes the analytical

parametrization used for the modeling of signal and background processes and the statistical

methods employed for the extraction of the results of the analysis. The measurements of the

Higgs boson properties in the “golden channel,” along with their interpretation in the context

of physics beyond the standard model, are presented in Chapter 7.
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The Higgs boson and the Standard

Model of Particle Physics
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The Standard Model of particle physics (SM) [1] is the pillar on which the current un-

derstanding of the subatomic world is based. It describes the elementary particles and their

fundamental interactions in the context of a Lorentz-invariant and renormalizable quantum

field theory. The theoretical framework of the SM is corroborated by an extensive set of ex-

perimental measurements, of which the last is the discovery of a particle compatible with the

Higgs boson by the ATLAS and CMS Collaborations at the CERN LHC in June 2012 [2, 3, 4].

A brief theoretical introduction to the SM is given in Sec. 1.1, emphasizing the electroweak

symmetry breaking mechanism (EWSB) in Sec. 1.1.2. This process ensures that elementary

particles acquire mass while respecting the gauge symmetries of the SM by introducing an ad-

ditional scalar field to the SM Lagrangian: the Higgs boson, a long-sought particle originally

postulated in the second half of the XX century, but experimentally detected only 50 years

later. More details about the properties and the phenomenology of this particle at hadron

colliders are given in Sec. 1.2. The chapter closes in Sec. 1.3, with the description of the Higgs

boson decay into four leptons, being it the channel studied in this work.

1.1 The Standard Model of particle physics

1.1.1 Particles and fields

The SM describes three of the four fundamental forces in the context of a renormalizable

quantum field theory. The strong, weak, and electromagnetic interactions are represented by

a SU(3)C ⇥ SU(2)L ⇥ U(1)Y local gauge symmetry. The SU(3)C symmetry is manifested in

the existence of gluons: the mediators of the strong force described with Quantum Chromo-

dynamics (QCD). The SU(2)L ⇥U(1)Y symmetry represents the unification of the weak and

electromagnetic forces, mediated by the W± and Z bosons and the photon (�). While the

gravitational interaction is not included in the formulation of the SM, it is also true that the

strength of this interaction is negligible at the subatomic level.

The SM comprises of a total of twelve elementary spin s = 1 bosons: eight1 gluons, the

mediators of the strong force, and the W±, Z, and �, mediators of the weak and electromag-

netic forces. The second set of elementary particles present in the SM are the fermions, which

comprise the ordinary matter and interact via the exchange of virtual bosons. Fermions are

1
Gluons correspond to the generators of the SU(3)C group. A SU(N) group has (N

2
− 1) generators,

resulting in eight gluons in the SM.
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any bound state.

As it will be explained in the following, left-handed fermions are identified as members

of doublets, while fermions of right chirality are identified as singlets of the SU(2)L ⇥ U(1)Y
electroweak gauge group. Consequently, the mass eigenstates of down-type quarks do not

coincide with their weak eigenstates. The Cabibbo-Kobayashi-Maskawa matrix regulates the

mixing between these two bases [6].

Leptons

The second kind of fermions in the SM are the leptons. Conversely from quarks, these particles

interact only via the electromagnetic and weak forces. There are three charged leptons in the

SM: the electron (e), the muon (µ), and the tau (⌧), all with electric charge Q = �1. While

these particles have similar properties, their masses cover a wide range: going from 511 keV

for the electron to 105.7 MeV for the muon, up to 1.8 GeV for the tau. The electron and the

muon are considered stable particles at the LHC experiments: the former is actually stable,

and the latter has a sufficiently large lifetime to be detected before decaying. Conversely, the

tau has a short lifetime of 2.9⇥10�13 s, which makes it detectable only via its decay products.

Each charged lepton is associated with a neutrino (⌫e, ⌫µ, and ⌫⌧ ): these are neutral particles

that interact only via the weak force. In the original formulation of the SM neutrinos are

massless. However, in 2016, neutrino oscillations were observed [7], proving that also these

particles are massive (m⌫ < 2 eV [6]). Similarly to quarks, also for neutrinos, the weak and

mass eigenstates are subject to mixing, regulated by the Pontecorvo-Maki-Nakagawa-Sakata

(PMNS) matrix [8].

Strong interaction

Quantum Chromodynamics (QCD) is the underlying theory for the strong interaction. QCD

is a non-abelian gauge theory based on the local SU(3)C symmetry, where the subscript C

refers to the color charge.

The Dirac Lagrangian of a free massive fermionic field  , associated with a particle of spin

s = 1/2, can be written as:

Lf =  ̄(x)
�

i/@ �m
�

 (x), (1.1)

where /@ = �µ@
µ and � are the Dirac matrices.

Such a lagrangian is invariant under the “global” SU(3) transformation:

 
0(x) = U (x), (1.2)

where U is a 3⇥ 3 unitary matrix of the form:

U = eigs✓
a λ

a

2 , (1.3)

where �
a

2 denote the 8 Gell-Mann matrices, corresponding to the generators of the SU(3)

group, and gs is a constant. Such a global invariance is promoted to a “local” one, i.e.

dependent on the spacetime coordinate x, by introducing gauge fields in the Lagrangian of

eq.(1.1). More precisely, this is ensured by defining the covariant derivative (Dµ):

Dµ = @µ + igs
�a
2
Aa

µ, (1.4)

where gs is the arbitrary coupling constant introduced above and the vector bosons fields Aa
µ,

that can be identified as the eight gluon fields4 transform as:

Aa
µ ! Aa

µ + gs↵
b(x)fabcAc

µ + @µ↵
a(x), (1.5)

4
As described above, eight gluon fields are expected in the SM as the SU(3) group has 8 generators.
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where fabc are the structure constants of the group and must satisfy the commutation rules
h

�
a

2 , �
b

2

i

= ifabc �
c

2 . Substituting these terms into the Dirac Lagrangian of eq. (1.1), one gets

a QCD Lagrangian invariant under local SU(3)C transformations:

LQCD =  ̄(i/@ �m) � gs ̄�
µ�a
2
 Aa

µ � 1

4
Fµ⌫
a F a

µ⌫ , (1.6)

where

Fµ⌫ = @µA
a
⌫ � @⌫A

a
µ + gsf

abcAb
µA

c
⌫

is the field strength tensor. The corresponding term in eq. (1.6) is required for the propagation

of the gluon field and, not being linear in terms of the gluon potential, introduces trilinear

and quadrilinear terms in the Lagrangian, corresponding to the self-interactions of gluons.

The coupling constant gs determines the strength of the interaction and it is often redefined

as ↵s = g2s/4⇡.

Electroweak interaction

The SU(2)L⇥U(1)Y gauge group jointly describes the electromagnetic and weak interactions

and is therefore referred to as electroweak (EW) group.

The electromagnetic interaction can be represented by the Quantum Electrodynamics

(QED) Lagrangian, invariant under the local U(1)em symmetry:

LQED =  ̄(i /D �m) � 1

4
Fµ⌫Fµ⌫ . (1.7)

In an analogous way to the QCD Lagrangian, a kinetic term5, proportional to Fµ⌫ , accounts

for the propagation of the gauge boson (here the photon), while the covariant derivative

(Dµ = @ � ieAµ) introduces the interaction term:

Lint
QED = e ̄Aµ

�µ .

A theoretical description of the weak interaction is more challenging, as it has to reflect the

experimental evidence of the parity violation. This is taken into account assigning different

interaction terms to left- and right-handed fermion fields. Theoretically this is achieved using

the gamma matrix �5 ⌘ i�0�1�2�3 to identify the left and right chirality6 projection operators:

PL =
1� �

5

2
; PR =

1 + �
5

2
(1.8)

Ultimately, the weak interaction is characterized by two quantum numbers: the weak isospin

(T3) and hypercharge (Y ). The weak isospin (T3) quantum number is associated with the

non-abelian group SU(2)L and corresponds to one of the group generators. More precisely, the

group has three generators Ti =
�i

2 , where �i are the Pauli’s matrices, and the gauge invariance

is reflected by the presence of the 3 gauge fields W i
µ. In the SU(2)L group, left-handed fermions

are represented by a doublet, whereas right-handed particles are SU(2)L singlets that do not

interact with the W i
µ fields. Both left- and right-handed fields are obtained from the chirality

projection operators defined above (cf. eq.(1.8)):

ΨL =
1� �

5

2

✓

 

 
0

◆

=

✓

 L

 
0

L

◆

 R =
1 + �

5

2
 

 
0

R =
1 + �

5

2
 
0,

(1.9)

5
In the QED Lagrangian F

µν
= @

µ
A

ν
− @

ν
A

µ

6
For massless particles the chirality corresponds to the projection of the spin vector −→s over the momentum

vector −→p .
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where the  and  
0 fields represent either the neutrino and charged lepton or the up- and

down-type quark fields. The weak hypercharge (Y ) quantum number is associated with the

U(1)Y abelian group. This group has a single generator Y
2 , with the U(1)Y gauge invariance

reflected by the presence of the Bµ gauge field. The Gell-Mann-Nishijima formula relates the

weak hypercharge and isospin to the electric charge associated with the U(1)em group:

Q = T3 +
Y

2
. (1.10)

Hence, the EW Lagrangian density can be written as:

L = ΨL(i /D)ΨL +  R(i /D) R +  
0

R(i /D) 0

R, (1.11)

where the mass terms are omitted to preserve the SU(2)L invariance. Following the same

approach adopted with the QED and QCD Lagrangians, the introduction of the covariant

derivative (Dµ) ensures a SU(2)C ⇥ U(1)Y local symmetry:

Dµ = @
µ � ig

�!
T
�!
Wµ � ig0

Y

2
Bµ, (1.12)

with g and g0 regulating the strength of the interactions.

Eq. (1.11) can be rewritten separating the kinetic term from those responsible for the

charged and neutral currents:

L = Lkin + LCC + LNC, (1.13)

where:

Lkin = ΨL(i/@)ΨL +  R(i/@) R +  
0

R(i/@) 
0

R

LCC =
gp
2
W+

µ ΨL�
µ
�
+
ΨL +

gp
2
W�

µ ΨL�
µ
�
�
ΨL =

=
gp
2
W+ �

 L�
µ
 
0

L

�

+
gp
2
W�

⇣

 
0

L�
µ
 L

⌘

LNC =
gp
2
W 3

µ

h

 L�
µ
 L �  

0

L�
µ
 
0

L

i

+

+
g0p
2
Bµ

h

Y
⇣

 L�
µ
 L +  

0

L�
µ
 
0

L

⌘

+ Y  R�
µ
 R + Y  

0

R�
µ
 
0

R

i

(1.14)

where the W± charged bosons can be expressed as linear combinations of the W1 and W2

gauge bosons:

W±
µ =

1p
2

⇣

W 1
µ ⌥ iW 2

µ

⌘

(1.15)

and similarly for the Pauli’s matrices:

�
± =

1p
2

⇣

�
1 ± i�2

⌘

. (1.16)

The neutral current Lagrangian is expressed as a function of W 3
µ and Bµ, but none of

them can be interpreted as a physical neutral boson at this stage of the formulation. For this

purpose, one introduces the Zµ and Aµ fields that directly represent the neutral Z boson and

the photon by means of a Weinberg’s angle (✓W ) rotation of the W 3
µ and Bµ fields:

✓

Aµ

Zµ

◆

=

✓

cos ✓w sin ✓w
� sin ✓w cos ✓w

◆✓

Bµ

Wµ

◆

, (1.17)
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which allows to rewrite the NC Lagrangian of eq. (1.14) separating the terms associated with

the photon and the Z boson fields:

LZ
NC =  L�

µZµ

✓

g
�3
2

cos ✓w � g0
Y

2
sin ✓w

◆

 L (1.18)

L�
NC =  L�

µAµ

✓

g
�3
2

sin ✓w + g0
Y

2
cos ✓w

◆

 L, (1.19)

where the two neutral currents associated with the Zµ and Aµ fields manifest explicitly as a

function of the weak isospin (T3 = �3
2 ) and hypercharge (Y ). In addition, as a consequence

of the Gell-Mann-Nishijima formula (cf. eq. (1.10)), the following relation holds:

e = g0 sin ✓w = g cos ✓w (1.20)

and it relates the value of the fundamental electric charge e to the coupling constants g, g0 as

well as to the Weinberg’s angle ✓w.

To complete the description of the Electroweak Lagrangian (cf. eq. (1.11)), one has to

introduce a kinetic term for the gauge fields:

LEW = ΨL(i /D)ΨL +  R(i /D) R +  
0

R(i /D) 0

R � 1

4
Wµ⌫

i W i
µ⌫ �

1

4
Bµ⌫B⌫µ, (1.21)

with the fields strength tensors W i
µ⌫ and B⌫µ defined as:

B⌫µ = @µB⌫ � @⌫Bµ

W i
µ⌫ = @µW

i
⌫ � @⌫W

i
µ + g"ijkW j

µW
k
⌫ ,

(1.22)

where "
ijk is the Levi-Civita tensor. This additional kinetic term gives rise to the self-

interaction of the gauge bosons, predicting the existence of trilinear

(ZW+W�, �W+W�) and quadrilinear

(ZZW+W�, ��W+W�, Z�W+W�, W+W�W+W�) self-couplings of the Z, W±, and �

bosons.

Hence, the electroweak and strong interactions can be represented by a Lagrangian com-

prising of the two terms LQCD and LEW , resulting in a gauge theory with a SU(3)C ⇥
SU(2)L ⇥ U(1)Y symmetry. However, neither LQCD nor LEW contain explicit mass terms

of either the gauge or the fermion fields, as these would break the gauge invariance. While

this is consistent with the evidence of massless photons and gluons, it does not reflect the

existence of massive gauge bosons, such as the W± and Z, and fermions.

In order to maintain the gauge invariance of the theory, whilst at the same time reflecting

the experimental evidence of massive gauge bosons and fermions, the electroweak symme-

try must be broken. In the SM this happens via the so-called Brout-Englert-Higgs (BEH)

mechanism [9, 10, 11, 12], detailed in the next section.

1.1.2 Spontaneous symmetry breaking: the Brout-Englert-Higgs mecha-
nism

The BEH mechanism is based on the introduction of a complex scalar field �(x) in the SM

Lagrangian to solve the issue of massless particles arising from the theoretical formulation

presented above. The potential of such a field (V (�)) must be invariant under the symmetry

of the system, but when a specific ground state is selected, among a continuum of possible

states, the symmetry of the system is said to be spontaneously broken. When this happens, a

scalar field corresponding to a massless spin 0 boson is introduced in the Lagrangian density

for each generator of the group associated with the broken symmetry, as a consequence of the

Goldstone theorem7 [13].

7
The massless spin 0 boson(s) take the name(s) of “Goldstone boson(s)”.
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Re(�)
Im(�)

V (�)

V (�0) = 0

V (�0) = ��
4v

4

Figure 1.2: Schematic illustration of the Higgs potential V (�) (cf. eq. (1.25)).

Hence, introducing a complex scalar doubled field with hypercharge Y� = 1:

� =

✓

�
+

�
0

◆

=
1p
2

✓

�
1 + i�2

�
3 + i�4

◆

(1.23)

the SM Lagrangian density is supplemented with the term:

LBEH = (Dµ�)
†(Dµ

�)� V (�†�)2, (1.24)

where:

V (�†�) = �µ2
�
†
�+ �(�†�)2, (µ2,� > 0) (1.25)

is the scalar field potential and Dµ is the covariant derivative introduced in eq. (1.12). The

functional form of the potential is represented in Fig. 1.2.

The peculiar expression of this potential is such that at � = 0 it presents an unstable local

maximum, whereas a continuum of ground states is found at

| �†� |=
µ2

2�
⌘ v2

2
, (1.26)

where the quantity v is referred to as vacuum expectation value (VEV). The choice of a ground

state is said to “spontaneously break” the symmetry, however leaving the Lagrangian gauge

invariant. The choice of the ground state breaks both the SU(2)L and the U(1)Y symmetries,

but it preserves the U(1)em symmetry when the ground state is parallel to the �0 component

of the doublet (cf. eq. (1.23)).

The small perturbations around the minimum can be parametrized as:

�(x) =
1p
2
ei�

i
✓
i
(x)

✓

0

v +H(x)

◆

, (1.27)

where ✓i and H(x) are the massless and massive spin 0 fields predicted by the Goldstone

theorem. While the massive H(x) field can be associated with the Higgs boson (H), needed

to complete the SM picture presented above, the massless ✓i Goldstone bosons are unphysical.
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The dependence from the Goldsone bosons is removed from eq. (1.27) by means of a

SU(2)L local transformation, also referred to as “unitary gauge”, under which the Lagrangian

is invariant:

�(x) ! e�i↵(x)σ
2 �(x) = �

0(x) =
1p
2

✓

0

v +H(x)

◆

, (1.28)

where ↵i(x) = 2✓i(x), and �(x) now only depends on the VEV value and on H(x).

Eventually, one can rewrite the LBEH Lagrangian explicitly as:

LBEH =
1

2
@µH@

µH + µ2H2+

+
g2v2

4
W+

µ W�µ +
1

2

(g2 + g02)

4
v2ZµZ

µ+

+
g2

2
vHW+

µ W�µ +
g2

4
H2W+

µ W�µ +
g02

2
vHZµZ

µ +
g2

4
H2ZµZ

µ+

+
µ2

v
H3 +

µ2

4v2
H4

(1.29)

From the first line one gets the mass of the scalar Higgs field:

m2
H = 2�v2 = 2µ2, (1.30)

which is a free parameter of the theory.

The second line describes the massive W±
µ and Zµ fields, resulting in:

mZ =

q

g2 + g02

2
v

m
W

± =
gv

2
= mZ cos ✓w

(1.31)

The Aµ field is not present in eq. (1.29), reflecting the U(1)em invariance of the Lagrangian

and the fact that the photon is massless.

The third line introduces trilinear and quadrilinear couplings of the Higgs boson to the

weak vector bosons Z and W± (HW+W�, HZZ, HHW+W�, HHZZ), of which the HZZ

is of particular interest for the analysis presented in the context of this thesis. Eventually, the

fourth line describes the trilinear and quadrilinear self-couplings (H3 and H4) of the Higgs

boson, from which the scalar potential can be written as:

V (�) =
1

2
m2

HH
s + �HHHvH

3 +
1

4
�HHHHH

4 � �

4
v4, (1.32)

where the H boson self-couplings are defined as:

�HHH = �HHHH = � =
m2

H

2v2
. (1.33)

This strong relation of the self-couplings to the Higgs boson mass and the VEV value is one

of the cornerstones of the SM. Precision measurements of these quantities provide one of the

most stringent tests of the SM, giving direct access to the Higgs boson potential and probing

directly the spontaneous symmetry breaking mechanism detailed here.

The VEV value is one of the two free parameters of the BEH mechanism, but it can be

measured precisely from the charged current interaction in the µ ! e⌫e⌫µ decay, noticing the

relation between the W boson mass and the Fermi’s constant:

GFp
2
=

g2

8m2
W

=
1

2v2
, (1.34)
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from which one obtains:

v =
1

�p
2GF

�1/2
= 246 GeV. (1.35)

In addition to vector bosons, also fermions acquire mass via the BEH mechanism. More

precisely, the mass terms are generated by the Yukawa interaction of the H field with left-

and right-handed fields8:

LYukawa = �yf 0

⇣

ΨL� 
0

R +  
0

R�
†
ΨL

⌘

� iyf

⇣

ΨL�2�
⇤
 
0

R +  
0

R�2�
⇤†
ΨL

⌘

, (1.36)

where yf and yf 0 are the coupling constants for the up- (T3 = 1/2) and down-type (T3 = �1/2)

fermions, respectively. After electroweak symmetry breaking one gets:

LYukawa = �
X

f

mf  

✓

1 +
H

v

◆

�
X

f
0

mf 
0
 
0

✓

1 +
H

v

◆

, (1.37)

where the mass terms for the up- and down-type fermions are:

m
f
(0) = y

f
(0)

vp
2
. (1.38)

Hence, the mass terms of the fermion fields originate from their interaction with the Higgs

field and are proportional to the strength of the Yukawa couplings y
f
(0) and to the VEV value

v.

1.2 Phenomenology of the Higgs boson at the LHC

In July 2012 the ATLAS and CMS Collaborations announced the observation of a new spin 0

scalar boson [2, 3, 4] with a mass of about 125 GeV. The sensitivity of the analysis, performed

exploiting proton-proton collision data collected by the experiments at a centre-of-mass energy

of
p
s = 8 TeV, was driven mainly by the H ! ZZ ! 4` and H ! �� decay channels. The

former is also known as the “golden channel” because of its many virtues and is the target of

the analysis presented in this manuscript. It is remarkable to note here that the analysis of

the H ! ZZ ! 4` decay channel, initially developed to identify a significant signal excess over

a continuous background, nowadays has become a precision physics analysis, where many of

the properties of the H boson can be measured to probe in detail the predictions of the SM.

After the claim of the discovery, the analyses focused on the measurement of the properties

of this long-sought particle [14, 15, 16, 17]: its spin-parity is measured to be JP = 0+ [14, 15]

and the first measurement of mH yields to mH = 125.09± 0.21 (stat)± 0.11 (syst) GeV [16],

both in agreement with the SM predictions.

The discovery of the Higgs boson at the LHC, along with the first measurements of its

properties, set a significant breakthrough in the study of the BEH mechanism.

Conversely from the VEV value, which can be measured precisely exploiting mW and GF ,

a measurement of mH requires studying exclusive decay channels and production mechanisms

in detail. The first precision measurement of this parameter was performed combining the

Run-I results obtained by the ATLAS and CMS Collaborations [16]. Nowadays, the most

precise measurement of mH results from a combination of the CMS H ! ZZ ! 4` and

H ! �� decay channels using the full Run-I statistics and the 2016 Run-II data [18]:

mH = 125.38± 0.11 (stat) ± 0.08 (syst) GeV. (1.39)

The precision measurement of mH is fundamental as, being a free parameter of the SM,

its value is not fixed a priori. Setting the value of this parameter enables predictions on

8
Defined as of eq. (1.9)
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Figure 1.4: Leading order Feynman diagrams for the main production mechanisms of the

Higgs boson: (a) gluon fusion, (b) Vector-boson fusion, (c-d) associated production with a

gauge boson, (e) associated production with a pair of top (or bottom) quarks, (f-g) production

in association with a single top quark. Figure taken from [6].

both the coupling to vector bosons (H ! ZZ, H ! ��, H ! W±W⌥, but also the rarer

H ! Z�) and the coupling to fermions (e.g. H ! bb, H ! cc, and H ! µµ). The complete

list of the expected BR for the main decay channels of the Higgs boson is given in Tab. 1.1.

Table 1.1: Branching fraction of the principal H boson decays at mH = 125.09 GeV. Theo-

retical uncertainties are obtained from the sum in quadrature of the uncertainties on the H

boson partial width, the value of ↵s, and the quark masses [6].

Decay mode Branching fraction [%]

H ! bb 58.09+0.72
�0.73

H ! W±W±⇤ 21.52± 0.33

H ! gg 8.18± 0.42

H ! ⌧
+
⌧
� 6.27± 0.10

H ! cc 2.88+0.16
�0.06

H ! ZZ 2.641± 0.040

H ! �� 0.2270± 0.0047

H ! Z� 0.1541± 0.0090

H ! µ+µ� 0.02171+0.00036
�0.00037

The searches for some of these decay channels, such as H ! bb and H ! cc, are limited

by the large QCD backgrounds that characterize the dominant production mechanisms, such

as the gluon- and vector boson-fusion processes, while others suffer from a low branching

fractions, such as H ! µµ, thus making their searches more challenging and requiring sophis-

ticated analysis techniques. For example, the recent precision measurement of the H ! µ+µ�

process by the CMS Collaboration [23] sets an important milestone in the understanding of
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Figure 1.5: Top: Production cross sections of the SM Higgs boson at hadron colliders as a

function of the centre-of-mass energy (
p
s) at mH = 125 GeV. The different orders in pertur-

bative QCD (pQCD) at which each cross section is computed are reported in parentheses.

Bottom: Cross sections of the main Higgs boson production mechanisms measured by the

ATLAS Collaboration using the data collected in Run-II at
p
s = 13 TeV.

Figures taken from [19] and [20].
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the SM, confirming the expected proportionality between the fermionic couplings of the Higgs

and the fermion masses. Fig. 1.7 summarizes the current status of the results obtained by the

CMS Collaboration for the measurement of the Higgs boson couplings to fermions and vector

bosons, where a remarkable agreement with the SM predictions is observed.
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Figure 1.7: Couplings of the SM H boson measured from the combination of the proton-proton

collisions data collected by the CMS experiment at a centre-of-mass energy of
p
s = 13 TeV.

Figure taken from [23].

With access to a precise value of mH , a further and more stringent test of the SM is

possible. In fact, Fig. 1.7 does not comprise the self-coupling of the Higgs boson. Combining

eq. (1.39) and eq. (1.33) one gets:

�HHH =
⇣mH

2v

⌘2
' 0.13. (1.40)
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Now, a precision measurement of this quantity is extremely appealing, as it would provide

a closure test of the SM, nailing down its only free parameter and ultimately proving that

this Higgs boson is the SM Higgs boson. With the large statistics collected by the LHC

experiments during the Run-II phase, the sensitivity of the analyses to �HHH has substantially

increased. The most natural way to measure this observable is to exploit the double Higgs

boson production cross section, which depends on �HHH at LO.

The most stringent value on �HHH is derived from the CMS and ATLAS bb�� di-Higgs

analysis [24, 25] that exclude at 95 % CL values of �HHH < �3.3 �
SM
HHH and �HHH >

8.5 �SM
HHH , and �HHH < �1.5 �SM

HHH and �HHH > 6.7 �SM
HHH , respectively. More stringent

limits on �HHH are expected from the combination of different di-Higgs channels using the

137 fb�1 of data collected by the experiments over the Run-II phase of the LHC. More recently,

theoretical calculations have also shown the possibility of setting constraints to �HHH via

single-Higgs decay channels [26, 27], exploiting electroweak corrections to the loops of the

Higgs boson production and decay processes. Although at the current stage this approach

is limited by the statistics, it provides complementary information on the self-coupling of

the Higgs, with exclusion limits that can become competitive with the direct ones from the

di-Higgs measurements. In the context of this thesis, the H ! ZZ ! 4` decay channel is

used to infer constraints on the trilinear self-coupling of the Higgs boson, as further detailed

in Ch. 7.

1.3 The “golden channel”: past, present, and future

The analysis presented in this manuscript consists of the study of the Higgs boson properties

in the H ! ZZ ! 4` decay channel, often referred to as the “golden channel".

The Higgs boson decays in pairs of vector bosons can have very different topologies: on

one side the decay to a pair of W± bosons, which features a large branching fraction, despite

a poor mass resolution due to missing energy in the final state; on the other hand the decay

to two Z bosons, where the limited statistics due to the low branching fraction (cf. Tab. 1.1)

is compensated by a large signal-to-background ratio, an excellent mass resolution, and a

completely resolved final state.

• A large signal-to-background ratio: in the H ! ZZ ! 4` decay, the Higgs boson can be

identified starting from the four leptons in the final state. The typical resonant shape of

the invariant mass of the four-lepton system represent a clear signature to distinguish

between the signal and the background processes, as the latter has a rather flat shape

under the Higgs peak;

• An excellent mass resolution: such a great separation between signal and background is

also the result of the reconstruction power of the CMS detector. The precise identifica-

tion of electrons and muons, to which CMS owes its name, allows to probe with great

precision this decay channel, making it one of the driving channels in the determination

of the Higgs boson properties, such as its mass and width [15];

• A completely resolved final state: where Higgs boson candidates can be identified rela-

tively easily by imposing selection cuts on the leptons reconstructed in the final state.

Once the four leptons in the final state are identified and reconstructed, the information

can be used to characterize completely the H ! ZZ ! 4` decay and to construct dedi-

cated kinematic discriminants that the analysis can exploit to enhance the background

rejection.

Hence, this channel dominates the scene from the early stages of Run-I, where it was

fundamental for the announcement of the discovery in 2012 [2, 3, 4], and for the subsequent



1.3. The “golden channel”: past, present, and future 19

measurements of the Higgs boson mass, width, and spin-parity [14, 15, 16, 17]. All these

results turned out to be in agreement with the SM predictions, which began to be probed

in more detail with the measurement of signal strength modifiers [15, 28] and fiducial cross

sections [29, 30], in order to assess the properties of the different production mechanisms and

the compatibility with the SM in specific phase space regions. At the same time, the sought

for anomalies in the SM predictions and the possible existence of BSM scenarios were probed

with measurements of anomalous couplings to vector bosons and fermions [31, 32, 33].

While all the results were found to be in agreement with the SM predictions, their ultimate

precision was essentially limited by the statistics available for the analysis, as a consequence

of the low branching ratio that characterizes the H ! ZZ decay. The measurements of signal

strength modifiers, fiducial cross sections, and anomalous couplings were repeated at a centre

of mass of
p
s = 13 TeV [34], exploiting the data collected in the early stages of the Run-II.

The agreement with the SM expectations was confirmed with more strength and an overall

reduction of the global uncertainty was observed. However, most of the measurements were

still dominated by the statistical uncertainty. Exploiting the full statistics collected in the

first year of the Run-II, the properties of the Higgs boson in the four lepton decay channel

were measured again [35], setting a clear turning point in the history of this analysis. First of

all, some of the results started to have comparable statistical and systematical components of

the uncertainties; in addition, the increased statistics available for the analysis made possible

the exploration of more fine-granular phase space regions. Hence, the H ! ZZ ! 4` analysis

entered the realm of precision physics, targeting the test of the SM in a more “production-

oriented” way. With the analysis of the combined 2016 and 2017 data collected at
p
s = 13 TeV

some of the inclusive measurements started to be limited by the systematic uncertainties, and

the production mechanisms of the Higgs boson could be probed individually [36]. The apex

was reached in 2018, when the analysis could profit from the entire statistics collected during

the Run-II phase. The results of this study have recently been published in the European

Physics Journal C [37] and are extensively detailed in this manuscript. Exploiting the full

Run-II data set, the H ! ZZ ! 4` decay channel could be used to measure the signal

strength modifiers for each production mode and to measure fine granular cross sections in

the so-called Simplified Template Cross Section (STXS) framework [19]. The large statistics

available, corresponding to 137 fb �1, also contributed to the improvement of the measurement

of fiducial cross sections in differential bins of certain kinematic observables. The full Run-II

statistics will also allow measurements of the Higgs boson’s mass and width, improving the

current constraints on these two observables. More precisely, the width of the Higgs boson

is currently constrained to be ΓH = 3.2+2.8
�2.2 MeV, under the assumption of couplings with

structure similar to that of the SM, for an expectation measured to be ΓH = 4.1+5.0
�4.0 MeV,

using the data collected by the CMS experiment during the Run-I and combined with a

portion of Run-II data [38]. This result was obtained from the combination of the on- and

off-shell productions of the Higgs boson and led to the first confidence interval on ΓH , which is

expected to improve even further when the full Run-II statistics will be used for the analysis.

The combination of the on-shell and off-shell productions of the Higgs boson will also permit

studies of CP-violation and anomalous couplings of the Higgs boson. Eventually, the future

Runs of the LHC will change the fate of these measurements, providing substantially more

data and enhancing the sensitivity to possible BSM effects.

Before diving into this “golden journey” and present the measurements of the Higgs boson

properties in the four lepton decay channel, it is useful to concentrate for a moment on the

description of the detector that made this analysis possible: the CMS Experiment at the

CERN LHC.
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Founded in 1954 and located near the Franco-Swiss border west of Geneva, the Conseil

Européen pour la Recherche Nucléaire (CERN), or European Council for Nuclear Research,

is nowadays the largest particle physics laboratory worldwide. Counting more than 10000

researchers from over 100 nationalities, CERN is at the forefront of fundamental research,

innovation, and knowledge transfer.

Scientists at CERN analyze data from proton-proton collisions in the Large Hadron Col-

lider (LHC) at a design centre-of-mass energy of 14 TeV. The LHC is the largest particle

accelerator ever built, and is located in an underground tunnel of 27 km in length. This col-

lider was constructed between 1998 and 2008 in the same tunnel that hosted its predecessor,

the Large Electron-Positron (LEP) collider, posing stringent requirements on the design of

the LHC infrastructure and its installation. The tunnel is placed underground, at a depth

ranging between 45 m and 170 m, and herein are located the two vacuum beam-pipes where

proton beams circulate in opposite directions before colliding at four interaction points, where

the main experiments are installed. Given the vastness of the LHC scientific programme, each

experiment was designed to probe specific physics scenarios. The ALICE and LHCb detectors

study heavy ions and b-quark physics, respectively. The ATLAS and CMS are two general-

purpose detectors, initially designed to hunt for the Higgs boson and to explore possible

Beyond Standard Model (BSM) scenarios at the TeV energy scale. The results presented in

this thesis are obtained from the analysis of proton-proton collisions collected by the CMS

experiment at a center-of-mass energy of
p
s =13 TeV, corresponding to the total 137 fb�1

recorded during the so-called Run-II phase of the LHC.

This chapter is structured as follows: an overview of the LHC accelerator, with particular

attention to its design and operations, is given in Sec. 2.1; the CMS experiment, along with

the description of its various sub-detectors, is presented in Sec. 2.2. Sec. 2.3 presents the

algorithms used for the offline objects reconstruction and identification.
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2.1 The Large Hadron Collider at CERN

The LHC inherits its location from the LEP e+e� collider and it was designed to deliver

proton-proton (pp) collisions at a center-of-mass energy of
p
s = 14 TeV, with an instanta-

neous luminosity of L = 1034 cm�2s�1 [39, 40]. The LHC was primarily conceived to probe

the spontaneous symmetry breaking mechanism via the search of the Higgs boson, observed

by the ATLAS and CMS experiments in 2012 [2, 3, 4], and to investigate for any hint of BSM

physics at the TeV energy scale. In addition, the LHC features a nuclear physics programme,

from which CERN owes its name, based on lead ions collisions at 2.76 GeV/nucleon at a

luminosity of L = 1027 cm�2s�1, with the ultimate goal of understanding the behaviour of

quarks and gluons in plasma.

2.1.1 Design

The LHC [41] is the last element of the CERN accelerator complex: herein, proton beams

are produced, accelerated, in subsequent steps, up to 7 TeV, and injected into two separate

beam pipes that cross at dedicated interaction points (IP), where the detectors are placed.

The position of the four main experiments along the ring and the different elements of the

accelerator complex are illustrated in Fig. 2.1.

The first step of the injection chain consists of the extraction of protons from H atoms

exploiting strong electric fields. Bunches of protons are formed using the magnetic field

generated in a Radio Frequency Quadrupole (RFQ) and are accelerated up to an energy of

750 keV. In a subsequent step, the bunches are supplied to the Linear Accelerator (LINAC

2), which increases their energy up to 50 MeV and sends them to the Proton Synchrotron

Booster (PSB), a 150 m ring where their intensity is increased, and the beam is accelerated

up to 1.4 GeV. Two more steps are required before injecting the beams in the LHC: the

Proton Synchrotron (PS) and the Super Proton Synchrotron (SPS) accelerate the beams up

to 25 GeV and 450 GeV, respectively. When ready to be sent to the LHC, the beam is split

into two parallel beamlines with fast kicker magnets and accelerated to their nominal energy

in high frequency (RF) cavities.

The beam optics in the LHC ring is controlled with superconducting NbTi magnets. The

beams are kept on their circular trajectory exploiting 1232 dipoles, disposed into eight arcs

of 2.45 km each. A current of about 11 kA flows in the dipoles and generates the 8.3 T

magnetic field that keeps the beams on their circular trajectory. One of the most stringent

requirement for the accelerator is the narrow size of the bunches, which is kept constant by

using additional magnets, also known as quadrupoles. Superfluid He-4 is used to cool down

the magnets to 1.9 K, thus ensuring their superconducting state.

The beams are made to collide at four interaction points (IP), where the main experiments

are located, after a further focusing obtained with additional quadrupoles placed before each

IP.

The number of events per unit time @N/@t for a process with given cross section � is

determined by the instantaneous luminosity L [41]:

@N

@t
= L⇥ �. (2.1)

Hence, the only way to observe processes with low cross section at the LHC is to have

a machine with a sizeable instantaneous luminosity. However, this parameter can not be

increased indefinitely, as it conflicts with the performance of the data acquisition system, as

described in Sec. 2.2.4. Often one reports the integral of L over time, referred to as integrated

luminosity, L =
R

Ldt, which defines the amount of data recorded over a given period of time,

usually a year of data taking. The instantaneous luminosity is measured in units of cm�2s�1,
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Table 2.1: Nominal parameters of the LHC in proton-proton collisions.

Parameter Meaning Nominal valuep
s Center-of-mass energy 14 TeV

∆t Bunch separation 25 ns

nb Number of bunches 2808

Np Number of protons per bunches 1.15·1011

frev Revolution frequency 11245 Hz

�z Transverse bunch r.m.s. at the IP 16.7 µm

�xy Longitudinal bunch r.m.s. 7.55 cm

�
? Beta function at the IP 0.55 m

✓c Crossing angle at the IP 285 µrad

"n Transverse emmittance 3.75 µm

and its design value for the LHC machine is L = 1034 cm�2s�1, while the integrated luminosity

is usually expressed in inverse femtobarns (fb�1) or picobarns (pb�1).

The operations of the accelerator are often quantified quoting the instantaneous luminosity,

which can be defined from the beam parameters as:

L =
N2

pnbfrev�r

4⇡"n�
? F , (2.2)

where Np is the number of particles in each of the nb bunches present in the beam, frev
is its revolution frequency, and �r is the relativistic factor. The beam optics enters in the

"n�
? factor, where the first term represents the emittance and the latter the so called beta

function, i.e. the beam focusing at the IP [41]. The F factor accounts for the reduction of

instantaneous luminosity due to the crossing angle (✓c) of the beams and the transverse and

longitudinal r.m.s. bunch sizes (�xy and �z):

F =

✓

1 +
✓c�z
2�xy

◆�1/2

(2.3)

The nominal values of the different parameters defined above are reported in Tab. 2.1.

As mentioned above, the large luminosity of the LHC is fundamental to have the possi-

bility to observe processes with small cross sections. However, this also means that several

interactions can happen within the same bunch crossing. This phenomenon is referred to as

pileup and its average value is given by:

hP.U.i =
L�inelpp

nb · frev
, (2.4)

where �
inel
pp is the inelastic pp cross section. At the design value of the LHC one hasp

s = 14 TeV and �inelpp = 69 mb, for a resulting pileup rate of about 22 interactions [43]. As

further detailed in the next section, the LHC has been increasing constantly its operational

values over the years, reaching the current pileup rate of about 60 interactions per bunch

crossing. This number will become even larger with the High Luminosity phase of the LHC

(HL-LHC), foreseen to start in 2027, where an average pileup rate of hP.U.i = 140/200 events

is expected. These constantly increasing values of pileup rate have a direct consequence on

the detector’s performance, as a higher detector occupancy means a reduction in the particle

reconstruction’s efficiency and resolution. In order to cope with such a harsh environment

expected for the HL-LHC operations, all the LHC experiments are currently undergoing an

upgrade programme [44]. The mitigation of the pileup rate and of the high radiation dose
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caused by such a harsh environment are two of the most stringent requirements the design of

the new sub-detectors has to meet. For example, the upgrade of the CMS endcap calorimeters

with a High Granularity Calorimeter (HGCAL) [45] goes in this direction and it has been one

of the topics studied in this thesis. A more detailed description of the CMS upgrade campaign

in view of the HL-LHC programme, with a particular focus on the HGCAL and its design

validation using test beam data, is given in Chapter 3.

2.1.2 Operations

After more than ten years of commissioning and installation, the first proton beams were

injected into the LHC in September 2008. The inaugural run was stopped shortly after, and

intervention was needed to repair a severe mechanical damage induced by a large loss of

liquid He-4 due to a faulty electrical connection between two magnets. The LHC underwent

a one-year technical stop until November 2009, when 450 GeV proton beams were injected

into the machine for the first time after the incident. A few weeks after, the beam energy was

ramped up to 1.18 TeV per beam, and the LHC officially became the highest-energy particle

accelerator in the world.

In 2010 the beam energy was constantly increased until reaching 3.5 TeV per beam. In

March 2010, the first high-energy proton-proton collision with a center-of-mass energy of

7 TeV took place. The data collected over the years 2011 and 2012 comprise the Run-I phase

of the LHC: in the first year 6 fb�1 were delivered at a center-of-mass energy of
p
s = 7 TeV,

while in 2012, a total of 23 fb�1 were delivered at
p
s = 8 TeV. The former dataset allowed

the ATLAS and CMS collaborations to set stringent upper limits to the permitted mass range

of the Higgs boson. The latter featured a larger luminosity, and its partial combination with

the
p
s = 7 TeV dataset permitted to claim the Higgs boson discovery in July 2012. During

the following years, the luminosity of the machine has been increased constantly to reach its

nominal design value. After the beginning of Run-II in 2015, the LHC ran at a centre-of-mass

of
p
s = 13 TeV, for a total luminosity of 139 fb�1 collected by the end of 2018. Fig. 2.2 shows

the evolution of the integrated and peak luminosities recorded by the CMS detector over the

last eight years of LHC operations.

Fig. 2.3 shows a summary of the past LHC operations and a schedule for future runs.

After the Run-I phase, the LHC underwent two years of a technical stop, also referred to as

the first long shutdown (LS1), with the goal of preparing the machine for the beginning of

the Run-II. A substantial upgrade of the entire infrastructure was needed, with particular

attention to the magnets and some of the experiments’ sub-detectors.

With the luminosity steadily growing over the years (cf. Fig. 2.2), the average number

of collisions per bunch crossing is expected to rise. Fig. 2.4 shows the pileup rates for the

different years of the Run-II data taking phase: the average number of collisions per bunch

crossing almost tripled going from hP.U.i = 13 in 2015, up to hP.U.i = 40 in 2018. The

operations in the period ranging from 2011 to 2024 are referred to as Phase 1, while Phase

2 refers to the period between 2027 and 2037, and it will correspond to the High-Luminosity

era of the LHC (HL-LHC).

The LHC resumed its operations after the LS1 in 2015 and it kept running until the end

of 2018, for a period that is commonly referred to as Run-II. The 2015 runs were intended

for the commissioning of the machine at the new center-of-mass energy of
p
s = 13 TeV, a

record value that opened the doors to new physics scenarios for the experiments. In this same

year, 4.2 fb�1 were delivered to CMS at L = 5⇥ 1033 cm�2s�1, but in June 2016 the design

instantaneous luminosity was reached and later on exceeded until reaching the current value

of L = 1.5⇥ 1034 cm�2s�1. The CMS detector recorded integrated luminosities of 41.0 fb�1,

49.8 fb�1, and 67.9 fb�1 in the years from 2016 to 2018, as shown in Fig. 2.2.

After discoverying of the Higgs boson in Run-I, one of the main goals of the Run-II physics
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two locations are commonly used for test beam purposes and also host other detectors used

for non-Higgs physics, such as dark matter studies, crystallography and irradiation studies.

Proton beams circulate in counter-wise directions in two separate beam pipes and are

made to collide at four IPs, where the main experiments are placed. While for the ALICE

and LHCb detectors two of the LEP IPs were reused, for the two multi-purpose detectors

ATLAS and CMS larger caverns were obtained from the old ones. At each IP the beam pipes

are made to cross for collisions to take place and be detected by the corresponding experiment:

• Interaction point IP1

The IP1 hosts A Toroidal LHC Apparatus (ATLAS) [48], one of the two general-

purpose detectors designed to hunt for the SM Higgs boson and to study its properties,

but also to perform QCD analyses and detect possible BSM physics.

The ATLAS apparatus comprises many sub-detectors, each dedicated to identifying and

reconstructing a given type of particle or signature. The ATLAS experiment has a cylin-

drical structure around the interaction point: after an inner tracker and a Transition

Radiation Tracker (TRT), that feature a mixed silicon-based and gaseous technology,

the core of the detector is its sampling calorimeter, consisting of an inner liquid Ar-

gon electromagnetic component and an outer steel-tile calorimeter. This design choice

represents one of the main differences between the ATLAS and CMS detectors, as the

latter features a homogeneous PbWO4 electromagnetic calorimeter. Muon chambers

are located in the experiment’s outer region and cover it completely, resulting in the

huge 25 m diameter and 46 m length of the ATLAS detector and in the second major

difference with respect to the CMS design. A solenoid magnet surrounding the IP pro-

vides an axial field of 2 T, while several toroidal coils are used to reach up to 4 T fields

around the solenoid.

The detectors of the Large Hadron Collider forward (LHCf) [49] experiment are

placed in the same cavern of the ATLAS detector, and they are located about 140 m

away from the IP. The LHCf is made of two detectors, each weighing 40 kg for a total

volume of 30 cm ⇥ 80 cm ⇥ 10 cm. The physics goal of the LHCf experiment is the

characterization of the ultra-high-energy cosmic rays.

• Interaction point IP2

A Large Ion Collider Experiment (ALICE) [50] is located at IP2, one of the former

collision points of LEP. The ALICE experiment is designed to study heavy-ion physics

with the final aim of unveiling the nature of the quark-gluon plasma (QGP), the state

of the matter expected to be present in the primordial Universe.

The ALICE detector is unique in its genre and it features many sub-detectors not

present in the other LHC experiments. The golden point of ALICE is its Time Projection

Chamber (TPC) that complements the inner tracking system and allows precise particle

identification and discrimination. The former is enhanced by the presence of several

calorimeters and Time of Flight (TOF) and Ring-imaging Cherenkov (RICH) detectors.

In the very forward region the detector is complemented with a muon spectrometer, an

additional handle when studying QGP with the decay products of heavy quarkonium

states.

• Interaction point IP5

The Compact Muon Solenoid (CMS) [51] is located at IP5, diametrically opposed

to the ATLAS detector. Both are general-purpose detectors, designed to study a large

variety of physics phenomena, even though their structure is substantially different,

resulting in complementary measurements. A more detailed description of this detector

is given in Sec. 2.2.
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Sharing the same IP as CMS and partially placed within it there is the TOtal Elastic

and diffractive cross section Measurement (TOTEM) [52]. The TOTEM exper-

iment owes its name to its physics goal, that is the measurement of total cross section,

elastic scattering, and diffractive processes in pp collisions.

The particles coming out from the IP are tracked using cathode strip chambers (CSC)

and Gas Electron Multipliers (GEM) placed over multiple stations and forming two

telescopes. The other main detector of the TOTEM experiment are Roman Pots, i.e.

silicon sensors used to measure scattered protons.

• Interaction point IP8

The IP8 hosts the LHC beauty (LHCb) [53] experiment which, alike the ALICE one,

is located within one of the original LEP caverns. LHCb is specialized in the analysis

of b-quark physics with the aim of unveiling any new BSM process or leading to direct

hints of CP violation.

The LHCb detector is built in a different fashion than the ATLAS or CMS to reflect

the different physics studied: as b-hadrons are mostly produced in the forward region,

the detector is a single-arm forward spectrometer. The first sub-detector is placed close

to the IP, with the rest disposed over a length of 20 m.

In order to measure efficiently b-quarks, the LHCb detector features a Vertex Locator

(VELO), i.e. a movable tracking detector close to the beam-pipe. The VELO is an

array of semi-circular silicon-based detectors which allows to detect secondary vertices

of the b-hadrons decay.

Sharing the same location as LHCb the Monopole & Exotics Detector At the LHC

(MoEDAL) [54] experiment aims at a direct measurement of the magnetic monopole,

a hypothetical particle with a magnetic charge. The MoEDAL detector is the seventh

experiment approved and installed at the LHC.

Not all the LHC experiments aforementioned can sustain the same instantaneous luminosi-

ties and pile up rates. More precisely, the ALICE and LHCb detectors have limiting factors

that prevent them to collect data at the typical LHC rates. For the former the constraint is

set by the TPC dead-time, while the large particle flux traversing the latter almost saturates

its data acquisition capabilities. Hence, a luminosity leveling is performed: the beams are

automatically separated and delivered to the various detectors when the target luminosity is

reached. ALICE works with a stable instantaneous luminosity of about L = 1027 cm�2s�1,

while a larger value of L = 1032 cm�2s�1 is used for LHCb.

2.2 The CMS detector

Located in an experimental cavern 100 m deep underground at Interaction Point 5, in the

French village of Cessy, the CMS detector [51] is one of the two multi-purpose experiments

installed at the CERN LHC to hunt for the Higgs boson and to explore a large variety of

physics scenarios at the TeV energy scale. The detector has a cylindrical structure, hermet-

ically surrounding the IP5, for a total diameter of 15 m and a length of 21.5 m. The CMS

detector owes the “compact” of its acronym to the fact that it is almost twice as small as the

ATLAS experiment but with a twice larger weight of 12500 t.

The central component of the detector is a superconducting 4 T solenoid magnet, which

encloses the several sub-detectors that build up the CMS experiment. Each of these has a

specific role in detecting a particular type of particle or in the measurement of a given observ-

able. Immediately after the IP, 6 m within the coil, the inner tracking system is surrounded
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Figure 2.6: Schematic representation of the CMS coordinate systems [56].
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The polar angle is usually converted into pseudorapidity, i.e. the rapidity for ultra-

relativistic (m/E ⌧ 1) particles:

⌘ =
1

2
ln

✓

p+ pz
p� pz

◆

= � ln tan

✓

✓

2

◆

(2.6)

which varies from 0 at ✓ = ⇡
2 to ±1 at ✓ = 0 (⇡), as shown in Fig. 2.7.

The spatial separation between two particles is expressed, in a Lorentz boost-invariant

frame, as a function of their angular distance as:

∆R =

q

(∆⌘)2 + (∆�)2. (2.7)

An additional handle on the event’s topology comes from the negative sum of the transverse

momenta of all the reconstructed particles, which goes under the name of missing transverse

momentum pmiss
T . Being the detector symmetric around the interaction point and hermetic,

this quantity is usually interpreted as the total transverse momentum of neutrinos, or other

hypothetical non-interacting particles, escaping the detector without leaving any signature

whatsoever.

2.2.2 Detector structure

The CMS detector is built around a 4 T superconducting solenoid, used to bend the tracks of

the particles traversing the different sub-modules of which CMS consists of. In the following
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the various components are detailed, with particular attention to their role in the detection

of a specific kind of particle. This same information is also exploited for the offline particles’

identification and reconstruction, as discussed in Sec. 2.3.

Superconducting magnet

The most essential component of the CMS experiment is the niobium-titanium (NbTi) super-

conducting solenoid magnet [57].

With a 6 m diameter and an operational temperature of about 4.5 K, the magnet dictates

the design of the CMS detector. The magnet volume hosts the tracking and calorimetric

systems, and it features a constant magnetic field of 3.8 T. The iron return yoke, used to

confine the high magnetic field, is interspersed with the muon detection system and is placed

outside the NbTi magnet. Hence, the muon chambers are immersed in a 2 T magnetic field,

thus resulting in muons tracks having two different bendings before and after crossing the

magnet.

The CMS collaboration decided to operate the magnet at a nominal value of 3.8 T, slightly

lower than the 4 T design value, because of the unique design of the magnet and its unknown

aging properties. The magnetic field strength and lines estimated by means of Monte Carlo

simulation are shown in Fig. 2.8.

Figure 2.8: Longitudinal view of the CMS detector showing the magnetic | B | field (left)

and field lines (right). Central magnetic flux density of 3.8 T. Each field line represents an

increment of 6 Wb of the total flux. Figure taken from [58].

Inner tracking system

Placed directly around the interaction point, the tracking system [59, 60] is the innermost

part of the CMS detector. The CMS tracker covers a volume of 5.6 m in length and 2.4 m

in diameter, and it is instrumented with silicon sensors, sensitive to the passage of charged

particles originating from the interaction vertex. A uniform magnetic field of 3.8 T permeates

the tracking volume, and it is used as an additional handle in the particles identification

and reconstruction. The tracker also has to identify the in-flight decays and discriminate the

hard scattering interactions vertex, also referred to as primary vertex, from additional pile-up

collisions. As a result, the tracker is the sub-detector that has to cope with the most stringent

requirements in terms of design, detection efficiency, and radiation hardness. The tracking
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mary vertex. Limiting multiple scattering, bremsstrahlung, nuclear interactions, and photon

conversion as much as possible is fundamental for a precise reconstruction of the the trajec-

tory of the particles in the tracker and for the measurement of their energy in the subsequent

calorimeters. Fig. 2.11 shows the simulated material budget in the CMS tracker in units

of radiation length (X0) and hadronic interaction length (�i) for both the original and the

upgraded pixel detector. The total passive material for the tracking and the relative services

(cabling, support, and cooling system) added up for a total of 1.6 �0 in the original design.

With the pixel upgrade, this value was reduced by about 40 % in the forward region and 10 %

in the barrel, thus improving the resolution on the interaction point by a factor 1.5 in the

z-direction.
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Figure 2.11: Material budget in the tracker pixels, as a function of the pseudorapidity, in

radiation length (left) and nuclear interaction length (right). The green histogram shows the

material budget of the pixel detector before the upgrade, while the black dots represent the

reduced material budged after the 2017 upgrade. Figures taken from [64].

Electromagnetic calorimeter (ECAL)

The Electromagnetic CALorimeter (ECAL) [65] surrounds the inner tracking system and

it is designed to provide a precise energy measurement of the incoming electrons and pho-

tons. The ECAL is a hermetic homogeneous calorimeter consisting of almost 70000 lead

tungstate (PbWO4) crystals. The choice of PbWO4 is driven by the need of a high density

(⇢ =8.29 g/cm3) material, with a small radiation length (X0 = 0.89 cm) and a short Molière

radius (RM '2.2 cm), to ensure a full containment of electromagnetic showers and a relatively

fast response, which has to cope with the fact that about 80 % of the scintillating light is

emitted within the LHC bunch crossing time of 25 ns. The layout of the CMS ECAL is

depicted in Fig. 2.12.

The ECAL Barrel (EB) is divided into two half-cylinders enclosed by two endcap discs

(EE). The two EB halves consists of 18 super-modules, each weighing approximately 1.5 t

and grouping about 1700 crystals: 20 in � and 85 in ⌘. Each super-module has a coverage of

| ⌘ |< 1.479 and 20� in �. The EB groups in total 62000 crystals, each covering 0.0174⇥0.0174

in ⌘ ⇥ �, or a 22⇥22 mm2 front face. The EE disks are composed by groups of 5⇥5 PbWO4

crystals, also referred to as super-crystals, for a total coverage of 1.479<| ⌘ |<3.0. For a

hermetic coverage the ECAL crystals are oriented with a tilt of up to 3� with respect to the

nominal IP direction. Nevertheless, some gaps, referred to as cracks, remain between the

modules and the energy reconstruction, especially in the ⌘ = 0 region and in the transition

between EB and EE.

An additional electromagnetic preshower detector (ES) is placed in front of the two EE

disks in order to enhance the spatial resolution in the 1.65<| ⌘ |<2.6 region. The ES is a
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Figure 2.12: Schematic view of the CMS ECAL mechanical structure. The PbWO4 crystals

in the barrel are organized into modules and super-modules. In the endcaps a preshower is

followed by two half-disks, or “Dees”, on each side. Figure taken from [65].

Figure 2.13: Schematic illustration of the spatial coverage of an ECAL quarter. The three

sub-components of the ECAL are shown: barrel, preshower and endcap systems. PbWO4

crystals are depicted in blue. Figure taken from [66].
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sampling calorimeter made of two lead absorbers followed by a silicon sensors plane made of

22 m long strips, for a total of around 1 X0. In addition to the 2 X0 of the tracker, this depth

ensures that most of the single-incident photons start showering within the sensors. The

main purpose of the ES is to distinguish between di-photon pairs coming from the ⇡0 ! ��

decay and single high-energy forward photons. The choice of silicon is motivated by the larger

radiation dose the detector has to sustain in this ⌘ region. As for the CMS tracker, one of

the most critical aspects of silicon detectors is the operational temperature. The optimal

performance of the ES is achieved at a working temperature between -15 �C and -10 �C. The

ES provides a fundamental handle in the reconstruction of electromagnetic showers in the

event, as approximately 6% to 8% of the shower energy is deposited in this sub-detector.

The CMS ECAL intrinsic energy resolution was measured on a 3⇥3 crystals matrix in a

test beam environment [67] and it is parametrized as

⇣�E
E

⌘2
=

✓

2.8%p
E

◆2

+

✓

12%

E

◆2

+ (0.3%)2

where the first term, also called stochastic, represents the statistical fluctuations related to

the physical development of the shower. The second term represents the electronic noise of

the readout chain and it strictly depends on the DAQ system. Being it inversely proportional

to the shower energy, it may become dominant at energies lower than the GeV scale. The

constant term is energy independent and represents an intrinsic property of the calorimeter

due to non-uniformities in the detector response, but also energy leakage(s) and residual

miscalibrations.

Being the CMS ECAL a homogeneous calorimeter, it has the advantage of providing a

more precise and complete energy reconstruction with respect to a sampling calorimeter. On

the other hand, such a calorimeter does not allow for precise shower shape measurements, nor

does it provide additional tracking points to those obtained from the pixel and strips in the

tracker. Besides this design choice, the main limitation of the CMS ECAL is the fact that

it was conceived to sustain luminosities up to 500 fb�1, after which the crystals will suffer

severe radiation damage. Since the CMS detector is expected to integrate about 350 fb�1 by

the end of the LHC Run-III (cf. Fig. 2.3), it is clear that the CMS ECAL will have to be

upgraded in view of the High-Luminosity LHC (HL-LHC) project. The endcap calorimeters

are intended to be replaced with a High Granularity Calorimeter (HGCAL) during the HL-

LHC upgrade campaign. The HGCAL will be a sampling calorimeter, thus allowing transverse

and longitudinal shower shape measurements. In addition, it will be the first calorimeter

providing a precise timing information. Due to these many features, the HGCAL is often

referred to as 5D, or imaging calorimeter. A detailed description of the HGCAL, along with

the study of its expected performance in a test beam environment, is given in Ch. 3.

Hadronic calorimeter (HCAL)

Hadronic showers deposit at most 30% of their energy in the ECAL. The CMS hadronic

calorimeter (HCAL) [68] is placed immediately after the ECAL and it is designed to fully

absorb hadronic-induced cascades. The HCAL plays a fundamental role in the reconstruction

of events with hadronic jets, especially in the measurement of their neutral components, which

require the usage of a huge amount of material to be completely absorbed. For this reason,

the HCAL is mostly a sampling detector with alternating layers of brass absorber and plastic

scintillator tiles. Directly after the ECAL and within the volume of the solenoid there is

the HCAL barrel (HB), which extends the EB in the barrel region, as of the EE is followed

by the HCAL endcap (HE) system. The magnet sets an important constraint in the design

of the HCAL, as the total depth of interaction lengths of about 10 �i up to the HB is not

enough to contain completely hadronic showers. Hence, the barrel component of the HCAL
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The HB is organized into two halves, each composed of 18 identical wedges where plastic

scintillator trays are placed in between absorber layers and divided into 16 ⌘ sectors. A

total coverage of 72 sectors in � is achieved with an additional split of the wedges into

four parts, for a high granularity of 0.087⇥0.087 in ⌘��. The scintillator tiles of different

layers, located at the same ⌘ � � coordinates, are grouped into stacks pointing towards

the IP, also referred to as HCAL projective towers. The scintillating light produced by

the hadronic interactions is extracted using thin wavelength shifting fibers (WLS) of

1 mm in diameter and it is carried out to the readout electronics to be digitized and

read by means of hybrid photodiodes (HPD).

The HE follows a design close to the one of the barrel system, it extends the EE in the

endcaps and it is shaped to fit perfectly in the space left by the HB, partially overlapping

its last tower to avoid any gap. It is organised into 18 brass layers matching the HB �

segments and it covers about 0.17⇥ 0.17 in the ⌘ � � plane.

HO As mentioned above, the total budget material from the interaction point up to the

solenoid is about 10 �i and it does not guarantee a full containment of the hadronic

showers. Hence, the HCAL is supplemented with an additional outer hadron calorimeter

(HO), consisting of a single plastic scintillator in the outer barrel region (0.4<| ⌘ |<1.26)

and a two modules in the central one. The HO uses the solenoid coil as dead material

and ensures a full shower containment, reaching a depth of ⇠11 �i (cf. Fig. 2.14).

The scintillating light readout, in the original design similar to the one of HB and HE,

was updated during the LS1 when the old HPDs were replaced by silicon multipliers

(SiPM) to profit from a faster response and to improve the physics performance [69].

HF The HCAL sub-system is completed by the presence of a very forward calorimeter (HF)

placed at z = ± 11.2 m from the interaction point and ensuring a coverage up to

| ⌘ |= 5.2. The HF is a sampling calorimeter made of steel absorber alternating with

quartz fibers as active material. The choice of this radiation-hard materials is dictated

by the large radiation doses and neutron fluxes that the HF has to sustain at such

extreme ⌘ regions. The scintillating light is produced in the quartz fibers by means of

Cherenkov effect and it is collected by photomultiplier tubes (PMTs) placed just behind

the absorber.

The measurement of hadronic jets is an extremely challenging task, which can not be

accomplished by the HCAL alone. In fact, the presence of non-Poissonian events in the

development of hadronic showers, the possible production of undetectable particles, and elec-

tromagnetic components in the showers are limiting factors on the HCAL performance. The

HCAL and ECAL combined energy resolution is measured to be

⇣�E
E
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and it can be enhanced only combining the HCAL information with the one measured

in the other sub-detectors, by means of particle flow reconstruction techniques, as further

discussed in Sec. 2.3.

In order to improve the HCAL performance many of its components were upgraded at the

end of 2017, similarly to what was done with the HO readout system. SiPM were found to be

ideal replacements for many of the HPDs and to allow a more granular depth segmentation of

the HE and HB calorimeters. In addition to the finer longitudinal segmentation, an upgrade of

the front-end electronics allowed precision timing measurement, thus providing an additional

handle for the particle-flow reconstruction of hadronic jets.
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of traversing muons, DTs are also used to fire muon triggers without the need of any

information from the tracker.

The DTs layers are stacked one on top of the others with an offset of half cell width,

resulting in a time resolution lower than 3 ns, a single cell efficiency of 99.8%, and a

spatial resolution per-cell of about 180 µm, corresponding to an overall position resolu-

tion of 80-120 µm.

CSC The endcap region features a higher background rate and a stronger, non-uniform, mag-

netic field with respect to the barrel, as shown in Fig. 2.8. Hence the requirement of

a fast and radiation-hard detector, accommodated by the choice of finely segmented

multi wire proportional cathode strip chambers (MWP CSCs) to detect muons in the

endcaps at 0.9 <| ⌘ |< 2.4. The CSCs have a trapezoidal shape, covering an angle

of 10� or 20�, and are grouped into four stations placed between the iron yoke. They

are disposed into alternating layers of anode wires and cathode strips: the former pro-

vides a measurement in ⌘, while the r,� coordinates are extracted from the latter. The

CSCs alone cover an area of about 5000 m2 with a volume of 50 m3, composed by a

mixture of Ar (45%), CO2 (50%) and CF4 (10%). The choice of CSCs comes with sev-

eral advantages: the closely spaced wires provide a fine segmentation, which allows to

get down to a spatial resolution of 40-150 µm and a precise timing resolution of about

3 ns. The fast response of CSCs also makes this detector suitable for triggering purposes.

RPC Resistive plate chambers (RPCs) support both the DTs and the CSCs with a standalone

triggering system and are capable of resolving tracking ambiguities in events with mul-

tiple hits in a certain cell. RPCs are fast detectors, mounted both in the barrel and

the endcaps, that provide additional redundancy to the measurements of the two other

sub-systems. In the barrel RPCs are mounted on the inner and outer side of the first

two DT stations and in front of the drift tube chamber in the last two stations. This

arrangement ensures a good triggering performance also for low pT muons. In the end-

caps we find one RPC plane per station. Initially both the endcap’s RPC and CSC were

mounted on three stations, but as of LS1 both were upgraded to their baseline design

with four stations.

RPCs consist of a double-gap chamber operated in avalanche mode and filled with a

mixture of C2H2F4 (96.2%), i-C4H10 (3.5%) and SF6 (0.3%). Despite their relatively

poor spatial resolution (⇠ 1 cm), RPCs have a faster response than DTs and CSCs,

reaching a time resolution below 3 ns and being a fundamental handle in triggering

muons in events with high pileup rate.

As of the end of 2017, the muons detection system has been extended with gas electron

multiplier detectors (GEMs) in the region 1.6<| ⌘ |<2.2. GEMs are ideal to increase the

redundancy of the system in the endcaps, as they feature an excellent rate capability and

an optimal radiation hardness. The 10 prototype chambers installed in 2017 are going to be

supplemented with additional GEMs during the LS2, to meet the design value of 144 detectors

in view of the HL-LHC program.

2.2.3 Luminosity measurement

Precision measurement of both the integrated and the instantaneous luminosities is crucial

for the online operations of CMS and the offline physics analyses. For example, the precise

feedback on the online luminosity is used directly by the DAQ and trigger systems to regulate
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the beam intensity. At the same time, the final number of reconstructed events scales directly

with the experimental luminosity (cf. Eq. 2.1).

The HF is used together with two dedicated luminometers for the online measurement:

the Fast Beam Conditions Monitor (BCM1f) [71] and the more recent Pixel Luminosity Tele-

scope (PLT), installed before Run-II to reduce the systematic uncertainty on the luminosity

measurement [72, 73, 74]. The combined information of these three detectors provides in

situ feedback about the integrated luminosity. The offline measurement is more accurate and

considers the information of the pixel tracker and the DTs. These detectors are supplemented

with a dedicated readout system to speed up the operations.

The measurement of the integrated luminosity has been performed for each data taking

period separately, and it has an associated systematic uncertainty that ranges between 2.3%

and 2.5%, depending on the year. The impact of this systematic uncertainty on the results of

the analysis and the correlations associated to the luminosity uncertainties are discussed in

detail in Chapter 6.

2.2.4 Trigger and Data Acquisition Systems

When a collision occurs at the interaction point, one has to quickly decide whether or not

to save the resulting event for the offline analysis. With a pp interaction rate of 40 MHz

and full detector information taking about 1 Mb of disk space per event, one of the main

challenges for the LHC experiments is the permanent storage of such a huge amount of data.

Most of the events will be discarded and, in a fraction of a second, a decision about the

importance of a given event is taken. The CMS detector demands these tasks to the trigger

and data acquisition systems (TriDAS) [75], which have to reduce the information rate of a

factor 106: from the MHz produced within a pp collision, down to the Hz that can be saved

on disk for the subsequent reconstruction processes and for the offline analyses. To make an

idea, Fig. 2.17 presents a summary of the SM production cross sections measured at CMS.

The total proton-proton interaction cross section is �pp = 1011 pb [76]: at least six orders of

magnitude larger than any of the processes reported in Fig. 2.17.
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Hence, the TriDAS system serves as a “bridge” between the online data acquisition and

the offline data analysis. Decisions are taken with a two-level trigger architecture:

L1 trigger The first skim of the events is demanded to the Level-1 trigger, which has to reduce the

relevant information up to 100 kHz, within a latency time of 3.8 µs. Having to take

fast decisions in such a short time, the L1 trigger is mounted on low level hardware

such as Field Programmable Gate Arrays (FPGAs) and Application Specific Integrated

Circuits (ASICs) to access the information of the various CMS sub-detectors directly.

Coarsely segmented and low-resolution physics objects from the calorimeters and the

muon chambers are used to produce the so-called “L1 candidates.” The ECAL and

HCAL information is clustered, as a function of the energy deposit, into groups, also

referred to as “trigger towers”, representing electrons and photons, jets, and taus. On

the other hand, muons are identified by reconstructing the hits in the DTs, CSCs, and

RPCs. The structure of the L1 trigger system allows the muon and calorimeter parts

to exchange information with each other to enhance the objects’ identification. The

overall data flow, along with the interconnections of the various components, is shown

in Fig. 2.18.

Figure 2.18: Data flow of the upgraded L1 trigger system. The muon and calorimeter triggers

work independently: the former creates L1 muon candidates combining the information from

CSC, RPC, and DT, while the latter creates L1 objects for electrons and photons, as well as

for jets and taus, as explained in the text. Figure taken from [75].

The Calo and the Global Muon Triggers are eventually combined into a Global Trigger,

used by the L1 trigger system to accept or reject the event. An L1 accept (L1A) signal

is ultimately passed to the front-end electronics and DAQ system for the acquisition

and reconstruction processes.

As for many of the sub-detectors aforementioned, also the L1 trigger system was up-

graded for the Run-II phase of the LHC [75]. Both the calorimeter and muon triggers

were replaced by the use of new-generation FPGAs and fast optical connections, result-

ing in the current architecture sketched in Fig. 2.18.

DAQ and HLT Events marked with a L1A signal are streamed to the High Level Trigger (HLT) com-

puting farm, where a further selection of the events is performed. The HLT reduces the

information rate from 100 kHz down to around 1 kHz1, stores, and processes it within a

32000 CPU cores computing farm located on top of Point 5. The HLT exploits the full

1
With this upper limit being set by the maximum speed of writing an event to permanent storage.
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The HLT paths used to select the events of the analysis define four different PDs: DoubleMuon,

MuonEG, EGamma2, and SingleMuon.

To avoid duplicate events from different primary datasets, events are taken:

• from EGamma if they pass the diEle or triEle or singleElectron triggers;

• from DoubleMuon if they pass the diMuon or triMuon triggers and fail the diEle and

triEle triggers;

• from MuEG if they pass the MuEle or MuDiEle or DiMuEle triggers and fail the diEle,

triEle, singleElectron, diMuon and triMuon triggers;

• from SingleMuon if they pass the singleMuon trigger and fail all the above triggers.

The HLT paths used for 2016, 2017 and 2018 collision data are listed in Tables 2.2, 2.3

and 2.4, respectively. The efficiency in data of the combination of triggers used in the analysis

with respect to the offline reconstruction and selection is measured by considering 4` events

triggered by single lepton triggers. An overall trigger efficiency measured on simulation is

found to be larger than 99 % for each final state.

Table 2.2: Trigger paths used in 2016 collision data.

HLT path prescale primary dataset

HLT_Ele17_Ele12_CaloIdL_TrackIdL_IsoVL_DZ 1 DoubleEG
HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_DZ 1 DoubleEG
HLT_DoubleEle33_CaloIdL_GsfTrkIdVL 1 DoubleEG
HLT_Ele16_Ele12_Ele8_CaloIdL_TrackIdL 1 DoubleEG
HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL 1 DoubleMuon
HLT_Mu17_TrkIsoVVL_TkMu8_TrkIsoVVL 1 DoubleMuon
HLT_TripleMu_12_10_5 1 DoubleMuon
HLT_Mu8_TrkIsoVVL_Ele17_CaloIdL_TrackIdL_IsoVL 1 MuonEG
HLT_Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL 1 MuonEG
HLT_Mu17_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL 1 MuonEG
HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL 1 MuonEG
HLT_Mu23_TrkIsoVVL_Ele8_CaloIdL_TrackIdL_IsoVL 1 MuonEG
HLT_Mu8_DiEle12_CaloIdL_TrackIdL 1 MuonEG
HLT_DiMu9_Ele9_CaloIdL_TrackIdL 1 MuonEG
HLT_Ele25_eta2p1_WPTight 1 SingleElectron
HLT_Ele27_WPTight 1 SingleElectron
HLT_Ele27_eta2p1_WPLoose_Gsf 1 SingleElectron
HLT_IsoMu20 OR HLT_IsoTkMu20 1 SingleMuon
HLT_IsoMu22 OR HLT_IsoTkMu22 1 SingleMuon

Table 2.3: Trigger paths used in 2017 collision data.

HLT path prescale primary dataset

HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_* 1 DoubleEG
HLT_DoubleEle33_CaloIdL_GsfTrkIdVL 1 DoubleEG
HLT_Ele16_Ele12_Ele8_CaloIdL_TrackIdL 1 DoubleEG
HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ_Mass3p8 1 DoubleMuon
HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ_Mass8 1 DoubleMuon
HLT_TripleMu_12_10_5 1 DoubleMuon
HLT_TripleMu_10_5_5_D2 1 DoubleMuon
HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL 1 MuonEG
HLT_Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ 1 MuonEG
HLT_Mu12_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ 1 MuonEG
HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL_DZ 1 MuonEG
HLT_DiMu9_Ele9_CaloIdL_TrackIdL_DZ 1 MuonEG
HLT_Mu8_DiEle12_CaloIdL_TrackIdL 1 MuonEG
HLT_Mu8_DiEle12_CaloIdL_TrackIdL_DZ 1 MuonEG
HLT_Ele35_WPTight_Gsf_v* 1 SingleElectron
HLT_Ele38_WPTight_Gsf_v* 1 SingleElectron
HLT_Ele40_WPTight_Gsf_v* 1 SingleElectron
HLT_IsoMu27 1 SingleMuon

2
For 2016 and 2016 datasets the DoubleEG and SingleElectron PDs are used.
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Table 2.4: Trigger paths used in 2018 collision data.

HLT path prescale primary dataset

HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_v* 1 DoubleEG
HLT_DoubleEle25_CaloIdL_MW_v* 1 DoubleEG
HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ_Mass3p8_v* 1 DoubleMuon
HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL_v* 1 MuonEG
HLT_Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ_v* 1 MuonEG
HLT_Mu12_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ_v* 1 MuonEG
HLT_DiMu9_Ele9_CaloIdL_TrackIdL_DZ_v* 1 MuonEG
HLT_Ele32_WPTight_Gsf_v* 1 SingleElectron
HLT_IsoMu24_v* 1 SingleMuon

2.3 Physics objects: identification and reconstruction

The products of the hard scattering processes happening at the LHC are recorded by the dif-

ferent sub-modules of the CMS detector: particles enter the Si tracker and leave signals (hits)

in the active layers; these are used to reconstruct their trajectories (tracks) and identify the

position of secondary interaction origins (vertices). Electrons and photons continue their path

and are absorbed within the ECAL volume. The direction and the energy of electromagnetic

showers can be inferred from the energy deposit in neighbouring ECAL cells, often grouped

into clusters. Charged and neutral hadrons follow a more complicated path due to the more

complex nature of hadronic showers, which can initiate either in the ECAL or the HCAL

volumes. Similar to what happens for electrons and photons, also in this case, the shower’s

energy and direction are inferred from clustered cells. Muons and neutrinos can continue their

path beyond the superconducting solenoid: the former are detected by the muon chambers

placed up to 7 m away from the IP, while the latter leave the detector with no signature

whatsoever. A schematic view of the CMS detector is shown in Fig. 2.20, along with the

typical signature of the various particles aforementioned.

Figure 2.20: Schematic representation of a transverse slice of the CMS detector with the

typical signatures of the different kind of particles detected. Figure taken from [77].

The L1 and HLT take rapid decisions on whether to discard an event or not: selected

events are streamed to the Tier-0 and saved in the form of RAW Data. At this stage, an

event takes up to 2 Mb of space, mainly because of the triggers instructions being saved.
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Triggers only use coarse information from the calorimeters and the muon chambers without

relying on the tracker. The information of the different CMS sub-modules is combined to

produce a set of reconstructed objects that can be used in the physics analyses to identify

and reconstruct all the final state particles. The final data format is called miniAOD, and

it contains only the most relevant object variables in 40 times less space than the original

RECO data. Tab. 2.5 shows the list of the different formats used for processing CMS data,

along with the typical disk size required to save events of a given format.

Table 2.5: The second column shows the different data formats of the CMS preprocessing

phase. The purpose of each of them is explained in the third column, while the last column

indicates the typical memory disk usage needed to store an event.

Application Data format Purpose Mb/evt

MC

GEN

Output of the MC generator. Full description of

the event, including weights and model parame-

ters.

O(0)

SIM
Energy deposits from the GEANT4-based simu-

lated response of the detector.
2

DIGI
MC level detector response, similar to the real

detector output.
2

Data/MC

RAW

Events passing L1 and HLT trigger criteria. In-

clude the several variables used for trigger deci-

sions.

2

RECO
Reconstructed hits and clusters: contains the in-

formation of tracks, vertices, jets, and leptons.
2

AOD

Analysis Object Data: reduced set of RECO in-

formation that can be already used for offline pro-

cessing and analysis.

0.5

miniAOD
Skimmed version of the AOD format, contains

only relevant information.
0.05

This approach of merging tracks and clusters to obtain the best description of all the final

state objects in the event goes under the name of Particle-Flow reconstruction algorithm [77].

Conventionally PF physics objects are classified based on the signals collected by a given

sub-module:

• jets: collection of hadrons and photons. These objects can be reconstructed without

needing the tracker information, as the energy of the individual jet particles can be

inclusively measured by the calorimeters. The same holds for the missing transverse

momentum (pmiss
T ) reconstruction;

• EGamma: isolated photons and electrons (e/� object) are reconstructed exploiting

primarily the ECAL. Additional information from the tracker is also used to enhance

the reconstruction efficiency, as further described in Sec. 2.3.2;

• jets tagging : tagging exploits the tracker information to discriminate between hadronic

⌧ and b-quark jets;

• muons: primarily based on the information from the muon chambers.

The PF reconstruction algorithm was initially conceived for e+e� colliders: originally de-

veloped for the ALEPH experiment at LEP, is now the pillar at the basis of the design of
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future lepton colliders, such as ILC and CLIC, FCC-ee, and CEPC. This new generation of

colliders features a fine spatial granularity: an ideal property when it comes to the applica-

tion of the PF algorithm. The CMS Collaboration adopted for the first time the PF at a

hadron collider [77], breaking the barriers of what was thought to be one of the limits of this

approach. As shown in Fig. 2.20 and as described in detail in Sec. 2.2, the CMS detector is

granular enough to provide a complete discrimination between particles of different nature.

This information is combined together with the signal in all the sub-detectors to provide a

comprehensive description of the final state detected. The replacement of the current CMS

endcap calorimeters with a High Granularity CALorimeter (HGCAL), further discussed in

Chapter 3, is designed with the goal of reducing the busy environment typical of the HL-LHC

collisions exploiting a PF-based reconstruction: the high granularity of the detector make it

ideal for particles discrimination and identification, providing an additional handle for pile-up

mitigation and events selection in the forward region.

2.3.1 Fundamental elements of the Particle-Flow algorithm

The PF algorithm [77] relies on the creation of tracks and clusters used as input for the

reconstruction of all the final state physics objects in the event.

Tracks An iterative approach based on the combinatorial track finder (CTF) algorithm exploits

the Kalman Filtering (KF) [78] to reconstruct charged particles’ tracks. Initially only

tracks believed to have originated from the primary vertex are reconstructed and the cor-

responding hits are not considered in the subsequent stages of the tracking process [79].

The reconstruction of more complex tracks is performed in successive steps, for a total

of about 12 iterations performed to ensure high efficiency and low fakes rate [80]. Tracks

of charged particles with pT as low as 0.1 GeV can be reconstructed.

Clusters Neighbouring cells in the ECAL and in the HCAL are grouped to form energy clusters.

As for the tracking, a high efficiency is required for PF clusters: for this reason the

algorithm is run independently on the preshower, the ECAL, and the HCAL. This

approach is adopted also to have more discrimination power in disentangling overlapping

showers. The local maxima of energy deposit (cluster seeds) are identified following

the longitudinal shower profile. Neighbouring energy deposits are aggregated to form

topological clusters if the corresponding cell signal exceeds 2� of the electronic noise.

Finally PF clusters are identified within a topological cluster by means of a Gaussian-

mixture model3 expectation-maximization algorithm.

Tracks and clusters are merged (linked) together to form PF blocks, in turn used to identify

all the final state objects aggregating pairs of nearest neighbours, in the (⌘,�) plane, according

to their topology.

A practical example of how the PF algorithm works is given in Fig. 2.21. The image depicts

a simulated jet, with transverse momentum of 65 GeV, composed of only five particles: two

photons originating from a ⇡0 ! �� decay, two charged hadrons (⇡+ and ⇡�), and one neutral

hadron (K0
L). The two charged hadron tracks are reconstructed as T1,2, pointing towards the

HCAL clusters H1,2. The two photons, the neutral hadron, and one of the two charged ⇡

deposit their energy in the ECAL, as shown by the four well separated clusters E1,2,3,4. One

can identify a PF block corresponding to the two charged hadrons and three PF blocks in

the ECAL, one for each cluster. To sum up, in each PF block the following identification and

reconstruction steps are performed.

3
The Gaussian-mixture model states that a topological cluster composed of M individual cells can be seen

as the combination of N Gaussian energy deposits, where N is the number of seeds.
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• Identification and reconstruction of muon tracks, using the information from the muon

chambers, and consequent removal of the associated hit;

• identification and reconstruction of electron candidates, with energy recovery for bremsstrahlung

photons, and of energetic and well isolated photons;

• number of fakes reduced by removing all those tracks with a bad �2;

• the presence of muons within jets and fake tracks would result in PF tracks’

transverse momentum much larger than the corresponding clusters’ energy sum. Well-

identified muons are removed from the PF block and if the total pT is still larger than the

clusters energy sum, an additional fakes removal is performed by iteratively discarding

tracks with momentum uncertainty �pT > 1 GeV;

• the remaining tracks in the PF block are used to identify charged hadrons;

• photons and neutral hadrons are identified by looking at the excess of the clusters

energy sums with respect to the sum of track momenta. A photon is created if the

excess is smaller than the ECAL energy, a neutral hadron in the other cases;

• isolated clusters in the ECAL or HCAL, i.e. not linked to any track4 are used to create

PF photons and neutral hadrons, respectively.
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Figure 2.21: Monte Carlo simulation of a 65 GeV jet made of five particles. Particle Flow

tracks and clusters are represented in green and gray, respectively. Figure taken from [77].

The analysis presented in this thesis exploits the H ! ZZ ! 4` decay channel and

uses the full Run-II statistics collected by the CMS experiment. This decay channel has the

cleanest signature among all the Higgs boson decays, as it is enough to reconstruct relatively

simple physics objects: leptons. With such large statistics available, the analysis can also

probe the main production mechanisms of the Higgs boson, and in this case, jets bring much

discrimination power. For these reasons, the following sections detail the reconstruction of

these three physics objects, starting from the PF candidates built as described in Sec. 2.3.1.

4
For example the E1,2,3,4 clusters in Fig. 2.21.
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2.3.2 Electrons

The reconstruction of electrons may become challenging when it comes to accounting for their

interactions with the passive material encountered along their path, especially in the tracker

(cf. Fig. 2.11). The primary source of energy loss is radiated bremsstrahlung photons, which

can carry up to 86 % of the total energy. Consequently, electrons undergo deviations with

respect to their original path, increasing the complexity in the reconstruction of their tracks.

Eventually, some photons can convert to an e+e� pair, resulting in more populated showers.

Tracking

A dedicated tracking procedure has been developed to account for possible electrons’ energy

losses and consequent sudden changes in their path. Instead of the KF algorithm, electrons’

tracking relies on a Gaussian Sum Filter (GSF) algorithm [81]. The GSF algorithm works

with looser selection criteria than the KF, and it features a more significant number of compo-

nents that allow sudden curvature changes in the tracks, thus enhancing the overall tracking

efficiency. On the other hand, this method is limited by the computing power required, which

can go up to a few hundred milliseconds per track. For this reason, the GSF tracking is used

only on those seeds that most likely represent an electron.

The original electron seeding [82], referred to as the ECAL-driven approach, exploits

energetic ECAL clusters with ET > 4 GeV. To consider all the radiated energy, the most

energetic ECAL cluster is merged with other nearest neighbouring cells to form a so-called

supercluster, i.e., a group of ECAL clusters reconstructed in a window around the electron

direction, covering a small ⌘ range but a larger one in �. The tracks are projected from the

ECAL back to the innermost layers of the trackers, and electron seeds are formed if pairs or

triplets are matched.

The ECAL-driven approach can be completed to avoid missing particular topologies of

electrons, such as those in jets and those at low transverse momentum. In the first case,

the supercluster energy and position can be biased mainly by the presence of other particle

deposits, whereas in the latter, tracks are bent significantly by the magnetic field, resulting

in a comprehensive (⌘,�) coverage that a single supercluster can not cover. A dedicated

tracking-driven seeding was developed specifically for these electrons, in place of the less

efficient ECAL-driven one. This method relies on tracks with pT > 2 GeV, determined with

the iterative tracking algorithm aforementioned (cf. Sec. 2.3.1). Tracks are propagated to

the ECAL surface and matched to the nearest ECAL cluster to form an electron seed if the

ratio between the cluster energy and the track transverse momentum is compatible with unity.

Electrons undergoing significant energy radiation are harder to track: the algorithm might be

able to retrieve all the associated hits in the tracker, but the extrapolated track would have a

sizeable �2 value. In these cases, after a preselection on the number of tracker hits, the tracks

are fit again with a GSF algorithm with reduced a number of components. An electron seed

is eventually formed based on the score of a boosted-decision-tree (BDT) classifier that takes

into account the track parameters from both the KF and GSF fits, the electron’s energy loss,

and the (∆⌘,∆�) distance between the ECAL cluster and the extrapolated track’s position

on the ECAL’s inner surface. The score of the BDT is used to discriminate between actual

electrons and fakes, i.e., misreconstructed pions. Three levels of identification (WP) are

defined, similarly to what is done for muons: loose, medium, and tight, with increasing

selection efficiency and purity. The receiver operating characteristic curve (ROC) of the BDT

is depicted in Fig. 2.22, where the electrons identification efficiency is plotted against the fakes

rate. The dots correspond to the three WP defined with a cut-based approach, now dropped

in favour of the outperforming BDT.

A unique collection of electron seeds is formed by merging the ECAL- and tracker-driven

seeds, yet saving the information on the origin of the seed.
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Figure 2.22: Fakes identification efficiency as a function of the true electrons efficiency for

both barrel (blue) and endcaps (red). Solid dots correspond to the three WPs derived using

a cut-based approach. Figure taken from [77].

The combination of the two sub-detectors brings a substantial improvement to the overall

seeding efficiency, as shown in Fig. 2.23 for electrons in b quark jets.
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Figure 2.23: Comparison between ECAL- (hollow symbols) and tracker-driven seeding (solid

symbols) efficiencies for electrons (triangles) and pions (circles), as a function of pT . Figure

taken from [77].

The final electron track reconstruction is performed by a fit on the layer hits using a GSF

method. The electron loss is modeled with a Bethe-Heitler function and loose requirements

on the estimation of the hits position in each layer are used to take into account the effect

of bremsstrahlung. Each track is described by the fit free parameters and the post-fit values

define the GSF tracks.

Reconstruction

Electrons and photons have similar behaviour in the ECAL. Thus, the underlying principle

used for their reconstruction is similar, with the additional handle of the tracker information

for the case of electrons. When dealing with these objects, the main challenge is the presence
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electron’s candidate.

In order to enhance the electrons identification and to discriminate between isolated and

non-isolated leptons, the analyses make use of a dedicated BDT, trained in six different (⌘,�)

bins. The additional isolation and identification criteria applied on electrons and specific of

the H ! ZZ ! 4` analysis are presented in Chapter 4.

2.3.3 Muons

Along with electrons, muons are the most important objects for analysing the H ! ZZ ! 4`

decay, as they are used to resolve completely the final state of this channel. Hence, precise

and accurate reconstruction and identification of these particles are crucial for the ultimate

precision of the analysis.

Unlike electrons, muons traverse the detector essentially as minimum ionizing particles

(MIP) when interacting with the material on their path. Along with neutrinos, they are

the only particle capable of traversing the entire CMS apparatus before being detected by the

outermost muon chambers. Having the magnet placed before the muon stations (cf. Sec. 2.2.2)

implies that the particle’s trajectory will present two different curvatures: a helpful handle

when it comes to momentum estimation.

Tracking

The CMS detector was originally designed to detect muons with extremely large efficiency.

The DTs and CSCs hits are combined to form a muon seed, which is linked together with the

RPCs information to build a standalone muon track. Two additional ways of constructing a

muon track are considered in the PF approach: global muon tracks are obtained by refitting

the hist associated to a standalone muon track and the corresponding tracker hits, if the

two can be geometrically matched; conversely, tracker muons are built exploiting only the

tracker’s information, if pT > 0.5 GeV and p > 2 GeV.

Global or tracker muons make up to 99% of the muons produced and in most of the cases

the candidate fits both the categories. If the two also share inner tracker hits, they are merged

into a single candidate. The combination of these two methods provides good efficiency up to

low-pT values. On the other hand, standalone muons present slightly worse track parameters,

mainly because of the missing tracker information.

Reconstruction

The muons reconstruction is less challenging than for the electrons. For all those particles with

pT < 200 GeV, the charge and momentum are estimated directly from the track’s parameters,

after a fit on the tracker hits. In all the remaining cases, the parameters are estimated from

the track with the lowest �2, selected among those that can be built combining the tracker

and muon chambers’ information.

Additional analysis-specific selection criteria are applied on PF muons in order to enhance

the reconstruction and isolation efficiencies, as well as the signal purity. Besides specific

cuts on the muon variables, centrally provided muon identification (ID) working-points (WP)

are defined to help analysers select a specific topology of muons. There are three WPs -

loose, medium and tight - which increase the true positive rate, while reducing the overall

efficiency. The additional isolation and identification criteria applied on muons and specific

of the H ! ZZ ! 4` analysis are presented in Chapter 4.

2.3.4 Jets

The number of jets in a given event is an excellent handle to discriminate between different

production mechanisms of the Higgs boson. An example is given in Fig. 2.25, where the
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The High-Luminosity LHC (HL-LHC) is expected to start its operations by the end of

2027. It is designed to deliver a peak instantaneous luminosity of 5⇥1034 cm�2s�1, thus giving

access to a total integrated luminosity of 3000 fb�1 and therefore increasing the discovery

potential of the LHC. The HL-LHC will allow more precise measurements of the SM properties

and enhance its sensitivity to rare processes, possibly unveiling the presence of previously

unknown particles and BSM scenarios.

The higher luminosities of the HL-LHC will also result in exceedingly high pile-up rates,

with O(200) events per bunch crossing and unprecedented radiation levels, with fluences of

up to 1016 neq/cm2 and doses of around 2 MGy, thus posing several technical challanges for

the operation of the detectors and the entire infrastructure. For example, the LHC tunnel

will have to feature the most advanced superconducting magnets, vacuum pipes, cryogenic

systems, and superconducting radiofrequency caverns.

The CMS Collaboration, as well as the other LHC experiments, are planning a series of

major upgrades of the sub-detectors, expected to be commissioned during the second and the

third long shutdowns (cf. Fig. 2.3), to maintain the current physics performance in the harsh

environment of the HL-LHC.

A brief overview of the CMS upgrade plans is given in Sec. 3.1, while Sec. 3.2 focuses on

the High Granularity Calorimeter (HGCAL) that will replace the current endcap calorimeters.

The HGCAL will feature silicon-based active layers for a total active area of about 600 m2,

and it will be the first large-scale silicon-based imaging calorimeter employed in a high-energy

physics experiment. Hence, validating the detector design and assessing its physics perfor-

mance are cornerstone aspects for the successful realization of this project. For this purpose,

a long series of tests of HGCAL prototypes have been carried out in particle beams since

the end of 2016, leading to the test of the first large-scale prototype of the HGCAL in Octo-

ber 2018. On this occasion, the prototype was exposed to positron and hadron beams with
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momenta ranging from 20 to 300 GeV at the CERN-SPS beamline, thus allowing a compre-

hensive characterization of the properties of this innovative detector. The findings of the test

beam data analysis are presented in Sec. 3.3, with particular regard to the measurement of

the response of the electromagnetic compartment of the HGCAL prototype.

3.1 Upgrades of CMS

The ultimate goal of the CMS upgrades programme [44, 89] for the HL-LHC phase is twofold.

On one side, many of the current detector components cannot cope with the harsh environ-

ment expected at the HL-LHC, thus requiring either a complete replacement or a substantial

upgrade of the existing modules. On the other hand, the current physics performance must

not deteriorate during the high luminosity research programme, which will target a completely

new set of precision measurements, direct searches for rare processes, and possible hints of

any BSM physics. The perfect synthesis of these two aspects requires to face three major

challenges, such as:

• Unprecedented radiation doses impose a complete replacement of the tracker and

the endcap calorimeter systems, the need for new technologies for the EB, and a sub-

stantial improvement of the electronics systems in the barrel calorimeters and the muon

detectors.

• An increase in the pileup rate for which are mandatory highly granular readouts,

wherever the detector allows it, the introduction of precision timing detectors, and novel

approaches to pileup mitigation.

• A high luminosity that will cause in an increased data stream, for which substantial

improvements of the L1 Trigger primitives and of the overall TriDAS system will be

fundamental.

Fig. 3.1 depicts a cross section of the CMS detector, showing the different upgrades foreseen

for the HL-LHC. The subdetectors in the green boxes will be completely replaced, while the

purple boxes indicate new detector systems, not present in the current design of CMS, that

will be installed.

The tracking system will be entirely replaced to increase the granularity of the detector,

thus enhancing the reconstruction performance, while at the same time reducing the overall

material budget: pixel detectors of smaller size with respect to the current ones will constitute

the inner tracking system, while the outer tracking stations will feature strips and macro

pixel sensors, extending the coverage up to | ⌘ |= 3.8 [90]. This design choice will improve

longitudinal and transverse resolutions, and it will bring lower fake rates, thus allowing the

reconstruction of L1 trigger tracks up to | ⌘ |= 2.4.

The endcap calorimeters will be replaced with the HGCAL, a high granularity sampling

calorimeter that will provide, thanks to its features, enhanced showers separation and particle

identification, as well as additional precise timing information [45].

With a similar goal of increasing the overall granularity and providing additional timing

measurements, an upgrade of the ECAL and HCAL barrel electronic readout is foreseen

[91]. The redundancy of the current muon detection system that features DTs, RPCs, and

CSCs, will be increased with the installation of Gas Electron Multiplier chambers and a new

generation of RPCs [92], which will also extend the coverage up to | ⌘ |= 2.8 and | ⌘ |= 2.4,

respectively.

Multiple MIP timing detectors (MTD) [93] will be placed in front of the barrel and endcap

calorimeters to increase the available timing information on charged particles.
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the reconstruction of the Skiroc2-CMS ASIC pulse shape signal.

3.3.1 The October 2018 beam test setup

The following section presents the experimental setup of the October 2018 beam test at the

SPS beamline, with particular emphasis on the detectors placed upstream of the beam test

area and relevant for the analysis. In the description of the HGCAL prototype, the focus is put

on the description of the electromagnetic compartment, of which the design and performance

have been validated in the context of this thesis.

The CERN H2A beamline

The test beam data were collected at the EHN1 Extension located at the CERN North Area

[102] with positron and pion beams extracted from the PPE172 (H2A) beamline. The SPS

delivers 400 GeV/c protons to the whole North Area: here the beam is directed towards three

stripping targets, placed along the different beamlines, and used to initiate the production

of test beams. In the case of H2A a beryllium target (T2 ) is employed. Fig. 3.6 depicts a

schematic view of the PPE172 test area, showing the different steps of the beam generation

after the extraction of the primary 400 GeV/c proton beam from the SPS.
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Figure 3.6: Schematic view of the PPE172 (H2A) of EHN1. The different elements used to

convert the primary 400 GeV/c proton beam, extracted from the SPS, into the final test beam

are also indicated with the corresponding labeling. Figure taken and edited from Ref. [103].

The primary proton beam produces secondary beams of hadrons, electrons, and positrons

by impinging on a 500 mm beryllium T2 target, where the thickness is chosen specifically to

obtain a comparable rate in the production of the two secondary beam species: electromag-

netic particles (electrons, photons), hadronic particles (kaons, protons, and charged pions),

and muons. As sketched in Fig. 3.6, a sweeping magnet and a converter are placed imme-

diately after the target to select specific particles, according to their charge and momenta.

The selection of the final momenta is performed exploiting a combination of dipoles and

collimators, which result in a nominal combined acceptance of ∆p/p = 0.2-2% [102]. The

major drawback of using bending magnets for the momenta selection is the energy loss due

to synchrotron radiation (SR), which induces an additional spread. More precisely, the power

radiated by a particle of mass m, with a given momentum p, when subject to a perpendicular

magnetic field B is proportional to:

P / B2p2

m4 , (3.1)

which scales with the fourth power of the mass of the particle. This correction is negligible

for hadrons, which do not suffer SR losses thanks to their large masses. However, the same

does not hold for positrons with momenta larger than 100 GeV, which undergo significant SR

losses, as their small mass cannot keep under control the power radiated due SR effect. Such

an effect cannot be neglected in the analysis of positron data, where an accurate measurement

of the beam momentum is mandatory for the precise estimation of the electromagnetic energy
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resolution and the characterization of the showers’ profiles presented in Sec. 3.4. The effect

of the SR losses is responsible for an additional spread of the beam momentum and for beam

energy values lower than the nominal ones. The final momenta of positron beams at the

entrance of the experimental area, along with the corresponding spread, are given in Tab. 3.1.

Table 3.1: Nominal momenta for positron beams provided by the H2 beamline and momenta

measured by the spectrometer placed upstream the HGCAL CE-E prototype, after the last

dipole.

Nominal Final Final Final

Momentum Momentum Momentum Spread Momentum Resolution

[GeV/c] [GeV/c] [GeV/c] %

20 20.00 0.06 0.3

30 30.00 0.08 0.3

50 49.97 0.12 0.3

80 79.91 0.19 0.2

100 99.81 0.22 0.2

120 119.64 0.28 0.2

150 149.16 0.35 0.2

200 197.40 0.47 0.2

250 243.84 0.60 0.2

300 287.65 0.79 0.3

The length of the H2A beamline from the SPS injection to the beginning of the PPE172

experimental area (cf. Fig. 3.6) is approximately 600 m and comprises several passive material

components that can cause additional energy losses after the interaction with the beam.

Hence, in order to have an accurate benchmark for the results of the data analysis presented

in Sec. 3.4, a detailed GEANT4 [104, 105] MC simulation of the full H2A beamline is used. The

beam composition, including the effect of residual impurities and the energy losses due to SR,

and its propagation through the entire beamline are modelled with the G4Beamline tool [106].

The findings of the Data to MC comparison are further detailed in the Sec. 3.4.
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Figure 3.7: Zoomed view of the PPE172 beamline in the proximity of the experimental area.

The upstream detectors installed along the beamline are shown together with their location

with respect to the first layer of the HGCAL prototype under test. Figure taken and edited

from Ref. [103].

A zoomed view of the PPE172 beamline in the proximity of the experimental area is given

in Fig. 3.7. Before reaching the HGCAL prototype, the beam passes through four delay wire

chambers (DWC) [107] installed between 32 m and 1.6 m before the first layer. This long

lever arm can be used to reconstruct the particles’ track and to extrapolate the impact points

at each layer of the detector, thus providing an external reference to measure the pointing

resolution of each layer, as discussed in Sec. 3.4.5. The signals of two scintillators of 4⇥4 cm2

and 10⇥10 cm2, located after the last DWC, are used in coincidence to trigger the readout of
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the silicon sensors. The third scintillator of 40⇥ 40 cm2, placed after the HGCAL prototype,

is used as a veto to identify possible hadronic contamination present in the electromagnetic

showers. Two Microchannel Plates (MCP) [108] are placed before the face of the prototype

and they are used as an external reference for the measurement of the timing performance

of the HGCAL prototype. More precisely, their fast signal waveform is readout with a fast

digitizer and the MCP timestamp used as an external reference is taken from the analysis of

such a waveform.

After traversing the entire PPE172 beamline, the beam arrives at the face of the HGCAL

prototype and it interacts with the first layer of the electromagnetic compartment.

The HGCAL prototype

The HGCAL prototype assembled for the 2018 test beam comprises a fully instrumented

electromagnetic compartment (CE-E) of 28 layers, a hadronic one (CE-H) with 66 modules1,

and the CALICE AHCAL [97] to mimic the scintillator tiles with SiPM readout. The CE-E

prototype has had a total length of ⇠27.2 X0 and ⇠1.3 �0 to which the CE-H prototype and

the CALICE AHCAL added 3.5 �0 and 4 �0, respectively, thus reflecting the ultimate design

of the HGCAL. A picture of the experimental setup is shown in Fig. 3.8, with labels for most

of the elements described above.
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Figure 3.8: The experimental setup of the 2018 test beam. The green and orange boxes

represent the HGCAL prototype, while the blue boxes depict the additional detectors and the

readout components. Figure taken and edited from Ref. [103].

The electromagnetic and the hadronic compartments are equipped with 6” silicon modules,

reflecting the design outlined in Sec. 3.2.1. All the modules were equipped with the Skiroc2-

CMS ASIC [98], developed specifically for the HGCAL applications: in addition to a dual-gain

amplification, it provides a supplementary measurement of the time over threshold (ToT) used

for the final pulse shape reconstruction in cases where the low-gain channel saturates. The

pulse shape, after a pre-amplification stage, is sampled with a frequency of 40 MHz and stored

to a 13 channels Switch Capacitor Array (SCA). In addition, the Skiroc2-CMS ASIC provides

1
Disposed into groups of seven, with a central module surrounded by six others in a “daisy” structure, for

the first nine layers of the CE-H and followed by three single module layers.
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low- and high-gain shapers and TOT and TOA circuits. The shapers have analog-to-digital

converters (ADC) that sample the pulse shape every 25 ns, saving the information to a 13

SCA rolling array memory. In the context of the October 2018 test beam, each module was

equipped with four ASICs (cf. Fig. 3.4 right) connected to a total of 128 channels, leaving

half of them unconnected to facilitate the routing of the channels of such a complex board. A

more detailed description of the data format and the DAQ system can be found in Ref. [101].

The reconstruction of the HGCAL data consists of the conversion of the raw data extracted

from the ASIC into maps, hereafter referred to as calorimeter hits, comprising the energy (Ei)

and time (Ti) deposit in a given cell, as well as its cartesian location (xi, yi, zi). Pedestals

are determined for each SCA and subtracted. A subsequent common mode noise reduction is

performed for each ASIC. Further details about these two steps of the reconstruction workflow

are provided in Ref. [101]. After pedestal and common-mode noise subtractions, the time-

ordered SCA raw values are used to reconstruct pulse shapes and extract the amplitudes in the

low and high-gain regimes. The pulse shape data are fitted as a function of time starting from

the analytical expression suggested in Ref. [109] for a bipolar waveform, with some additional

modifications:

S(t) =

8

<

:

A0



⇣

t�t0
⌧

⌘2
� 1

n+1

⇣

t�t0
⌧

⌘n+1
�

exp�↵(t�t0)/⌧ if t > t0

0 if t < t0

(3.2)

where A0 is the pulse shape amplitude in either the low or high-gain regimes, and it is

expected to be directly proportional to the charge deposited in the silicon sensors, t0 is the

starting time of the pulse shape, and ⌧ is the time constant of the shapers. Conversely to the

expression proposed in Ref. [109], the parameter n is left freely floating in the optimization

of the fitting function, and an additional parameter ↵ is introduced to properly take into

account the undershoot of the Skiroc2-CMS pulse shape. The optimization of the analytical

expression of eq. (3.2) was carried out in the context of this thesis, where dedicated studies

were performed to support the introduction of the ↵ parameter and find the most suitable

values of all the parameters that enter eq. (3.2). For this purpose, data collected with a test

stand were used to obtain a continuous description of the signal shape from the injection

of a predefined charge, increased at constant time intervals. The analytical expression of

Ref. [109] and the optimized version of eq. (3.2) are compared in Fig. 3.11, where it is clear

that the latter results in a better description of both the maximum amplitude (A0) and of

the undershoot of the pulse shape.

The additional parameters ↵, n, and ⌧ introduced were further optimized using test beam

data and they were fixed in the reconstruction framework to the following values [100]:

↵ = 0.97± 0.01, ⌧ = 25.82± 0.09 ns, n = 2.92± 0.02

and only the t0 and A0 parameters of eq. (3.2) are left floating in the fitting of pulse

shapes.

This choice of the values for ↵, n, and ⌧ allows for the reconstruction of an approximately

uniform distribution of t0 in test beam data, expected from the asynchronous time of arrival

of the particles with respect to the clock cycle. As mentioned above, 13 points randomly

sampled over the entire pulse shape are stored in the SCA memory and used to fit the pulse

shape after an initial sorting in time. Fig. 3.12 shows the reconstructed distribution of t0
for the low-gain shaper of a sample run at 300 GeV. With a clock cycle of 40 MHz, one

would expect a ⇠25 ns time interval in which t0 can be distributed. The t0 distribution of

Fig. 3.12 can be considered approximately uniform within 45 and 70 ns, thus corroborating

the expectation and supporting the introduction of the ↵ parameter in eq. (3.2).
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3.4.2 Energy resolution

The most straightforward application of a calorimeter is the reconstruction of shower energy,

and its performance is often quantified by measuring the energy resolution and linearity. In

this regard, the HGCAL is no different from any other calorimeter, and therefore it is logical

to start exploring its characteristics by assessing these two quantities.

Three complementary methods are used in this analysis to reconstruct the energy deposit

in the electromagnetic compartment: the “visible energy,” the Sampling Fraction, and the

dEdx method. Each of them is extensively discussed in the following.

Visible energy

After the calibration of the detector and the mapping of the raw signals into rechits as

described in Sec. 3.3.2, the energy deposit in the active sensors can be expressed as of eq. (3.4).

The preselection cuts presented in Sec. 3.4.1 ensure that the analysis is limited to high-purity

positron beams and that a single track initiates the electromagnetic cascade propagating

through the CE-E. Hence, the most straightforward way to retrieve the total shower energy

is to perform an unclustered sum of all the rechits energy in the 28 active-layers of the CE-E,

hereafter referred to as “visible energy”:

ECE-E =

28
X

i=1

Nhits2 layer
X

j=1

Ei,j =

28
X

i=1

ESi
i (3.5)

This expression does not consider either the energy deposit in the passive layers or the

additional upstream and lateral losses. While the former can be recovered by using appropriate

layer weights (wi), as discussed in the two following sections, the latter is an unknown quantity

in real-life applications. Nevertheless, the estimation of these contributions is possible with

the dedicated Monte Carlo simulation of the experimental setup, where the energy deposit

in the absorbers is known on an event-by-event basis. Hence, the total energy deposit in the

calorimeter can be expressed as:

Ee =

28
X

i

⇣

wi ⇥ ESi
i

⌘

+ EUp + ELat + ELeak , (3.6)

where the EUp and ELat terms represent the upstream and lateral energy losses, respec-

tively, while the ELeak term accounts for possible energy leakage at the end of the calorimeter,

even though this contribution is expected to be negligible when dealing with electromagnetic

showers. These contributions are not considered in the later stages of the analysis, as they are

expected to have a sub-percent effect on the overall energy reconstructed in the calorimeter

and they are covered by the systematic uncertainty assigned to the knowledge of the beam-

line composition. The layer-dependent weights wi are necessary to recover the energy deposit

in the absorbers and reconstruct the total shower energy in GeV units. However, the “vis-

ible energy” method eq. (3.5) still allows a complete assessment of the performance of the

calorimeter. This method corresponds to the application of unitary weights in eq. (3.6), as

discussed in the following.

Gaussian functions describing the core regions of the reconstructed energy distributions

are used to measure the energy resolution and linearity of the electromagnetic compartment

of the HGCAL prototype. More precisely, an iterative fit procedure is applied to the interval

[µ�1�;µ+2.5�], where the asymmetric range is chosen to avoid the introduction of biases due

to the presence of left tails in the distributions caused by upstream losses and bremsstrahlung

of the showers. The estimators of the mean (µ̂) and standard deviation (�̂) are interpreted

as the mean reconstructed energy (hEi) and the resolution (�E) of the shower, respectively.
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tire energy range, especially at the highest energies. The results are interpreted with the

theoretical, analytical expression used to parametrize resolution in calorimeters [110]:

✓

�E
hEi

◆2

=
S2

Ebeam
+ C2 (3.8)

where S is also referred to as stochastic term and describes the fluctuations intrinsic to the

shower’s development. It is particularly relevant in sampling calorimeters as the one studied

in this analysis, as the energy deposit in the active media can have large fluctuations due to

the presence of absorber layers. These are often referred to as sampling fluctuations, arise from

the number of charged particles crossing the active layers, and are a possible limiting factor

for the energy resolution of this kind of calorimeters. A uniform sampling can be adopted to

reduce them as much as possible and to avoid drastic limitations in the physics performance.

Alternatively, one can use sampling fractions (SF) to determine the energy deposit in the

absorbers and possibly recover, or even improve, part of the calorimeter’s energy resolution.

The use of the SF method in the context of this analysis and the corresponding results are

discussed in the next section.

The C term in eq.(3.8) is also referred to as constant term and describes energy inde-

pendent contributions to the resolution, such as nonuniformities arising from the detector

geometry, its mechanical structure, and aging. Solid-state calorimeters, such as the one stud-

ied here, are often designed targeting C values of the order of 1 % or lower.

Eq. (3.8) is usually supplemented with a term (N) proportional to E�1
beam to take into

account effects coming from the elctronic noise. This term is not included in the parametriza-

tion used for the fits for two reasons: first of all, such a term would introduce non-negligible

correlations with the S term, being both energy-dependent; in addition, the electronic noise

is not included4 in the simulation of the sensors. Hence, one would have to use different

parametrizations in the description of the results extracted from data and simulation. In the

early stages of the analysis, a fit on data was performed including the noise term in eq. (3.8):

while a non-negligible correlation with the stochastic term was observed, its value was found

to be compatible with 0, thus supporting the agrument for its neglection in the final results.

The results of the fits with eq. (3.8) are shown by the dashed lines in Fig. 3.21c. Both

data and simulation are observed to have a good agreement with the theoretical model. The

stochastic and constant terms for data are measured to be S = 22.1 ± 0.3
p

GeV % and

C = 0.58± 0.08 %, both in agreement with the results extracted from the simulation.

All these results are found to be compatible with the expectations from the theory and from

the corresponding modelling in the MC simulation, confirming the good performance of the

detector under test. The analysis strategy detailed in this section allows a clear quantification

of the CE-E prototype’s properties, leading to measurements of its energy resolution and

linearity and validating the application of such a detector over a wide energy range. As

mentioned above, the reconstruction of the shower’s energy via the unclustered sums of the

active layers’ deposits neglects the energy losses in the absorbers, while their recovery is a

fundamental input for the ultimate reconstruction performance of the HGCAL. In the next

two sections the sampling fraction and dEdx methos are outlined: both consist of appropriate

weights (wi in eq. (3.6)) to recover the energy deposit in the passive layers to reconstruct the

total energy of electromagnetic cascades accurately.

The Sampling Fraction method

Sampling fraction constants (SFs) are commonly used in sampling calorimeters for the cali-

bration of the energy response. This method consists in the application of layer-dependent

4
However it is modelled by introducing an additional gaussian smearing.
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fractions:

SFi =
ESi

i

ESi
i + EAbs

i

. (3.9)

where EAbs
i corresponds to the amount of energy deposit in the passive layers placed

before the active sensors. Hence, imposing wi = SF�1 in eq. (3.6), one can reconstruct

the total energy of the electromagnetic cascade. This information is usually extracted from

simulation and it relies on the precise modelling of the experimental setup. The SFs of the

CE-E prototype layers are computed starting from the dedicated simulation introduced in

Sec. 3.3.1 that is used to retrieve the true energy deposit in each passive layer of the CE-

E prototype. In addition, given the regular sampling of the detector, one can average the

expression of eq. (3.9) over all the CE-E layers and thus obtain a global scale factor:

SF =

P28
i=1

⇣

ESi
i

⌘

P28
i=1

⇣

ESi
i + EAbs

i

⌘ . (3.10)

These weights are used to reconstruct the total energy deposit in the calorimeter as:

ESF = SF�1 ⇥ ESi
tot, (3.11)

In a test beam scenario one has direct access to the true beam energy and this information

was used to study the possible energy-dependence of the sampling fraction of eq. 3.10. Hence,

global SF are derived from the simulation of positron-induced cascades with energies between

20 and 300 GeV and are used to assess the energy-independence of this method. The inverted

SF values used in eq. (3.11) are reported in Tab. 3.3 for all the beam energies. As a result

of the uniform sampling of the CE-E prototype, the inverted SF values are essentially stable

across the entire energy range studied. In a real life application one would derive a single

set of SF and apply it to all the shower energies. In the following the performance of the

CE-E prototype has been assessed with energy-dependent weights as no big fluctuation in

their value is observed.

Table 3.3: Inverted sampling fraction constants used for the estimation of the energy loss in

the absorbers. The weights are derived from the MC simulation of the CE-E prototype.

Beam Energy [GeV] SF�1

20 108.6

30 108.5

50 108.5

80 108.6

100 108.6

120 108.7

150 108.8

200 108.9

250 109.0

300 109.0

The use of SF weights is one of the most common methods emploied in sampling calorime-

ters [110] for the recovery of the energy loss in the absorbers, especially because it often gets

to a reconstructed energy that “closes” perfectly to the true shower energy and it results in a

stable linearity [111].
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The energy resolution and linearity of the CE-E prototype are studied with the same

strategy detailed in the previous section and the results are presented in Fig. 3.22.

A good linearity is observed for both data and simulation, as shown in the �2/ndf values

of Fig. 3.22a. The hEi trend as a function of Ebeam follows eq. (3.7), with the offset b found to

be compatible with 0. For both data and MC the hEi is found to be 3 % lower than the true

beam energy (m = 0.97 in the linear regression): while the SF method is expected to “close”

perfectly to the true beam energy, possible upstream and lateral losses can be responsible

of this marginal discrepancy. The residuals of the linearity are shown in Fig. 3.22c and

corroborate the results found with the “visible energy” method: the (hEi /m� Ebeam) /Ebeam

residuals are flat throughout the entire energy range for the simulation, whereas a non-linearity

of about 2.5 % is observed in data at low energies. Similar to what observed for the visible

energy method presented above, also in this case the CE-E is found to be linear within the

systematic uncertainty on the knowledge of the beam energy, as shown in Fig. 3.22b. The

measurement of the CE-E resolution is reported in Fig. 3.22c and the results are found to

be in agreement with the ones presented in the previous section, where only the information

of the active layers is used. More precisely, when SF weights are applied, the stochastic and

constant terms for data are measured to be S = 22.1± 0.3
p

GeV % and C = 0.58± 0.08 %,

in agreement with the expectation from simulation.

The results presented in this section validate the use of the SF method to recover the

energy deposit in the passive layers and reconstruct the total shower energy. On the other

hand, it is not surprising that these results are identical to those obtained with the “visible

energy” method, as in practice the SF approach consists of applying a constant weight (SF�1)

to the unclustered energy sums used in the previous section.

The dEdx method

The conventional method used to calibrate the energy response in sampling calorimeters is

based on dE/dx weights. More precisely, this method aims to recover of the energy deposit in

passive layers by extrapolating the information from the mean of the dE/dx distribution for

a MIP in the absorbers. Hence, the dEdx method, conversely to the sampling fraction one

outlined in the previous section, is sensitive to the detector’s geometry and the active layers’

material.

Given a sampling calorimeter, the mean dE/dx deposit for a MIP in the i-th absorber

layer of thickness ∆xAbs
i can be written as ∆EAbs

i = dE
Abs

dx · ∆xAbs
i . Being nAbs

i the total

number of MIPs crossing the layer, the total energy deposited can be expressed as:

EAbs
i = nAbs

i ⇥∆EAbs
i (3.12)

The number of particles (interpreted as MIPs) ni is estimated from the average of the

energy deposits in the two adiacent active layers i� 1 and i. Hence:

nAbs
1 =

1 + ESi
1 [MIP]

2
,

nAbs
i =

ESi
i�1[MIP] + ESi

i [MIP]

2
for i = 2, ..., 28. (3.13)

Where nAbs
1 is the MIP average energy deposit in the first layer and is calculated assuming

a single MIP traversing it. The number of MIPs in the active sensors, labelled as ESi
i [MIP]

in eq. (3.13) is obtained from the ratio of the high-gain ADC readout extracted from the i-th

layer to the most probable value (MPV) of the MIP distribution in ADC.

Hence, the reconstructed energy of electromagnetic cascades in the CE-E prototype can

be expressed from the combination of eq. (3.12) and eq. (3.13):
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EdEdx =
∆EAbs

1

2
+

27
X

i=1

⇣

∆EAbs
i +∆EAbs

i+1

2
+∆ESi

i

⌘

⇥ ESi
i [MIP]+

+
⇣

∆EAbs
28

2
+∆ESi

28

⌘

⇥ ESi
28 [MIP] =

=
∆EAbs

1

2
+

28
X

i=1

⇣

Wi E
Si
i [MIP]

⌘

, (3.14)

The quantity ∆ESi
i is defined in an analogous way to ∆EAbs

i and corresponds to the MPV

extracted from the reconstructed energy deposit of a MIP in the i-th active layer. The values

of the quantities that enter eq. (3.14) are computed from inputs5 extracted from the PDG [6]

and are reported in Tab. 3.4.

The energy resolution and linearity measured with the dEdx method are reported in

Fig. 3.23. This method yields slightly better linearity than the SF one, as shown in Fig. 3.23a:

the fitted value of the m coefficient in eq. (3.7) is found to be m = 1.0 and the additional

offset (b) introduced in the fit is measured to be compatible with 0, consistently with the

findings highlighted in two previous sections for the “visible energy” and SF methods. The

residuals of the linear fit on
D

EdEdx
E

are shown in Fig. 3.23b and are corroborated by the

results obtained using SF weights for the passive layers’ compensation. Also when the dEdx

method is used to calibrate the response of the detector a residual non-linearity of the order of

O(2.5%) is observed in data at low energies, whereas above 50 GeV a flat trend characterizes

the linearity, thus matching the expectations from the simulation. The constant term of

the energy resolution improves with respect to the measurements performed on visible and

SF weighted energy sums. The stochastic and constant terms for data are measured to be

S = 22.0 ± 0.3
p

GeV % and C = 0.53 ± 0.09 % and are found to be in agreement with the

expectation from simulation, as shown in Fig. 3.23c.

Summary of the energy resolution and linearity measurements

The application of the dEdx method leads to slightly more precise measurements of the energy

resolution and linearity if compared to the results presented above for the “visible energy” and

the sampling fractions methods, reflecting the larger sensitivity of the dEdx weights to the

detector’s geometry and composition.

The measurements of the CE-E prototype energy resolution with the three methods out-

lined in this section are summarised in Tab. 3.5. These findings are in agreement with the

results reported in Ref. [111], where the ultimate performance of the HGCAL detector and a

comparison between the SF and dEdx methods are presented.

The resolution measured with the dEdx calibration yields better stochastic and constant

terms when compared to the other methods presented. Overall, all the results are found to

be in statistical agreement with each other. The stochastic and constant terms measured on

test beam data are found to be in agreement with the expectations from the MC simulation

for all the reconstruction methods studied.

The CE-E is found to be linear within a 2.5 % level, with the measurement on data

well represented by the expectations from the simulation. The residual non-linearity of the

order of 2.5 % observed for all the three methods studied can be imputed to the difficulty

of modelling precisely the beam population and its interactions with the passive materials

encountered upstream the CE-E prototype, but it is compatible with the relative error on the

beam energy due to the systematic uncertainty on the dipole currents.

5
I.e. the information on the materials and on the mean energy deposit of a MIP.
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Table 3.4: Input parameters for the application of the dEdx method. The mean energy

loss for a MIP in the i-th absorber layer (∆EAbs
i ) is reported in the second column and is

extracted from Ref. [6]. The average of the mean energy deposit in the absorbers preceding

and following the i-th active layer are given in the third column (
�

∆EAbs
i +∆EAbs

i+1

�

/2) and

enter directly eq. (3.14) for the reconstruction of the total shower energy. The sole exception

is for the last active layer of CE-E, where
�

∆EAbs
28

�

/2 is used directly. The difference observed

for the layers from 21 to 23 arises from the use of copper-tungsten baseplates instead of the

standard copper ones used in the other layers. The fourth column represents the peak value

of the energy deposit by a MIP in the active sensors. This value is extracted from a simulated

sample of 150 GeV muons and is the same used for the reconstruction procedure detailed in

Sec. 3.3.2. The sum of the values in the third and fourth columns corresponds to the weight

that enters in eq. (3.14) and eq. (3.6). The last column specifies the position of each layer in

units of radiation length.

Layer Energy Loss Average Energy Loss Depth

Number ∆EAbs
i

�

∆EAbs
i +∆EAbs

i+1

�

/2 ∆ESi
i z

i [MeV] [MeV] [MeV] [X0]

1 10.2 11.29 88.92 10�3 0.9

2 12.3 9.85 88.92 10�3 1.9

3 7.4 9.85 88.92 10�3 2.9

4 12.3 9.85 88.92 10�3 3.9

5 7.4 9.85 88.92 10�3 4.8

6 12.3 9.85 88.92 10�3 5.8

7 7.4 9.85 88.92 10�3 6.7

8 12.3 9.85 88.92 10�3 7.7

9 7.4 9.85 88.92 10�3 8.6

10 12.3 9.85 88.92 10�3 9.6

11 7.4 9.85 88.92 10�3 10.5

12 12.3 9.85 88.92 10�3 11.5

13 7.4 9.85 88.92 10�3 12.4

14 12.3 9.85 88.92 10�3 13.4

15 7.4 9.85 88.92 10�3 14.3

16 12.3 9.85 88.92 10�3 15.3

17 7.4 9.85 88.92 10�3 16.3

18 12.3 9.85 88.92 10�3 17.2

19 7.4 9.85 88.92 10�3 18.2

20 12.3 9.85 88.92 10�3 19.2

21 7.4 11.36 88.92 10�3 20.1

22 15.4 11.36 88.92 10�3 21.3

23 7.4 11.36 88.92 10�3 22.2

24 15.4 11.36 88.92 10�3 23.4

25 7.4 9.85 88.92 10�3 24.3

26 12.3 9.85 88.92 10�3 25.3

27 7.4 9.85 57. 10�3 26.2

28 12.3 6.17 57. 10�3 27.2
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Table 3.5: Positron energy resolution stochastic and constant terms for measured energies

in Si (Vis), dEdx calibrated energies (dEdx) and SF calibrated energies (SF) for data and

simulation. A good agreement between data and MC in the stochastic and constant term is

observed in both cases. In data, the constant term in the case of dEdx calibration is slightly

higher than the one for the measured energies.

Positron Energy Resolution

Vis S Vis C SF S SF C dEdx S dEdx C

[
p

GeV] % % [
p

GeV] % % [
p

GeV] % %

Data 22.0± 0.3 0.6± 0.1 22.0± 0.3 0.6± 0.1 22.0± 0.3 0.5± 0.1

MC 21.0± 0.3 0.7± 0.1 21.0± 0.3 0.7± 0.1 21.1± 0.2 0.6± 0.1

These results mark a significant step forward in understanding the HGCAL, both in the

assessment of its physical properties and in the validation of the detector’s design. The

measurements of the energy resolution and linearity presented here are obtained from the

analysis of the data collected with the very first large scale prototype of the HGCAL and

their remarkable agreement with the expectations from simulation makes confident that the

HGCAL will meet the expected physics requirements foreseen in the TDR [45].

The measurement of the energy resolution and linearity of the CE-E prototype is funda-

mental in validating the detector design and in the assessment of its physics performance.

Nevertheless, these results do not make use of the most remarkable features of the HGCAL:

its high granularity and the fine segmentation that allow a complete reconstruction of the

longitudinal and transverse shower shapes. The large scale of the detector tested in October

2018 and the variety of beam energies to which it was exposed permit an extensive character-

ization of its properties: from the reconstruction of the shower profiles to the measurement

of the pointing resolution.

3.4.3 Longitudinal shower shapes

The HGCAL is often referred to as imaging, or 5D, calorimeter as it is designed to provide a

complete characterization of the shower’s propagation, as qualitatively illustrated by the event

displays in Fig. 3.14. As mentioned in the introduction, the “five dimensions” provided by the

HGCAL are the three spatial coordinates that can be used to reconstruct the shower profiles

as presented in this section, the precision measurement of the shower energy, presented in the

previous sections, and the timing information.

The energy weighted longitudinal position can be used to reconstruct the showers’ center

of gravity (COGz), defined as:

COGz =

P28
i=1E

Si
i · zi [X0]

P28
i=1E

Si
i

. (3.15)

This observable can be thought of as the longitudinal barycenter of the electromagnetic shower,

and it can be used to identify the region of the detector closest to the shower maximum, and to

assess the complete containment of the cascade. The distributions of the COGz, also referred

to as shower depth, are shown in Fig. 3.24 for 20, 30, 150, and 300 GeV positron beams, where

the simulation is normalized to the number of events collected in data to ease the comparison

between the two. Especially in the core of the distributions, the simulation is found to model

fairly well the data.
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the calorimeter. The complex structure of the CE-E prototype studied results in odd and

even layers having a different e/mip factor due to the intrinsic difference in the amount of

passive material that precedes them (cf. Fig. 3.9)) . Consequently, particles produced by the

shower near the exit boundary of the passive layers may have enough energy to escape from

them and therefore alter the response of the sensitive sensors.

Particular configurations of the MC simulation have been produced to investigate the

origin of the different energy deposits observed in odd and even layers and possibly isolate

the two aforementioned effects. More precisely, the longitudinal profiles reconstructed from

the nominal MC configuration (cf. Sec. 3.3.1) are compared to the ones obtained from a

simulation where the effect of backscattering is suppressed and to those reconstructed in

a MC without secondary electrons and positrons, corresponding to �-rays produced in the

absorber material in front of the active layers. The former is obtained from a simulation

where only tracks produced with an angle ✓ > 90�, i.e., travelling in the same direction

of the electromagnetic shower, are retained, while the latter results from removing all the

�-rays from the shower. The three longitudinal profiles are compared in the left column

of Fig. 3.27. More precisely, the longitudinal profile obtained from the simulation without

backscattering (Fig. 3.27c) is observed to be more regular with respect to the one reconstructed

in the nominal MC (Fig. 3.27a), and an additional improvement is achieved removing all the

secondaries from the simulation MC (Fig. 3.27e).

These observations lead to the conclusion that a mixture of two effects indeed causes the

oscillations in the longitudinal profiles of Fig. 3.26: the presence of back-scattered particles

from the absorbers after the active layers, as well as the direct production of �-rays, within

the passive materials in front of the silicon sensors, that are consequently propagated with

the shower. Even though the removal of these two effects results in a more regular profile, a

residual wiggling is observed in the longitudinal profiles reconstructed with the two alternative

MC configurations, as shown in Fig. 3.27c, 3.27e. These oscillations are removed completely

when the longitudinal profiles are reconstructed using only the cells in a ring (E7) around the

pad with the maximum energy deposit (Fig. 3.27d, 3.27f), but are still present if the same

information is used to reconstruct the profile in the nominal MC (Fig. 3.27b), as shown in the

right column of Fig. 3.27.

This effect can be attributed to the peculiar structure of the calorimeter under study. As

a result of this, the interaction of the electromagnetic cascade with the passive layers tends to

produce charged particles near the exit boundary of the latter, resulting in a larger response

in the thinner sensitive layers of the detector. In addition, since the odd and even active layers

are preceded by different amounts of passive material7 (cf. Fig. 3.9) they feature a slightly

different e/mip factor, thus resulting in a distinct absorption of the soft components, i.e.

subject to more multiple scattering, of the shower. This effect tends to be more pronounced

in the periphery of the shower, where the material difference between odd and even layers

becomes more relevant, as highlighted in Fig. 3.28, where a longitudinal profile is reconstructed

using only the energy deposited outside the E7 ring for the simulation without e± secondaries.

The fact that the wiggling is still observed in this longitudinal profile but not in the

one reconstructed using only the E7 ring (cf. Fig. 3.27f), corroborates the hypothesis that

the intrinsic layout composition of the calorimeter is responsible per se of an oscillation in

the longitudinal profiles. More precisely, this residual wiggling can be identified as the soft

component of the electromagnetic shower interacting with the odd and even passive layers,

which feature a different e/mip factor and therefore result in a different absorption of the

particles produced within the absorbers.

Hence, this thorough study allows identifying the three effects responsible for the oscil-

lations observed in the longitudinal profiles: the backscattering, the forward propagation of

7
Fe+Pb support of the cassette, Air, and Cu+PCB for the former, Kapton, Cu, CuW for the latter
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Figure 3.27: Longitudinal profiles for simulated samples of 300 GeV positron beams. The

profiles are shown for a full simulation (red), a configuration in which the backscattering of �-

rays is turned off (orange), and a simulation without secondary electrons and positrons (blue).

For all the three cases the profiles are reconstructed using the full silicon sensors (left column)

and only the first ring around the maximum energy deposit in each layer (right column).



3.4. Performance of CE-E prototype in positron beams 93

e+ 300 GeV

Simulation

Figure 3.28: Longitudinal profile reconstructed using the energy deposit in the cells outside

the ring around the pad with the maximum energy deposit. The simulation without secondary

electrons and positrons described in the text is used. The residual wiggling observed can be

attributed to the soft component of the electromagnetic shower interacting with the odd and

even layers, which feature a different e/mip factor.

�-rays, and the intrinsic difference between the e/MIP factors of odd and even layers. This

result is a cornerstone in assesing the performance of the detector, as the complete understand-

ing of this phenomenon can be used in the ultimate operation of the HGCAL to compensate

for the different responses of the layers and to reconstruct a smooth longitudinal profile.

In spite of this wiggling, the longitudinal profiles reconstructed with test beam data

(cf. Fig. 3.26) can still be used to validate the complete lateral containment of electromag-

netic showers qualitatively. In fact, significant deposits are observed between the 5th and 13th

layers, while after the 23th layer practically no energy deposit is observed in the calorimeter,

even at the large beam energies.

For a more quantitative description of the longitudinal propagation of electromagnetic

showers one can exploit the following relation, also known as Longo’s equation [112]:

⌧

dE(t)

dt

�

= E0
(�t)↵�1

� exp(��t)
Γ(↵)

, (3.17)

where t represents the shower depth, expressed in radiation length units, E0 is the total

energy deposit in the calorimeter, and ↵ and � are two additional free parameters introduced

in the fit to describe the shape and the scaling of the longitudinal profile. Notwithstanding

eq. (3.17) is primarily designed to describe the propagation of electromagnetic showers in ho-

mogeneous media, it can also be used as a first order approximation for sampling calorimeters,

as highlighted in Ref. [112]. More precisely, the ↵ and � parameters can be used to infer the

shower’s average center of gravity, hCOGzi, and the depth of the maximum energy deposit,

T :

hCOGzi =
↵

�
(3.18)

and

T =
↵� 1

�
= hCOGzi �

1

�
. (3.19)

the hCOGzi values extracted from the fit of the longitudinal profiles as of eq. (3.18) are

displayed in the left plot of Fig. 3.29. Their trend reproduces the one shown in Fig. 3.25, where
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comparison between the energy in the 10th layer reconstructed from test beam data and the

one inferred from the fit of the longitudinal profiles is shown in the left plot of Fig. 3.31, where

the former is observed to be O(13%) larger than the latter. Correcting for this factor the

average response of this layer in the longitudinal profile results in an optimal agreement with

the expectation from the simulation, as shown in the right plot of Fig. 3.31, thus corroborating

the analysis strategy and the application of eq. (3.17) for real use case scenarios.

Private Work Private Work

Figure 3.31: Left : The distribution of the reconstructed average energy deposit in the 10th

layer for a 300 GeV positron beam is represented by the black histogram, while red points

show the same distribution extrapolated from a fit of the longitudinal profiles on an event by

event basis. Right : Longitudinal profiles for a 300 GeV positron beam. Data are shown in

blue and simulation is shown in red. The black points correspond to the longitudinal profile

with the response of the 10th layer extrapolated from the analytical expression of eq. (3.17)

as detailed in the text.

The results presented in this section serve as an additional validation of the HGCAL

design, highlighting the power of the fine longitudinal sampling in the context of a complete

characterization of electromagnetic cascades. In fact, the reconstruction of the longitudinal

profiles demonstrates the total containment of electromagnetic showers, it allows to identify

the position of the shower maximum, confirming the expected dependence as a function

of the beam energy, and validates the analytical description used for their parametrization

(cf. eq. (3.17)).

3.4.4 Transverse shower shapes

The results presented in the two previous sections exhibit two important features of the CE-E

prototype tested in October 2018:

• Its capability of reconstructing precisely the total shower energy, including a good re-

covery of the deposit in the absorbers with different techniques.

• The possibility of exploiting the fine granularity of the detector to resolve completely the

longitudinal profile of the shower, thus confirming the total containment of the cascade

and identifying the position of the shower maximum.

These two complementary aspects already provide a good characterization of electromagnetic

cascades, which becomes optimal when supplemented with the information on the transverse

shower shape.

To study the transverse containment of the showers, the cell with the maximum energy

deposit in each layer is taken as a reference against which to compare the deposits in the
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absorbers. Hence, having proven that the CE-E prototype ensures a complete lateral con-

tainment of the showers, it is also interesting to measure its characteristic Molière radius to

assess the complete transverse containment of the showers. The following empirical relation

defines this quantity:

RM = 0.0265 · X0(Z + 1.2)

where Z is the atomic number and X0 the radiation length of the active layers’ material. While

the X0 value is well defined for homogeneous media, the same does not hold in sampling

calorimeters. Similarly to what observed for the critical energy, the measurement of the

Molière radius presented in the following has to be taken with grain of salt: the goal of this

study is to provide a complementary proof of the complete lateral containment of the showers,

rather than extracting the ultimate Molière radius for such a complex mixture of materials.

In order to measure this observable, an approach similar to the one used for the recon-

struction of transverse shower shapes is adopted. More precisely, after having determined the

main shower axis from the extrapolation of the DWCs tracks to the HGCAL prototype, one

measures for all the layers the energy deposited within cylinders of increasing radii:

E(r) =

28
X

i=1

ESi
i (r) (3.22)

where ESi
i (r) is the energy deposit in the i-th layer within a circle of radius r centered around

the cell with the maximal energy deposit. This situation corresponds to what illustrated in

Fig. 3.33, under the assumption of a beam perfectly aligned to the z-axis of the HGCAL

prototype.

Figure 3.33: Schematic representation of the geometry of a module, along with the definition

of the r0 and r1 rings used for the assessment of the transverse containment in the CE-E

prototype.

The quantity in eq. (3.22) is computed at five different values of r and its ratio with

respect to the total energy deposit in the CE-E prototype (E(r)/Etot) is used to derive the

Molière radius RM . More precisely, at each value of r the average energy deposit hE(r)/Etoti
is computed and parametrized as a function of r with the following relation:

hE(r)/Ei = 1�A · e�B·r. (3.23)

Eventually, RM is measured by applying the definition and solving:
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Table 3.7: Values of the radial containment observable RM measured at different beam ener-

gies.

Nominal Beam Energy RM Data RM MC

[GeV] [cm] [cm]

20 3.1± 0.1 3.1± 0.1

30 3.0± 0.1 2.97± 0.08

50 2.84± 0.08 2.83± 0.05

80 2.73± 0.05 2.70± 0.02

100 2.70± 0.04 2.65± 0.01

120 2.67± 0.04 2.61± 0.01

150 2.63± 0.03 2.54± 0.02

200 2.58± 0.02 2.50± 0.02

250 2.55± 0.02 2.47± 0.03

300 2.52± 0.02 2.45± 0.04

granularity of the HGCAL allow complementing these purely calorimetric observables with

positioning and angular resolutions, which in turn can be used to enhance the PF reconstruc-

tion improving the linking between tracks and energy clusters in the calorimeters.

The analysis strategy adopted here closely follows the one performed on the first test beam

of the HGCAL prototype in 2016 [99]. The DWCs placed upstream of the CE-E prototype

(cf. Sec. 3.3) are used as an external reference to infer the expected impact position in each

layer. These values are compared with the position reconstructed in each CE-E layer using

an energy-weighted approach, and the difference between these two quantities is interpreted

as the residuals. The width of these residuals distributions is taken as an estimator of the

layer’s pointing resolution.

As mentioned in Sec. 3.3.1, the DWCs are not introduced in the simulation as “sensitive

detectors.”8 Therefore the DWC reconstructed track is obtained from an extrapolation of

the beam gun position and angle, to which a smearing proportional to the DWC expected

resolution is applied.

The impact position on each layer is extracted by an energy-weighted average of the

reconstructed Cartesian coordinates:

!
x reco =

P

i !(Ei)
!
x i

P

i !(Ei)
(3.24)

where the sum runs over all the cells within two rings around the pad with the maximum

energy deposit. The optimization of this selection region was performed in the context of the

2016 test beam studies [99], where it was found that considering such a region, instead of the

full sensor area, optimizes the final position resolution measurement. The !i(Ei) are defined

as log-energy dependent weights with the following expression:

!(Ei) = max

✓

0, a+ ln

✓

Ei

Elayer

◆◆

, a = 3.5 (3.25)

Since the structure of the modules adopted for the October 2018 beam test is unchanged with

respect to the 2016 one, the same analysis strategy is followed.

The residuals are computed as described above for each layer, for both data and simulation

samples. Their distributions at the 8th layer, placed at a depth of about 7.7 X0, are shown

in Fig. 3.35 for a positron beam energy of 80 GeV. Similar distributions are derived for all

8
In GEANT4 a sensitive detector is defined as such if it constructs one or more hit objects and is capable

of recording them, possibly by simulating the expected signal extraction by the electronics.
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observed and corrected for in the analysis. The stochastic and constant terms of the energy

resolution are measured to be S = 22
p

GeV % and C = 0.6 %, respectively, in agreement

with the expectations from the simulation. The application of SFs or dEdx weights leads to

values in statistical agreement with those obtained with the “visible energy” method. The

linearity of the CE-E prototype studied is measured to be of O(2%) throughout the entire

energy range.

The assessment of longitudinal and transverse shower shapes enabled a complete validation

of the imaging properties of the HGCAL prototype. The Longo parametrization has been used

to fit the reconstructed longitudinal profiles (cf. 3.4.3) to extract measurements of the average

shower depth and the position of the maximum, as well as to test the log(Ebeam) dependence

expected for these observables. The analytical expression used for the fit of the longitudinal

profiles has been proven to give a realistic description of the electromagnetic showers, and

it has been shown how it can be used to retrieve the response of missing or malfunctioning

layers, even around the shower maximum.

The transverse shower shapes are studied by means of observables sensitive to the lateral

containment (cf. 3.4.4), finding an excellent agreement between data and simulation. Addi-

tional measurements of the energy deposit within cylinders of increasing radius around the

most energetic cells confirm a complete transverse containment of the showers and can be

used to extract a qualitative measurement of the Molière radius.

The pointing resolution has been measured for layers close to the shower maximum to

complement the characterization of the imaging properties of the CE-E prototype under test.

For each layer, the reconstructed impact position within the HGCAL is compared to the

estimated position extracted from an interpolation of the DWC tracks and the difference

between these two distributions is taken as the residuals, from which the pointing resolution

is extracted by means of a Gaussian fit. A sub-mm pointing resolution is measured for all the

layers close to the shower maximum, and it is found to be in agreement with the expectations

from the simulation once the finite DWC resolution is included therein.

The results presented in Secs. 3.4.1, 3.4.2, and 3.4.3 demonstrate the substantial contri-

bution of this thesis to the official test beam analysis and entered the corresponding paper

submitted to JINST.

The physics performance measured here is found to be in good agreement with the nominal

ones expected for the electromagnetic compartment of the HGCAL [45]. Notwithstanding the

CE-E prototype tested did not entirely reflect the final structure foreseen for the HL-LHC

operations, the test beam data analysis results are a cornerstone for validating the detector

design and assessing its expected physics performance.
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The H ! ZZ ! 4` decay channel (` = e, µ) is often referred to as the golden channel due

to its many virtues. Two of its golden properties are the large signal-to-background ratio,

with an essentially flat background under the resonant H boson peak, and the completely

resolved final state, with an optimal reconstruction of the four-leptons system, made possible

by the good lepton resolution of the CMS detector. Fig. 4.1 shows a candidate H ! ZZ ! 4`

event, comprising of a muon-antimuon pair (red lines) and an electron-positron pair (green

lines). One can see the relatively clean environment, where the H ! ZZ ! 4` signature can

be identified and reconstructed.

Initially designed to be a discovery analysis meant to identify a statistically significant

fluctuation over a flat background, the H ! ZZ ! 4` is now a precision physics analysis tuned

to probe very granular phase space regions of the golden channel. The “golden journey” of this

thesis starts in this chapter, where the fundamental inputs to the analysis are introduced. This

chapter describes the selection of leptons and jets candidates, starting from the reconstructed

PF objects introduced in Sec. 2.3. More precisely, loose selection criteria are applied on the

PF electron and muon candidates, which are in turn identified and isolated by more stringent

requirements to define the opposite sign lepton pairs employed in the analysis to reconstruct

the H boson candidates, as schematically summarized in Fig. 4.2.

4.1 Electrons

In order to select electron candidates suitable for the study of the H ! ZZ ! 4` decay,

one starts from the PF electrons reconstructed as described in Sec. 2.3. Additional isolation

and identification criteria are applied to reject non-prompt electrons, i.e., not produced by





4.1. Electrons 107

a Z boson decay, and to increase the purity of the final H boson candidates selected for the

analysis.

4.1.1 Electrons selection

Loose requirements are imposed on the transverse momentum and rapidity of the PF electron

candidates to preserve the reconstruction efficiency as much as possible while rejecting part

of the QCD background contribution. The primary vertex of the tracks is used to introduce

additional cuts:

peT > 7 GeV, | ⌘e |< 2.5,

dxy < 0.5 cm, and dz < 1 cm,

resulting in what the analysis refers to as loose electrons. An additional requirement on the

significance of the impact parameter (SIP) to the primary vertex is imposed to ensure that

electrons are consistent with a common primary vertex, thus suppressing the presence of fake

electrons originating from photon conversion:

SIP3D =
| IP3D |

�IP3D

< 4.

A multivariate discriminant implementing the eXtreme Gradient Boosting (XGBoost)

algorithm [114] is employed to identify and isolate the electrons. The XGBoost algorithm

defines a series Boosted Decision Trees (BDT) trained to discriminate between prompt and

isolated electrons arising from Z decays and fake leptons originating from jets or hadronic

decays. The training of the BDT model is performed on simulated samples of Drell-Yan+jets,

separately for the three data taking periods considered in the analysis (2016, 2017, and 2018).

A total of 24 observables sensitive to the properties of the electron candidates are used, as

summarized in Tab. 4.1. The BDT is trained to distinguish prompt from non-prompt electrons

starting from the cluster shape, the matching between a track and the associated cluster, the

track-quality information, the PF isolation sums, and the mean energy density in the event

introduced to ensure PU-resilience of the algorithm.

Table 4.1: Observables used as inputs to the BDT model employed in the analysis for the

identification and isolation of electrons.

Observable type Observable Definition

Cluster shape

�i⌘i⌘, �i'i' RMS of the energy-crystal number spectrum along ⌘ and '

⌘-� width Width of the ECAL supercluster along ⌘ and �

H/E Ratio of the hadronic energy behind the electron supercluster to the supercluster energy

(E5⇥5 � E5⇥1)/E5⇥5 Relative difference between the energy contained in the 5⇥ 5 crystals around the cluster seed (E5⇥5) and the energy of the crystals containing the cluster seed itself (E5⇥1)

R9 = E3⇥3/ESC Ratio of the sum of the seed and adjacent 3⇥ 3 crystals (E3⇥3) to the super cluster energy (ESC)

EPS/Eraw Energy fraction in pre-shower. Used only for endcap training bins

Track-cluster matching
ESC/pin Ratio of the supercluster energy to the inner track momentum

Eele/pout Ratio of the energy of the PF cluster to the associated outer track momentum

1/Etot � 1/pin Energy-momentum agreement

∆⌘in, ∆'in Distances in ⌘ and ' between the energy-weighted supercluster energy and inner track extrapolation

∆⌘seed Distance between the cluster seed and the outer track extrapolation to the ECAL

Track information

fbrem = 1� pout/pin Fractional momentum loss between inner and outer tracks

NKF , NGSF Number of hits of the KF and GSF track

�
2
KF , �2

GSF Reduced �2 of the KF and GSF tracks

Nmiss. hits Number of expected but missing inner hits

Pconv. Conversion probability obtained from the �2 of the conversion vertex fit

Isolation

I� PF photon isolation pT sum

Ich. had. PF charged hadrons isolation pT sum

Ineu. had. PF neutral hadrons isolation pT sum

PU-resilience ⇢ Mean energy density in the event
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photons. Dedicated corrections are computed using a simulated Z ! e+e� sample and

applied in peT , | ⌘
e | bins of data to correct the residual misalignment between the data and

the MC energy scales and to reduce the width of the dielectron mass spectrum. A matching

of the Z ! e+e� mass resolutions in data and simulation is achieved from applying pseudo-

random Gaussian smearing to the MC electron energies as a function of peT and | ⌘e |. The

electron energy scale is measured in data from a fit with a Crystal Ball function to the

m
e
+
e
� spectrum around the Z peak. The dielectron invariant mass and the corresponding

energy scale and resolution are shown in Fig. 4.5 for the three data taking periods considered

in this analysis. The agreement is overall satisfactory, even though for large m
e
+
e
� values

(m
e
+
e
� > 95 GeV) a shift between data and MC energy scales is observed, especially in the

2018 dataset. This effect, possible consequence of the miscalibration of some crystals or of the

loss in their response due to ageing, has a marginal impact on the analysis and it is covered

by the systematic uncertainties associated to the leptons identification and energy scales.
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Figure 4.5: Electron energy scale and resolution measured with Z ! e+e� events for the 2016

(top left), 2017 (top right), 2018 (bottom) data taking periods.
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4.1.3 Electrons efficiency measurements

The selection efficiency of electrons is measured by means of a tag-and-probe (TnP) technique.

For this purpose, two sets of leptons are built starting from Drell-Yan+jets samples, produced

with the MadGraph aMC@NLO generator: one has to pass relatively loose criteria and it is

labeled as probes, the other is subject to more stringent requirements, and it is referred to as

tags. The former ensures a full coverage of the dilepton invariant mass under the resonant

peak, while the latter is ideally composed of pure electrons, with a negligible background

contamination. The tag and the probe electrons selected are same flavour and opposite charge

leptons. Eventually, the efficiency is measured in mutually exclusive bins and is defined as

the ratio of the number of passing probes (NP ) to the total number of probes:

"sel =
NP

NP +NF
,

being NF the number of probes that do not pass the selection criteria.

The tag electrons used for the selection efficiency measurements are required to satisfy

the single electron trigger path and to have transverse momentum peT > 30 GeV and a su-

percluster pseudorapidity | ⌘eSC |< 2.17, whereas probes are selected among GSF candidates

(cf. Sec. 2.3.2) with opposite charge to that of the tag.

A dedicated procedure is employed for the measurement of the selection efficiency in bins

of low transverse momentum. More precisely, for electrons with 7 < peT < 20 GeV, the tags

are required to have a BDT score for isolation and identification larger than 0.92 and they

have to satisfy the following kinematic cut:

q

2⇥ PFMET ⇥ peT (tag)⇥ (1� cos(�MET � �tag)) < 45 GeV.

The final measurement of the electron selection efficiencies are performed in peT and | ⌘eSC |

bins using a template fit. The resonant shape of the probes is extracted from simulation

and convoluted with a Gaussian. The distributions in data are then fitted with the template

mentioned above and an error-function with a one-sided exponential tail. The selection effi-

ciencies measured on the 2017 dataset are shown, as a function of the transverse momentum

and pseudorapidity, in Fig. 4.6 for both Data and MC, along with the corresponding scale

factors. For all three years, the efficiencies range between 95 % and 99 % for electrons with

transverse momentum peT > 30 GeV. On the other hand, the efficiencies in the low peT bins are

much smaller and range between 75 % and 85 %, due to the poor statistics exploitable for a

Z ! e+e� resonance in these regions. The corresponding scale factors have uncertainties that

range between 4 % and 8 %, as shown in the bottom panels of Fig. 4.6. These uncertainties

represent the most significant contribution to the absolute precision of the measurements pre-

sented in this analysis: contrary to their counterpart for the muons, where the J/Ψ resonance

can be exploited for the TnP technique, the reduced statistics, and the worse resolution the

Z ! e+e� resonance ultimately affect the measurement of the selection efficiencies in the

low transverse momentum region, resulting in the experimental uncertainty with the largest

impact on the analysis.

4.2 Muons

Similar to electrons, muons are identified starting from the global PF candidates created as

detailed in Sec. 2.3.3. The following sections present the dedicated identification and isolation

criteria applied to these objects to define a set of good quality muons for the next steps of

the analysis.
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Figure 4.6: Electron selection efficiencies measured in data as a function of the transverse

momentum (left) and pseudorapidity (right) measured using the TnP technique. The Data-

MC ratio is displayed in the bottom plots. Results are shown for the 2017 data-taking period

[116].

4.2.1 Muons selection

The tracks of the PF muon candidates are classified according to the subdetectors used to

reconstruct them. Hence, one can have global, tracker, or standalone muons according to

whether the tracker and the muon chambers, or only one of these two submodules of the CMS

experiment, are used in the reconstruction. In the context of this analysis only global and

tracker muons are retained. The primary vertex of the tracks is used to introduce additional

preselection cuts on the PF muon candidates:

pµT > 5 GeV, | ⌘µ |< 2.4

dxy < 0.5 cm, and dz < 1 cm,

resulting in what the analysis refers to as loose muons. An additional requirement on the

significance of the impact parameter (SIP) to the primary vertex is imposed:

SIP3D =
| IP3D |

�IP3D

< 4 , (4.1)

similarly to what is done for electrons. These identification criteria aim at reducing contami-

nation from fake muons originating from in-flight decay of hadrons and cosmic rays, therefore

enhancing the selection of leptons coming from the primary vertex.

Loose muons with transverse momentum pµT < 200 GeV are considered for the analysis if

they match the corresponding PF muon ID (cf. Sec. 2.3.3). Loose muons with larger transverse

momentum are considered as identified if they pass either the corresponding PF muon ID or

the Tracker High-pT ID. In particular, loose muons with pµT > 200 GeV are retained for the

analysis if they pass the criteria detailed in Tab. 4.3.

The cases where a single muon can be misidentified as two or more particles are dealt with

using a procedure referred to as “ghost cleaning,” where tracker muons that do not satisfy

the global muon definition are removed and if two muons share 50 % or more of their track

segments, only the one with the best track quality is retained.

A PF-based isolation definition is employed to distinguish between prompt muons and

unwanted contributions from the QCD background processes or non-prompt muons. In order
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Table 4.3: The requirements for a muon to pass the Tracker High-pT ID. Requirements used

in the analysis to select high pT muons.

Description Implementation

Muon station matching Applied on tracker muons. Muon is matched to segments

in at least two muon stations

Good pT measurement pT

σp
T

< 0.3

Vertex compatibility (x� y) dxy < 2 mm

Vertex compatibility (z) dz < 5 mm

Pixel hits At least one pixel hit

Tracker hits Hits in at least six tracker layers

to deal with the presence of an increasingly large PU rate in the three data taking periods

considered in the analysis (cf. Fig. 2.4), the so-called “∆� correction” is applied to take into

account the energy deposit of neutral particles in the isolation cone:

∆� =
1

2

X

charged

pPU.
T (4.2)

Hence, the muons’ relative isolation factor (Iµ) is defined as:

Iµ =
1

pµT

0

@

X

charged

pT +max

2

40,
X

neutral

pT +
X

photons

pT �∆�

3

5

1

A , (4.3)

where the three scalar sums run over the transverse momenta of charged hadrons, neutral

hadrons, and photons originating from the primary vertex of the event and are computed

within a cone of angular radius ∆R = 0.3 around the muon direction. Tight muons are

selected, starting from isolated muon candidates, only if they satisfy the isolation requirement

of Iµ(∆R = 0.3) < 0.35, where the working point is chosen to match that of electrons and

it was optimized in previous versions of the H ! ZZ ! 4` analysis.

4.2.2 Energy calibration

A precise determination of the muon energy scale and the proper correction of any discrepancy

between data and simulation impacts the reconstruction efficiency and the ultimate precision

of the analysis directly. Discrepancies between data and simulation can arise from imperfec-

tions in the detector modelling, from effects related to the presence of a strong magnetic field,

or from energy losses along the muon track. Dedicated corrections are applied to the muon

candidates, exploiting the so-called Rochester method [117], to cope with these situations.

These corrections are derived using the Z and J/Ψ resonances in the di-muon channel as a

reference and they are applied iteratively to obtain an optimal matching between data and

simulation.

The measurements of the energy scale and resolution are performed similarly to what

is done for electrons: a Crystal Ball fit on the Z ! µµ dimuon resonance is employed to

extract the energy scale and resolution, as shown in Fig. 4.7 for the three data taking periods

considered in the analysis.

4.2.3 Muons efficiency measurements

Even though the reconstruction of muon PF objects is simpler if compared to the electrons,

residual discrepancies between data and simulation may be found after the application of the

selection criteria detailed in Sec. 4.2.1. In order to correct for such possible discrepancies, one
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Figure 4.7: Muon energy scale and resolution measured with Z ! µ+µ� events for the 2016

(top left), 2017 (top right), 2018 (bottom) data taking periods.
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measures the reconstruction and identification efficiencies for both Data and MC and derives

suitable scale factors (SF) to account and correct for these effects, following the same strategy

detailed for electrons in Sec. 4.1.3.

The TnP technique detailed in Sec. 4.1.3 for electrons is applied also to muons, where Z

and J/Ψ resonances in the di-muon channel are exploited to measure selection efficiencies in

pµT and ⌘µ bins. In particular, the presence of the J/Ψ resonance allows enhancing the quality

of the measurement in bins of low transverse momentum.

Fig. 4.8 shows the selection efficiencies for muons in different regions of the detector. The

efficiencies are found to be larger than 98 % in all the regions of the detector, independently

on the transverse momentum of the muon candidates. The corresponding SFs are found to be

in agreement with 1.0 in most of the bins, with sub-percent uncertainties, and maximal devi-

ations of the order of just a few percents in bins corresponding to muons with low transverse

momentum in the barrel or in the very forward regions at | ⌘µ | > 2.
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Figure 4.8: Muons selection and identification efficiencies measured using the TnP technique

on J/Ψ events with the 2018 dataset. The efficiencies are shown as a function of the trans-

verse momentum (pµT ) for muons with pµT < 20 GeV in the barrel (left) and in the endcap

(middle) regions, as well as for muons with pµT > 5 GeV as a function of the pseudorapidity ⌘µ

(right). The black error bars represent the statistical uncertainty on data, while the red ones

show the contribution of the systematic uncertainties. For the simulation the statistical and

systematical contribution of the uncertainties are shown in the azure and orange rectangles,

respectively.

4.3 Final State Radiation recovery

The Z ! `
+
`
� decay can radiate high energy photon with an 8 % (15 %) probability for

dimuon (dielectron) final states. This phenomenon takes the name of final-state radiation

(FSR) and it needs to be accounted for and corrected by including the photon’s four momenta

in the computation of the properties of the H boson candidate.

The FSR radiation recovery starts with PF photons candidates, defined as of Sec. 2.3.1,

to which p�T and ⌘� cuts are applied:

p�T > 2 GeV, | ⌘� |< 2.5

Photons are further selected by means of an isolation requirement, defined as:

I� =
1

p�T

0

@

X

photons

pT +
X

neutral

pT +
X

charged

pT

1

A (4.4)
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(cf. Fig. 2.25), the reconstructed hadronic jets can be used to discriminate between the VBF

and the other production modes. The number of jets present in the event and their origin is

used in the first step of the analysis for the categorization of the events, as described in Ch. 5.

Jet-related observables are also used in the context of the measurement of H ! ZZ ! 4`

differential cross sections to probe specific phase space regions sensitive to possible BSM

effects and to provide a complete characterization of the production side of the H ! ZZ ! 4`

process, as presented in Ch. 7.

The analysis presented in this thesis exploits PF jets reconstructed by means of an anti-T
clustering algorithm with a radius of ∆R = 0.4 [84]. The jet energy and scale are corrected

for following the standard CMS jet energy corrections (JECs) detailed in Sec. 2.3.4. The

transverse momentum of these hadronic jets is obtained from the vectorial sum of the momenta

of all the particles contained within the jet. Only jets with pjT > 30 GeV, and | ⌘j |< 4.7 are

considered for the analysis. These are cleaned from the presence of any tight lepton and FSR

photon requiring a radial separation of ∆R(j, `/�) > 0.4.

Following the central CMS recommendations, tight identification criteria are employed to

define the jets considered for the analysis. More precisely, dedicated cuts are applied to control

the fractions of neutral hadron and electromagnetic constituents, the number of particles in

the jet, and the fractions of charged hadron and electromagnetic constituents in the central

region of the detector. Additional selection criteria are adopted to mitigate spurious jets

arising from nearby bunch crossings, as described in the next section.

4.4.1 Pileup jets identification

To mitigate the presence of additional tracks and energy deposits in the calorimeters arising

from PU events, a dedicated PU jet identification algorithm is applied on jets with recon-

structed transverse momentum lower than 50 GeV, following the recommendation of the CMS

Jet Physics Objects Group (POG). The main reason behind this choice is that the algorithm

for the PU jet ID is trained with jets with pT <50 GeV, where the highest composition of PU

jets is expected. The PU jet ID algorithm is implemented via a boosted decision tree (BDT)

model trained against the following features:

• the tracks’ trajectories of the particles within a jet, to determine whether the corre-

sponding jet is compatible with the primary interaction vertex;

• the jet shape topology, which is used to discriminate hard jets against PU ones;

• the objects multiplicity in the event.

Three operative working points3 (WP) are assigned from the BDT score and can be used

for the mitigation of PU jets. As an example, the performance of the BDT for the loose WP

is shown in Fig. 4.10, where one can observe a global efficiency larger than 90 % throughout

all the pT and ⌘ regions. The BDT is trained on 2016 Z(! µµ)+jets events simulated with

MadGraph aMC@NLO and the resulting model is applied, with a tight WP, separately to the

three data taking periods considered. Signal jets, i.e. originating from the hard scattering,

are defined as jets with a geometrical match to a hard-scattering generator level jet with

pT > 8 GeV, whereas all the other jets are classified as pileup jets.

4.4.2 Enhancing the purity of jets

This analysis targets a comprehensive characterization of the H ! ZZ ! 4` decay channel via

the measurement of production and differential cross sections, as well as the measurement of

cross sections in the Simplified Template Cross Sections (STXS) framework. In order to probe

3
The WPs are referred to as loose, medium, and tight.
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Figure 4.10: The PU jet ID efficiency on Z(! µµ)+jets is shown for the loose working point

of the BDT model described in the text. The efficiencies for Data and MC are shown as a

function of the jet pseudorapidity (top left) and transverse momentum of central (top right)

and forward jets (bottom). Figure taken from Ref. [118].
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with sufficient precision all the different phase space regions and to enhance the sensitivity

to the different production mechanisms of the H boson, the analysis relies on a twofold event

categorization based on matrix element kinematic discriminants (cf. Sec. 5.3). The number of

jets in the events, along with their properties, carries great discrimination power to distinguish

among different production mechanisms and phase space regions, therefore largely affects the

purity of the categories defined for the analysis.

It is fundamental to have a precise identification and isolation of the jets in the events,

as well as a substantial reduction of all the spurious effects arising from problems in the

data taking or flaws in the reconstruction procedure. The following presents all the ad hoc

corrections applied in the analysis to cope with known issues that may affect the quality of

the reconstructed jets.

L1 Prefiring

A significantly large fraction of high ⌘ L1 Trigger Primitives (TP) was associated with the

wrong bunch crossing in 2016 and 2017 data taking periods due to the gradual timing shift

of the ECAL not being properly propagated to the L1 TPs. The L1 triggering rules forbid

two consecutive bunch crossings to fire. Hence the events affected by this issue could self veto

when the ECAL recorded a significant energy deposit in the 2 <| ⌘ |< 3 regions. This effect is

observed in data but not modeled in the simulations. Hence, dedicated weights, obtained as

the product of the non prefiring probability of all objects in (pT, ⌘) bins, are applied to 2016

and 2017 simulated events to reproduce the behaviour observed in data. The effect of the L1

prefiring weights is shown in Fig. 4.11 for ggH and VBF simulated signal samples. While the

effect is negligible for the former, a 2-3 % discrepancy is observed in the endcap regions for

the latter, supporting the need for this weight in the analysis.

4− 3− 2− 1− 0 1 2 3 4
 leading jetη

0

0.5

1

1.5

2

2.5

3

3.5

E
v
e

n
ts

/0
.2

ggH125

ggH125_pref

 (13 TeV)-141.53 fbCMS Preliminary

4− 3− 2− 1− 0 1 2 3 4
0.5

1

1.5

2

M
C

_
p
re

f 
/ 
M

C
E
v
e
n
ts
/0
.2

4− 3− 2− 1− 0 1 2 3 4
 leading jetη

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

E
v
e
n
ts

/0
.2

VBFH125

VBFH125_pref

 (13 TeV)-141.53 fbCMS Preliminary

4− 3− 2− 1− 0 1 2 3 4
0.5

1

1.5

2

M
C

_
p
re

f 
/ 
M

C

Figure 4.11: The effect of the L1 prefiring weights on 2017 MC samples for the ggH (left) and

VBF (right) production mechanisms. The samples without the L1 prefiring weight applied are

depicted in the red histograms, while the blue histograms show the effect of the application of

these weights. The ratio between the two histograms is shown in the bottom panels of each

plots, showing a 2-3 % discrepancy in the endcap regions for the VBF production mode.

HEM 15/16 failures

Two modules of the HCAL front-end electronics (HEM15 and HEM16) suffered irreparable

damage in mid 2018 due to a CMS-wide power interlock. This issue was expected to cause
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larger multiplicities in the �2.4 <| ⌘ |< �1.4 and �1.6 < � < �0.6 regions. Dedicated

studies were carried out to compare the events reconstruction before and after the HEM

problem occurrence. No significant difference was found for the H ! ZZ ! 4` analysis

objects and therefore no particular procedure was adopted to cure the HEM15 and HEM16

failures.

4.4.3 b-jets tagging

The analysis relies on identifying b-quark induced jets, hereafter referred to as b-jets, as an

additional tool for the the categorisation of the events detailed in Ch. 5. The process of

discriminating b-jets against light flavour jets is often referred to as b-tagging. Given the wide

applicability of the b-tagging procedure in many analyses, recommendations are provided

centrally in CMS.

The H ! ZZ ! 4` analysis presented in this work relies on the use of the DeepCSV

algorithm [119, 120], where a Deep Neural Network (DNN) combines the information on the

heavy jet’s impact parameter, track quality, and secondary vertex position to identify jets

originating from b-quarks. More precisely, the DeepCSV architecture consists of four fully-

connected hidden layers, each with 100 nodes. The activation of each node is regulated by

a rectified linear unit (ReLU) function that fires according to the input values of the given

node. The last layer consists of five nodes, of which the activation is regulated by a normalized

exponential function4, corresponding to the five jet flavour categories employed for the training

of the DNN. The training of the architecture is performed simultaneously in all the vertex

categories and jet flavours using jets with transverse momentum between 20 GeV and 1 TeV

contained in the tracker acceptance. A mixture of tt and multijet events, with a relative ratio

of 2:1:4 for b:c:udsg jets, ensures the reduction of possible dependency of the training on the

heavy-flavour quark production process. The efficiency of the algorithm to correctly identify

a jet of a given flavour f is defined as the ratio of the number of f -tagged jets to the total

number of jets of flavour f and it is found to be consistently above 50 % on simulation. The

difference between the tagging efficiency in data and simulation is corrected for by applying

dedicated per jet data-to-simulation scale factors (SFf = "
data
f (pT, ⌘)/"

MC
f (pT, ⌘)) obtained

from the ratio of the tagging efficiency for a f -flavour jet in data to the one in simulation.

Three operative working points, referred to as “loose”, “medium”, and “tight”, are defined and

correspond to thresholds after which the misidentification probability is 10 %, 1 %, and 0.1 %,

respectively. The analysis exploits the DeepCSV algorithm with a medium working point, of

which the corresponding score is shown in Fig. 4.12.

For this choice of WP, data to MC scale factors are applied to simulated jets, as a func-

tion of the jet transverse momentum (pjT ), pseudorapidity (⌘j) and flavour, by downgrading

(upgrading) the b-tagging status of b-tagged (untagged) jets fraction.

4.5 Summary

Tab. 4.4 summarizes the properties of the main objects used in the H ! ZZ ! 4` analysis.

Electrons and muons, also referred to as “tight leptons”, are combined together to build Z

boson candidates, which are in turn used to build the H boson events that enter the statistical

analysis, as extensively discussed in the next chapter.

4
The usage of a normalized exponential function instead of the ReLU function used in the other layers

allows to interpret the output as a probability for a specific jet flavour category.
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Table 4.4: Summary of the selection requirements applied to the physics object that enter the

H ! ZZ ! 4` analysis.

Electrons

peT > 7GeV | ⌘e |< 2.5

dxy < 0.5 cm dz < 1 cm

|SIP3D| < 4

ID and isolation with cuts on BDT score as of Table 4.2.

Muons

Global or Tracker Muon

Discard Standalone Muon tracks if reconstructed in muon system only

pµT > 5GeV | ⌘µ |< 2.4

dxy < 0.5 cm dz < 1 cm

|SIP3D| < 4

PF muon ID if pT < 200 GeV, PF muon ID or High-pT muon ID (Table 4.3) if pT > 200 GeV

Iµ
PF < 0.35

FSR photons

pγT > 2GeV abs ⌘γ < 2.4

Iγ

PF < 1.8

∆R(`, �) < 0.5 ∆R(`, �)/(pγT)
2 < 0.012GeV−2

Jets

pjetT > 30GeV abs ⌘jet < 4.7

∆R(`/�, jet) > 0.4

Cut-based jet ID (tight WP)

Jet pileup ID (tight WP)

Deep CSV b-tagging (medium WP)
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Events selection and categorization
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The “golden journey” towards the characterization of the H boson properties in the H !
ZZ ! 4` decay channel continues in this chapter, where the events selection and their subse-

quent categorization are presented.

While in Run-I and previous versions of the H ! ZZ ! 4` analysis the properties of

the H boson were measured inclusively or, at most, per production mechanism, this analysis

aims at probing fine granular phase space regions of each production mode. Often the H

boson properties are assessed by measuring signal strength modifiers or fiducial cross sections.

The former is defined as the ratio of the observed cross section times branching fraction

“(� · BR)obs.” to the corresponding SM expectation “(� · BR)exp.”, while the latter consists of

measuring cross sections in a phase space region defined to minimize the model dependence

of the results. However, neither of these approaches allows a complete characterization of

specific phase space regions sensitive to a given production mechanism. For this reason,

the measurements are also performed with a third, complementary approach: the Simplified

Template Cross Section (STXS) framework. The STXS framework aims at reducing the

theory dependence of the measurements whilst, at the same time, maximising the experimental

sensitivity. Signal cross sections are measured for each production mechanism in dedicated

phase space regions, also referred to as STXS bins, with enhanced sensitivity to either SM

predictions or BSM scenarios. A more detailed description of the STXS framework, is given

in Sec. 5.2.

A dedicated events categorization is employed to characterize the H boson production

cross sections both in an inclusive way and in the more fine granular description of the STXS.

The selected events are divided, exploiting the topology of the event and a set of matrix

element discriminants, into seven mutually exclusive categories with enhanced sensitivity to

the five main production mechanisms of the H boson. In the second step of the categorization

of the events, these seven categories are further split into a total of twenty-two sub-categories

targeting the STXS bins, as detailed in Sec. 5.3.2.

Once the events are selected and categorized, they are used as inputs for the signal ex-

traction by means of the statistical analysis procedure described in Ch. 7.

5.1 Events selection

The PF objects selected with the identification and isolation requirements outlined in the

previous chapters are considered for the next step of the analysis, which targets the selection

of events compatible with a Higgs boson candidate.
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The events are required to have fired the HLT paths described in section 2.2.4. Conversely

to the Run-I analysis, an event is selected if any of the HLT paths is fired, independently on

the reconstructed final state. This OR logic ensures the proper identification of production

mechanisms with additional leptons, thus improving even further the trigger efficiency.

The events selection is triggered by a primary vertex (PV) requirement, i.e., only events

with a well-reconstructed PV are retained. More in detail, each event is requested to have a

small PV radius, RPV < 2 cm, a large number of degrees-of-freedom, NPV > 4, and collisions

limited to the z-axis, zPV < 24 cm.

The Z boson candidates are formed, in the events fulfilling the PV criteria, from same

flavor and opposite sign (e+e�, µ+µ�) tight leptons, as defined in Ch. 4, with invariant mass

in the range 12 < m
l
+
l
� < 120 GeV. The ZZ candidates considered for the analysis consist of

pairs of non-overlapping Z, where the candidate with invariant mass closer to the nominal Z

boson mass is referred to as Z1, while the second one is referred to as Z2. The ZZ candidates

from this selection chain define three mutually exclusive channels corresponding to the three

4` final states considered in the measurements: 4µ, 4e, and 2e2µ.

In addition, the following criteria are imposed to enhance the sensitivity to the H boson

decays and improve the signal-to-background ratio further.

• Minimum Z
1

mass: to be considered for the analysis, the di-lepton pair forming the

Z1 candidate must have an invariant mass larger than 40 GeV.

• Ghost removal: all the lepton pairs selected must have a radial distance of ∆R(`i, `j) >

0.02.

• Lepton pT : two of the four selected leptons must have pT > 10 GeV and at least one

pT > 20 GeV, thus ensuring an optimal trigger efficiency.

• QCD suppression: the invariant mass of all the opposite-sign di-lepton pairs that can

be built with the four leptons selected must be larger than 4 GeV (m
l
+
l
0� > 4 GeV).

FSR photons are not included in the computation of the invariant mass to reproduce

the scenario of low mass QCD di-lepton resonances.

• Smart cut: the alternative ZZ candidate that can be built in the 4µ and 4e channels

is referred to as ZaZb and is used to identify and to reject events with an on-shell Z

accompanied by a low-mass `+`� resonance. More precisely, candidates with mZb
<

12 GeV are not retained in the analysis if the invariant mass of Za is closer to the

nominal Z boson mass than the one of Z1 in the main ZZ candidate.

• Invariant mass of the 4` system: the events satistfying the above criteria and with

a four-lepton system invariant mass larger than 70 GeV (m4` > 70 GeV) are retained in

the analysis.

While in most of the cases a single ZZ candidate is selected from the requirements afore-

mentioned, in events originating from the production of a Higgs boson in association with a

pair of top quarks (ttH) or an additional vector boson (VH) additional leptons may be found

in the final state, thus resulting in more than one ZZ candidate identified. In such cases, the

one with the largest value of the kinematic discriminant Dkin
bkg is eventually retained, unless

the two candidates are composed of the same four leptons, and the one with mZ1
closest to

the nominal Z boson mass is considered for the analysis. A detailed description of the matrix

element approach and of the kinematic discriminants used in the analysis is given later in

Sec. 5.1.1.
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5.1.1 Matrix element kinematic discriminants

The invariant mass of the 4` system is probably the most straightforward observable to con-

sider when it comes to the discrimination between signal and background events: the sharp

resonance peak typical of the H ! ZZ ! 4` decay is substantially different from the flat

shapes of the main background processes. Hence, it could be used for the statistical analy-

sis. Nevertheless, with the increasing statistics collected from the experiments and with the

ultimate goal of precision measurements of the H boson properties, the analyses introduce

advanced methods to enhance the sensitivity to different production mechanisms and the pu-

rity of the event categories. Two complementary approaches are usually considered: machine

learning algorithms and matrix elements methods, as they permit both a full disclosure of the

hidden relations among the physical observables that characterize a particular decay channel

and an increased discrimination power between signal and background processes.

The H ! ZZ ! 4` analysis presented in this thesis exploits the so-called Matrix Element

Likelihood Approach (MELA) both in the categorization of the events and in the signal

extraction. The computations are performed via the MELA package [121, 3], which relies

on the JHUGen [122] and MCFM [123] generators to compute matrix elements for signal

and background events, respectively. The underlying assumption supporting the use of the

MELA method is that the H ! 4` decay can be completely characterized by means of eight

independent degrees of freedom, namely:

• m4`, the invariant mass of the 4` system;

• mZ1
and mZ2

, the invariant masses of the two Z boson candidates;

• ✓
?, identified as the angle between the z-axis and the Z1 direction in the 4` rest frame;

• Φ and Φ1, the azimuthal angles between the planes containing the H boson and the

decay products of the two Z bosons;

• ✓1 and ✓2, the angles between the Z1 and Z2 flight directions and the planes containing

the di-lepton systems originating from the decay of these vector bosons.

While the ✓?, Φ, and Φ1 angles are defined in the H boson rest frame, ✓1 and ✓2 are

defined with respect to the two Z bosons rest frames. The angular variables, of which the set1

is hereafter referred to as ~ΩH!4`, are depicted in the left side of Fig. 5.1, where a schematic

representation of the H ! ZZ ! 4` decay channel is given for the ggH production mode.

Hence, one can extract from the JHUGen and MCFM generators the probability2 Pa, as

a function of the masses mi and angular observables ~Ω for a given value of m4`, for an event

to have been produced in a physical process a. The MELA method takes these probabilities

as input to compute the likelihood ratio test statistics:

qa,b =
Pa

Pb
, (5.1)

which is the best discriminating variable between the two hypotheses, read physical processes

a and b, as a consequence of the Neyman-Pearson lemma3 [124]. The applications of eq. (5.1)

cover a large variety of scenarios: from the discrimination between signal and background

processes, to the comparison between two different signal processes (e.g. production mech-

anisms of the H boson), up to the test of the SM against BSM hypotheses. In the analysis

1
Along with the inclusion of the mZ

1
and mZ

2
observables.

2
There is a proportionality relation between the number of events N generated in a particular phase space

under a given hypothesis, read physical process, a and the probability to obtain an event in the same phase

space using a probability distribution Pa.
3
Which states that the likelihood ratio (qH0,H1

) is the most powerful test statistics to discriminate a null

hypothesis H0 against an alternative hypothesis H1.
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Figure 5.2: Conditional distribution of Dkin
bkg in the reconstructed event category sensitive to

the ggH production mode for: ggH signal (top left), VBF signal (top right), ZH signal (middle

left), Z+X background (middle right), qq̄ ! 4` (bottom left) and gg !ZZ (bottom right) as

a function of m4`.
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The two dimensions of this conditional template are finely binned to appreciate the strong

correlation between the kinematic discriminant and m4`, which brings additional power for

the discrimination between the signal and background processes, as shown in the Figure.

More quantitatively, the signal-to-background separation improves by 20 % when the full

kinematic information of the H ! ZZ ! 4` decay is included in the fits under the form of

the conditional pdf just described. Even though the Dkin
bkg discriminant is really effective in

selecting signal events against background ones, its performance can be enhanced for the VBF

and VH processes, where the presence of jets in the event provides an additional handle for

the discrimination of the signal against the QCD background processes ZZ/Z�?/�?�? ! 4`

and the electroweak (EW) processes of vector boson scattering (VBS) or triboson (VVV)

production. For this reason two additional discriminants are defined:

DVBF+dec
bkg =

"

1 +
cVBF(m4`)[P

EW
bkg (~Ω

H+jj|m4`) + PQCD
bkg (~ΩH+jj|m4`)]

PEW
sig (~ΩH+jj|m4`)

#�1

(5.4)

D
VH+dec
bkg =

"

1 +
cVH(m4`)[P

EW
bkg (~Ω

H+jj|m4`) + PQCD
bkg (~ΩH+jj|m4`)]

PEW
sig (~ΩH+jj|m4`)

#�1

, (5.5)

where the set of observables ~ΩH!4` provided as input for the MELA computations is com-

plemented here by the information of the two additional jets in the event. PEW
sig is the proba-

bility for the VBF and VH signal, PEW
bkg represents the probability of the EW VBS and VVV

background processes, while PQCD the one of the ZZ/Z�?/�?�? ! 4` QCD production in

association with two jets. The factors c(m4`) are introduced to reshape the distributions in

such a way that their shapes are evenly spread in the [0, 1] interval, crossing at 0.5 for signal

and background processes, thus facilitating further rebinning and implementation of selection

cuts in the analysis.

The performance of these two kinematic discriminants sensitive to the VBF and VH

topologies are compared to the Dkin
bkg discriminant in Fig. 5.3, where one can appreciate the

substantial improvement in the ROC curves quantifying the separation between the signal

processes and the qq̄ ! 4` background. More precisely, the inclusion of these two discriminants

in the analysis was to improve the measurements of the VBF and VH signal strength modifiers

by about 10 to 15 %.

5.2 The Simplified Template Cross Section Framework

Before moving on to the description of the event categories considered in the analysis, it is

worth to spend some time introducing the theoretical pillar on which these are built: the

Simplified Template Cross Section (STXS) framework.

After the discovery of the H boson, one of the main goals of the LHC Run-II physics

programme has been the precision measurement of the H boson properties and couplings to

probe in detail the SM predictions. In Run-I these results were often presented in the form of

signal strength modifiers, an approach with two substantial limiting factors: a strong model

dependence of the results and an “inclusive”4 approach to the measurements. An alternative

way of assessing the H boson properties was to perform fiducial cross section measurments,

i.e., measured in a phase space region defined to reduce the model acceptance effects. This

approach, specifically designed to maximize the theory independence of the measurements,

presents two main drawbacks: it is still inclusive in the production mechanisms of the H boson

and it is substantially limited by the statistics available, thus being possible only on a subset

4
The term “inclusive” here refers to the fact that signal strenghts are often measured either per-decay (e.g.

the “inclusive” H → ZZ → 4` signal strength) or inclusively per-production mode (e.g. ggH production mode).
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Figure 5.3: Top: Comparison of DVBF+dec
bkg and Dkin

bkg in the VBF-2jet tagged category (left)

and D
VH+dec
bkg and Dkin

bkg in the hadronic VH-tagged category (right) between the VBF (left)

or VH (right) processes and the qq̄ ! 4` background.

Bottom: Comparison of DVBF+dec
bkg and Dkin

bkg in the VBF-2jet tagged category (left) and

D
VH+dec
bkg and Dkin

bkg in the hadronic VH-tagged category (right) between the VBF (left) or

VH (right) processes and the gluon fusion signal process.
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of all the decay channels. The STXS framework is designed to provide the analyses with a

common ground for measurements that combine the advantages of both the signal strength

modifiers and the fiducial cross sections approaches.

More precisely, the STXS framework defines mutually exclusive phase space regions, here-

after referred to as bins, to maximize the experimental sensitivity while simultaneously reduc-

ing the theoretical uncertainty, directly folded into the measurement. In addition, the STXS

bins are defined for each production mode of the H boson separately, thus reducing the model

dependence of the measurements and facilitating their re-interpretation. A schematic view

of the STXS framework is given in Fig. 5.4. As shown in the left box, the analyses design

a particular events categorization to target different phase space regions of a particular pro-

duction mechanism of the Higgs boson. The analysis categories are chosen to match the true

STXS bins used as a reference. Cross sections in the STXS framework are then measured by

means of a fit over all the analysis categories, as illustrated in the central box. Eventually, as

depicted in the right box of Fig. 5.4, these results will serve as an input for interpretations

that are not limited to a single theoretical model, but can range from the measurements of

the SM H boson couplings, to the test of specific BSM scenarios, up to the constrain of EFT

Wilson’s coefficients. As mentioned above, such versatility is at the basis of the STXS ap-

proach where, conversely to the usual signal strength modifiers, the theory uncertainties on

the SM predictions are not embedded in the cross section measurements, thus easing further

re-interpretations and ensuring extended longevity of the results.
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Figure 5.4: Schematic overview of the STXS approach.

The original binning scheme proposed in the STXS framework is shown in Fig. 5.5 and

it is referred to as Stage 0. It was designed to target the main production mechanisms of

the H boson in an exclusive way and its bins are ggH, qqH, VH-lep, and ttH. All the bins

are defined with a global cut on the Higgs boson rapidity at | yH |< 2.5 to reflect the lack

of sensitivity of the experimental measurements beyond this range. The qqH bin is defined

to be sensitive to the VBF production mode and to the associated productions (VH) with
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a hadronically decaying vector boson. The VH-lep production bin includes VH events with

leptonic decays of the vector boson V. The bbH and tH production processes are characterized

by a low statistics and therefore considered together with the ggH and ttH production bins,

respectively. Similarly, the gg ! ZH process with hadronic decays of the Z boson is included

in the ggH bin.

(EW qqH)

ggF bb̄H tHtt̄HVBF

(H+ leptonic V )

V H

qq̄ →WH

qq̄ → ZH

gg → ZH

VBF

H+ had. V

(Run1-like)

Figure 5.5: The Stage 0 of the STXS framework.

With the increasing statistics collected by the LHC experiments and with the feedbacks

coming from the different analyses, the STXS framework evolved towards a more fine-grained

binning, with dedicated phase space regions defined specifically to probe the presence of any

BSM physics. All the bins are defined on generator-level objects in a phase space volume with

a | yH |< 2.5 acceptance to reflect the Stage 0 bins. For what concerns the generator-level

objects, the jets considered are clustered with the anti-kT algorithm with a radius parameter

of 0.4 and a pT threshold of 30 GeV are selected, while no particular requirement on the

transverse momentum or rapidity is imposed to leptons.

The current proposed binning is referred to as STXS Stage 1.2 and is depicted in the central

panels of the four graphs shown in Fig. 5.6. Due to the low sensitivity expected in some of

the bins, a specific merging scheme is employed to maximize the experimental sensitivity to

each cross section measured. The merging scheme adopted in the analysis results in a total

of 19 production bins, depicted in the lower panels of the graphs in Fig. 5.6 and detailed in

the following.

The Stage 0 ggH production bin is further split in two bins with boundary at p
H
T =

200 GeV. The events with p
H
T > 200 GeV identify a phase space region primarily sensitive

to possible BSM effects. This region is further divided into four sub-bins in the original

Stage 1.2 scheme, all of which are grouped into the ggH/pT > 200 bin for the analysis in

order to maximize the sensitivity. The SM-like ggH phase space region contains events with

p
H
T < 200 GeV and is further split into three categories according to the jet multiplicity in

the event. Events with zero or one jets are split into sub-bins as a function of p
H
T . Given

the high sensitivity of the analysis to these phase space regions, the same production bins

of the STXS Stage 1.2 are considered: ggH-0j/pT[0, 10], ggH-0j/pT[10, 200], ggH-1j/pT[0, 60],

ggH-1j/pT[60, 120], and ggH-1j/pT[120, 200], where the number in brackets refer to the p
H
T

bin boundaries in GeV. The events with two or more jets are further classified according to

the di-jet system invariant mass with a boundary at mjj = 350 GeV. Similarly to the zero

and one jet bins, for events with mjj < 350 GeV the production sub-bins are defined as a

function of p
H
T . Also in these cases the analysis adopts the same binning as of the original

Stage 1.2: ggH-2j/pT[0, 60], ggH-2j/pT[60, 120], and ggH-2j/pT[120, 200]. The events with

mjj > 350 GeV identify the ggH-like phase space region with VBF-topology. Similarly to

what is done for the ggH/pT > 200 bin, also in this case the four sub-bins defined in the Stage

1.2 scheme are merged together into a single bin called ggH-2j/mjj > 350.

Starting from the inclusive Stage 0 qqH bin, further sub-bins are defined as a function of the

number of jets in the event. The majority of the events produced by VBF are characterized
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by the presence of two or more jets, as shown in Fig. 2.25. Given the low sensitivity of

the analysis to qqH-like events with zero or one jets, the corresponding Stage 1.2 bins are

merged together into a single bin called qqH-rest. The qqH-like phase space region with

two or more jets in the event is further split according to the di-jet invariant mass (mjj).

The events with mjj < 350 GeV are divided into three bins: the first, with mjj < 60 GeV,

and the third, with 120 < mjj < 350 GeV, are merged together with the events with less

than one jet in the qqH-rest bin; the second one, with 60 < mjj < 120 GeV, identifies

the phase space region sensitive to VH production with a hadronic decay of the V boson,

therefore is retained for the analysis and referred to as qqH-2j/mjj[60, 120]. The qqH-like

events with two or more jets and di-jet invariant mass larger than 350 GeV are split into

two regions around p
H
T = 200 GeV. The region where p

H
T > 200 GeV defines an exclusive

bin called qqH-2j/pT > 200. For what concerns events with p
H
T < 200 GeV: the Stage 1.2

scheme proposes a further classification based on the transverse momentum of the H+di-

jet system (pH+jj
T ), using 25 GeV as a bin boundary. The analysis defines two bins in the

pH+jj
T < 25 GeV region: one with 350 < mjj < 700 and the other with mjj > 700 referred

to as qqH-2j/mjj[350, 700] and qqH-2j/mjj > 700, respectively. The remaining events with

pH+jj
T > 25 GeV are grouped into a single bin called qqH-3j/mjj > 350.

In the Stage 1.2 classification, a bin per each of the qq ! WH, gg ! ZH, and qq ! ZH

processes is defined. A further splitting as a function of the transverse momentum of the

vector boson (V) is applied with boundaries at pVT =75, 150, 250, and 400 GeV, as shown in

Fig. 5.6. Given the small number of expected events originating from the VH-lep production

mechanisms, only two bins are considered in the reduced Stage 1.2 scheme adopted for the

analysis: VH-lep/p
H
T [0, 150] and VH-lep/p

H
T > 150.

The Stage 0 ttH bin, comprising the ttH, tHW, and tHq production mechanisms, is split

into five bins in the Stage 1.2 with boundaries defined by the values of pH+jj
T : 60, 120, 200,

and 300 GeV. These production modes account for an expected yield of less than two signal

events in the H ! 4` decay channel: for this reason, the Stage 1.2 bins are merged together

into a single bin, referred to as ttH.
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The STXS measurements reported in this thesis comprise the first Stage 1.2 cross sections

results presented in a CMS analysis using the full Run-II dataset. For completeness, the

inclusive Stage 0 cross sections are also measured in the analysis. The events categorization

developed to measure the cross sections in the STXS bins is presented in the next section.

5.3 Events categorization

A comprehensive characterization of the H boson production mechanisms is possible only if

the signal events are classified into mutually exclusive categories sensitive to each of them.

The H ! ZZ ! 4` analysis presented here relies on a categorization performed into two

subsequent steps.

In the first step, the candidates are classified into seven mutually exclusive categories

defined on the basis of the jet multiplicity in the event, the number of b-tagged jets, and

the presence of additional leptons. In order to increase the purity of each category and to

enhance the sensitivity to the main production modes, additional matrix element discriminants

sensitive to the event topology are introduced, as described in Sec. 5.3.1. This categorization

step inherits from previous versions of the H ! ZZ ! 4` analysis that used only partial LHC

Run-II datasets, where the H boson production processes could be probed only in an inclusive

way. The main innovation brought to the analysis consists in the introduction of a second

categorization step, where the seven categories aforementioned are further split into a total

number of twenty-two reconstructed categories designed to match the merged STXS Stage

1.2 production bins closely, as detailed in Sec. 5.3.2.

5.3.1 Production discriminants

The analysis exploits a set of observables sensitive to the different production mechanisms to

probe in detail the Higgs boson production cross sections in the four-leptons decay channel

and test the SM predictions in the fine granular phase space regions of the STXS framework.

One such observable must be the number of jets in the event, which has high discriminating

power, especially in separating the ggH process from the VBF and VH ones. To improve

the discrimination of events originating from productions with associated top quarks, the

number of selected b-tagged jets is considered. In events originating from the associated

production with a vector boson it is highly probable to find extra leptons coming from its

decay rather than from the actual H boson in the event. Therefore, also the number of such

leptons is considered in the event categorization. The actual discrimination power of these

three observables is depicted in Fig. 5.7, where their normalized distributions are shown for

all the production mechanisms separately.

To enhance the separation of the different signal processes and therefore the ultimate

sensitivity of the analysis, a set of matrix element discriminants sensitive to the production of

the H boson is employed. These discriminants are the best test statistic to distinguish a null-

hypothesis from an alternative one, as they encapsulate the maximal information present in an

event, similarly to the Dkin
bkg discriminant presented in Sec. 5.1.1. Four of such matrix element

discriminants are introduced in the analysis to distinguish the VBF and VH production

mechanisms from the dominant ggH one. These are defined, in a similar fashion to the Dkin
bkg,

as follows:

DVBF
2jet =

"

1 +
PHjj(~Ω

H+jj|m4`)

PVBF(~Ω
H+jj|m4`)

#�1

DVBF
1jet =

"

1 +
PHj(~Ω

H+j|m4`)
R

d⌘jPVBF(~Ω
H+jj|m4`)

#�1

D
WH
2jet =

"

1 +
PHjj(~Ω

H+jj|m4`)

PWH(~Ω
H+jj|m4`)

#�1

D
ZH
2jet =

"

1 +
PHjj(~Ω

H+jj|m4`)

PZH(~Ω
H+jj|m4`)

#�1

,

(5.6)
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Simulation 137 fb-1 (13 TeV)

Figure 5.7: Normalized distributions of the number of selected jets (top right), of b-tagged

jets (top left), and of additional leptons (bottom) for the main production mechanisms of the

H boson considered in the analysis. The distributions comprise events passing the entire set

of the analysis selection criteria and are required to be in the 105 < m4` < 140 GeV mass

range.



136 Chapter 5. Events selection and categorization

where the ~ΩH+j and ~Ω
H+jj define the set of observables describing the H + j and H + jj

systems, respectively. The PVBF, PHjj, PHj, and PVH are the probabilities of a given event

coming from the VBF process, the ggH production in association with two or one jets, and

the VH (V = W,Z) processes, respectively. The
R

d⌘jPVBF term that enters the definition of

DVBF
1jet is the integral of the two-jet VBF matrix element probability over the ⌘j values of the

unobserved jet, with the additional requirement of the transverse momentum of the H + jj

system being zero. The D
WH
2jet and D

ZH
2jet discriminants are combined in the context of the

analysis into a single discriminant, sensitive to the inclusive VH production mode, defined

as the maximum between these two values D
VH
2jet = max(D

ZH
2jet,D

WH
2jet ). The distributions of

these four discriminants are shown in Fig. 5.8. The DVBF
2jet discriminant is found to have

good discrimination power between VBF events accompanied by two jets and both ggH

events with two associated jets and background events. Similarly, the DVBF
1jet discriminants

allows the identification of VBF events with only one jet, even though with a more consistent

contamination from ggH events. The mild signature of VH events in the detector makes them

more challenging to be separated from the other processes, as shown by the distributions of

D
WH
2jet and D

ZH
2jet. However, part of the selection efficiency is recovered with the use of the

inclusive discriminant D
VH
2jet = max(D

ZH
2jet,D

WH
2jet ).

5.3.2 Events categorization in the 4` analysis

The events categorization begins with the ZZ candidates, selected as described in Sec. 5.1, and

divides them into seven mutually exclusive categories exploiting the kinematic observables and

the matrix element discriminants defined in the previous section. The reconstructed categories

are defined to maximize the sensitivity of the analysis to each production mechanism of the

H boson and are described in the following.

• Events with exactly four leptons and DVBF
2jet > 0.5 enter the VBF-2jet tagged category

if accompanied by 2 or 3 jets, of which at most 1 b-tagged one, or by 4 jets, none of

which b-tagged.

• If the events meet all the above criteria but the cut on the discriminant, the event is

classified as VH-hadronic tagged if D
VH
2jet > 0.5.

• The next category targeted is the VH-leptonic tagged, where no more than 3 jets,

none of which b-tagged, and exactly 1 additional lepton or exactly 1 pair of opposite sign

and same flavor leptons are required. Events with no jets and at least one additional

lepton are also considered in this category.

• Events with at least four jets, of which at least one b-tagged, and no additional leptons

populate the tt̄H-hadronic tagged category.

• The tt̄H-leptonic tagged category groups all the events with at least one additional

lepton.

• The events where exactly four leptons and one jet are identified are classified as VBF-

1jet tagged if DVBF
1jet > 0.7.

• The remaining events are classified as Untagged: a category comprising mostly events

originating from gluon-fusion.

The result of this first classification step is shown in Fig. 5.9, which illustrates the fraction

of signal events that compose each reconstructed category. A signal purity of about 93 %

is observed for the “Untagged” category, mainly sensitive to the ggH production mechanism.

Similarly, the relative purity of the two reconstructed categories targeting the ttH process
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Figure 5.8: Normalized distributions of the DVBF
2jet (top left), DVBF

1jet (top right), D
WH
2jet (bottom

left), D
ZH
2jet (bottom right) discriminants for the main production mechanisms of the H boson

considered in the analysis. The distributions comprise events passing the entire set of the

analysis selection criteria and are required to be in the 105 < m4` < 140 GeV mass range.
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is found to be between 75 % and 90 %, respectively. It is also interesting to note that the

“VBF-1jet tagged” category is composed of 78 % of events originating from gluon-fusion.

This observation comes with no surprise as a consequence of the slightly less discriminating

power of the DVBF
1jet discriminant. Similarly, the “VH-hadronic tagged” category presents a

relatively large contamination from ggH events, as expected from the distributions of D
WH
2jet

and D
ZH
2jet shown in Fig. 5.8. Notwithstanding these contaminations, it is worth to mention that

the results of the analysis are extracted from a simultaneous fit across all the reconstructed

categories: as discussed in Ch. 7, the measurements for the VH and VBF modes are performed

inclusively and therefore the higher purity of the other categories associated to these two

production mechanisms allows a fairly precise determination of their corresponding cross

sections.

A revised events categorization based on machine learning techniques could be envisaged

for future versions of this analysis. However, the largest improvement may be expected to

come from additional statistics rather than from a revised analysis strategy, as the Matrix

Element Likelihood Approach employed here is already a powerful technique that ensures to

capture the maximal information contained in the event.

Simulation 137 fb-1 (13 TeV)

Figure 5.9: Fraction of signal events in each of the seven event categories considered in the

first step of the analysis.

The use of the full Run-II statistics for the analysis permits scrutinizing fine granular

phase space regions of the H boson production mechanisms even in the four-leptons final

state. Hence, the second step of the events categorization splits the seven mutually exclusive

categories aforementioned into a total of 22 reconstructed categories, defined to closely match

the merged STXS Stage 1.2 production bins (cf. Sec. 5.2). The definition of the 22 categories is

presented in Tab. 5.1, along with the corresponding selection cuts on the kinematic observables

chosen to reproduce the generator-level ones employed in the definition of the STXS Stage

1.2 bins.

The relative signal purity obtained in the 22 reconstructed categories of the analysis is

shown in Fig. 5.10, where the signal bin fractions comprising each category are illustrated.



5.3. Events categorization 139

Table 5.1: Definition of the 22 reconstructed categories designed to target stage the STXS

Stage 1.2 production bins. Additional kinematic requirements are imposed on reconstructed

observables as detailed in the fourth column, starting from events in the seven categories

resulting from the first step of the categorization. A dash indicates no requirement.

Reconstructed event category 1st categorization step Number of jets Kinematical requirements ( GeV) Targeted production bin

Untagged-0j-p4`T [0, 10] Untagged 0 0 < p4`T < 10 ggH-0j/pT[0, 10]

Untagged-0j-p4`T [10, 200] Untagged 0 10 < p4`T < 200 ggH-0j/pT[10, 200]

Untagged-1j-p4`T [0, 60] Untagged 1 0 < p4`T < 60 ggH-1j/pT[0, 60]

Untagged-1j-p4`T [60, 120] Untagged 1 60 < p4`T < 120 ggH-1j/pT[60, 120]

Untagged-1j-p4`T [120, 200] Untagged 1 120 < p4`T < 200 ggH-1j/pT[120, 200]

Untagged-2j-p4`T [0, 60] Untagged 2 0 < p4`T < 60, mjj < 350 ggH-2j/pT[0, 60]

Untagged-2j-p4`T [60, 120] Untagged 2 60 < p4`T < 120, mjj < 350 ggH-2j/pT[60, 120]

Untagged-2j-p4`T [120, 200] Untagged 2 120 < p4`T < 200, mjj < 350 ggH-2j/pT[120, 200]

Untagged-p4`T > 200 Untagged — p4`T > 200 ggH/pT > 200

Untagged-2j-mjj > 350 Untagged 2 mjj > 350 ggH-2j/mjj > 350

VBF-1jet-tagged VBF-1jet-tagged — — qqH-rest

VBF-2jet-tagged-mjj[350, 700] VBF-2jet-tagged — p4`T < 200, p4`jjT < 25, 350 < mjj < 700 qqH-2j/mjj[350, 700]

VBF-2jet-tagged-mjj > 700 VBF-2jet-tagged — p4`T < 200, p4`jjT < 25, mjj > 700 qqH-2j/mjj > 700

VBF-3jet-tagged-mjj > 350 VBF-2jet-tagged — p4`T < 200, p4`jjT > 25, mjj > 350 qqH-3j/mjj > 350

VBF-2jet-tagged-p4`T > 200 VBF-2jet-tagged — p4`T > 200, mjj > 350 qqH-2j/pT > 200

VBF-rest VBF-2jet-tagged — mjj < 350 qqH-rest

VH-hadronic-tagged-mjj[60, 120] VH-hadronic-tagged — 60 < mjj < 120 qqH-2j/mjj[60, 120]

VH-rest VH-hadronic-tagged — mjj < 60 or mjj > 120 qqH-rest

VH-leptonic-tagged-p4`T [0, 150] VH-leptonic-tagged — p4`T < 150 VH-lep/p
H
T [0, 150]

VH-leptonic-tagged-p4`T > 150 VH-leptonic-tagged — p4`T > 150 VH-lep/p
H
T > 150

ttH-leptonic-tagged ttH-leptonic-tagged — — ttH

ttH-hadronic-tagged ttH-hadronic-tagged — — ttH

The purity of the untagged sub-categories targeting the ggH production mechanism is larger

than 80 % in the phase space regions with one or less jet, and it gets as large as 90 % for

the Untagged-0j-p4`T [10, 200] category, which drives the sensitivity of the entire analysis. Re-

flecting what observed in Fig. 5.9 for the first step of the categorization, the VBF-1jet-tagged

and VBF-rest categories are largely populated by ggH-like events, while the reconstructed

categories targeting phase space regions with two or more jets have larger contributions from

VBF-like events, in accordance to what expected from the different topology of these two

production mechanisms (cf. Fig. 2.25).
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Figure 5.10: Fraction of signal events in each of the 22 reconstructed event categories as a function of the merged STXS Stage 1.2 bins in the 105 < m4` <

140 GeV mass range used for the analysis.
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Even though the use of matrix element kinematic discriminants sensitive to the produc-

tion processes enhances the relative purity of each category, partial correlations and cross-

contamination are expected. The imperfect matching between the reconstructed categories

and the true STXS bins is taken into account with the introduction of an appropriate set of

nuisance parameters in the likelihood function to cope with categories migrations. In addi-

tion, it is worth to remark that a maximum likelihood fit is performed simultaneously on all

the reconstructed categories to extract the STXS Stage 1.2 cross section measurements and

that a conditional term proportional to the matrix element discriminants is embedded in the

likelihood function to enhance the sensitivity to the topology of each production mechanism,

as mentioned in Sec. 5.1.1.





Chapter 6

Signal and background modelling

Contents

6.1 Monte Carlo reweighing procedure . . . . . . . . . . . . . . . . . . 144

6.2 Background modelling . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.2.1 Irreducible background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.2.2 Reducible background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.2.3 Rare backgrounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.2.4 Background line shape . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

6.2.5 Summary of the background samples used in the analysis . . . . . . . . 155

6.3 Signal modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

6.3.1 Overview of the signal samples used in the analysis . . . . . . . . . . . . 159

6.3.2 Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

6.3.3 Line shape . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

6.4 Statistical inference in data analysis . . . . . . . . . . . . . . . . . 164

6.4.1 “Golden” statistical inference . . . . . . . . . . . . . . . . . . . . . . . . 167

6.5 Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . 171

6.5.1 Experimental uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . 171

6.5.2 Theoretical uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

6.5.3 Impacts of the systematic uncertainties on the results . . . . . . . . . . 177

The “golden roadmap” that guides the analysis workflow and strategy is the Monte Carlo

simulation of the phenomenology of the physical processes studied and their interaction with

the CMS detector. It is fundamental to exploit the most precise generators and use the state-

of-art calculations to accurately model the physics considered in the analysis and represent

the experimental data properly.

There are cases in which the simulations do not reflect either the perturbative order at which

theoretical calculations were performed or the experimental configuration at the time of the

data taking, resulting in unwanted discrepancies that are dealt with by the application of

dedicated weights to the MC events, as discussed in Sec. 6.1.

Even though in most of the cases these reweighed MC events provide an accurate descrip-

tion of a given physical process, as for the irreducible background and the signal processes

described in Sec. 6.2.1 and Sec. 6.3, there are situations in which one has to rely on data-driven

methods to estimate the contribution of a particular process. This is the case of the reducible

backgrounds to the H ! ZZ ! 4` signal, consisting of processes where in-flight decays of

light mesons within jets, heavy-flavor hadrons decays, and charged hadrons overlapping with

neutral-pions decays are misidentified as leptons. These backgrounds are dominated by pro-

cesses in which a Z boson is accompanied by jets and therefore are referred to as “Z+X.”

As further detailed in Sec. 6.2.2, the MC samples available for these processes are limited in

statistics, thus resulting in an unreliable estimate of the corresponding yields and distribu-

tions. For this reason, two dedicated data-driven techniques are employed in the analysis to

get a more realistic assessment of this background contribution.
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The H ! ZZ ! 4` analysis presented in this thesis falls in the category of the “un-

binned shape analyses”, where MC simulations are used to estimate an analytical shape that

parametrizes the expected distributions. The description of the signal and background distri-

butions by means of analytical shapes is detailed in Sec. 6.2 and Sec. 6.3, respectively.

To measure the properties of the H boson in the fine granular phase space regions of the

Stage 1.2 of the STXS framework, it is fundamental to achieve a reliable estimate of the

signal and background shapes in each of these bins, so as to enhance the sensitivity of the

analysis and to properly account for their different phenomenology. This approach results into

a total of 19 analytical parametrizations of the reconstructed invariant mass m4`, extracted

separately per each data taking period and final state (4e, 4µ, and 2e2µ), which are included

as probability density functions (pdfs) in the likelihood function maximized to extract the

results of the analysis, as detailed in Sec. 6.4.

With such a complex scenario involved in the measurement, one can not neglect the

presence of “unknowns” in the analysis. These are related to the residual mismodelling of the

physical processes in the simulations, to the detector effects altering the shape of the H boson

resonance, but also to the theoretical calculations of the different cross sections, as well as to

the definition of the phase space regions in which the measurements are performed. All these

effects enter the analysis as systematic uncertainties and are accounted for by introducing

dedicated nuisance parameters in the statistical model, as explained in detail in Sec. 6.5.

6.1 Monte Carlo reweighing procedure

After the generation, showering, and hadronization of the events by means of dedicated Monte

Carlo (MC) generators, the simulated particles are propagated through a detailed simulation

of the detector based on the GEANT4 toolkit. However, MC generators do not always re-

produce the state-of-art calculations of the theoretical cross sections, and the simulation of

the detector can contain effects not observed in data and vice-versa. For these reasons, a

dedicated reweighing of the simulated events is performed, as detailed in the following.

One of the most critical and challenging corrections to consider concerns the pileup (PU)

profile. Projections based on simulations are used to estimate the expected PU profiles during

each data taking period. These are based on a smooth PU profile and do not always match

the ones recorded by the experiments, which are often the result of the convolution of different

PU profiles1. For this reason, a dedicated weight is introduced to match the pileup profile in

MC to the one observed in data, as illustrated in Fig. 6.1, where the raw and reweighed MC

pileup profiles are shown.

Additional weights are applied to the simulated events to take into account the actual num-

ber of events generated and the theoretical computations of the cross section and branching

fraction:

wevt =
Lint · (� · BR)Th., SM · wPU · SF4` · wgen.

P

gen. evts wgen.
, (6.1)

where Lint refers to the integrated luminosity of the data taking period,

(� · BR)Th., SM is the product between the best known theoretical prediction for the SM cross

section of the generated process and its branching ratio, wPU is the pileup weight introduced

at the beginning of this section, SF4` is the per-event scale factor obtained from the product of

the four leptons’ efficiency scale factors, derived as of Sec. 4.1.3 and Sec. 4.2.3, and wgen. is the

weight of the MC generator used. Ultimately, the product of these weights is rescaled by the

sum of all the generation weights (
P

gen. evts wgen.) to get the expected yield for each process.

The numerator of eq. 6.1 is supplemented with an additional contribution for the 2016 and

1
One per each data taking period or section.
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Figure 6.1: Distribution of the number of interaction vertices reconstructed in Data (dashed

orange histogram) and in MC, before (solid blue line) and after (solid green line) the appli-

cation of the pileup weights described in the text. The distributions are for the three data

taking periods considered in the analysis: 2016 (left), 2017 (centre), and 2018 (right).

2017 data taking periods to correct for the L1 trigger primitives prefiring issue described in

Sec. 4.4.2.

The specific MC generators used to simulate the different physical processes involved in

the analysis, as well as the corresponding values for �Th., SM ·BRTh., SM are reported in Sec. 6.2

and Sec. 6.3 for the background and signal processes, respectively.

6.2 Background modelling

The background contributions to the H ! ZZ ! 4` analysis are divided into irreducible

and reducible ones, according to the signature of their final state. The presence of four

distinct leptons, originating from the decay of two Z bosons produced either via gluon fusion

(gg ! ZZ) or quark-antiquark annihilation (qq ! ZZ), characterizes the former. The

latter consists of processes where in-flight decays of light mesons within jets, heavy-flavor

hadrons decays, and charged hadrons overlapping with neutral-pions decays are misidentified

as leptons. These backgrounds are dominated by processes in which a Z boson is accompanied

by jets and therefore are referred to as “Z+X”.

While the irreducible background processes are modelled via dedicated MC simulations,

the Z+X background is obtained from a dedicated data-driven estimate, as discussed in

Sec. 6.2.1 and Sec. 6.2.2, respectively. The modelling of these background processes and

their inclusion in the statistical analysis is described in Sec. 6.2.4.

6.2.1 Irreducible background

The qq → ZZ process

The complex challenge of producing a MC simulation that matches the high perturbative

order of the theoretical calculations is well represented by the qq ! ZZ background. In fact,

while the generation of events is performed at NLO, the cross section of this process is known

with precision at NNLO [125]. The discrepancy between these two perturbative orders can be

quite large, as shown in Tab. 6.1, where the inclusive cross sections for the qq ! ZZ process

are reported at LO, NLO, and NNLO.

To account for this effect in the analysis, the process is produced with a NLO simulation

using the POWHEG generator and dedicated NNLO/NLO k-factors, obtained from the ratio

of the two corresponding cross sections, are used to reweigh the distributions to their state-of-

art theoretical cross sections. These are applied as a function of m(ZZ) and they can range
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Table 6.1: Cross sections for qq ! ZZ production at 13 TeV for the 2`2`0 (left column) and

for the 4` (right column) final states. The cross sections are computed on the inclusive phase

space at LO, NLO, and NNLO.

QCD Order �2`2`0(fb) �4`(fb)

LO 218.5+16%
�15% 98.4+13%

�13%

NLO 290.7+5%
�8% 129.5+4%

�6%

NNLO 324.0+2%
�3% 141.2+2%

�2%

between 5 and 25 %, as shown in the left plot of Fig. 6.2. Additional electroweak NLO/LO

k-factors are applied to take into account corrections due to the initial state quark flavor and

kinematics [126]. These are computed and applied for those events with m(ZZ) > 2m(Z),

and their distribution is shown in the right plot of Fig. 6.2.
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Figure 6.2: Left : Distributions of m(ZZ) for the qq ! ZZ background at NLO (dashed lines)

and NNLO (solid lines) for the 2eµ (red) and 4e (blue) final states. The ratio plot shows the

NNLO/NLO QCD k-factors used in the analysis. Right : Electroweak NLO/LO K factor for

the qq ! ZZ background as a function of m(ZZ) computed for events with m(ZZ) > 2m(Z).

The gg → ZZ process

Similarly to the qq ! ZZ process, also for the gg ! ZZ background a reweighing procedure is

employed to cope with the difference between the state-of-art cross section computations and

the perturbative order used in the generation. More precisely, the production of two vector

bosons via gluon fusion (gg ! ZZ) is simulated at LO using the MCFM7.0 generator [123].

Since this process contributes to NNLO in pQCD, a dedicated reweighing must be applied to

the simulated events.

Recent calculations [127] have shown that the soft collinear approximation provides a

reasonable description of the background cross section and the interference term at NNLO.

Moreover, one can prove that the same k-factors computed for the signal can also be used

for the background [128], as their value agree at NLO [129] and at NNLO for the signal and

interference terms [130].

The gg ! H ! 2`2`0 cross section is computed at LO, NLO, and NNLO for a SM H boson

with a width of 4.07 MeV using the HNNLO v2 MC generator [131]. Their ratio defines the
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NLO and NNLO k-factors for the signal and are applied to the gg ! ZZ samples used for the

analysis and generated at LO with the MCFM7.0 generator [123]. Fig. 6.3 shows the three

cross sections used for the k-factors calculation and their distributions as a function of m4`.
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Figure 6.3: Top: gg ! H ! 2`2`0 cross sections at NNLO (purple), NLO (blue) and LO

(black) at each H boson pole mass for the SM H boson decay width (left) and at the fixed

and small decay width of 4.07 MeV (right). Bottom: NLO (blue) and NNLO (purple) k-factors

as a function of m4` obtained from the cross sections at ΓH = 4.07 MeV.

6.2.2 Reducible background

The reducible background accounts for processes such as Z+jets, tt̄+jets, Z�+jets, and WZ

or WW + jets, which are collectively referred to as Z+X.

In contrast to what is done for the irreducible background described in Sec. 6.2.1, the usage

of MC simulations to model these processes is suboptimal due to the lack of statistics in the

corresponding samples mismodelling of the associated jets. Hence, two dedicated data-driven

methods are adopted in the analysis to estimate the yields and shapes of the Z+X events.

In data-driven estimates one exploits events from phase space regions orthogonal to the

signal region (SR) and referred to as control regions (CR) to extrapolate the expected back-

ground yields and shapes in the SR. The reason behind this approach is twofold: first of all,

one can profit from much larger statistics, thus reducing the associated uncertainty on the
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final estimate of the yields; in addition, using events from the CR, no bias is introduced in

the statistical analysis performed on events from the SR.

The first step towards the estimate of the Z+X contribution to the SR consists of iden-

tifying of the “fake leptons,” i.e., those leptons present in the final state that would mimic

the topology of signal leptons. This is done in the Z(``) + ` CR, where ` refers to the pres-

ence of an additional loose lepton in the event. The additional lepton ` is hereafter labelled

according to whether it fails (F) or passes (P) the complete list of selection requirements

detailed in Tab. 4.4. The reconstructed Z in this CR is required to have pT (`1) > 20 GeV and

pT (`2) > 10 GeV. The additional lepton and the opposite sign lepton from the Z are required

to have m
`
+
`
� > 4 GeV. After having determined the fake rates, i.e., the probability of a fake

lepton to satisfy the ZZ candidate selection criteria of Sec. 5.1, these are applied to a Z + ``

CR to derive the expected Z+X contribution in the SR. Two different Z+`` CRs are exploited

for the analysis, resulting in two complementary estimates of the Z+X contribution:

• the 2P2LSS control region, used in the same sign (SS) method, is composed of a Z

candidate and two same sign loose leptons;

• the 2P2F and 3P1F control regions, used in the opposite sign (OS) method, are charac-

terized by the presence of two opposite sign leptons, either both failing (2P2F) or one

lepton failing and the other passing (3P1F) the selection criteria.

The FSR recovery in both the Z(``)+` and Z+`` CRs is performed with the same algorithm

applied to the SR (cf. Sec. 4.3). While CRs are built ensuring a complete orthogonality to the

SR, the selected events can still populate two different CRs. In these cases, it is fundamental

to account and correct for these overlaps to avoid double counting and overestimates of events,

as it happens for the 2P2F and 3P1F phase space regions used in the OS method.

OS estimate of fake rates

The Z(``) + ` CR comprises all those events with a reconstructed Z boson and an additional

fake lepton, hence defines the ideal phase space for the determination of the fake rates for

electrons (fe) and muons (fµ). In order to reduce contamination from asymmetric photon

conversions and from WZ and tt̄ processes, the additional requirements on | mZ1
� mZ |<

7 GeV and pmiss
T < 25 GeV are applied. The fake rates are measured in the endcap and

barrel regions separately, in bins of the transverse momentum of the loose lepton, after the

subtraction of the WZ contribution estimated from the simulation, so as to improve the quality

of the measurement.

The OS fake rates are measured, for each data taking period, separately for electrons and

muons using Z ! ee and Z ! µµ events. As an example, the fake rates measured for the 2018

data are shown in Fig. 6.4. These fake ratios are applied to the Z+ `` CRs to extrapolate the

Z+X background contribution in the SR, as presented in the following.

Fake rates application: OS method

The 2P2F and 3P1F CRs are used to extract the final estimate of the Z+X yield in the SR. As

mentioned above, these two CRs might present some overlap and therefore one should carefully

avoid any double counting in the determination of the Z+X yield with the OS method.

The 2P2F CR describes signatures where only two signal leptons are found in the event,

such as those originating from Z+jets and tt̄ processes. Hence, the final contribution to the

SR can be extrapolated by weighing each event by the product of the fake rates of the third

(f3) and fourth (f4) leptons, namely:

N2P2F
SR, Z+X =

X

i

 

f i
3

1� f i
3

f i
4

1� f i
4

!

N2P2F.
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Table 6.4: Estimate of the number of ZX events in the m4` > 70 GeV mass range obtained

with the SS method for each final state in the three data taking periods considered in the

analysis. Uncertainties include the statistical contribution, the systematics on the different

processes that enter the estimate, and the systematics on the fake rates estimation.

Channel 4e 4µ 2e2µ 2µ2e

2016 13.0 ± 5.4 29.7 ± 9.1 24.8 ± 7.6 16.7 ± 7.0

2017 10.9 ± 4.0 33.6 ± 10.3 26.3 ± 8.1 14.7 ± 5.5

2018 16.0 ± 5.9 52.2 ± 15.8 37.4 ± 11.4 23.3 ± 8.5

source of uncertainty is introduced by the systematic difference among the different processes

that collectively constitute the reducible background. This last contribution is estimated by

measuring, in the Z+L control region, the average fake rate among the ones extracted from

the individual simulated samples. The difference between this fake rate and the ones obtained

reweighing the individual FRs according to the 2P2F region composition determines the last

contribution to the overall Z+X uncertainty, which is found to be 38 %, 33 %, and 30 % in

the 4e, 2e2µ, and 4µ channels, respectively.

The final systematic uncertainties associated with the Z+X prediction in each final state

are reported in Tab. 6.5 and are included in the analysis as nuisance parameters in the

likelihood function, as further discussed in Sec. 6.4.

Table 6.5: Systematic uncertainty associated to the Z+X estimate for each final state in all

three data taking periods considered in the analysis.

Channel 4e 4µ 2e2µ

2016 41% 30% 35%

2017 38% 30% 33%

2018 37% 30% 33%

Reducible background in the STXS categories

The final Z+X estimate used for the statistical analysis consists of a weighted average of the

results obtained with the SS and OS methods. The reducible background yields are extracted

for all the twenty-two categories of the analysis (cf. Sec. 5.3) using the inclusive fake rates

and their shapes are parametrized accordingly using Landau distributions, as described in

Sec. 6.2.4.

It can be asked whether using an inclusive FR for the final Z+X estimation could have

impacted on those categories targeting VBF-like phase space regions. In fact, other CMS

Higgs analyses have observed that VBF events with more than 2 jets have different fake rate

distributions with respect to the inclusive one. This effect is expected to be negligible in

this analysis, as the Z+X estimate in each category comes with a large uncertainty of the

order of 30 % to 40 %, which would ultimately cover any statistical fluctuation in the low-

statistics VBF-like phase space with two or more jets. A dedicated study was carried out

to demonstrate the feasibility of using an inclusive FRs for each category without deriving

category-dependent fake rates. More precisely, dedicated cuts were designed to identify a

CR with enhanced sensitivity to the VBF phase space requiring an angular separation of

∆R(l, jet) > 0.4, the presence of two or three jets, with at most one b-tagged jet, or at least
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four jets, of which none b-tagged. For events with two or more jets, additional requirements on

the di-jet system were introduced requiring ∆Rjj > 0.5 and mjj > 450 GeV. These cuts aim

to reproducing the VBF-like categories in the CR, without having to rely on the computation

of the dedicated production matrix element discriminant (cf. 5.1.1).

The Z+X yield in the VBF-like categories was measured after deriving dedicated FRs

using the CR defined above. The expected yields are reported in Tab. 6.6 and compared to

the prediction obtained using inclusive fake rates.

Table 6.6: ZX yields in the VBF-tagged categories estimated from data using the inclusive

fake rates (left) and a dedicated set fake rates (right) as described in the text.

Inclusive FR Dedicated FR

Category 4l 4µ 4e 2e2µ 4l 4µ 4e 2e2µ

VBF_1j 1.047 0.391 0.147 0.509 0.663 0.185 0.113 0.365

VBF_2j 0.882 0.295 0.097 0.490 0.054 0.011 0.016 0.028

VBF_2j_mjj_350_700_2j 0.040 0.026 0.003 0.011 0.004 0.000 0.000 0.004

VBF_2j_mjj_GT700_2j 0.016 0.013 0.002 0.001 0.091 0.018 0.039 0.034

VBF_2j_mjj_GT350_3j 0.997 0.444 0.104 0.450 0.001 0.001 0.000 0.000

VBF_GT200_2J 0.021 0.019 0.001 0.001 0.015 0.001 0.001 0.014

Inclusive VBF 3.002 1.188 0.353 1.461 0.828 0.216 0.169 0.444

The large differences observed could sustain the initial hypothesis of the need for dedicated

fake rates for these categories. For this reason, the production signal strength modifiers

were measured leaving the Z+X background yields unconstrained in the VBF-like categories2

in the maximum likelihood fits3. Identical results were obtained using the inclusive FRs,

reflecting the minimal impact of the small ZX background in these categories on the final

signal extraction. For this reason, the inclusive FRs were used to perform all the measurements

presented in Ch. 7.

Data-driven methods for the Z+X estimate complementary to the ones presented here are

envisaged for future developments of the H ! ZZ ! 4` analysis, when a larger statistics

will be available and the sensitivity to the low-statistics categories will rise, thus justifying a

dedicated FRs estimate.

6.2.3 Rare backgrounds

The triboson production processes (ZZZ, WWZ, WZZ) and the electroweak ttZ, ttWW, and

ttZZ processes, collectively referred to as rare electroweak (EW) backgrounds contribute only

to a sub-percent level to the final expected yields. Nevertheless, their inclusion in the analysis

is fundamental to properly take into account the irreducible background contributions in

some of the categories and achieve the most accurate description possible of the physics under

study. All these processes are estimated from dedicated MC simulations. Since the yield of

these processes is expected to be less than one event in all the analysis categories, the EW

background events are merged to the Z+X process in the context of the background shape

parametrization used for the statistical analysis. This choice is driven by the fact that any

2
This condition reflects a complete ignorance of the Z+X background in these categories and is implemented

in the analysis assigning a 100 % uncertainty to the corresponding Z+X yields
3
More details about the maximum likelihood fit procedure employed to extract the results of this study as

well as of the rest of the analysis are given in Sec. 6.4.
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statistical fluctuation possibly introduced by merging the EWK and Z+X yields is covered

by the large uncertainty4 associated with the latter.

6.2.4 Background line shape

The cornerstone of any statistical analysis is the likelihood function5 maximized to extract

the parameters of interest of the measurement, may them be SM cross sections, H boson

couplings, or constraints on any BSM parameter. Such a function is proportional to the

product of the process yield in a given analysis category j (N j) and its pdf (f j
N (x)):

L / N jf j
N (x).

In the context of an “unbinned shape analysis” such as the one presented in this thesis,

the pdfs f j
N (x) enter the above expression directly as analytical parametrizations for all the

reconstructed categories considered in the analysis. Needless to say, the ultimate accuracy of

the analysis relies on the precise description of the m4` reconstructed distribution by means

of dedicated analytical functions.

The normalization parameters N j and the analytical expression of the pdfs f j
N (x) are

derived from the dedicated MC simulations of the background processes, after the application

of all the corrections and k-factors described in the previous sections. The former is taken

directly from the integral of weighted m4` distributions, as described in Sec. 6.1, of each

background process in the 22 analysis categories. The analytical expression of the pdfs and

their parametrization is derived, separately for the three background processes, from a fit of

the weighted m4` distributions using different approaches for the irreducible and reducible

backgrounds.

Reducible background

The shapes of the reducible background are extracted from the distributions obtained from

the SS method, as it is found to yield results in agreement with the OS one, but it comprises

larger statistics than the OS CRs. The reconstructed m4` is parametrized with a Landau

function in all the reconstructed categories, separately for the three data taking periods and

final states considered in the analysis. The parameters of the Landau functions are extracted

from a fit in the 70 < m4` < 300 GeV mass range and the resulting distributions are shown in

Fig. 6.7 for the estimate on the 2018 dataset. The core of the Landau distribution is included

within the 105 < m4` < 140 GeV mass range for most of the reconstructed categories, even

though in some of the low populated ones it appears to be shifted towards higher masses,

resulting in only the left tail of the function being included in the mass range considered

for the analysis. The introduction of an additional nuisance parameter to cope with this

shape uncertainty could be envisaged for future developments of the analysis, but its effect is

expected to be marginal if compared the to O(30 %) normalization uncertainty on the small

Z+X yield.

The expression of the Landau function in the 105 < m4` < 140 GeV mass range is

included in the likelihood function as pdf for the reducible background process for each of the

reconstructed categories. As an example, Fig. 6.8 shows the Z+X background shapes in the

Untagged-0j-p4`T [10, 200], VBF-3jet-tagged-mjj > 350, and VH-hadronic-tagged reconstructed

categories, obtained from 2018 data in the 4e final state.

4
The uncertainty on the Z+X yield range between 30 and 40 % across the different categories of the analysis,

as described in Sec. 6.2.2.
5
A rigorous description of the likelihood function used in this analysis, along with its explicit expression is

given in Sec. 6.4. The proportionality relation written here serves as overview of what is detailed in the text.
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Figure 6.7: The shape of the parametric background model for the Z+X processes in the

three final states considered in the analysis: 4e (top left), 4µ (top right), 2e2µ (bottom). The

distributions are derived for all the 22 reconstructed categories and are parametrized with a

Landau function in each STXS bin.

Irreducible background

Third-degree Chebyshev polynomials are used for the parametrization of the distributions for

the qq ! ZZ and gg ! ZZ processes in the 105 < m4` < 140GeV mass range considered for

the analysis.

The shapes of the qq ! ZZ and gg ! ZZ processes are derived separately in all the

reconstructed categories considered in the analysis. As an example, the distributions obtained

from the 2018 MC samples are shown in Fig. 6.9 for the Untagged-0j-p4`T [10, 200], VBF-1jet,

and VH-leptonic-tagged-p4`T [0, 150] categories in the 4e final state.

For all the three background processes, there are categories where the very low statistics

make the fit practically unfeasible: in these cases, the inclusive shape of the specific final state,

obtained from the fit of the corresponding m4` distribution, is used as pdf for the analysis.

The m4` distributions for the three background processes are shown in Fig. 6.10 for the three

final states separately, along with their corresponding analytical shapes obtained from the

parametrizations described above.

6.2.5 Summary of the background samples used in the analysis

The different MC samples used for the simulation of the background processes are summarized

in this section, where the details on the different corrections and k - factors are omitted, as

discussed in detail in the previous sections.

The POWHEG 2.0 generator [132, 133, 134], interfaced with Pythia 8.0 [135] for parton

showering, is used to produce qq ! ZZ events at NLO in pQCD. The gg ! ZZ process is

modelled at LO with the MCFM 7.0 [123] generator, where specific Pythia 8.0 settings are

used to allow the showering only at the parton-level scale (wimpy showers).
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Simulation 59.7 fb-1 (13 TeV)
Simulation 59.7 fb-1 (13 TeV)

Simulation 59.7 fb-1 (13 TeV)

Figure 6.8: The shape of the parametric background model for the Z+X processes in three

sample categories of the analysis: Untagged-0j-p4`T [10, 200] (top left), VBF-3jet-tagged-mjj >

350 (top right), and VH-hadronic-tagged (bottom). The points with error bars represent the

Z+X events estimated from data in the 2018 data taking period and the solid lines represent

the analytical shape obtained from a fit a Landau function in the m4` > 70 GeV mass range,

as described in the text.
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Simulation 59.7 fb-1 (13 TeV) Simulation 59.7 fb-1 (13 TeV)

Simulation 59.7 fb-1 (13 TeV)

Figure 6.9: The shape of the parametric background model for the qq ! ZZ (cyan) and

gg ! ZZ (blue) processes in three sample categories of the analysis: Untagged-0j-p4`T [10, 200]

(top left), VBF-1jet (top right), and VH-leptonic-tagged-p4`T [0, 150] (bottom). The points

with error bars represent weighted simulation events for the 2018 data taking period and

the solid lines represent the analytical shape obtained from a fit with third order Chebyshev

polynomials.
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Simulation 59.7 fb-1 (13 TeV) Simulation 59.7 fb-1 (13 TeV)

Simulation 59.7 fb-1 (13 TeV)

Figure 6.10: The shape of the parametric background model for the qq ! ZZ (cyan), gg ! ZZ

(blue), and Z+X (green) processes in the 2018 data taking period and for the three final states

considered in the analysis: 4e (top left), 4µ (top right), 2e2µ (bottom). The points with

error bars represent the events distributions for each process and the solid lines represent the

analytical shape obtained from a fit with third degree Chebyshev polynomials of the first order

or a Landau function, as described in the text. The events are extracted from MC simulations

and from the data-driven estimate for the qq ! ZZ, gg ! ZZ, and Z+X, respectively.
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All the MC samples used to model the background processes comprising events with a Z

boson accompanied by jets are produced with the MadGraph5 aMC@NLO generator [136].

As detailed in Sec. 6.2.2, the contribution of these processes, referred to as Z+X background,

is estimated by means of data-driven techniques. Nevertheless, these MC simulations are still

used for the optimization of these methods and for the validation of the performance of the

objects reconstruction in dedicated control regions of data. The EW rare backgrounds are

simulated with MadGraph5 aMC@NLO generator [136]. For all these processes, the parton

showering is modelled using Pythia 8.0.

Tab. 6.7 presents a summary of all the MC samples used in the analysis, along with the

different generators used for their production and the theoretical values for their cross sections

times branching fractions.

Table 6.7: Monte Carlo samples and product of theoretical cross sections and branching frac-

tions for the background processes considered in the analysis. Parton showering is modelled

with Pythia 8.0

Process MC Generator(s) � ⇥BR

qq ! ZZ ! 4` POWHEG 2.0 1.2560 pb
gg ! ZZ ! 4e/4µ/4⌧ MCFM 7.0 0.0016 pb
gg ! ZZ ! 2e2µ/2e2⌧/2µ2⌧ MCFM 7.0 0.0032 pb

Z ! `` + jets MadGraph5 aMC@NLO + FxFx 6225.4 pb

WZ ! 3`⌫ POWHEG 2.0 4.6700 pb

tt̄ ! 2`2⌫2b POWHEG 2.0 87.310 pb

ZZZ MadGraph5 aMC@NLO 0.0139 pb
WZZ MadGraph5 aMC@NLO 0.0557 pb
WWZ MadGraph5 aMC@NLO 0.1651 pb

tt̄+ZZ MadGraph5 aMC@NLO 0.0016 pb
tt̄+WW 0.0079 pb
tt̄+Z(! jets) MadGraph5 aMC@NLO 0.2590 pb
tt̄+Z(! ``⌫⌫) MadGraph5 aMC@NLO 0.2527 pb
tt̄+Z(! ``) MadGraph5 aMC@NLO 0.0470 pb

6.3 Signal modelling

6.3.1 Overview of the signal samples used in the analysis

For the associated production of the H boson with a vector boson V (V = W,Z), the MINLO

HVJ extension of POWHEG is used to properly take into account the presence of the addi-

tional leptons coming from the vector boson decay. All the samples are generated at NLO

in pQCD using POWHEG, except for the gg ! ZH production, which is produced at LO

with the JHUGen generator [122]. Also the associated production with a pair of bottom

quarks (bbH) is simulated at LO with JHUGen. The H boson productions in association

with a single top quark and an additional quark (tHq) or a W boson (tHW) are considered.

These production mechanisms are modelled at LO via the MadGraph aMC@NLO generator

and their inclusion in the analysis is twofold: not only it goes in the direction of having an

analysis where the H boson decay into four leptons is described in the most accurate way

possible, but also it allows to enhance the sensitivity to some of the STXS bins, where these

modes might have a substantial contribution.

The decay of the H boson into four leptons is described using the JHUGen generator [122].

In the case of associated productions with a vector boson (VH) and with a top quark pair

(ttH), the H boson is allowed to decay to H ! ZZ ! 2`2X, where X means any particle, to

properly model four lepton events where two of them originate from the associated particle

produced with the H boson. The normalization of these processes to the 4` SM cross section

is done by applying a dedicated efficiency filter ("filter) to the generator-level cross section.
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All the samples are produced with the NNPDF 3.1 NLO set of parton distribution func-

tions (PDFs) [137] and the full list is summarized in Tab. 6.8, along with the theoretical values

for their cross sections times branching fractions, complemented by the product for the filter

efficiency, when this is applied.

Table 6.8: Monte Carlo samples and theoretical cross section times branching fraction values

for the signal processes considered in the analysis. All the samples are generated with the

combination of the POWHEG 2.0, Pythia 8.0, and JHUGen 7.0 generators, indicated as

“Standard” in the table. The particular settings of POWHEG 2.0 used for the productions in

association with vector bosons are specified.

Process MC Generator(s) � ⇥BR(⇥"filter)

gg ! H ! ZZ ! 4` Standard 13.34 fb
qq ! Hqq ! ZZqq ! 4`qq Standard 1.038 fb
qq̄ ! ZH ! ZZZ ! 4`+X POWHEG 2.0 (minlo HZJ) 0.618 fb

qq̄ ! W
+
H ! W

+
ZZ ! 4`+X POWHEG 2.0 (minlo HWJ) 0.232 fb

qq̄ ! W
�

H ! W
�

ZZ ! 4`+X POWHEG 2.0 (minlo HWJ) 0.147 fb
gg ! ttH ! ttZZ ! 4`+X Standard 0.139 fb
gg ! bbH ! bbZZ ! 4`+X JHUGen 7.0 0.135 fb
gg ! ZH ! ZZZ ! 4`+X JHUGen 7.0 0.086 fb
qq̄/qg ! tHq ! tqZZ ! 4`+X MadGraph5 aMC@NLO 0.021 fb
qg ! tHW ! tWZ ! 4`+X MadGraph5 aMC@NLO 0.015 fb

All the signal samples used for the statistical analysis are produced with a nominal value

of 125 GeV for the mass of the H boson (mH). In addition, samples at four different mass hy-

potheses are generated: mH =120, 124, 126, and 130 GeV. These are used for the parametriza-

tion of the signal normalization and analytical shapes and for the evaluation of systematic

uncertainties on the MC generators scales, as detailed in the next two sections.

The reconstructed invariant mass of the four-lepton system is shown in the stack histogram

of Fig. 6.11 for the MC samples of all the signal and background processes for an integrated

luminosity of 137 fb�1, corresponding to the full Run-II statistics.

Simulation 137 fb-1 (13 TeV)

Figure 6.11: The reconstructed distributions of the four-lepton invariant mass for signal and

background processes (stacked histograms). The m4` distributions are represented in the

105 < m4` < 140 GeV mass range considered for the analysis with a 1 GeV bin size.

The 4` events are selected as of Sec. 5.1 and the statistical analysis is performed in the

twenty-two categories described in Sec. 5.3, in the mass range 105 < m4` < 140 GeV. In this
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region, the background and signal shapes have substantial differences, being the former rather

flat over the entire mass range, while the latter features a typical resonant shape, as illustrated

in Fig. 6.11. For this reason, the parametrization of the signal line shape is somewhat more

complicated than what is done for the background and described in Sec. 6.2. More precisely,

the five mH points at which the H boson samples are produced are exploited to derive a

dependence of the signal pdfs’ parameters and their normalization factors as a function of

mH .

6.3.2 Normalization

The clear resonant shape of the m4` distribution for a SM H boson shown in Fig. 6.11 is one

of the main features of the H ! ZZ ! 4` decay channel, where the final state is completely

resolved and the backgrounds present a rather flat shape, resulting in the high signal-to-

background ratio characteristic of the “golden” channel. In order to maximally profit from

these features, the normalization and the pdf’s parameters describing the analytical shape of

the m4` spectrum are determined as a function of mH .

MC simulations at five mH points (120, 124, 125, 126 and 130 GeV) are used to derive a

second-order dependence of the signal normalization as a function of mH :

NSig = a0 + a1 ⇥
mH

125.0 GeV
+ a22 ⇥

⇣ mH

125.0 GeV

⌘2
(6.2)

The expected signal yields are extracted from the weighted MC events (cf. Sec. 6.1), in a

105 < m4` < 140 GeV mass window around the Higgs boson peak for the five different mH

hypotheses. These are used to derive the ai parameters of eq. (6.2) by means of a polynomial

fit performed independently on all the STXS Stage 1.2 bins, in the three final states, and

the twenty-two categories of the analysis. The results of this parametrization are shown in

Fig. 6.12 for the three final states in four different categories.

This parametrization choice allows to reduce the dependence of the statistical model on

the H boson mass, which can be either fixed to its best fit value or profiled during the fit.

6.3.3 Line shape

The natural width of the SM H boson is predicted to be ΓH ⇠ 4 MeV, but due to detector

effects and reconstruction artifacts, the reconstructed 4` resonance is much larger, as observed

in the red histogram of Fig. 6.11. While this effect is completely determined by the recon-

struction performance, which is ultimately included in the analysis as a nuisance parameter,

the actual shape of the 4` resonance is affected by the leptons kinematics, resulting in a

dependence on the actual H boson mass. Hence, the typical Breit–Wigner shape of the reso-

nance is modified to take into accounts these effects and a double-sided Crystal-Ball function

fdCB(m4` |mH) is used as pdf for the signal in the analysis:

dCB(⇠) = NSig ·

8

>

<

>

:

A · (B + |⇠|)�nL , for ⇠ < ↵L

exp
⇣

�⇠2/2
⌘

, for ↵L  ⇠  ↵R

A · (B + |⇠|)�nR , for ⇠ > ↵R

(6.3)

where the independent variable ⇠ = (m4` � mH � ∆mH)/�m is chosen to capture both

the Gaussian core of the resonance, from which the dependence on the 4` mass resolution �m,

and the aforementioned systematic mass shift (∆mH) of the peak. The two parameters ↵L

and ↵R determine the position of the left and right boundaries outside which the Gaussian

approximation of the core region is no longer valid and a power law is introduced to cope

with the presence of non-Gaussian tails in the distribution. These arise from the interactions

between the leptons and the detector material in the form of final state radiation emitted in
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Figure 6.12: Fits of the expected signal yields after full event selection in a 105 < m4` <

140 GeV mass window, for the ggH-1j/pT[60, 120] stage 1.2 bin in Untagged-1j-p4`T [60, 120]

and VBF-1jet-tagged event categories (first row) and ttH bin in ttH-hadronic-tagged and

ttH-leptonic-tagged categories (second row).
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the tracker and energy losses in the ECAL. The A · (B + |⇠|)�ni power laws used to model the

tails are defined so that the ni parameters control their prominence, while A and B ensure

the continuity of the function and its first derivatives. The normalization of the pdf (NSig),

corresponding to the expected number of signal events, is extracted from MC samples and it

is parametrized as a function of mH as described in the previous section.

In order to enhance the sensitivity of the analysis to the mH dependence of the m4` shape,

all the parameters of the fdCB(m4` |mH) function are expressed with a linear dependence on

mH , rather than as mere constants:

pi(mH) = a0 + a1 · (mH � 125 GeV)

Similar to what is done for the NSig normalization parameter, the H boson samples gen-

erated at five different mass points are used to obtain the expression of pi(mH) for all the

STXS Stage 1.2 bins, in the three final states, and the twenty-two categories of the analy-

sis. An initial guess of the best fit values p0i (mH) is obtained from a fit of the reconstructed

m4` for fdCB(m4` |mH = 125 GeV) for all the parameters, which are in turn used as in-

put to perform a simultaneous fit over the five mass points and derive the expression of

fdCB(m4` |mH = 125 GeV), pi(mH) used for the analysis. The projection of the simulta-

neous fit of the m4` distributions with fdCB(m4` |mH = 125 GeV) is shown in Fig. 6.13 for

each mass hypothesis, for the three final states considered in the analysis, in the untagged

category, sensitive to the ggH production mechanism.
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Figure 6.13: Result of the simultaneous fit of the m4` distribution for simulated events

in the Untagged reconstructed category. The projection of the simultaneous fit with the

fdCB(m4` |mH = 125 GeV) pdf is shown in the 4e (top left), 4µ (top right), and 2eµ (bot-

tom) final states, respectively.

In the categories sensitive to the associate production modes with a vector boson decaying

leptonically (VH) or with a pair of top quarks (ttH), a non-resonant contribution arising from

one of the leptons coming from the additional vector boson being misidentified as originating

from the H boson decay may distort the line shape of the m4` resonance. For this reason, an
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from the dedicated MC simulations. Therefore the Pois(n | µ) term of eq. (6.4) becomes

Pois(n | µ ·s(✓)+b(✓)), with an explicit dependence on the nuisance parameters ✓. In the high

energy physics (HEP) analyses, the POI µ is often a signal strength modifier, defined as the

ratio between the observed cross section and the corresponding SM prediction : µ = �obs/�SM.

This quantity is taken to scale the SM H boson expected cross section in each analysis bin by

the same amount µ.

Often analyses measure the POI after subdividing the events of the dataset S into mutually

exclusive channels c. Hence, the Poisson marked model of eq. (6.4) can be rewritten as:

f(S | µ, ✓) =
Y

c

"

Pois(n | µ · s(✓) + b(✓))

n
Y

e=1

f(xe | ✓)

#

,

where the Pois(n | µ · s(✓) + b(✓)) term refers to the product of Poisson probabilities of

observing ni events in i bins:

Y

i

(µsi + bi)
ni

ni!
e�µsi�bi .

For unbinned shape analyses, as the H ! 4` presented in this thesis, one has to take into

account the analytical expression of the signal and background pdfs. Therefore the analysis

model becomes:

Y

i

(µS · fs(xi) +B · fb(xi)) · e
�(µS+B) (6.5)

There is a missing ingredient in eq. (6.4), i.e., the constraint terms coming from the

nuisance parameters. These are introduced in the statistical analysis as nuisance parameters

(✓), with associated pdfs ⇢(✓ | ✓̃), in the likelihood. As a consequence of the Bayes theorem,

the systematic error pdf ⇢(✓ | ✓̃) can be interpreted as the posterior obtained from an auxiliary

measurement ✓̃ of ✓:

⇢(✓ | ✓̃) ⇠ p(✓̃ | ✓)⇡✓(✓), (6.6)

where the ⇡✓(✓) functions represent the prior of the ✓ measurements and it is often selected

to be uniform in the context of HEP analyses. This contextualisation is the fundamental step

that allows to use p(✓̃ | ✓), which has a pure frequentist interpretation, as the pdf associated

to the nuisance parameters ✓. A detailed description of the systematic uncertainties that enter

the analysis, along with their corresponding pdf, is given in the next section.

Taking into account all these details, the H ! ZZ ! 4` analysis model can be expressed

as:

f(S | µ, ✓) =
Y

c

[Pois(n | µS(✓) · fs(xi) +B(✓) · fb(xi))]
Y

i

pi(✓̃i | ✓i),

which has the advantage of being completely factorized in all its terms, a property that turns

out to be extremely useful in the statistical analysis, where the results are presented in the

form maximum likelihood estimators (MLE) of the POI(s).

Having built the marked Poisson model for the analysis, it is straightforward to obtain

the likelihood function L(S, ✓̃ | µ, ✓), as it has the same expression of

f(S | µ, ✓), with S fixed:

L(S, ✓̃ | µ, ✓) ⌘
Y

c

Lc (S | µS(✓) · fs(xi) +B(✓) · fb(xi)) ·
Y

i

pi(✓̃i | ✓i), (6.7)

and the MLE is the value7 of µ that maximizes the likelihood function L.

7
More precisely, if the set of POIs and NPs is referred to as ↵ = (µ, ✓), the MLE is the value of ↵ that

maximizes L.
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More precisely, the results of the analysis are extracted using a profile likelihood ratio test

statistics, or negative log-likelihood function, defined as:

q̃µ = �2∆L = �2 ln
L(S | µ, ✓̂µ)

L(S | µ̂, ✓̂)
(6.8)

which is the most powerful test statistics according to the Neyman-Pearson lemma, similarly

to the MELA discriminants introduced in Sec. 5.1.1. The (µ̂, ✓̂) parameters are the MLE of

the POIs and NPs, respectively. The ✓̂µ term is referred to as conditional maximum likelihood

estimate of the nuisance parameters and it corresponds to the MLE of ✓ at a fixed value of

µ. The same test statistics can be used both in those cases where a single POI is measured,

such as the inclusive signal strength of the H ! 4` decay, and when multiple POIs are

constrained simultaneously, for example in the measurement of the signal strength modifiers

of the different H boson production modes. By the Wilks theorem [139], the distribution of

the negative log-likelihood �2∆L, for a model with n POIs, approaches a �2 distribution with

n degrees of freedom, and therefore can be used to extract confidence level (CL) intervals on

the measured value of µ. More precisely, the 68 % and 95 % CL intervals on µ are obtained

for �2∆L < 1 and �2∆L < 3.84, respectively.

The dataset S that appears in the previous equations refers either to the actual data

collected by the experiment or to some pseudo-data: the former is used to extract the observed

results of the analysis, corresponding to the nominal value of the POIs, while the latter

to measure the expected ones, which provide insight on the sensitivity of the analysis and

a benchmark against which to compare the final results. In principle, one would have to

generate a large number of pseudo-experiment (toys), use their outcome to build the likelihood

ratio test statistics, and eventually use this to extract the expected results. However, it has

been shown that in the limit of sufficient statistics a good approximation is provided by the

Asimov data set [140], i.e. a representative set of data, generated under the nominal set

of nuisance parameters, where statistical fluctuations are suppressed. With the increasing

complexity of the analyses and the large number of POIs being measured, nowadays it is

common to determine the expected results by running MLE fits on Asimov datasets and this

same approach is used in the statistical inference procedure used in this thesis.

Further details on the statistical models used for the different measurements performed in

the H ! 4` analysis are detailed in the following.

6.4.1 “Golden” statistical inference

Signal strength and STXS cross sections

The results of the analysis, presented in Ch. 7, are obtained by means of maximum likelihood

fits in the 105 < m4` < 140 GeV mass region. The signal strength modifiers measured

are forced to be greater or equal than zero to reflect the large signal to background ratio

characteristic of the H ! 4` channel and to avoid the unphysical situations of negative pdfs

in the analysis model.

The fits are performed exploiting two of the most powerful observables to discriminate

between signal and background processes in the four-lepton final state: the invariant mass

and the decay matrix element discriminants defined in Sec. 5.1.1. The invariant mass of

the four lepton system (m4`) and the discriminants (here collectively referred to as D) are

combined in the statistical model of the analysis with the product of two one-dimensional

pdfs:

f(m4`,D) = P(m4`)P(D|m4`). (6.9)

The first term (P(m4`)) defines the probability density function of the four-lepton resonance,

parametrized as described in Sec. 6.3 and Sec. 6.2.4 for signal and background processes,
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respectively. The second term (P(D|m4`)) refers to the conditional probability of measuring

a value of the kinematic discriminant D, given a specific value of the four-lepton invariant

mass m4`. This contribution is built as a two-dimensional normalized template with a 1 GeV

bin width, where the granular binning is chosen to appreciate better the correlation between

m4` and D (cf. Fig. 5.2), thus enhancing the discrimination between signal and background

events during the fit. The decay-only kinematic discriminant (Dkin
bkg) is used in most of the

analysis categories, except for the VBF-2jet-tagged and VH-hadronic-tagged sub-categories.

Here, the DVBF+dec
bkg and D

VH+dec
bkg discriminants are used to exploit the increased separation

power achieved by introducing in their definition the information on the number of jets in

the event (cf. Sec. 5.1.1). The simulation samples of the signal processes are used to create

templates for all the nineteen STXS production bins, to each of which an independent POI

is assigned in the statistical analysis. Similarly, the dedicated MC samples are used to build

the templates for the irreducible backgrounds, whereas the data-driven estimate is used for

the Z+X contribution. Eventually, a total of 22 ⇥ 3 = 66 pdfs is considered in the analysis,

one for every category in the three final states (4µ, 4e, 2e2µ), and eq. (6.7) can be written

explicitly as:

L(~µ) =
1

N

Y

events

" 

19
X

i=1

µiS
jk
i f ijk

S (m4`,D) +Bjkf jk
B (m4`,D)

!

e�
P

i µiS
jk
i +B

jk

·

·
Y

l

pl(✓̃l | ✓l)

#

, (6.10)

where µi identifies the signal strength modifier associated to the i-th production bin. By

extension8 from eq. (6.7), Sjk
i and Bjk represent the expected rates for signal and background

processes in the j-th reconstructed category and for the final state k, and f ijk
S (m4`,D) and

f jk
B (m4`,D) are their corresponding pdfs.

The advantage of such a complex model is that it can be easily extended to all the mea-

surements of signal strength modifiers and STXS cross sections presented in Ch. 7. In fact,

merging together all the categories that target a specific production mechanism, and associ-

ating a new POI to each of them, one can measure both the STXS Stage 0 cross sections and

the signal strength modifiers of each production mode. Further details on the explicit form of

eq. (6.10) for these two measurements are given explicitly in Ch. 7, when the corresponding

results are presented.

Fiducial and differential cross sections

Fiducial cross section measurements provide a complementary approach to the signal strength

modifiers to study the properties of the SM H boson and to possibly detect hints of new BSM

physics. In fact, while new physics can appear in the form of statistically significant discrep-

ancies between the observed signal strength values and their corresponding SM prediction,

this approach has two main drawbacks:

• Signal strength measurements are performed at the reconstruction level. Hence, detector

effects, such as the limited resolution and residual imperfections in the simulation used

to derive the line shape, directly impact the results of the analysis. The analysis strategy

is designed so that these effects are minimized with the events’ selection and accounted

for by appropriate nuisance parameters, but they can not be completely removed when

dealing with reconstructed objects.

8
For simplicity the explicit dependence on the nuisance parameters ✓ is omitted here.
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• They have a strong underlying model dependence. Signal strength modifiers are defined

as constants that scale the cross sections with respect to the corresponding SM predic-

tion. Hence, it is almost impossible to interpret these results a posteriori in any BSM

scenario.

The STXS framework introduced in Sec. 5.2 is designed to partially solve the second issue, as

the theoretical uncertainties on the STXS bins definition are not included in the measurement

of the cross sections, but only enter the interpretation stage, as schematically illustrated in

Fig. 5.4. In addition, the Stage 1.2 bins measured in this analysis define a set of fine-granular

phase space regions, some of which are specifically designed to test the BSM-like phase space.

Notwithstanding this, the measurements are performed starting from reconstructed objects,

and even though the bins are designed to maximize the experimental sensitivity, the accep-

tance of the analysis and the reconstruction effects may still influence the final results, having

a non-negligible effect on the kinematic distributions.

An alternative and complementary approach consists of measuring generator level cross

sections in a fiducial phase space region defined to match as closely as possible the experi-

mental acceptance. The ultimate goal of these measurements, which can be performed both

inclusively and in differential bins of kinematic observables, is twofold: reducing the model

dependence of the results and resolving the detector effects.

The set of requirements used in the definition of the fiducial phase space is presented in

Tab. 6.9. Two substantial improvements have been introduced in this version of the analysis

regarding its Run-I counterpart. First of all, the leptons considered are not taken at Born

level9, but rather at generator-level and are corrected for the presence of any photon within

a cone of ∆R < 0.3 around them: for this reason they are referred to as dressed leptons

hereafter. The second improvement consists in the inclusion of an isolation criteria in the

definition of the fiducial volume. More precisely, the scalar sum of the transverse momentum

of all the stable particles within a cone of ∆R < 0.3 is required to be smaller than 35 % of

the lepton’s pT . These two requirements enhance the overlap between the fiducial volume and

the experimental acceptance, reducing the results’ model dependence.

Table 6.9: Summary of requirements used in the definition of the fiducial phase space for the

H ! 4` cross section measurements.

Requirements for the H ! 4` fiducial phase space

Lepton kinematics and isolation

Leading lepton pT pT > 20GeV

Next-to-leading lepton pT pT > 10GeV

Additional electrons (muons) pT pT > 7(5)GeV

Pseudorapidity of electrons (muons) abs ⌘ < 2.5 (2.4)

Sum of scalar pT of all stable particles within ∆R < 0.3 from lepton < 0.35pT

Event topology

Existence of at least two same-flavor OS lepton pairs, where leptons satisfy criteria above

Inv. mass of the Z1 candidate 40 < mZ1
< 120GeV

Inv. mass of the Z2 candidate 12 < mZ2
< 120GeV

Distance between selected four leptons ∆R(`i, `j) > 0.02 for any i 6= j

Inv. mass of any opposite sign lepton pair m
`
+
`
0� > 4GeV

Inv. mass of the selected four leptons 105 < m4` < 140GeV

The generator level ZZ candidates are obtained from the same topological selection applied

9
Meaning that the generator level leptons are not, as the name says, the LHE ones corresponding to the

MC truth.



170 Chapter 6. Signal and background modelling

on reconstruction level objects and detailed in Sec. 5.1. The sole difference between the fiducial

cross section measurements and the rest of the results lies in the identification of the ZZ

candidate in those cases where more than one ZZ pair is reconstructed. While this situation

is dealt with by taking the candidate with the largest Dkin
bkg value in the standard analysis, in

the fiducial measurements, a more simplistic approach is adopted and the Z2 candidate10 with

the largest scalar sum of transverse momenta is retained. This choice is motivated by studies

performed in the Run-I analysis which showed how it leads to increased model independence

of the results.

The fiducial cross section for the pp ! H ! 4` process (�fid), both inclusive and in

differential bins of kinematic observables, is extracted by means of a maximum likelihood fit

on the observed m4` distribution, Nf,i
exp(m4`), defined per each final state f = (4e, 4µ, 2e2µ)

and bin i as:

Nf,i
exp(m4`) = Nf,i

fid (m4`) +Nf,i
nonfid(m4`) +Nf,i

nonres(m4`) +Nf,i
bkg(m4`)

=
X

j

"
f
i,j

⇣

1 + ff,i
nonfid

⌘

�
f,j
fidLPres(m4`)

+Nf,i
nonresPnonres(m4`) +Nf,i

bkgPbkg(m4`).

(6.11)

This quantity represents the Pois(n | µ · s(✓) + b(✓)) term in eq. 6.7, and �
f,j
fid is the POI

of the measurement.

The P(m4`) terms in eq. (6.11) define the following pdfs.

• Pres(m4`) is the resonant signal pdf, defined as detailed in Sec. 6.3, with the sole differ-

ence that here the parametrization is taken inclusively on all the production mechanisms.

• Pnonres(m4`) corresponds to the pdf of the so called non-resonant term, associated to

the VH and ttH production modes, where one of the leptons coming from the decay of

the additional vector boson is misidentified as originating from the H boson decay. This

contribution is modeled by a Landau distribution and is treated as background in the

measurement.

• Pbkg(m4`) defines the contribution of the background processes, modelled as described

in Sec. 6.2.

The ff,i
nonfid term represents and additional resonant contribution arising from events con-

sidered in the analysis but not coming from the fiducial phase space. This fraction is estimated

using simulation for each signal process considered and it originates manly from the detector

effects responsible.

One of the main advantages of the fiducial cross sections approach is that the results are

presented at the generator-level, where the detector effects are not included. To resolve them,

one has to account for the possible migrations from the j-th reconstruction-level bin to the i-

th generator-level one and correct for them. This procedure goes under the name of unfolding

and relies on the use of the detector response matrix "fi,j to solve an inversion problem of the

form:
�!x f

true,i,j =
⇣

"
f
i,j

⌘�1 ⇣�!x f
reco,i,j �

�!
b
⌘

. (6.12)

From a mathematical point of view, the unfolding procedure presents many pitfalls coming

from the resolution of the least-squares problem:

�
2 =

⇣�!x reco �
�!
b �R

�!x true

⌘T
Σ

�1
⇣�!x reco �

�!
b �R

�!x true

⌘

(6.13)

10
In a ZZ candidate, Z1 is the reconstructed vector boson with invariant mass close to the nominal Z mass.
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One can circumvent this issue combining eq. (6.11) and eq. (6.7) to perform a likelihood-

based unfolding, where the signal extraction and the unfolding of detectors effect are performed

simultaneously. In the analysis, this is possible thanks to the use of the CMS combine sta-

tistical package [141], which allows access to the full likelihood information and, therefore, to

implement a likelihood-based unfolding. This approach has several advantages with respect

to the standard one.

• Eq. (6.12) requires that both the generator and reconstruction level distributions are

estimated for the signal to be unfolded, after having subtracted background processes.

This step is automatically taken into account in a likelihood based approach, where the

generator level distribution is inferred starting from the reconstruction level pdf and the

detector response matrix.

• Neither eq. (6.12) nor eq. (6.13) include the effect of systematic uncertainties, which can

be easily included in the likelihood function.

• Systematic uncertainties can be profiled in the fit, thus allowing the results to be ex-

tracted using eq. (6.8).

6.5 Systematic Uncertainties

A correct assessment of all the systematic uncertainties is fundamental for the ultimate preci-

sion achievable in the analysis. As discussed above, the systematic uncertainties are included

in the likelihood function as nuisance parameters represented by the p(✓̃ | ✓) pdfs in eq. (6.7).

One of the most common expressions for the pdf of the systematic errors is the log-normal

distribution:

p(✓̃ | ✓) =
1p

2⇡ ln()
exp

0

B

@
�

⇣

✓̃ � ✓
⌘2

(ln())2

2

1

C

A

1

✓
, (6.14)

which solves the continuity problems typical of the truncated Gaussian pdf, while at the same

time going at zero at ✓ = 0. While log-normal uncertainties act on the normalization of a

specific process considered in the analysis, some systematic uncertainties can also have an

effect on the actual shape of the distributions. This is common for uncertainties associated

with the pdfs’ analytical expression or the energy scale and resolution corrections. In all

these cases, the p(✓̃ | ✓) pdfs are obtained from variations of ±1 standard deviation of the

corresponding nuisance in MC samples. In this analysis the systematic uncertainties are

associated to log-normal pdfs, unless specified otherwise.

The systematic uncertainties are divided into experimental and theoretical contributions,

as detailed below. Large part of the work of this thesis has been dedicated to thorough

studies of the different systematic uncertainties considered, with particular regard to the ones

associated to the STXS Stage 1.2 bins, being one of the main novelties introduced in the

H ! ZZ ! 4` analysis in the context of this thesis.

6.5.1 Experimental uncertainties

The experimental sources of systematic uncertainties comprise all those effects originating

from the detector imperfections, object reconstruction procedures, and the modelling of sig-

nal and background processes. The sources of experimental uncertainties considered in the

analysis are listed below.

Luminosity measurement: the number of events recorded by the CMS detector is directly

proportional to the luminosity (cf. eq. (2.1)). This quantity is measured separately for
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each data taking period, with an associated uncertainty that ranges between 2.3 and

2.5 % [72, 73, 74]. Ultimately, the Run-II integrated luminosity is reported with an un-

certainty of 1.8 %, implemented in the analysis following the partial correlation scheme

recommended centrally by CMS. These nuisance parameters affect all the channels and

categories of the analysis, both for signal and background processes.

Lepton reconstruction and selection efficiency: comprising of all the effects from the

trigger efficiency to the identification and isolation requirements, these uncertainties

range from 1 to 2.3 % in the 4µ channel and from 11 to 15.5 % in the 4e one. The

large value for electrons is driven by the worse reconstruction performance at low pT
with respect to muons. In fact, while for the latter a low energy J/Ψ resonance can be

exploited, for the former only the di-electron Z resonance can be exploited, resulting in

the larger uncertainty on the electrons’ reconstruction and selection efficiency.

Lepton momentum and scale resolution: measured from dedicated studies on a di-lepton

Z resonance both in data and simulation. The scale contribution is found to have an

effect of 0.04 % and 0.3 % in the 4µ and 4e channels, respectively. The resolution

uncertainty is 20 % in both channels. These two effects can alter the signal line shape

and therefore are considered in the analysis as shape uncertainties. More precisely, the

corresponding nuisance parameters included in the likelihood function are described by

a double-sided Crystal Ball (cf. eq. (6.3)) pdf obtained from ±1� variations of the lepton

momentum and scale resolution.

Jet energy scale and resolution: these effects are estimated in a similar way to the lepton

momentum and scale resolution. Their effect on the actual signal line-shape is found to

be negligible, but they can cause possible migrations between event categories. For this

reason, they are included in the likelihood function as log-normal uncertainties extracted

from the ratio between the nominal yield in each category and the yield obtained from

systematic variations of these nuisances. The scale uncertainties range between 1 % to

5 % at high and low jet pT , respectively. The effect of the jet energy resolution is found

to be within 1 and 2 %. Since many categories of the analysis rely on the definition of the

jets in the event, the effect of these nuisances is measured in all the analysis categories

separately. In most of the cases, these uncertainties are found to have a negligible effect

on the final results, while a more significant impact is observed in some of the VH and

VBF-like phase space regions, as well as in the measurement of differential fiducial cross

sections for jet-related observables.

B-tagging efficiency: studied for all the categories as it may cause migration effects, its

impact is found to be negligible in all the measurements. This systematic uncertainty

ranges between 1 % to 3 % at high and low jet pT , respectively;

Z+X background estimation: this systematic uncertainty is described in detail in Sec. 6.2.2.

It is found to be the largest uncertainty entering the analysis, with values ranging be-

tween 30 and 45 % depending on the category and final state. Nonetheless, it has a

marginal impact on all the measurements, as it affects only the normalization of the

modest reducible background Z+X.

The determination of these uncertainties is performed independently on the three data tak-

ing periods considered. In their combination, a full correlation is considered for the nuisance

parameters associated with the reconstruction and selection efficiencies, the lepton momen-

tum and resolution, and the b-tagging efficiency. The luminosity uncertainty comes with a

partial correlation scheme across the three years, which can always be written in the form

of completely correlated or uncorrelated contributions, thus facilitating their factorization in
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the likelihood function. All the other nuisance parameters are treated are uncorrelated. A

summary of the systematic experimental uncertainties considered in the analysis is presented

in Tab. 6.10.

Table 6.10: Summary of the experimental systematic uncertainties in the H ! 4` measure-

ments of 2016, 2017 and 2018 data.

Summary of relative systematic uncertainties

Common experimental uncertainties

2016 2017 2018

Luminosity 2.6 % 2.3 % 2.5 %

Lepton identification/reconstruction efficiencies 1.2 – 15.5 % 1.1 – 12 % 0.7 – 11 %

Jet energy scale and resolution 1 – 20 % 1 – 20 % 1 – 20 %

Signal related uncertainties

Lepton energy scale 0.04 – 0.3 % 0.04 – 0.3 % 0.04 – 0.3%

Lepton energy resolution 20 % 20 % 20 %

Background related uncertainties

Reducible background (Z+X) 31 – 42 % 31 – 38 % 31 –37 %

6.5.2 Theoretical uncertainties

The systematic uncertainty’s theoretical component is associated with the ultimate knowledge

on the cross section and phenomenology of a specific physics process. This contribution

represents the main hurdle to the final performance of the analysis, due to the severe challenge

of improving just by a few percent the determination of these parameters. To assess these

aspects, the results of an analysis are often presented with a breakdown of the total uncertainty

into its statistical and systematical components, with the latter being further divided into its

experimental and theoretical contributions.

The sources of theoretical uncertainties considered in the analysis are detailed below.

Generator parameters: as discussed in detail in the previous chapters, MC simulations

are extensively used at different stages of the analysis. Various parameters have to be

tuned for the generation of each physical processe: among these are the renormalization

(µR) and factorization (µF ) scales and the choice of the PDF set used for the production.

The uncertainty on the former is determined from simultaneous variations of the µR

and µF parameters between 0.5 and 2. Their ratio is forced to be between 0.5 and 2 to

prevent unphysical effects. The uncertainty on the PDF set is determined by comparing

the results obtained from variations of the default NNPDF set [142, 143].

Irreducible background modelling: the k-factors introduced in Sec. 6.2.1 to rescale the

irreducible background simulations to the most up-to-date calculations come with asso-

ciated uncertainty. More specifically, a 10 % uncertainty is introduced for the gg ! ZZ

k-factor, while a 0.1 % average uncertainty affects the k-factor for the electroweak cor-

rections of the qq ! ZZ process.

Branching fractions: a systematic uncertainty of 2 % is associated to the branching

ratio of the H ! 4` decay, which is set to it SM value in all the measurements.

Pythia scales: the uncertainty on the modelling of the underlying event and of the

hadronization is assessed by varying the initial and final state radiation scales in PYTHIA

between 0.25 and 4 times their nominal value. These uncertainties are responsible for

migration effects and range between 0.1 and 2 % across the different categories.
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The STXS uncertainty scheme

As outlined in Sec. 5.2, the main goal of the STXS framework is to define mutually exclusive

phase space regions where the experimental sensitivity is maximized and at the same time the

dependence of the measurements on the theoretical predictions is reduced. A precise estimate

of the theoretical uncertainties associated with the definition of different STXS bin boundaries

is needed to account for the possible event migrations around them . With the evolving of

the STXS framework and the adoption of the Stage 1.2 scheme, this task was demanded

directly to the analyzers. Consistent discussions also involving theoreticians are performed in

the context of the LHC Higgs Working Group (LHCHWG) to prevent a complete divergence

between the ATLAS and CMS approaches. At the moment of writing this thesis discussions

on the topic are still ongoing and while the general principles are in place and well agreed

upon, more work is needed to converge on the ultimate uncertainty scheme for the STXS

Stage 1.2 measurements.

Two different sets of uncertainties are considered when dealing with the STXS framework:

the acceptance uncertainties in the STXS bins and the theoretical uncertainties accounting for

migrations around the bin boundaries. The former is equivalent to the QCD uncertainties of

µR and µF mentioned above. In the initial stages of this analysis, inclusive QCD uncertainties

were associated with the Higgs boson’s different production mechanisms. However, with the

analysis targetting the measurement of the STXS Stage 1.2 cross sections, these were dropped

in favour of a more accurate set of systematic uncertainties reflecting the actual STXS bins.

The QCD acceptance uncertainties are computed by means of scale variations, keeping the

inclusive cross section fixed. More precisely, the up- and down-variations11 are computed for

a choice of the QCD scales of µR = µF = 2.0 and µR = µF = 0.5, respectively. Hence, the

nuisance parameters in each STXS bin are computed by multiplying these weights for the

ratio of the nominal cross section in that bin to the cross section at the modified QCD scale:

w
up/dn
i =

� [STXS bin i, µR = µF = 1.0]

� [STXS bin i, µR = µF = j]
, j = 0.5, 2.0 for up and down variations.

Eventually, one considers as a systematic uncertainty in the fit the ratio between the number

of reconstructed events for nominal and variated QCD scales, therefore taking into account

all the experimental acceptance effects related to the STXS categorization. As an example,

the values of wi for the different ggH STXS Stage 1.2 bins are shown in Fig. 6.16.

Therefore the associated nuisance parameters are computed in all the analysis categories

as:

NPup/dn =
�nominal

�(w
up/dn
QCD ⇥ w

up/dn
i )

, (6.15)

where w
up/dn
QCD correspond to the µR and µF weights aforementioned. These uncertainties are

introduced in the analysis to cope with the presence of possible migrations among the different

reconstructed categories and their effect ranges between 1 to 30 % .

The second set of systematic uncertainties associated to the STXS framework is hereafter

referred to as theoretical uncertainties (THU) on the migration of events between the different

STXS bin boundaries. Conversely from the acceptance uncertainties described above, this set

of nuisance parameters is not used in the measurements of the STXS cross sections, but

enters only a posteriori interpretations of the results. In the STXS results presented in Ch. 7

these uncertainties are associated to the SM cross section prediction in each bin. The Yellow

Report 4 (YR4) [19] presents the computation of these uncertainties at
p
s =13 TeV for the

inclusive H boson production mechanisms, corresponding to the STXS Stage 0. However,

values for the more granular Stage 1.2 were not computed at the time of the YR4, and their

11
If the nuisance parameter is referred to as ✓, these approximately correspond to ±1� intervals around ✓̂,

the mean value of ✓.
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Figure 6.17: Relative uncertainty for the different nuisance parameters in all the ggH bins of

the STXS Stage 1.2. A nuisance parameter ∆ is assigned to all the cut values defining a bin

boundary, as shown in Fig. 5.6, following the procedure detailed in the text.

More precisely, a total of ten nuisance parameters (NPs) associated with the ggH STXS

bins is included in the analysis. Some of the NPs shown in Fig. 6.17 are merged to reflect the

STXS Stage 1.2 merging scheme presented in Sec. 5.2. These NPs account for the uncertainties

in the inclusive cross section predictions in the phase space regions defined by cuts on the

number of jets in the event: these comprise both the migration between the 0 and 1-jet bin

boundary and the one around the 1 and � 2 jets bins. The uncertainty associated with the

prediction of the ggH phase space regions with VBF topology are included in the analysis

for both the 2 and � 3 jets cases. Additional uncertainties are included to cope with the

migration around the pHT bin boundaries, specifically around the 10, 60, and 120 GeV cut

values. One additional NP is considered for the ggH-like bins to cope with the uncertainty

on the pHT distribution due to missing higher-order finite top quark mass corrections. Some

of the NPs shown in Fig. 6.17 are related to cuts on the mjj or pHjj
T observables: these are

not explicitly considered in the analysis as the corresponding true STXS bins are not defined

due to the lack of statistics. Nevertheless, their effect is well covered by the VBF-topology

NPs described above. All the THU uncertainties not considered in the analysis because of

the merging scheme employed automatically become acceptance uncertainties, to account for

possible migrations in the merged categories.

A set of THU NPs is defined also for the STXS bins associated to the VBF and VH

production mechanisms to cope with the uncertainties on the pHT , mjj , and pHjj
T distributions.

Six NPs are introduced to model the uncertainties around the mjj bin boundaries at 60,

120, 350, 700, 1000, and 1500 GeV, and two for the migrations around pHT = 200 GeV and

pHjj
T = 25 GeV. Two additional nuisances are included for the treatment of migrations in the

jet phase space regions, similarly to what is done for the ggH bins.

To conclude on this topic is worth stressing the profound difference between the two sets

of STXS-related systematic uncertainties. While the acceptance uncertainties quantify the

possible effects of migrations among the different categories of the analysis, the THU set of
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NPs addresses the uncertainty on the theoretical predictions associated with the definition of

the STXS bins at the generator-level. This conceptual difference is reflected in the way these

uncertainties enter the analysis: when signal strength modifiers are measured, both the sets

of systematics are included; on the other hand, when dealing with the STXS cross sections

measurements, the THU uncertainties only enter the interpretation stage and are associated

to the SM prediction of the cross section in each bin during the likelihood fit.

6.5.3 Impacts of the systematic uncertainties on the results

As mentioned above, one of the most compelling aspects of many LHC analyses is the ultimate

precision being limited by the systematic component of the uncertainty, as for the H ! 4`

and ggH signal strength modifiers presented in the next Chapter. Therefore it is crucial

to quantify the impact of each nuisance parameter on the measurements performed in an

analysis.

The impact of a nuisance parameter on the POI of the analysis is assessed quantifying the

shift induced on the POI by a variation of a NP by ±1 standard deviation (±1�) with respect

to its post-fit value. More precisely, the numerator of the profiled likelihood test statistics

defined in eq. (6.8) is modified by freezing a given NP to its ±1� variation, i.e. ✓̂±1�
µ , while

leaving all the other NPs profiled (✓̂µ) in the fit.

The relative impact of the dominant sources of systematic uncertainties on the inclusive

signal strength modifier and on the STXS Stage 0 cross sections is presented in Fig. 6.18.

The final precision of the results is dominated by the systematic uncertainties on the lepton

reconstruction and selection efficiency, as well as on the experimental uncertainty on the

measurement of the luminosity. For what concerns the systematic theoretical uncertainties,

the precision on the knowledge of the SM cross sections and the modelling of the hadronization

and the underlying events are found to have the largest contribution.
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This “golden journey” comes to an end in this chapter, where the results of the analysis

are presented. However, before unveiling the outcome of the measurements of the H boson

properties in the H ! 4` channel, it is worth taking a step back to have a global overview of

the picture assembled throughout the previous chapters.

The information from the various CMS sub-detectors is combined in a Particle-Flow (PF)

based reconstruction of the different particles originating from each collision. This analysis

relies mainly on two kinds of PF objects (Ch. 4): leptons and jets, selected based on dedi-

cated identification and isolation criteria. The latter is used to enhance the discrimination

power against the different production modes of the H boson, while the former is disposed

into opposite sign lepton pairs, required to satisfy the selection criteria detailed in Sec. 5.1

to be associated with the ZZ candidates eventually considered for the analysis. All the se-

lected events are classified into seven mutually exclusive categories, designed to maximize the

sensitivity of the analysis to the different production mechanisms of the H boson. For this pur-

pose, the information on the number of jets in the event and a set of dedicated matrix element

discriminants are used. To probe fine-granular phase space regions of the H ! 4` decay, a

subsequent categorization step is performed to produce analysis categories that closely match

the Simplified Template Cross Sections (STXS) framework Stage 1.2 bins. Hence, a total of

twenty-two categories is defined (Ch. 5) starting from the seven initial ones. A probability

density function (pdf) is built for both signal and background events using the corresponding

simulated samples and from the parametrization of the m4` reconstructed distribution with

dedicated analytical shapes as described in Sec. 6.3 and Sec. 6.2, respectively. These pdfs are

combined with matrix element discriminants sensitive to the decay information to create a

2D template for each category and final state (4µ, 4e, and 2e2µ) (Ch. 6). This information

is used, along with the set of nuisance parameters defined in Sec. 6.5, to build the statistical

model of the analysis. The properties of the H boson in the 4` decay channel are measured

using a maximum likelihood fit and this chapter presents the corresponding findings. The

“map for the golden search” is shown in Fig. 7.1, where a schematic representation of the

analysis workflow is given.
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Figure 7.1: Schematic representation of the H ! ZZ ! 4` analysis workflow: opposite

sign lepton pairs are build starting from the PF objects after the application of dedicated

isolation and identification requirements (Ch. 4). The ZZ candidates are divided into seven

mutually exclusive categories designed to target the main production modes. A further split

of the categories is performed, for a total of 22 categories designed to closely match the true

STXS Stage 1.2 bins (Ch. 5). Dedicated parametrization of signal and background processes

are derived and used, along with a dedicated set of matrix element discriminants, to build

the statistical model of the analysis (Ch. 6). A comprehensive characterization of the H

boson properties is obtained measuring signal strength modifiers, fiducial and differential

cross sections, and cross sections in the STXS framework by means of a maximum likelihood

fit. Additional BSM interpretations such as constraints of the H boson anomalous couplings

to vector bosons and fermions, and a measurement of the H boson self-coupling are also

performed (Ch. 7).
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7.1 Events and discriminants

The first step of the analysis consists of identifying all the ZZ candidates starting from the

set of all the opposite sign lepton pairs selected. The distribution of the four-lepton invariant

mass reconstructed in data is shown Fig. 7.2, along with the signal and background expecta-

tions extracted from simulation. A good agreement between data and simulation is observed

throughout the entire m4` range.
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Figure 7.2: Distribution of the reconstructed four-lepton invariant mass, m4`, up to 500GeV

with 4GeV bin size (left) and in the low-mass range, m4` < 170GeV, with 2GeV bin size

(right) for an integrated luminosity of 137 fb�1. The points with error bars represent the ob-

served data, while the stacked histograms correspond to the signal and background processes.

The expected yields of the different H boson production mechanisms with mH = 125GeV,

denoted as H(125), and those of the ZZ and rare electroweak backgrounds are normalized to

the SM expectations. The irreducible Z+X background yield is normalized to the estimate

from the data.

A good statistical agreement between the events selected in the data and the simulation

is also observed in the m4` distributions for the three final states considered in the analysis

(4µ, 4e, and 2e2µ), as shown in Fig. 7.3.

As mentioned in Sec. 5.1.1, the H ! ZZ ! 4` decay is completely determined by eight

degrees of freedom, two of which are the masses of the Z1 and Z2 candidates in the event.

Hence, the soundness of the event selection can be corroborated by the good agreement

between the data and MC distributions of Z1 and Z2 reconstructed masses presented in

Fig. 7.4.

In the next step of the analysis, selected events are classified into seven mutually exclusive

categories using a set of matrix element discriminants sensitive to the production of the

H boson. The distributions of the DVBF
2jet , DVBF

1jet , D
VH
2jet = max(D

WH
2jet ,D

ZH
2jet) discriminants

(cf. Ch. 5) are shown in Fig. 7.5, for the events passing the selection criteria of the analysis,

in the 118 < m4` < 130 GeV mass range around H boson peak.

These matrix element discriminants are designed to enclose the full information of the

event and to enhance the discrimination power between signal and background processes,

as extensively discussed in Sec. 5.3. The seven categories sensitive to the main production

mechanisms of the H boson are further split into a total of twenty-two categories, defined to

closely match the merged STXS Stage 1.2 bins considered in the analysis. The expected signal

and background yields at 137 fb�1 and the corresponding number of observed events in data,

in the 105 < m4` < 140 GeV mass range, are reported in Tab. 7.1 for all the 22 categories,

while Fig. 7.6 gives a visual representation of the expected composition of each category.

The results of the analysis are extracted by means of a maximum likelihood fit, performed
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Figure 7.3: The reconstructed four-lepton invariant mass distribution is shown separately for

the three final states considered in the analysis, for an integrated luminosity of 137 fb�1:

4e (upper left), 4µ (upper right), and 2e2µ (lower). The points with error bars represent

the observed data, while the stacked histograms correspond to the signal and background

processes. The expected yields of the different H boson production mechanisms with mH =

125GeV, denoted as H(125), and those of the ZZ and rare electroweak backgrounds are

normalized to the SM expectations. The irreducible Z+X background yield is normalized to

the estimate from the data.
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Figure 7.5: Distributions of the categorization discriminants DVBF
2jet (upper left), DVBF

1jet (upper

right), D
VH
2jet (lower) = max(D

WH
2jet ,D

ZH
2jet) in the mass region 118 < m4` < 130GeV for an

integrated luminosity of 137 fb�1. The points with error bars represent the observed data,

while the stacked histograms correspond to the signal and background processes. The expected

yields of the different H boson production mechanisms with mH = 125GeV, denoted as

H(125), and those of the ZZ and rare electroweak backgrounds are normalized to the SM

expectations. The irreducible Z+X background yield is normalized to the estimate from

the data. The vertical dashed lines denote the operative working points used for the events

categorization. For all the discriminants the SM H boson signal is shown for the production

mode targeted and the other mechanisms separately.
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Figure 7.6: Expected and observed number of events in the 22 reconstructed event categories

considered for the analysis. The yields are extracted in the mass region 105 < m4` < 140GeV

for an integrated luminosity of 137 fb�1. Points with error bars represent the data and stacked

histograms represent the expected numbers of the signal and background events. The yields

of the different H boson production mechanisms with mH = 125GeV, denoted as H(125), and

those of the ZZ and rare electroweak backgrounds are normalized to the SM expectations.

The irreducible Z+X background yield is normalized to the estimate from the data.
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Table 7.1: Expected number of signal and background events and number of observed can-

didates after full analysis selection in the mass range 105 < m4` < 140GeV and for an

integrated luminosity of 137 fb�1. The expected and observed yields are given for each pro-

duction mechanism in the 22 categories considered for the analysis. The uncertainties listed

are statistical only. The expected yields are estimated from MC simulation for the signal

processes at mH = 125GeV, as well as for ZZ and rare electroweak backgrounds. The Z+X

yields are estimated from data.

Reconstructed event Signal Background Expected Observed

category ggH VBF WH ZH ttH bbH tH qq ! ZZ gg ! ZZ EW Z+X signal total

Untagged-0j-p4`T [0, 10] 27.7 0.09 0.03 0.03 0.00 0.15 0.00 71.5 3.06 0.01 3.21 27.9±0.1 106±0 114

Untagged-0j-p4`T [10, 200] 96.2 1.69 0.60 0.77 0.01 1.01 0.00 98.1 11.6 0.35 37.8 100±0 248±1 278

Untagged-1j-p4`T [0, 60] 26.8 1.51 0.56 0.48 0.01 0.45 0.01 25.3 3.02 0.64 14.2 29.8±0.1 72.9±0.4 74

Untagged-1j-p4`T [60, 120] 13.5 1.31 0.51 0.41 0.02 0.11 0.01 7.81 0.82 0.62 7.95 15.9±0.1 33.1±0.3 20

Untagged-1j-p4`T [120, 200] 3.51 0.60 0.17 0.17 0.01 0.02 0.00 1.15 0.19 0.25 1.63 4.48±0.05 7.69±0.16 11

Untagged-2j-p4`T [0, 60] 3.45 0.29 0.15 0.14 0.08 0.09 0.02 2.14 0.32 0.63 4.75 4.20±0.06 12.1±0.2 14

Untagged-2j-p4`T [60, 120] 5.26 0.56 0.24 0.19 0.12 0.04 0.03 2.19 0.30 0.72 4.14 6.43±0.06 13.8±0.2 15

Untagged-2j-p4`T [120, 200] 3.07 0.40 0.16 0.13 0.07 0.01 0.02 0.75 0.14 0.34 1.19 3.86±0.05 6.28±0.14 7

Untagged-p4`T > 200 2.79 0.62 0.21 0.17 0.07 0.01 0.02 0.43 0.21 0.21 0.73 3.89±0.04 5.47±0.11 3

Untagged-2j-mjj > 350 0.77 0.16 0.06 0.04 0.05 0.01 0.01 0.34 0.06 0.31 1.71 1.12±0.02 3.54±0.14 3

VBF-1jet-tagged 15.5 3.29 0.22 0.16 0.00 0.13 0.01 6.85 1.53 0.20 2.44 19.3±0.1 30.3±0.2 27

VBF-2jet-tagged-mjj[350, 700] 0.83 1.19 0.01 0.01 0.00 0.01 0.00 0.19 0.07 0.11 0.14 2.05±0.03 2.55±0.05 2

VBF-2jet-tagged-mjj > 700 0.43 1.96 0.00 0.00 0.00 0.00 0.00 0.07 0.05 0.12 0.03 2.40±0.02 2.67±0.03 1

VBF-3jet-tagged-mjj > 350 2.52 2.35 0.06 0.06 0.03 0.03 0.05 0.62 0.21 0.64 2.43 5.11±0.05 9.01±0.17 12

VBF-2jet-tagged-p4`T > 200 0.44 0.79 0.01 0.01 0.01 0.00 0.01 0.03 0.03 0.04 0.06 1.26±0.02 1.42±0.03 0

VBF-rest 2.48 0.94 0.13 0.09 0.04 0.04 0.01 0.98 0.20 0.39 2.18 3.74±0.05 7.49±0.17 5

VH-hadronic-tagged-mjj[60, 120] 4.11 0.25 1.09 0.96 0.13 0.06 0.02 1.69 0.22 0.52 2.93 6.62±0.06 12.0±0.2 12

VH-rest 0.57 0.03 0.09 0.06 0.03 0.01 0.00 0.16 0.02 0.06 0.33 0.79±0.02 1.36±0.06 0

VH-leptonic-tagged-p4`T [0, 150] 0.33 0.04 0.85 0.26 0.10 0.03 0.03 2.16 0.36 0.19 1.11 1.64±0.02 5.47±0.13 10

VH-leptonic-tagged-p4`T > 150 0.02 0.01 0.21 0.06 0.04 0.00 0.01 0.05 0.01 0.03 0.08 0.35±0.01 0.52±0.03 0

ttH-leptonic-tagged 0.02 0.01 0.02 0.02 0.68 0.00 0.03 0.08 0.01 0.23 0.21 0.79±0.01 1.32±0.07 0

ttH-hadronic-tagged 0.18 0.05 0.03 0.05 0.86 0.01 0.03 0.03 0.01 0.82 1.06 1.22±0.01 3.15±0.14 2

simultaneously across all the event categories reconstructed and the three final states and

data taking periods considered. As detailed in Sec. 6.4, the likelihood function employed

for the statistical analysis comprises two terms: the first one proportional to the analytical

parametrization of the m4` distribution in each category, and the second one defined as a

conditional template of D as a function of m4`. This second term is introduced to enhance the

sensitivity of the analysis exploiting the strong correlation between the decay matrix element

discriminants and the reconstructed m4` for signal and background processes. The distribution

of the Dkin
bkg, D

VBF+dec
bkg and D

VH+dec
bkg discriminants, used to construct the P(D|m4`) term in

eq. (6.9), are shown in Fig. 7.7, while Fig. 7.8 illustrates the correlation between the kinematic

discriminants and the reconstructed invariant mass of the four-lepton system.

7.2 Measurement of the H boson properties in the four-lepton

final state

7.2.1 Signal strength modifier

The flexibility of the statistical model defined for the analysis (cf. eq. (6.10)) gives access to a

large plethora of results, which ensure a complete characterization of the H boson properties

in the 4` final state.

All the measurements presented in the following are performed by means of a simultaneous

fit across all the analysis categories, following the strategy described in Sec. 6.4. With slight

modifications of eq. (6.10) one can measure:

• Inclusive signal strength modifier, defined as the ratio between the observed cross section

in the H ! 4` decay channel and the corresponding SM prediction (cf. Tab. 6.8). This is

achieved by merging the different µi of eq. (6.10) together into a single scaling parameter,

thus obtaining the same expression as of eq. (6.5) with L / (µS · fs(xi) +B · fb(xi));
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Figure 7.7: Distributions of the Dkin
bkg (upper left), DVBF+dec

bkg (upper right), D
VH+dec
bkg (lower)

kinematic discriminants in the mass region 118 < m4` < 130GeV for an integrated luminosity

of 137 fb�1. The points with error bars represent the observed data, while the stacked

histograms correspond to the signal and background processes. The expected yields of the

different H boson production mechanisms with mH = 125GeV, denoted as H(125), and

those of the ZZ and rare electroweak backgrounds are normalized to the SM expectations.

The irreducible Z+X background yield is normalized to the estimate from the data. In the

DVBF+dec
bkg and D

VH+dec
bkg distributions the SM H boson signal is separated into two components

to highlight the production mode which is targeted by the specific discriminant.
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• Signal strength modifiers for the five main production mechanism of the H boson, each

defined as a scaling parameter to the expected yield of the corresponding signal pro-

cess. In this approach the 19 POIs of the analysis are merged together according to

which production mode they are sensitive to. Therefore one gets a simplified version of

eq. (6.10) where:

L /
⇣

µggH,bbH · (sggH,bbH) + µVBF · (sVBF) +

+ µWH · (sWH) + µZH · (sZH) + µttH,tH · (sttH,tH) + b
⌘

All the fits are performed at the fixed value of the H boson mass of mH = 125.38 GeV,

corresponding to the most precise measurement to date, obtained by the CMS Collaboration

from the combination of the HZZ and H�� decay channels [18].

The inclusive signal strength modifier is measured to be:

µ = 0.94+0.12
�0.11 = 0.94+0.07

�0.07 (stat)+0.09
�0.08 (syst) = 0.94+0.07

�0.07 (stat)+0.07
�0.06 (theo)+0.06

�0.05 (exp).

The systematic contribution of the uncertainty is obtained by subtracting in quadrature the

total error and the one obtained from the fit with all the nuisance parameters frozen to their

best fit value. The additional breakdown of the systematics into experimental and theoretical

components is computed similarly, from the subtraction in quadrature of the systematic error

and the one corresponding to a fit where all the theoretical uncertainties are frozen1. The

profile likelihood ratio as a function of µ is shown in Fig. 7.9 for the observed data and the

expected scan for a SM Higgs boson derived from an Asimov dataset with µ = 1.0. It is

compelling to observe the relative proportion of the statistical and systematical components

of the uncertainty, which equally contribute to the ultimate precision of the measurement.

However, the inclusive signal strength modifier per-se is somehow reductive, as it does not

capture features of specific phase space regions but it simply provides a global insight of

the agreement between the data and the SM predictions. Nevertheless, this result clearly

highlights the turning point of many LHC analyses: with the large statistics available at

the end of Run-II, many analysis are entering the precision physics realm, with the ultimate

sensitivity limited by the systematic component of the uncertainty.

A more detailed characterization of the H boson properties in the 4` decay channel can

be achieved from the measurement of the signal strength modifiers of the main production

mechanisms, presented in the top plot of Fig. 7.10. It is worth mentioning that with the

large statistics available for the analysis, the WH and ZH signal strength modifiers could be

measured separately for the first time in the H ! 4` decay channel. The limited sensitivity

of the analysis to these two production modes results in quite loose precision and, especially

for the ZH case, only exclusion upper limits, rather than confidence intervals, can be set.

These two contributions can be merged together to measure the inclusive VH signal strength

modifier, as shown in the bottom plot of Fig. 7.10. The WH and ZH combined statistics

results in a more accurate limit on µVH , where the best fit value is driven by the excess

observed in the µWH measurement.

The numerical values of the different µi, along with the corresponding statistical and

systematic uncertainties, are reported in Tab. 7.2. The ggH signal strength modifier µggH,bbH

is measured with competitive statistical and systematic contributions to the total uncertainty,

1

�syst =

q

�
2
tot − �

2
syst frozen

�theory =

q

�
2
tot − �

2
theory frozen �exp =

q

�
2
theory frozen − �

2
stat
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Figure 7.10: Top: Results of likelihood scans for the signal strength modifiers corresponding

to the five main SM H boson production mechanisms at mH = 125.38GeV, compared to the

SM prediction shown as a vertical dashed line. Bottom: WH and ZH production mechanisms

are merged together and their inclusive contribution is measured with a single signal strength

modifier µVH .

The black lines indicate the one standard deviation confidence intervals including both sta-

tistical and systematic sources, while the thick red lines indicate the statistical component of

the uncertainties.
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which is found to be in agreement with the SM prediction of:

µexp
VH = 1.00+1.05

�0.80 (stat)+0.88
�0.35 (syst).

In order to probe the structure of the fermion and vector-boson induced contributions to

the SM expected cross sections, a third set of signal strength modifiers is measured, merg-

ing together all the production mechanisms sensitive to either the fermion or vector-boson

couplings of the H boson:

L /
⇣

µf · (sggH,ttH,tH,bbH) + µV · (sVBF,VH) + b
⌘

,

where, µf ⌘ µggH, ttH,bbH,tH and µV ⌘ µVBF,VH . The results are extracted with a two-

dimensional scan over a grid of µf and µV values, leading to:

µf = 0.96+0.14
�0.12, µV = 0.82+0.36

�0.31

while the corresponding expected values are found to be:

µf = 1.00 +0.15
�0.13, µV = 1.00 +0.39

�0.33

Fig. 7.11 depicts the contour plot showing the 68% and 95% CL exclusion regions in the

(µf , µV) plane. Similarly to all the other results presented above, no tension with the SM

predictions is observed.
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Figure 7.11: Measurement of the signal strength modifiers for the fermion (µf ⌘
µggH, ttH,bbH,tH) and vector-boson (µV ⌘ µVBF,VH) induced contributions to the SM expected

cross sections. The solid and dashed lines show the 2D contours of the profile likelihood scan

at 68% and 95% CL, respectively. The black cross indicates the best fit value, while the

diamond represents the expected value for a SM Higgs boson.

Dependence of the results on the H boson mass

As mentioned above, all the results are obtained with a fixed value of the H boson mass

of mH = 125.38 GeV, corresponding to the most precise value measured to date for this
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observable. Hence, all the expected cross sections and branching ratios that enter the analysis

are extrapolated at mH = 125.38 GeV using the Yellow Report 4 [19] calculations as input.

To study the dependence of the results on the actual value of mH , the measurements of the

signal strength modifiers presented above are repeated, leaving this parameter profiled in the

fits.

Fig. 7.12 shows the impact plots for the measurement of the inclusive H ! 4` signal

strength modifier when mH is fixed at 125.38 GeV (top) and when it is profiled in the fit

(bottom). The ultimate precision of the measurement is limited by the same systematic

uncertainties in the two cases. More precisely, the nuisance parameters with the largest impact

on the results are found to be the ones on the ggH cross section, on the lepton identification

efficiencies, and luminosity measurement in both cases. The unconstrained value of mH is

not found to pull the results significantly and it yields to a difference of at most 4% across all

the signal strength modifiers with respect to the results obtained fixing it to 125.38 GeV. For

example, the inclusive signal strength modifier is found to be:

µmH fixed = 0.94+0.12
�0.11, µmH prof. = 0.97+0.12

�0.11,

and the profiled value of the H boson mass is found to be mH = 125.09+0.15
�0.14 (stat) GeV. It

is worth stressing that a precise determination of mH , along with a detailed estimate of the

associated systematic uncertainties, goes beyond the scope of this analysis. Nevertheless, it is

compelling to observe that the statistical uncertainty on the profiled value of mH agrees with

the current best measurement by the CMS Collaboration [18], reflecting that the H ! ZZ !
4` decay channel drives the final precision of the dedicated mH measurement.

A comparison between the signal strength modifiers for the five main production mecha-

nisms of the H boson in the two scenarios considered in this study is presented in Fig. 7.13.

All the results obtained with mH unconstrained in the fits are found to be in agreement with

the corresponding signal strengths obtained for mH = 125.38 GeV. Discrepancies of the or-

der of 3 % and 4 % are observed in the central values of the WH and ttH signal strengths,

respectively, while the relative precision of the two measurement approaches is found to be

equivalent. All the other signal strength measured are found to have a sub-percent dependence

on mH , as shown in the Figure.

7.2.2 Simplified template cross section

The likelihood function of eq. (6.7) is designed to extract the 19 cross sections of the merged

STXS Stage 1.2 bins. As discussed in Sec. 6.5, these measurements are performed in the same

way as the signal strength modifiers, with a slightly different treatment of some systematic

uncertainties. More precisely, the set of THU NPs does not enter the measurement of the

STXS cross sections. As discussed in Sec. 5.2, the goal of the STXS framework is to maximize

the experimental sensitivity in each bin, while minimizing the dependence on the theory

predictions. That is why THU NPs are associated with the SM prediction of the cross sections

in each bin measured and can enter the analysis in a subsequent stage of interpretation of

the results. For this reason it is important to quote the cross sections measured in the

different STXS bins and also their correlations, to allow a posteriori re-interpretations of the

measurements in physics scenarios different from the SM.

As discussed in Sec. 5.2, two Stages of the STXS framework are measured in the context

of the H ! 4` analysis presented here: the Stage 0 and the Stage 1.2. The former targets

the main production mechanisms of the SM H boson, while the latter allows to probe in

fine-granular manner the phase space associated to each of them. The observed values of the

product between the H boson cross section and the H ! ZZ branching fraction ((�B)obs)

and the corresponding SM expectations ((�B)SM) are presented in Fig. 7.14 and Fig. 7.15

for the STXS Stage 0 and the merged Stage 1.2, respectively. The corresponding numerical
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Table 7.4: The STXS merged Stage 1.2 measured cross sections ((�B)obs) and the corre-

sponding SM predictions ((�B)SM) are presented in the first two columns, along with their

±1 standard deviation uncertainties. The last column shows the ratio between these two

values. All the results are extracted at mH = 125.38GeV for H ! ZZ decay.

(�B)obs (fb) (�B)SM (fb) (�B)obs/(�B)SM

ggH-0j/pT[0, 10] 145+45
�40 164± 11 0.89+0.28

�0.24

ggH-0j/pT[10, 200] 611+98
�90 561± 87 1.09+0.17

�0.16

ggH-1j/pT[0, 60] 214+78
�87 177± 18 1.21+0.44

�0.49

ggH-1j/pT[60, 120] 59+44
�53 121± 14 0.48+0.37

�0.44

ggH-1j/pT[120, 200] 53+25
�22 20± 4 2.62+1.24

�1.08

ggH-2j/pT[0, 60] 0+27
�0 35± 6 0.00+0.76

�0.00

ggH-2j/pT[60, 120] 78+41
�37 51± 9 1.53+0.81

�0.73

ggH-2j/pT[120, 200] 27+22
�19 26± 6 1.06+0.87

�0.72

ggH-2j/mjj > 350 4+72
�4 23± 3 0.17+3.2

�0.17

ggH/pT > 200 7+8
�7 15± 6 0.47+0.56

�0.47

qqH-rest 11+161
�11 71± 5 0.15+2.27

�0.15

qqH-2j/mjj[60, 120] 12+30
�12 12.1± 1.2 1.01+2.45

�1.01

qqH-2j/mjj[350, 700] 15+23
�15 10.5± 0.7 1.41+2.21

�1.41

qqH-2j/mjj > 700 0+12
�0 15± 1 0.00+0.77

�0.00

qqH-3j/mjj > 350 43+30
�43 8.9± 0.5 4.84+3.38

�4.84

qqH-2j/pT > 200 0+3
�0 4.2± 0.2 0.00+0.72

�0.00

VH-lep/p
H
T [0, 150] 56+58

�40 22.3± 1.1 2.49+2.60
�1.79

VH-lep/p
H
T > 150 0+10

�0 3.6± 0.1 0.00+2.79
�0.00

ttH 0+15
�0 15.9± 1.4 0.00+0.91

�0.00
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7.2.3 Fiducial cross section

The measurement of cross sections in a fiducial volume designed to closely match the ex-

perimental acceptance provides a complementary approach to the STXS results presented in

the previous section. More precisely, fiducial cross sections can be measured in differential

bins of kinematic observables sensitive to the production or the decay side of the physical

process under study, thus providing additional information for its complete characterization.

The fiducial and differential measurements are designed to maximize the model independence

of the results, and the price to pay is the fact that they remain agnostic to the production

mechanisms of the H boson.

For all these reasons, in the analysis both STXS and fiducial cross sections are measured,

thus providing a complete and sound characterization of the properties of the H boson in the

H ! 4` decay channel.

The measurement of fiducial and differential cross sections is performed by means of a

one-dimensional maximum likelihood fit to the reconstructed 4` invariant mass distribution

(Nf,i
exp(m4`)) defined as of eq. (6.11).

The values of the reconstruction efficiency ("), as well as the number of reconstructed

events considered in the signal region but not coming from the fiducial volume (ff,i
nonfid) are

computed for each production mechanism using dedicated simulation samples and they are

presented in Tab. 7.5, where also the fraction of signal of signal events within the fiducial

volume (Afid) is shown.

Table 7.5: For each signal process (rows) the table shows the fraction of signal events within

the fiducial phase space (acceptance Afid), the reconstruction efficiency (") for signal events in

the fiducial phase space, as well as the ratio of the number of reconstructed events outside the

fiducial phase space to that of the reconstructed events in the fiducial phase space (fnonfid).

All the values are reported at mH = 125GeV. The last column shows the model-dependence

factor (1+fnonfid)" which regulates the signal yield for a given fiducial cross section, as shown

in Eq. (6.11). All the uncertainties listed are statistical only.

Signal process Afid " fnonfid (1 + fnonfid)"

ggH (POWHEG) 0.402 ± 0.001 0.598 ± 0.002 0.054 ± 0.001 0.631 ± 0.002

VBF 0.445 ± 0.002 0.615 ± 0.002 0.043 ± 0.001 0.641 ± 0.003

WH 0.329 ± 0.002 0.604 ± 0.003 0.078 ± 0.002 0.651 ± 0.004

ZH 0.340 ± 0.003 0.613 ± 0.005 0.082 ± 0.004 0.663 ± 0.006

ttH 0.315 ± 0.004 0.588 ± 0.007 0.181 ± 0.009 0.694 ± 0.010

The Afid and (1 + fnonfid)" columns highlight two fundamental features typical of fiducial

cross section measurements. First of all, the number of events falling within the fiducial

volume has a strong dependence on the H boson production mechanism: the values of Afid

for the ggH and VBF processes are up to 30 % larger than the corresponding ones for the

associated productions with vector bosons (VH) or top-quark pairs (ttH). This effect is

not surprising, as the fiducial volume is defined to closely match the events’ selection of the

analysis and to reduce the model dependence of the results. As a consequence, the acceptance

of the events originating from associated vector bosons or top-quark pairs is lower, reflecting

the possible presence leptons in the final states not produced by the H boson decay. The

second feature worth highlighting is the actual model independence of the measurements. As

discussed in Sec. 6.4, the value of (1 + fnonfid)" regulates the contribution of each production

mechanism to the fiducial cross section and is expected to agree on the different processes.

As observed in Tab. 7.5, this is the case for most of the production modes but ttH, where

the low statistics available leads to a larger estimate of this contribution. Nevertheless, this

process has a negligible contribution to the H ! ZZ ! 4` decay (cf. Tab. 7.1), therefore the
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larger value of (1 + fnonfid)" has only a marginal impact on the final results.

The H ! 4` integrated fiducial cross section measured in the analysis is presented in

Fig. 7.17 as a function of the three final states (4e, 4µ, and 2e2µ, left) and of the centre-

of-mass energy
p
s (right). The dashed green and blue areas in the right plot of the figure

correspond to the SM predictions at
p
s = 7, 8 TeV and

p
s = 13TeV, respectively. A different

color code has been chosen to avoid confusion between the two different set of results, obtained

using slightly different approaches and MC generators. The former was computed at a fixed

mass of mH = 125.00 GeV using the fiducial volume definition of Ref. [30], while the latter

was extrapolated at mH = 125.38 GeV within the fiducial phase space defined as of Tab. 6.9.

In addition, the acceptance is calculated using powheg at
p
s = 13TeV and HRes [144, 19]

at
p
s = 7 and 8 TeV.

4l µ2e2 µ4 4e

 (
fb

)
fi
d

σ

1

2

3

4

5
 syst)⊕ (stat -1Combined Data, 137 fb

 syst)⊕ (stat -12018 Data, 59.7 fb

 syst)⊕ (stat -12017 Data, 41.5 fb

 syst)⊕ (stat -12016 Data, 35.9 fb

Systematic uncertainty

H (NNLOPS) + XH→gg

H (POWHEG) + XH→gg

XH = VBF + VH + ttH (POWHEG)

=125.38 GeV)
H

(LHC HXSWG YR4, m

LHC Run 2 (13 TeV)CMS

 (TeV) s
6 7 8 9 10 11 12 13 14

 (
fb

)
fi
d

σ

0

1

2

3

4

5

6

 syst)⊕LHC Run 1 data (stat 

 syst)⊕LHC Run 2 data (stat 

Systematic uncertainty

 = 125.00 GeV)  
H

Standard model (minloHJ, m

 = 125.38 GeV)  
H

Standard model (NNLOPS, m

 (13 TeV) 
-1

 (8 TeV), 137 fb
-1

 (7 TeV), 19.7 fb
-1

5.1 fb

CMS

 4l) + X→ (H →pp 

Figure 7.17: Left : Inclusive fiducial cross section of the pp ! H ! 4` process and of the three

final states (4e, 4µ, 2e2µ) considered in the analysis. Right : Inclusive fiducial cross section of

the pp ! H ! 4` as a function of
p
s. The SM prediction for the region

p
s = 6–9TeV uses

the fiducial volume definition of Ref. [30] and the corresponding cross sections are computed

at mH = 125.0GeV, while for
p
s = 12–14TeV the definition described in the text is used

and SM predictions and measurements are calculated at mH = 125.38GeV. The acceptance

is calculated using powheg at
p
s = 13TeV and HRes [144, 19] at

p
s = 7 and 8 TeV, and

the total gluon fusion cross section and uncertainty are taken from Ref. [145].

The observed fiducial cross section for the pp ! H ! 4` process is:

�
obs
fid = 2.84+0.23

�0.22 (stat)+0.26
�0.21 (syst) fb

in agreement with the SM expectation of:

�
exp
fid = 2.84± 0.15 fb

The integrated fiducial cross sections for each data taking period and for the full Run-II are

presented in Tab. 7.6, along with the breakdown of the uncertainties into their statistical and

systematic components. Similar to what observed for the inclusive and ggH signal strength

modifiers, also these results point towards the fact that the analysis is entering the precision

physics era, where the measurements start to be dominated by the systematic uncertainties,

especially in their theoretical component.

One of the complementary aspects of fiducial measurements with respect to the STXS ap-

proach is the possibility to measure cross sections in differential bins of particular kinematic
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Table 7.6: Inclusive fiducial cross section measured for the pp ! H ! 4` process at mH =

125.38GeV and corresponding ±1 standard deviation uncertainties. The results are shown

separately for the three final states (first three columns) and data taking periods (first three

rows) considered in the analysis. The last row shows the inclusive fiducial cross section

measured for the Run-II of the LHC. The last column shows the inclusive 4` measurement,

for which the statistical and systematic uncertainties are given separately.

2e2µ (fb) 4µ (fb) 4e (fb) Inclusive (fb)

2016 1.22+0.38
�0.30 0.89+0.22

�0.19 1.07+0.44
�0.33 3.19+0.68

�0.56 = 3.19+0.48
�0.45 (stat)+0.48

�0.33 (syst)

2017 1.64+0.41
�0.35 0.82+0.21

�0.18 0.56+0.29
�0.22 3.01+0.60

�0.50 = 3.01+0.44
�0.41 (stat)+0.41

�0.27 (syst)

2018 1.17+0.27
�0.24 0.66+0.15

�0.13 0.73+0.24
�0.20 2.57+0.42

�0.38 = 2.57+0.33
�0.31 (stat)+0.27

�0.23 (syst)

2016–2018 1.31+0.20
�0.19 0.78+0.10

�0.10 0.76+0.18
�0.16 2.84+0.34

�0.31 = 2.84+0.23
�0.22 (stat)+0.26

�0.21 (syst)

observables. This aspect is compelling for two reasons: all the measurements are unfolded

at generator level. Hence, significant discrepancies with respect to the SM predictions would

hint to possible BSM physics and could not be attributed to detector effects; in addition,

BSM effects are expected to be more pronounced in the tails of the distributions, and differ-

ential measurements are ideal for probing these regions as a function of different kinematic

observables.

The differential cross sections are measured in bins of kinematic observables sensitive to

both the production and the decay of the SM H boson in the 4` channel, as presented below.

The differential cross sections in bins of the H boson transverse momentum (p
H
T) and

rapidity (| yH |) are shown in Fig. 7.18 and the corresponding numerical values are presented

in Tab. 7.7 and Tab. 7.8, respectively.

 (
fb

/G
e
V

)
TH

/d
p

fi
d

 
σ

d

3−10

2−10

1−10

1
 syst)⊕Data (stat 

Systematic uncertainty

H (NNLOPS) + XH→gg

H (POWHEG) + XH→gg

XH = VBF + VH + ttH (POWHEG)

=125.38 GeV)
H

(LHC HXSWG YR4, m

 (13 TeV)-1137 fbCMS

 >
 2

0
0
 G

e
V

)
TH

(p
σ 

5
01

 (GeV)
T

Hp
0 50 100 150 200 250

R
a

ti
o

 t
o

 N
N

L
O

P
S

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6

   

| 
(f

b
)

H
/d

|y
fi
d

 
σ

d

1

2

3

4

5
 syst)⊕Data (stat 

Systematic uncertainty

H (NNLOPS) + XH→gg

H (POWHEG) + XH→gg

XH = VBF + VH + ttH (POWHEG)

=125.38 GeV)
H

(LHC HXSWG YR4, m

 (13 TeV)-1137 fbCMS

|H|y

0 0.5 1 1.5 2 2.5

R
a

ti
o

 t
o

 N
N

L
O

P
S

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

Figure 7.18: Differential fiducial cross sections as a function of p
H
T (left), and | yH | (right). The

dashed boxes represent the sum in quadrature of the acceptance and theoretical uncertainties

on the POWHEG (blue) and NNLOPS (orange) predictions. The sub-dominant component

of the signal (VBF + VH + ttH) is denoted as XH and is represented by the green dashed

histogram.

A second set of differential measurements is presented in Fig. 7.19, where the cross sections

are measured in bins of the number of associated jets (N j) and of the transverse momentum
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Table 7.7: Differential fiducial cross sections and ±1 standard deviation uncertainties mea-

sured for the p
H
T observable at a fixed value of mH = 125.38GeV. The fourth and fifth

column present the breakdown of the total uncertainty (unc.) into statistical and systematic

components, respectively.

Bin range (GeV) d�fid (fb) unc. stat. syst.

0–10 0.32 +0.11
�0.10

+0.10
�0.09

+0.04
�0.03

10–20 0.67 +0.14
�0.13

+0.13
�0.12

+0.06
�0.05

20–30 0.41 +0.12
�0.10

+0.11
�0.10

+0.04
�0.04

30–45 0.51 +0.12
�0.10

+0.11
�0.10

+0.04
�0.04

45–80 0.45 +0.10
�0.09

+0.10
�0.09

+0.04
�0.03

80–120 0.30 +0.08
�0.07

+0.07
�0.07

+0.02
�0.02

120–200 0.19 +0.06
�0.05

+0.06
�0.05

+0.01
�0.01

200–13000 0.03 +0.02
�0.02

+0.02
�0.01

+0.00
�0.00

Table 7.8: Differential fiducial cross sections and ±1 standard deviation uncertainties mea-

sured for the | yH | observable at a fixed value of mH = 125.38GeV. The fourth and fifth

column present the breakdown of the total uncertainty (unc.) into statistical and systematic

components, respectively.

Bin range d�fid (fb) unc. stat. syst.

0.0–0.15 0.41 +0.10
�0.08

+0.09
�0.08

+0.05
�0.03

0.15–0.3 0.36 +0.08
�0.07

+0.07
�0.07

+0.03
�0.02

0.3–0.6 0.62 +0.13
�0.11

+0.11
�0.10

+0.07
�0.05

0.6–0.9 0.57 +0.12
�0.10

+0.10
�0.10

+0.06
�0.04

0.9–1.2 0.36 +0.10
�0.09

+0.09
�0.08

+0.05
�0.03

1.2–2.5 0.64 +0.15
�0.13

+0.13
�0.12

+0.08
�0.05
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of the leading jet (pj
T) in the event. These variables are interesting as they allow to probe

phase space regions more sensitive to specific production mechanisms, such as the VBF and

VH processes. The observed values of the fiducial cross sections in each bin, along with a

breakdown of the uncertainties into statistical and systematic components, are presented in

Tab. 7.9 and Tab. 7.10.
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Figure 7.19: Differential fiducial cross sections as a function of the number of associated jets

(left), and pT of the leading jet (right). The dashed boxes represent the sum in quadrature of

the acceptance and theoretical uncertainties on the POWHEG (blue) and NNLOPS (orange)

predictions. The sub-dominant component of the signal (VBF+VH+ttH) is denoted as XH

and is represented by the green dashed histogram.

Table 7.9: Differential fiducial cross sections and ±1 standard deviation uncertainties mea-

sured for the N j observable at a fixed value of mH = 125.38GeV. The fourth and fifth

column present the breakdown of the total uncertainty (unc.) into statistical and systematic

components, respectively.

Bin range d�fid (fb) unc. stat. syst.

0 2.00 +0.29
�0.26

+0.21
�0.20

+0.20
�0.17

1 0.64 +0.15
�0.14

+0.14
�0.13

+0.06
�0.04

2 0.23 +0.09
�0.08

+0.09
�0.08

+0.02
�0.01

3 0.03 +0.05
�0.03

+0.05
�0.03

+0.01
�0.00

�4 0.00 +0.03
�0.00

+0.03
�0.00

+0.01
�0.00

The response matrices ("i,j) that enter the unfolding procedure and quantify possible bin

migrations between generator-level bins and reconstruction-level bins as of eq. 6.11 are shown

in Appendix B. These are found to be diagonal for all the observables considered in the

analysis, confirming the well-suited definition of the fiducial phase space region in which these

cross sections are measured. Small off-diagonal elements are present in the response matrices

of the jet-related variables as a consequence of the low statistics available and of the intrinsic

differences that may be present between generator- and reconstruction-level jets. However,

these off-diagonal effects are not sizable and do not significantly impact the results of the

analysis.
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Table 7.10: Differential fiducial cross sections and ±1 standard deviation uncertainties mea-

sured for the pj
T observable at a fixed value of mH = 125.38GeV. The fourth and fifth

column present the breakdown of the total uncertainty (unc.) into statistical and systematic

components, respectively.

Bin range (GeV) d�fid (fb) unc. stat. syst.

30–55 0.52 +0.16
�0.14

+0.15
�0.13

+0.05
�0.04

55–95 0.21 +0.10
�0.09

+0.10
�0.09

+0.03
�0.02

95–200 0.16 +0.07
�0.06

+0.06
�0.05

+0.02
�0.01

200–13000 0.04 +0.03
�0.02

+0.03
�0.02

+0.01
�0.01

The ultimate precision of the results is dominated by the systematic experimental uncer-

tainties on the luminosity measurement and on the lepton efficiencies, while the impact of

the systematic theoretical uncertainties is found to be almost negligible. On the other hand,

the systematic contribution to the final uncertainty is marginal if compared to the statistical

one. The residual model dependence of the results is studied by repeating the measurement

using response matrices ("i,j) obtained from variations of the relative fraction of each SM

production mechanism within its experimental constraint, similar to what was done for the

Run-I version of this analysis [30]. The impact of the model dependence on the measurements

is found to be of the order of few percents and in any case smaller than the experimental

systematic uncertainties. This is a typical feature of fiducial and differential measurements,

as the unfolding to generator-level observables substantially reduces any systematic effect

arising from the reconstruction procedure or the detector imperfections. For this reason, this

approach will play a fundamental role in the test of the SM predictions in the future of the

LHC analyses, profiting from the larger statistics that will be available at the end of the

Run-III data taking.

7.2.4 Fermionic and bosonic anomalous couplings

The production and decay processes of the H boson are exploited to measure the anomalous

contributions to the H boson couplings to vector bosons and fermions and to re-interpret

these results in the context of higher-dimensional operators in the Effective Field Theory

(EFT) [19]. Similarly, possible hints of CP-violation in the effective Hgg couplings are also

sought, resulting in the first direct constraint of CP-violation using CP-sensitive observables.

The Lagrangian amplitude of the H boson couplings to fermions is:

A(Hf f ) = �
mf

v
 f

�

f + ĩf�5
�

 f (7.1)

where  f and  f are the Dirac spinors associated to the fermions, mf is their mass, f and

̃f are the corresponding coupling strengths, and v is the SM VEV of the H field. Eq. (7.1)

can be used to study the anomalous couplings of the H boson to fermions, such as in ttH and

bbH production mechanisms, but also in the less sensitive tHq and gg ! ZH ones. More

precisely, the SM predicts ̃f = 0 and f = 1, and the presence of CP-even f and CP-odd ̃f
terms would lead to CP violation.

Additional anomalous contributions to the H boson couplings to vector bosons can be

assessed from the study of the scattering amplitude describing the interaction between a
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spin-zero H boson and two spin-one gauge bosons V1V2, such as ZZ, Z�, ��, WW, and gg:

A(HV1V2) =
1

v

2

6

4
aVV
1 +


VV
1 q2V1 + 

VV
2 q2V2

⇣

Λ
VV
1

⌘2 +

VV
3 (qV1 + qV2)

2

⇣

Λ
VV
Q

⌘2

3

7

5
m2

V1"
⇤

V1"
⇤

V2

+
1

v
aVV
2 f⇤(1)

µ⌫ f⇤(2),µ⌫ +
1

v
aVV
3 f⇤(1)

µ⌫ f̃⇤(2),µ⌫ , (7.2)

which parametrizes the electroweak H boson production modes (VBF, ZH, and WH), as well

as the ggH production and the H ! VV decay.

The f (i)µ⌫ = "
µ
Viq

⌫
Vi � "

⌫
Viq

µ
Vi, f̃

(i)
µ⌫ = 1

2"µ⌫⇢�f
(i),⇢�, and "Vi, qVi, and mVi terms in eq. (7.2)

represent the polarization vector, four-momentum, and pole mass of a gauge boson i = 1, 2,

and Λ1 and ΛQ are the scales of BSM physics. The CP-even agg2 and CP-odd agg3 parameters

define all the SM and BSM loop contributions to the Hgg coupling, as it is not possible to

disentangle the top- and bottom-quark contributions to the gluon fusion loop from the ones

originating from any other heavy BSM particle.

The only tree-level contributions in the SM that appear in eq. (7.2) are aZZ1 6= 0 and

aWW
1 6= 0. Assuming custodial symmetry aZZ1 = aWW

1 , and in the SM, aZZ1 = aWW
1 = 2.

The rest of the ZZ and WW couplings are considered anomalous contributions, which are

either small contributions arising in the SM due to loop effects or new BSM contributions.

Among the anomalous contributions, considerations of symmetry and gauge invariance require


ZZ
1 = 

ZZ
2 and aZ�1 = a��1 = agg1 = 

��
1 = 

��
2 = 

gg
1 = 

gg
2 = 

Z�
1 = 

VV
3 = 0. Hence, eq. (7.2)

includes a total of 13 independent parameters for the H boson couplings to EW gauge bosons

and two parameters for the couplings to gluons. The CP-odd aVV
3 term is expected to be null

in the SM and any deviation measured would result in CP violation in a given process.

The total of 13+2 independent parameters describing the HVV+Hgg couplings can be

further reduced to 4+2 assuming custodial and SU(2)⇥U(1) symmetry, along with fixing

sin2
✓w = 0.23119. The four independent HVV parameters are a1, a2, a3, and 1/(Λ1)

2. A

one-to-one relationship exists between the HVV+Hgg amplitude couplings described above

and an EFT Lagrangian parameterization with dimension-4 and dimension-6 operators using

the Higgs basis [19, 122]:

�cz =
1

2
a1 � 1 , (7.3)

cz⇤ =
m2

Zs
2
w

e2
1

(Λ1)
2 , (7.4)

czz = �2s2wc
2
w

e2
a2 , (7.5)

c̃zz = �2s2wc
2
w

e2
a3 , (7.6)

cgg = � 1

2⇡↵s
agg2 , (7.7)

c̃gg = � 1

2⇡↵s
agg3 . (7.8)

where in the SM, ignoring small loop-induced corrections, all EFT parameters related to the

HVV amplitude (cz, cz⇤, czz, and c̃zz) are expected to be zero, while the EFT parameters

related to the Hgg amplitude are expected to be cgg = 1/(12⇡2) and c̃gg = 0.

The results are extracted starting from the events selected as of Sec. 5.1. Conversely to

the signal-strength modifiers and STXS measurements presented above, a less granular events

categorization is employed to set constraints on the HVV and Hgg anomalous couplings.

More precisely, two independent categorization schemes, hereafter referred to as Scheme 1
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and Scheme 2, are employed: the former targets the Htt and Hgg anomalous couplings,

whereas the latter targets HVV anomalous couplings. The categorization relies on the same

matrix element kinematic discriminants (DVBF
1jet , DVBF

2jet , D
WH
2jet , D

ZH
2jet) sensitive to the H boson

production defined in Sec. 5.3.1. Scheme 1 comprises of the seven categories introduced in

Sec. 5.3.1, of which the relative purity is shown in Fig. 5.9. Scheme 2 uses a total of six

categories defined to enhance the sensitivity to the HVV coupling. More precisely, the VBF-

2jet category is defined asking for the same number of leptons and jets as of in Scheme 1, but

with a cut on maxDVBF,i
2jet > 0.5, where the index i refers to the fact that the discriminant is

computed for all the BSM signal hypotheses considered in the analysis. The same strategy

is employed for the definition of the VH-hadronic category. The ttH categories are not

considered in Scheme 2, but rather they are merged together with the Untagged category. A

Boosted category, not present in Scheme 1, is introduced to cope with the presence of events

where not all associated particles are fully reconstructed.

The ai real couplings of the Hff, Hgg, and HVV interactions introduced in eq. (7.2,7.1)

are used to parametrize the differential cross section of the on-shell H boson production

mechanism i and its consequent decay to the final state f as:

�(i ! H ! j) /

⇣

P

il ↵
(j)aial

⌘⇣

P

mn ↵
(f)
mnaman

⌘

ΓH
, (7.9)

where the ↵
(k)
il terms correspond to functions of the kinematic observables and are described

with simulation. In principle, the total decay width of the H boson ΓH depends on the

couplings ai and on the partial widths of the decays to unobserved or invisible final states,

even though certain assumptions are made in the extraction of the results of the analysis as

discussed in the following.

All the results are extracted in terms of signal strength modifiers and fractional contribu-

tions fai of the ai couplings to the cross section of a given process. In such a way, the total

width ΓH and the SM-like couplings squared are absorbed into the signal strength definitions.

More precisely, the effective fractional cross section for Hff couplings is:

f
Hf f
CP =

|̃f |
2

|f |
2 + |̃f |

2 sign

✓

̃f

f

◆

(7.10)

The effective fractional cross section for Hgg couplings is:

fggH
a3 =

|agg3 |
2

|agg2 |
2
+ |agg3 |

2 sign

✓

agg3
agg2

◆

(7.11)

The fractional cross sections for HVV couplings can be written as:

fVV
ai / |aVV

i |
2

P

j |a
VV
j |

2 sign

 

aVV
i

a1

!

. (7.12)

Similarly to the signal strength modifiers and STXS cross section measurements, all the

results are extracted by means of an unbinned extended maximum likelihood fit, with the

Poisson marked model slightly modified to take into account the presence of fractional cross

section for anomalous couplings:

Pk(~x) =
X

j

µjP
sig
jk

⇣

~x; ~✓jk, ~fj

⌘

+
X

i

Pbkg
ik

⇣

~x; ~✓ik

⌘

. (7.13)

The index k runs over all the reconstructed categories considered in the analysis, for all the

signal processes j and background processes i. The ~✓ terms correspond to the constrained
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nuisance parameters, implemented in the likelihood function as described in Sec. 6.5, and f

are the effective fractional cross sections defined above. The fit is performed simultaneously

across all the seven (six) categories of Scheme 1 (Scheme 2), for all the three final states

(4e, 4µ, and 2e2µ), and the three data taking periods (2016, 2017, and 2018) considered in

the analysis, resulting in a total of 63 (54) “categories” being fitted3 in Scheme 1 (Scheme 2).

The sensitivity to different BSM scenarios and anomalous couplings is enhanced by including

in the fit the kinematic observables ~x. These correspond to matrix element discriminants

introduced in the analysis to separate signal and background hypotheses (Dkin
bkg), as well as

SM and BSM contributions4. These discriminants are defined as:

Dalt (Ω) =
Psig (Ω)

Psig (Ω) + Palt (Ω)
, (7.14)

Dint (Ω) =
Pint (Ω)

2
q

Psig (Ω) Palt (Ω)
, (7.15)

where the probabilities P and the vectors ~Ω refer to the same quantities introduced in

Sec. 5.1.1. The subfix “sig” and “alt” identify a signal model and an alternative hypothesis,

respectively. The label “int” identifies the interference between the two model contributions.

A complete list of these observables is given in Tab. 7.11, while a more detailed description

of each of them can be found in Ref. [146].

Table 7.11: List of the kinematic observables (~x) used in the fitting of the categories in

Schemes 1 and 2 to extract constraints on the HVV and Hff anomalous couplings.

Category Observables ~x for fitting

Scheme 1

Untagged Dkin
bkg

VBF-1jet Dkin
bkg

VBF-2jet Dkin
bkg,D

VBF
2jet ,D

ggH
0� ,D

ggH
CP

VH-leptonic Dkin
bkg

VH-hadronic Dkin
bkg

ttH-leptonic Dkin
bkg,D

ttH
0�

ttH-hadronic Dkin
bkg,D

ttH
0�

Scheme 2

Untagged Dkin
bkg,D

dec
0h+,D

dec
0� ,Ddec

Λ1 ,D
Z�,dec
Λ1 ,Ddec

int ,D
dec
CP

Boosted Dkin
bkg, p

4`
T

VBF-1jet Dkin
bkg, p

4`
T

VBF-2jet Dkin
bkg,D

VBF+dec
0h+ ,DVBF+dec

0� ,DVBF+dec
Λ1 ,D

Z�,VBF+dec
Λ1 ,DVBF

int ,DVBF
CP

VH-leptonic Dkin
bkg, p

4`
T

VH-hadronic Dkin
bkg,D

VH+dec
0h+ ,D

VH+dec
0� ,D

VH+dec
Λ1 ,D

Z�,VH+dec
Λ1 ,D

VH
int ,D

VH
CP

The probability distributions Psig
jk and Pbkg

ik for signal and background are implemented in

the analysis as binned multidimensional templates of the observables ~x reported in Tab. 7.11.

A continuous dependence of these probability distributions on ~✓jk and ~fj is achieved from

3
The term “categories” here should not be misunderstood with the reconstructed categories described in

the text. Here it refers to the total number of channels that enter the fitting procedure.
4
I.e. matrix element discriminants sensitive to the ai terms in eq. (7.1)-(7.2)
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analytical interpolations of the signal and background templates as further detailed in Sec. 5.2

of Ref. [146]. The measurements of µj and ~fj are reinterpreted in terms of H boson anomalous

couplings exploiting eq. (7.9) to relate µj to the couplings and eqs. (7.11-7.12) to relate ~fj
to coupling ratios. In order to get significant constraints from the fit, the H boson width

in eq. (7.9) is assumed to be the SM decay width5, without the inclusion of unobserved nor

invisible decays.

A selected set of results is presented in the following, while a more extensive set of anoma-

lous couplings measurements and their corresponding EFT interpretations is presented in

Ref. [146].

The measurement of anomalous couplings of the H boson to gluons is presented in the left

plot of Fig. 7.20. Here, the µggH and fggH
a3 terms in eq. (7.13) parametrize both the direct

couplings of the H boson to SM fermions in the ggH loop and the presence of new BSM

particles appearing in the loop.
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Figure 7.20: Constraints on the anomalous couplings of the H boson to gluons in the ggH pro-

cess using the H ! 4` decay. Left : Observed (solid) and expected (dashed) likelihood scans

of the CP-sensitive parameter fggH
a3 obtained with µggH profiled in the fit. The dashed hori-

zontal lines show 68 and 95 % CL. Right : Observed confidence level intervals on the cgg and

c̃gg EFT couplings extracted from the re-interpretation of the fggH
a3 and µggH measurement.

The dashed and solid lines show the 68% and 95% CL exclusion regions in two dimensions,

respectively. The black cross corresponds to the best fit value, resulting in the (cgg, c̃gg) and

(�cgg, c̃gg) degeneracy explained in the text.

The best fit value of fggH
a3 is found to be consistent with zero, in agreement with the

SM expectation, with a profiled value of µggH = 0.86+0.13
�0.11, in statistical agreement with the

value obtained for the dedicated measurement of this signal strength modifier presented in

Sec. 7.2.1. The measurement of µggH and fggH
a3 can be reinterpreted as limits on the CP -even

and CP -odd couplings defined in eq. (7.7) and eq. (7.8), as shown in the right plot of Fig. 7.20.

In such a measurement the cross section and total width depend on cgg, c̃gg,t, ̃t, and ̃b,

but since all these couplings cannot be separated with a single process certain assumptions

are needed. More precisely, only cgg and c̃gg are left floating in the fit, while all the other

couplings are fixed to their SM expectation6. A constraint on (c2gg + c̃2gg), corresponding to

a ring on a two-parameter phase space, can be extracted from the measurement of µggH and

it gets resolved with the additional measurement of fggH
a3 . The results are consistent with

5
Hence ΓH is expressed as the sum of the nine decay modes dominant in the SM (cf. Ch. 1).

6
I.e. t = b = 1 and ̃t = ̃b = 0. In addition, the contribution of the H → �� and Z� decays to the total

width is fixed to the SM.
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the SM expectation of (cgg, c̃gg) = (0.0084, 0) at 1.1�. A degeneracy between any two points

(cgg, c̃gg) and (�cgg, c̃gg) is observed, as none of the observables considered in the analysis is

sensitive to the absolute sign of these two parameters.

The constraints on the anomalous H boson couplings to top quarks in the ttH and tH

process are shown in Fig. 7.21.
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Figure 7.21: Constraints on the anomalous couplings of the H boson to top quarks in the

ttH process using the H! 4` and H! �� [147] decays. Left : Observed (solid) and expected

(dashed) likelihood scans of fHtt
CP in the ttH process in the H! 4` (red) and �� (black) decay

channels. Their combination (blue), obtained without correlation on the signal strengths of

the two processes, is also shown. The results are obtained with the value of µttH profiled in

the fits. The dashed horizontal lines show 68 and 95 % CL. Right : Observed confidence level

intervals on the t and ̃t EFT couplings extracted from the re-interpretations of the fHtt
CP and

µttH measurements in the combined fit of the H! 4` and �� channels. The signal strength

modifier µttH in the two channels is uncorrelated in the fit, as discussed in text. The dashed

and solid lines show the 68 and 95 % CL exclusion regions in two dimensions, respectively.

The left plot of the figure shows the results of the measurement of fHtt
CP with µttH profiled in

the fit. The small sensitivity of the H ! ZZ ! 4` channel to the ttH production mechanism

results in extremely loose constraints on this parameter, as shown by the red lines in the plot.

Even though only two expected signal events are available for the measurement, the very clean

signature of the 4` channel allows to resolve an observed best-fit value. It corresponds to the

pure CP-odd Yukawa coupling, but the result is statistically consistent, at 0.35�, with the pure

CP-even Yukawa coupling expected in the SM. The ttH signal strength modifier profiled in the

fit is found to be µttH = 0.17+0.70
�0.17, in statistical agreement with the corresponding parameter

measured in Sec. 7.2.1. The figure shows the additional measurement of fHtt
CP obtained from the

combination with the H! �� decay channel [147]. Only the common systematic uncertainties

are correlated between the two channels, as new particles appearing in the H! �� loops could

have a different impact on the signal strengths of the two processes. The combined result

excludes the pure pseudoscalar hypothesis at 3.2 �, with an expected exclusion of 2.7 �. The

right plot of Fig. 7.21 shows the results of the EFT coupling interpretation in the (t, ̃t) plane,

obtained under the assumption that no BSM particles contribute to the loop in the H! ��

decay. In order to perform this interpretation, it is assumed that no BSM particle contributes

to the loop in the H ! �� decay, thus resolving the ambiguity that otherwise would be

intrinsic in the interpretation of the H ! �� decay. In addition, anomalous HVV couplings

are not allowed in this interpretation, and the b and ̃b are fixed to their SM expectations

of 1 and 0, respectively. A pure yield measurement would resolve only a two-dimensional
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contour in the (t, ̃t) plane, similarly to the one obtained for (�cgg, c̃gg). However, values

away from ̃t are disfavoured by the introduction of fHtt
CP , and the inclusion of the tH process

allows to resolve the ambiguity between the t and �t values.

The measurement of the HVV anomalous couplings, under the SU(2) ⇥ U(1) custodial

symmetry, are shown in Fig. 7.22 for the fa3, fa2, and fΛ1 fractional cross sections, obtained

with the signal-strength modifiers µV, µggH , and µttH profiled in the fits. The steep trend

of the likelihood function around the minima close to fai = 0 is a result of the production

information used in the fits. More precisely, the q2i terms that multiply the anomalous cou-

plings in eq. (7.2) are larger in the VBF and VH production modes than in the H ! 4` decay.

Hence, the VBF and VH cross sections increase quickly with fai, giving rise to the narrow

minima observed. On the other hand, the constraints above fai ⇠ 0.02 are dominated by the

decay information from the decay. Exploiting eqs. 7.3-7.6, the signal strength µV and the fa3,
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Figure 7.22: Observed (solid) and expected (dashed) likelihood scans of fa3 (top left), fa2
(top right), and fΛ1 (bottom). The fits is performed separately for each coupling, with the

other anomalous coupling fractions either set to zero or left unconstrained in the fit. The

signal-strength modifiers µV, µggH , and µttH are profiled in the fits. The dashed horizontal

lines show the 68 and 95% CL regions.

fa2, and fΛ1 parameters can be re-interpreted in terms of the �cz, czz, cz⇤, and c̃zz coupling

strength parameters of the Higgs basis of the standard model effective field theory (SMEFT)

formulation. Observed one- and two-dimensional constraints from a simultaneous fit of these

EFT parameters are shown in Fig. 7.23 and Fig. 7.24, respectively. The cgg and c̃gg couplings
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are left unconstrained.
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Figure 7.23: Observed (solid) and expected (dashed) constraints from a simultaneous fit of

EFT parameters �cz (top left), czz (top right), cz⇤ (bottom left), and c̃zz (bottom right) with

the cgg and c̃gg couplings left unconstrained.

The results presented in this section provide for the first time in a CMS analysis a simul-

taneous measurement of five independent HVV, two Hgg, and two Htt anomalous couplings

of the H boson, as well as their re-interpretation in the context of dimension-six operators

of an EFT Lagrangian. Similarly, the direct measurement of CP-violation effects in the Hgg

coupling is performed for the first time, by employing CP-sensitive observables. All the re-

sults are still limited by the statistical contribution to their uncertainty, but are expected to

improve further in future runs of the LHC, possibly unveiling the presence of BSM physics.

7.2.5 The H boson self-coupling

As mentioned in Ch. 1, the trilinear self-coupling (�HHH) of the Higgs boson is one of the free

parameters of the SM, and a precise measurement of its value would represent a stringent test

of the EWSB mechanism. Along with the Higgs boson couplings to the fermions of second

and third generations, �HHH is still one of the more difficult SM observables to probe.

Double Higgs boson production is the most common process employed to study the

Higgs boson self-coupling, as its cross section depends directly on �HHH at LO. However,

its production cross section is three orders of magnitude lower than the single Higgs one,
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Figure 7.24: Observed two-dimensional constraints from a simultaneous fit of EFT parameters

�cz, czz, cz⇤, and c̃zz with the cgg and c̃gg couplings left unconstrained.
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making the final precision achievable at HL-LHC on �HHH still unclear. The current best

available limits on �HHH are obtained by the ATLAS Collaboration in the analysis of the

HH ! bb̄�� decay, for an observed (expected) constraint of �1.5�SMHHH < �HHH < 6.7�SMHHH

(�2.4�SMHHH < �HHH < 7.7�SMHHH) at 95 % CL [25]. Similarly, the CMS Collaboration set

an observed (expected) constraint of �3.3�SMHHH < �HHH < 8.5�SMHHH (�2.5�SMHHH < �HHH <

8.2�SMHHH) at 95 % CL in the same decay channel [24]. More stringent limits are expected

from the double Higgs boson production analyses at the HL-LHC. In particular, projections

at 3000 fb�1, obtained from the combination ATLAS and CMS di-Higgs analyses, foresee

limits of 0.57�SMHHH < �HHH < 1.5�SMHHH at 68 % CL [148].

A relatively recent proposal of measuring �HHH via the NLO electroweak radiative correc-

tions in single-Higgs differential measurement [26, 27] is expected to give indirect constraints

on �HHH competitive to those obtained from di-Higgs channels. This complementary ap-

proach would profit from a much larger statistics and it would set the ground for a complete

understanding of the EWSB mechanism. Fig. 7.25 shows representative Feynman diagrams

contributing to NLO electroweak radiative corrections in single-Higgs processes with anoma-

lous trilinear couplings. The following presents the first model-independent measurement of

t

H

q�

b

W

q

t

H

t̄

q

H

q�

e�

e+

µ�

µ+

V

Z

V

H

H

Figure 7.25: Representative Feynman diagrams contributing to NLO electroweak radiative

corrections in single-Higgs processes with anomalous trilinear couplings, indicated by the

black dot. The top four diagrams represent anomalous trilinear couplings in production,

while the bottom diagram depicts the NLO electroweak corrections in the H ! ZZ ! 4`

decay. Figure taken from [27].

�HHH performed in a CMS analysis exploiting the HZZ single-Higgs channel.

Similarly to what presented in the previous section for the HVV and Hff anomalous cou-

plings, modifications to the Higgs boson self-coupling can be parametrized via the introduction
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of an anomalous coupling term directly in the SM Lagrangian:

�HHH = ��
SM
HHH , (7.16)

which is proven to be equivalent to an EFT parametrization with the introduction of higher

dimensional operators that affect only the Higgs self-coupling [27]. More precisely, the NLO

EW corrections to a generic observable Σ in presence of anomalous trilinear coupling become:

Σ
BSM
�HHH

= ZBSM
H ΣLO

�

1 + �C1 + �ZH

�

, (7.17)

where ΣLO represents the LO prediction including higher-order corrections,

�ZH = �1.536⇥ 10�3, and:

ZBSM
H =

1

1� (2� � 1)�ZH

(7.18)

encloses all the new-physics contributions at one loop. While the �ZH factor is universal,

eq. (7.17) has a dependence on the process and kinematics via the C1 term and it is defined as

the ratio of contribution to �HHH and the SM LO cross section. Additional sensitivity to �
can be achieved by measuring differential cross sections, which have a non-flat dependence on

this parameter. The values of C1 in differential bins of a given observable can be computed

using the reweighing tool provided in Ref. [27]. More precisely, one produces signal samples

with the MadGraph5 aMC@NLO generator at LO in the SM, which get reweighed to include

NLO electroweak loops responsible of O(�HHH) effects. The ratio between the two cross

sections in bins of a given kinematic distribution at generator-level correspond to the C1,i

values that enter eq. (7.17).

As discussed in Ref. [27], the transverse momentum of the Higgs boson (pT(H)) is the most

sensitive observable to probe anomalous contributions to the trilinear coupling and therefore

it is used to infer exclusion limits on �. The values of C1,i in the different pT(H) bins

considered for the analysis are shown in Fig. 7.26 for the ttH production mechanism and

similar values are obtained for all the other production modes of the H boson. A coarser

Differential Inclusive

SM LO �(�3)

Private Work 137 fb-1 (13 TeV)

Figure 7.26: Normalized pT(H) spectra for O(�HHH) (red) and SM LO (blue) contributions

in ttH. The bottom panel shows the inclusive C1 value (blue line), obtained as the ratio of

the two cross sections, as well as the C1,i values (green line) in the different bins considered

for the analysis.

binning with respect to the one used to measure the pT(H) differential cross section presented

in Fig. 7.18 is used to facilitate the interpretation of the results and to cope with the limited
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statistics available for the computation of the C1,i values. More precisely, five bins with the

following boundaries are chosen:

pT(H) 2 [0, 45) GeV, [45, 80) GeV, [80, 120) GeV, [120, 200) GeV, [200 GeV,+1)

The pT(H) differential cross section is measured following the same strategy outlined in

Sec. 7.2.3 and the result is presented in Fig. 7.27. Limits on � are extracted from a one-
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Figure 7.27: Differential cross sections as a function of p
H
T in the bins used for the � limits ex-

traction. The dashed boxes represent the sum in quadrature of the acceptance and theoretical

uncertainties on the POWHEG (blue) and NNLOPS (orange) predictions. The sub-dominant

component of the signal (VBF + VH + ttH) is denoted as XH and is represented by the

green dashed histogram. The purple line represents the differential cross section in bins of p
H
T

expected for � = 15.

dimensional maximum likelihood fit with the signal model of eq. (6.4) modified as follows:

Si,j
k

✓

µi,j ,
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✓ s

◆

7�! Si,j
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µi,j (�) ,
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✓ s

◆

= µprod.
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k
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✓ s
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�

�

�

λ=1

(7.19)

where
!

✓ s are the nuisance parameters of the model, and the µprod.
i,j and µdec. terms represent

the �-dependent scaling of the H boson production mechanisms and branching fractions,

respectively. The production side is parametrized as follows:

µprod.
i,j

�

�, C1,i

�

=
1 + �C1,i + �ZH

⇣

1�
⇣


2
� � 1

⌘

�ZH

⌘

�

1 + C1,i + �ZH

�

, (7.20)

where the C1,i terms are computed per each production mechanism j in each bin i as described

above. The scaling of the HZZ branching fraction7 is parametrized as function of � as:

µdec.
⇣

�, C
ΓZZ

1

⌘

= 1 +
(� � 1)

⇣

C
ΓZZ

1 � C
Γtot

1

⌘

1 + (� � 1)C
Γtot

1

(7.21)

7
The ZZ → 4` branching ratio is fixed to the SM as it is found to have a negligible dependence on λ, as

detailed in Ref. [27].
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where C
ΓZZ

1 = 0.0082 and C
Γtot

1 = 2.5 ⇥ 10�3 are taken from Ref. [27]. The distribution of

the µprod.
i,j and µdec. scaling functions are shown in Fig. 7.28 for all the production mechanisms

considered in the analysis. One can observe the relatively flat trend of µdec., which reflects the
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Figure 7.28: Scaling function µi,j(�) as a function of � for the different H boson production

mechanisms considered in the analysis: ggH (a), VBF (b), WH (c), ZH (d), ttH (e), and

tHq (f). The colored dashed lines represent the scaling functions of the production side in

the differential bins of pT(H) considered. The red dashed lines represent the scaling function

of the H ! ZZ decay, which is independent on the differential bin.

absence of kinematic dependence on the decay and that most of the constraining power comes

from the production side. A more pronounced sensitivity to � is present in the µprod.
i,j scaling

functions of the production side, shown for the different processes in the bins considered for

the analysis, except for ggH, as only the inclusive calculation of C1 is available in the current

state-of-art literature [27]. It is interesting to observe the different sensitivity to � of each

production mode: while ggH, VBF, and the production in association with a vector boson

VH have a mild dependence on the trilinear coupling, the ttH process have a very strong

dependence on �, with effects that can arrive up to 40 % to 20 % for � ⇠ 10 in the low

pT(H) bins.

In the signal model, only anomalous contributions to the H boson self-coupling are con-

sidered. This assumption can be relaxed by performing fits where also the HVV and the Hff

couplings are scaled by V and f . While this approach would result in more general limits on

�, it is not expected to change significantly the constraints obtained with the parametriza-
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tion given in eq. (7.19), as discussed in Ref. [27]. Hence, given the loose sensitivity of the

H ! ZZ ! 4` decay to �, V and f are fixed to 1.0 in the following, in order not to

introduce additional degrees of freedom that would make the fit unstable. This assumption

does not introduce substantial loss of generality8 to the results presented here and it can be

relaxed in future analyses, where the H ! ZZ will be combined with other decay channels.

The profile likelihood ratio as a function of � is shown in Fig. 7.29. The measured value is

found to be:


obs.
� = 4.1+5.3

�4.9 = 4.1+3.6
�3.4(stat) +3.9

�3.5(sys) (68% CL.) (7.22)

The expected result assuming a SM Higgs boson is obtained from an Asimov dataset with

� = 1.0 and it is found to be:


exp.
� = 1.0+13

�5.9 = 1.0+12
�5.2(stat) +5.0

�2.7(sys) (68% CL). (7.23)

The shape of the expected profile likelihood ratio is completely dominated by the ggH produc-
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Figure 7.29: Profile likelihood scan as a function of � for the observed data (black) and

expected scan for a SM Higgs boson (red) derived from an Asimov dataset with � = 1. The

statistical component of the profile likelihood is also shown, represented by the dashed lines.

tion mechanism, which is the least sensitive to �, reflecting the observations from Fig. 7.28.

Notwithstanding the little sensitivity of the H ! ZZ ! 4` channel to the ttH process, it is

enough to resolve the second minimum at � ' 9, thus allowing the extraction of an exclusion

limit on � and validating the possibility of constraining the Higgs boson self-coupling via

single-Higgs decay. The likelihood function used for the measurement of � comprises the

same systematic uncertainties considered in the rest of the analysis and described in Sec. 6.5.

The impact of the NPs on the measured value of � is shown in Fig. 7.30. The main sources

of systematic uncertainties are the ones on the lepton identification efficiencies and the lu-

minosity measurements, while the theoretical uncertainties on the predicted cross sections is

found to be smaller. Similar to the measurement of the HVV and Hff anomalous couplings

presented in the previous section, also this result is limited by the statistical precision and is

expected to improve in future runs of the LHC. However, the exclusion limits obtained on �
can be improved when the H ! ZZ decay is combined together with the other single-Higgs

decay channels, following the same analysis strategy presented above. The CMS Collaboration

measured exclusion limits on � exploiting the 137 fb�1 data collected during the Run-II and

combining the ��, WW, ZZ, bb, and ⌧⌧ decay channels, for a 95 % CL observed (expected)

8
Quoting from Ref. [27]: “We have found that in a global fit, [...], two additional degrees of freedom such as

those considered here (anomalous couplings with vector bosons and/or the top quark) [...] have a tiny impact

on the upper bound for positive λ values.”
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process in a fiducial phase space volume that closely matches the reconstruction level selection.

The inclusive fiducial cross section is found to be 2.84+0.23
�0.22 (stat)+0.26

�0.21 (syst) fb, in agreement

with the SM prediction of 2.84 ± 0.15 fb. Fiducial cross sections are measured in differential

bins of the transverse momentum and rapidity of the Higgs boson, the number of associated

jets, and the transverse momentum of the leading associated jet.

The analysis also provides the measurement of cross sections in the STXS framework to

enhance the experimental sensitivity while simultaneously reducing the theoretical dependence

of the results. The cross sections of the main production mechanisms of the H boson are

measured in the STXS Stage 0. To probe in much more detail each of these processes, cross

sections in the fine granular bins of the STXS Stage 1.2 are also measured for the first time

in a CMS analysis.

Measurements of CP-violation and anomalous couplings of the H boson to vector bosons

(HVV) and fermions (Hff) are also performed. For the first time in a CMS analysis five HVV,

two Hgg, and two Htt couplings are measured simultaneously. All the results are extracted

imposing custodial and SU(2)⇥U(1) symmetries and are also interpreted in the context of

EFT operators in the Higgs basis.

This analysis also presents the measurement of the H boson trilinear self-coupling (�HHH)

using a single-Higgs decay channel for the first time in a Run-II analysis. The result is

extracted in the form of a constraint on the anomalous coupling term (�) introduced in

the SM Lagrangian to parametrize possible BSM effects that would scale �HHH . In order

to enhance the sensitivity to �, the measurement is performed in differential bins of the

transverse momentum of the H boson.

The measured value is found to be obs.� = 4.1+5.3
�4.9 = 4.1+3.6

�3.4(stat) +3.9
�3.5(sys) (68% CL.).

All the results are found to be in agreement with the expectations for a SM H boson,

stressing the strength of the SM and the difficulty of unveiling new BSM physics.
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Conclusions

In June 2012 the ATLAS and CMS Collaborations at CERN announced the discovery of a

scalar particle compatible with the Higgs boson predicted by the Standard Model (SM) of

particle physics. The discovery was possible exploiting data from proton-proton collisions at

a centre-of-mass energy of
p
s = 7 and 8 TeV, collected during the Run-I (2009-2013) phase

of the LHC. The Higgs boson was detected as a statistically relevant fluctuation at around

125 GeV, with respect to a background-only hypothesis, from the combination of the results

obtained with several decay channels.

The Higgs boson decay into two Z vector bosons that consequently decay into four leptons

has been one of the most sensitive channels for the discovery. The four-lepton decay channel

is also known as the “golden channel” because of its many virtues that greatly contributed to

the success of the Run-I analyses: it features a large signal-to-background ratio, a completely

resolved final state, and an excellent mass resolution. After a two years long shutdown of the

machine, the LHC operations resumed in 2015 with the Run-II (2015-2018), at the unprece-

dented centre-of-mass energy of
p
s = 13 TeV, targeting the precision measurement of the

properties of the Higgs boson as well as the detection of possible signs of physics beyond the

Standard Model (BSM).

This thesis presented a study of the Higgs boson properties in the four-lepton decay chan-

nel exploiting the full Run-II statistics, for a total of 137 fb�1 analyzed. The predictions of

the SM have been tested measuring the production cross sections of the Higgs boson in the

“golden channel” and the results have been presented in the form of signal strength modi-

fiers, defined as the ratio of the observed cross section to its SM expectation. The inclusive

H ! ZZ ! 4` signal strength modifier is found to be µ = 0.94 ± 0.07 (stat)+0.09
�0.08 (syst) and

even in the signal strength modifiers of the main production mechanisms no deviation from

the SM was observed.

The H ! 4` cross section has also been measured in a fiducial phase space region, defined to

closely match the events’ selection, after the unfolding of detector and reconstruction effects

and its observed value is found to be �fid = 2.84+0.23
�0.22 (stat)+0.26

�0.21 (syst) fb, in agreement with

the SM prediction of 2.84± 0.15 fb. In order to probe in more detail the SM and to possibly

unveil hints of physics BSM, fiducial cross sections have also been measured in differential

bins of the transverse momentum and rapidity of the Higgs boson, the number of associated

jets, and the transverse momentum of the leading associated jet. All the measurements on

data have been found to be in agreement with the predictions from the theory.

While fiducial cross sections have several advantages, they come at the price of an inclusive

description of the production modes of the Higgs boson. The Simplified Template Cross Sec-

tions (STXS) framework was introduced at the beginning of Run-II with the goal of providing

a common ground for the analyses to perform production cross sections measurements, en-

hancing the experimental sensitivity, whilst at the same time reducing the dependence on the

theoretical predictions. The STXS framework defines a set of mutually exclusive bins that

have been evolving from the beginning of Run-II to cope with the increasingly large statistics

collected by the experiments. In addition to Stage 0, which corresponds to the inclusive cross

section of each production mechanism, the cross sections of Stage 1.2 have been measured

in the analysis, for a total of 19 cross sections that provide a fine granular description of

the entire production phase space. All the results have been found to be in agreement with

the SM predictions and neither hints of new physics have been detected in the STXS bins
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designed to provide enhanced sensitivity to BSM scenarios, even though most of these bins

are still limited by the small statistics available.

An even more stringent test of the SM has been performed measuring the anomalous contri-

butions of the Higgs boson couplings to vector bosons (HVV) and fermions (Hff). For the first

time in a CMS analysis a total of nine anomalous contributions to the Higgs boson couplings

have been measured simultaneously: five HVV, two anomalous couplings to gluons (Hgg),

and two Htt. Additional measurements of CP-violation have also been performed, but all the

results have been found to be consistent with the SM within their uncertainties.

One of the most compelling tests of the SM consists in the measurement of the trilinear self-

coupling of the Higgs boson, as it is directly related to the value of the scalar potential and

it is a free parameter of the theory. Hence, precision measurements of this observable would

ultimately disclose the secrets of the SM and for this reason many analyses are, and will be

even more in the near future, working on this topic.

Modifications induced by the presence of new physics can be parametrized from the intro-

duction of an anomalous coupling term (�) directly in the SM Lagrangian, defined as the

ratio of the observed Higgs boson self-coupling to its SM prediction. The value of � is often

constrained from the study of double Higgs boson production, as its cross section depends

on this parameter at LO. More recently, complementary strategies have been sought in order

to overcome the limited statistics typical of these channels. Modifications of the Higgs boson

self-coupling contribute to NLO electroweak corrections to the single Higgs boson production

cross sections, which are three orders of magnitude larger than the typical di-Higgs ones.

Hence, these processes can be used to infer constraints on � complementary to the ones

obtained from the study of the double Higgs boson channels. Exclusion limits on � have

been extracted for the first time in a single-Higgs analysis with CMS, exploiting the cross

section measurement in differential bins of the transverse momentum of the Higgs boson and

resulting in an observed value of obs.� = 4.1+3.6
�3.4(stat) +3.9

�3.5(syst) (68% CL.).

The complete characterization of the H boson properties in the “golden channel” did not

unveil any sign of BSM physics and all the results are found to be in agreement with the

SM predictions within their uncertainties. The full Run-II data set opened the doors to the

precision physics domain, with the error on many of the results commencing to be limited by

the systematic component of the uncertainties. However, in some cases, the measurements

are still limited by the statistics available. Given the remarkable predictive power of the SM

when including the H boson, possible new physics will require even more extensive studies at

higher statistics. To further stress the SM theory and probe its detailed predictions, CERN

intends to commence the operations of the High-Luminosity LHC (HL-LHC) project by the

end of 2027. The HL-LHC is expected to integrate 10 times the final LHC luminosity, thus

extending the physics reach of the experiments but also leading to a higher pile-up rate and

to unprecedented radiation levels. A massive upgrade of the LHC infrastructure and the de-

tectors is necessary to maintain the current physics performance in such a harsh environment.

The CMS Collaboration will replace the current endcap calorimeters with a High Granular-

ity Calorimeter (HGCAL), designed to provide improved discrimination power and radiation

hardness in the busy environment of the HL-LHC. The HGCAL will be the first large-scale

silicon-based imaging calorimeter ever employed in a high energy physics experiment. The

analysis of the test beam data collected in October 2018 with the first large-scale prototype

of the HGCAL presented in this thesis provides a comprehensive assessment of the physics

performance of the detector and its design, with a particular focus on the electromagnetic

compartment of the prototype. In addition to the measurement of the energy resolution and

linearity, the high granularity of the prototype is exploited to study the longitudinal and

transverse containment of electromagnetic cascades, as well as to measure the position and

angular resolution of the detector.
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The results of the data analysis and the straightforward operation of the HGCAL prototype

in the October 2018 test beam validate the detector design and suggest that it will meet the

physics requirements expected in the HL-LHC operations.

This thesis presented two topics strictly related to the immediate past and future of the

LHC. On one side, the “golden channel” was used to probe in detail the properties of the

Higgs boson, exploiting the full Run-II data collected by the CMS experiment. On the other

side, the “silicon road” towards the ultimate design of the HGCAL was explored in view of

the installation of this innovative detector for the HL-LHC operations.

The “golden channel” is a longstanding character of the Higgs physics at the LHC, and it will

continue to mark important milestones even in the years to come. If the Run-II statistics

enables detailed studies of the production cross sections of the Higgs boson, the next round of

analyses will set significant breakthroughs in understanding the EWSB mechanism and the

SM predictions. In addition to the measurements of the Higgs boson’s mass and width, future

versions of this analysis envisage the use of innovative techniques and improved strategies to

enhance the sensitivity to BSM scenarios and the precision of the results.

The path of the “silicon road” will lead the CMS experiment to the installation of the HGCAL,

thus improving the detector’s performance in the very forward region. The HGCAL, along

with all the other upgrades of the CMS detector, will ensure detailed studies of the Higgs

boson and SM processes, measurements of BSM physics, and access to rare phenomena, such

as vector boson-initiated processes.

It will be interesting to follow the “golden channel” path along the “silicon road” in the near

future, as a large plethora of possible studies exploiting this final state appears on the horizon.

What is sure is that some of the questions raised at the beginning of the Run-II are still open,

and the four-lepton decay channel and the HGCAL will be two of the pillars in the quest for

answers in the years to come.
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Appendix A

Dataset used in the analysis

The datasets used for 2016, 2017 and 2018 data taking are listed in Tables A.1, A.2, and A.3,

respectively, along with the integrated luminosity.

Table A.1: Datasets used in the 2016 analysis.

Run-range Dataset Integrated luminosity

272007-275376

/DoubleMuon/Run2016B-17Jul2018-v1/MINIAOD

5.892 fb
−1

/DoubleEG/Run2016B-17Jul2018-v1/MINIAOD
/MuonEG/Run2016B-17Jul2018-v1/MINIAOD
/SingleElectron/Run2016B-17Jul2018-v1/MINIAOD
/SingleMuon/Run2016B-17Jul2018-v1/MINIAOD

275657-276283

/DoubleMuon/Run2016C-17Jul2018-v1/MINIAOD

2.646 fb
−1

/DoubleEG/Run2016C-17Jul2018-v1/MINIAOD
/MuonEG/Run2016C-17Jul2018-v1/MINIAOD
/SingleElectron/Run2016C-17Jul2018-v1/MINIAOD
/SingleMuon/Run2016C-17Jul2018-v1/MINIAOD

276315-276811

/DoubleMuon/Run2016D-17Jul2018-v1/MINIAOD

4.353 fb
−1

/DoubleEG/Run2016D-17Jul2018-v1/MINIAOD
/MuonEG/Run2016D-17Jul2018-v1/MINIAOD
/SingleElectron/Run2016D-17Jul2018-v1/MINIAOD
/SingleMuon/Run2016D-17Jul2018-v1/MINIAOD

276831-277420

/DoubleMuon/Run2016E-17Jul2018-v1/MINIAOD

4.117 fb
−1

/DoubleEG/Run2016E-17Jul2018-v1/MINIAOD
/MuonEG/Run2016E-17Jul2018-v1/MINIAOD
/SingleElectron/Run2016E-17Jul2018-v1/MINIAOD
/SingleMuon/Run2016E-17Jul2018-v1/MINIAOD

277772-278808

/DoubleMuon/Run2016F-17Jul2018-v1/MINIAOD

3.186 fb
−1

/DoubleEG/Run2016F-17Jul2018-v1/MINIAOD
/MuonEG/Run2016F-17Jul2018-v1/MINIAOD
/SingleElectron/Run2016F-17Jul2018-v1/MINIAOD
/SingleMuon/Run2016F-17Jul2018-v1/MINIAOD

278820-280385

/DoubleMuon/Run2016G-17Jul2018-v1/MINIAOD

7.721 fb
−1

/DoubleEG/Run2016G-17Jul2018-v1/MINIAOD
/MuonEG/Run2016G-17Jul2018-v1/MINIAOD
/SingleElectron/Run2016G-17Jul2018-v1/MINIAOD
/SingleMuon/Run2016G-17Jul2018-v1/MINIAOD

280919-284044

/DoubleMuon/Run2016H-17Jul2018-v1/MINIAOD

8.857 fb
−1

/DoubleEG/Run2016H-17Jul2018-v1/MINIAOD
/MuonEG/Run2016H-17Jul2018-v1/MINIAOD
/SingleElectron/Run2016H-17Jul2018-v1/MINIAOD
/SingleMuon/Run2016H-17Jul2018-v1/MINIAOD
/DoubleMuon/Run2016H-17Jul2018-v1/MINIAOD
/DoubleEG/Run2016H-17Jul2018-v1/MINIAOD
/MuonEG/Run2016H-17Jul2018-v1/MINIAOD
/SingleElectron/Run2016H-17Jul2018-v1/MINIAOD
/SingleMuon/Run2016H-17Jul2018-v1/MINIAOD
/DoubleMuon/Run2016H-17Jul2018-v1/MINIAOD
/DoubleEG/Run2016H-17Jul2018-v1/MINIAOD
/MuonEG/Run2016H-17Jul2018-v1/MINIAOD
/SingleElectron/Run2016H-17Jul2018-v1/MINIAOD
/SingleMuon/Run2016H-17Jul2018-v1/MINIAOD
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Table A.2: Datasets used in the 2017 analysis.

Run-range Dataset Integrated luminosity

297046-299329

/DoubleMuon/Run2017B-17Nov2017-v1/MINIAOD

4.792 fb
�1

/DoubleEG/Run2017B-17Nov2017-v1/MINIAOD
/MuonEG/Run2017B-17Nov2017-v1/MINIAOD
/SingleElectron/Run2017B-17Nov2017-v1/MINIAOD
/SingleMuon/Run2017B-17Nov2017-v1/MINIAOD

299368-300676

/DoubleMuon/Run2017C-17Nov2017-v1/MINIAOD

9.755 fb
�1

/DoubleEG/Run2017C-17Nov2017-v1/MINIAOD
/MuonEG/Run2017C-17Nov2017-v1/MINIAOD
/SingleElectron/Run2017C-17Nov2017-v1/MINIAOD
/SingleMuon/Run2017C-17Nov2017-v1/MINIAOD

302030-303434

/DoubleMuon/Run2017D-17Nov2017-v1/MINIAOD

4.319 fb
�1

/DoubleEG/Run2017D-17Nov2017-v1/MINIAOD
/MuonEG/Run2017D-17Nov2017-v1/MINIAOD
/SingleElectron/Run2017D-17Nov2017-v1/MINIAOD
/SingleMuon/Run2017D-17Nov2017-v1/MINIAOD

303824-304797

/DoubleMuon/Run2017E-17Nov2017-v1/MINIAOD

9.424 fb
�1

/DoubleEG/Run2017E-17Nov2017-v1/MINIAOD
/MuonEG/Run2017E-17Nov2017-v1/MINIAOD
/SingleElectron/Run2017E-17Nov2017-v1/MINIAOD
/SingleMuon/Run2017E-17Nov2017-v1/MINIAOD

305040-306462

/DoubleMuon/Run2017F-17Nov2017-v1/MINIAOD

13.50 fb
�1

/DoubleEG/Run2017F-17Nov2017-v1/MINIAOD
/MuonEG/Run2017F-17Nov2017-v1/MINIAOD
/SingleElectron/Run2017F-17Nov2017-v1/MINIAOD
/SingleMuon/Run2017F-17Nov2017-v1/MINIAOD

278820-280385

/DoubleMuon/Run2017G-PromptReco-v1/MINIAOD

7.721 fb
�1

/DoubleEG/Run2017G-PromptReco-v1/MINIAOD
/MuonEG/Run2017G-PromptReco-v1/MINIAOD
/SingleElectron/Run2017G-PromptReco-v1/MINIAOD
/SingleMuon/Run2017G-PromptReco-v1/MINIAOD

281207-284068

/DoubleMuon/Run2017H-PromptReco-v1/MINIAOD

8.857 fb
�1

/DoubleEG/Run2017H-PromptReco-v1/MINIAOD
/MuonEG/Run2017H-PromptReco-v1/MINIAOD
/SingleElectron/Run2017H-PromptReco-v1/MINIAOD
/SingleMuon/Run2017H-PromptReco-v1/MINIAOD
/DoubleMuon/Run2017H-PromptReco-v2/MINIAOD
/DoubleEG/Run2017H-PromptReco-v2/MINIAOD
/MuonEG/Run2017H-PromptReco-v2/MINIAOD
/SingleElectron/Run2017H-PromptReco-v2/MINIAOD
/SingleMuon/Run2017H-PromptReco-v2/MINIAOD
/DoubleMuon/Run2017H-PromptReco-v3/MINIAOD
/DoubleEG/Run2017H-PromptReco-v3/MINIAOD
/MuonEG/Run2017H-PromptReco-v3/MINIAOD
/SingleElectron/Run2017H-PromptReco-v3/MINIAOD
/SingleMuon/Run2017H-PromptReco-v3/MINIAOD

Table A.3: Datasets used in the 2018 analysis.

Run-range Dataset Integrated luminosity

315252-316995

/DoubleMuon/Run2018A-17Sep2018-v2/MINIAOD

14.02 fb
�1

/MuonEG/Run2018A-17Sep2018-v1/MINIAOD
/EGamma/Run2018A-17Sep2018-v2/MINIAOD
/SingleMuon/Run2018A-17Sep2018-v2/MINIAOD

317080-319310

/DoubleMuon/Run2018B-17Sep2018-v1/MINIAOD

7.06 fb
�1

/MuonEG/Run2018B-17Sep2018-v1/MINIAOD
/EGamma/Run2018B-17Sep2018-v1/MINIAOD
/SingleMuon/Run2018B-17Sep2018-v1/MINIAOD

319337-320065

/DoubleMuon/Run2018C-17Sep2018-v1/MINIAOD

6.90 fb
�1

/MuonEG/Run2018C-17Sep2018-v1/MINIAOD
/EGamma/Run2018C-17Sep2018-v1/MINIAOD
/SingleMuon/Run2018C-17Sep2018-v1/MINIAOD

320673-325175

/DoubleMuon/Run2018D-PromptReco-v2/MINIAOD

31.75 fb
�1

/MuonEG/Run2018D-PromptReco-v2/MINIAOD
/EGamma/Run2018D-PromptReco-v2/MINIAOD
/SingleMuon/Run2018D-PromptReco-v2/MINIAOD
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Fiducial cross sections:

response matrices

The differential cross sections are measured in bins of the H boson transverse momentum

(p
H
T) and rapidity (| yH |) as well as in bins of the number of associated jets (N j) and of the

transverse momentum of the leading jet (pj
T) in the event.
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Figure B.1: Efficiency matrices for the pT (H) (top) and | yH | (middle) and N(jets) (bottom)

observables for gluon fusion production mode in the 4e (left) 4µ (middle), and 4µ (right),

2e2µ final states.

The matrices showing the correlations among the fitted fiducial cross sections measured

in the analysis are shown in Fig. B.6.
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Appendix B. Fiducial cross sections:

response matrices
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Figure B.2: Efficiency matrices for the pT (H) (top) and | yH | (middle) and N(jets) (bottom)

observables for vector boson fusion production mode in the 4e (left) 4µ (middle), and 4µ

(right), 2e2µ final states.
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Figure B.3: Efficiency matrices for the pT (H) (top) and | yH | (middle) and N(jets) (bottom)

observables for ZH production mode in the 4e (left) 4µ (middle), and 4µ (right), 2e2µ final

states.
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Appendix B. Fiducial cross sections:

response matrices
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Figure B.4: Efficiency matrices for the pT (H) (top) and | yH | (middle) and N(jets) (bottom)

observables for WH production mode in the 4e (left) 4µ (middle), and 4µ (right), 2e2µ final

states.
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Figure B.5: Efficiency matrices for the pT (H) (top) and | yH | (middle) and N(jets) (bottom)

observables for ttH production mode in the 4e (left) 4µ (middle), and 4µ (right), 2e2µ final

states.
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Appendix B. Fiducial cross sections:

response matrices
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Figure B.6: Correlation matrices for the measurement of the differential cross sections in bins

of the H boson transverse momentum (p
H
T , top left) and rapidity (abs yH , top right) as well

as in bins of the number of associated jets (N j, bottom left) and of the transverse momentum

of the leading jet (pj
T, bottom right) in the event
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