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Préambule

Connaissez-vous la nébuleuse du crabe ? Il s’agit d’un immense nuage interstellaire
créé par l’explosion d’une étoile. Cette supernova fut si violente qu’elle fut observée
par les chinois au XIeme siècle. Depuis ce jour, on peut observer à sa place un sur-
prenant nuage multicolore au milieu de l’espace. Ce nuage est en réalité constitué
d’un gaz d’atomes et d’électrons libres extrêmement chauds : plusieurs dizaines de
milliers de degrés ! C’est ce que l’on appelle un plasma. Bien sûr, je ne parle ici ni
de plasma sanguin, ni de télévision. Mais bien d’un quatrième état de la matière,
au même titre que les solides, les liquides ou les gaz. Dans ce plasma, les atomes
se heurtent en permanence et parfois, parfois seulement, se lient pour former des
molécules. Molécules devenant de plus en plus grosses, formant des poussières,
puis des grains, des cailloux, des rochers, des planètes ! Notre planète. . . Et
nous. Oui toi, toi aussi. Car tu es poussière. . . mais poussière d’étoiles. Tout ce
qui nous entoure est né de ce phénomène que l’on appelle nucléation. Et c’est ce
phénomène que j’étudie durant ma thèse. Au fond de mon laboratoire, je ne re-
garde malheureusement pas les étoiles. Caché dans l’obscurité d’une cave, j’étudie
ce phénomène de nucléation en détruisant des matériaux avec un laser. C’est vrai
que dit comme ça, j’ai un peu l’impression d’être Gold Finger, vous savez lorsqu’il
essaie de découper James Bond avec un laser. Eh bien ce n’est pas si loin ! Mon
laser est si puissant qu’il va provoquer une mini-explosion et un plasma de quelques
millimètres. Une sorte de mini-supernova. Lorsque le plasma refroidit, les atomes
créent des molécules de plus en plus grosses jusqu’à former des nanoparticules. Ce
sont de tout petits cristaux de quelques nanomètres de diamètre, invisible à l’œil
nu. Mes nano-planètes à moi. Or, ces nanoparticules peuvent être très utiles !
Par exemple, nous savons en fabriquer qui sont capables d’inhiber les agents chim-
iques présents dans les armes de guerre. Si nous comprenions comment elles se
forment, nous pourrions en créer de toute sorte ! Alors, pour essayer de les voir
se former, j’éclaire le plasma avec un autre laser dont je fais varier la couleur.
Chaque molécule va absorber certaines couleurs et en émettre d’autres, c’est ce
qu’on appelle la fluorescence. La combinaison des couleurs absorbées et émises est
propre à chacune des molécules : une sorte d’empreinte digitale si l’on veut. Et
tel un détective, j’essaie de reconnaitre quelles molécules se forment au court du
temps. Alors bien sûr nous sommes loin de tout comprendre à ce phénomène de
nucléation. . . Mais comme le disait Oscar Wilde, “Il faut toujours viser la lune,
car même en cas d’échec, on atterrit dans les étoiles".

Written for Ma thèse en 180 secondes∗ in 2020

∗French version of Three Minute Thesis
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Résumé

Les plasmas générés par laser sont des systèmes complexes. L’énergie de l’impulsion
laser conduit à une transition de phase brutale. Le plasma formé est composé
de molécules, d’atomes, d’ions et d’électrons qui réagissent entre eux et avec
l’environnement. De tels plasmas sont utilisés pour mesurer la composition d’échan-
tillons (LIBS), pour produire des clusters et des nanoparticules, pour déposer des
matériaux, etc. La compréhension de la cinétique et de la thermodynamique du
plasma est essentielle afin de mieux comprendre l’évolution temporelle de la com-
position du plasma. Pour cela, mesurer les températures, la pression, la densité, la
composition chimique au cours du temps permet de caractériser l’état du plasma,
son écart à l’équilibre thermodynamique, et donc de mieux décrire l’évolution
de sa composition chimique et les mécanismes de nucléation. Ce travail étudie
plusieurs aspects de cette question, depuis un modèle général de nucléation capa-
ble de décrire la croissance des particules dans le plasma, jusqu’à la détermination
de quantités thermodynamiques telles que la pression et la température.

Un modèle de type complexe activé est développé afin de décrire la nucléation
des clusters. Il utilise l’approche micro-canonique de Weisskopf pour traiter la
cinétique de la croissance lorsque la nature transitoire des processus met en défaut
l’ensemble canonique. Ce modèle reproduit efficacement les distributions expéri-
mentales de taille de clusters d’oxyde d’aluminium. L’énergie d’activation des
réactions est abordée à l’aide de calculs DFT et de mesures expérimentales. Ces
résultats, comparés au modèle, montrent que l’équilibre thermodynamique n’est
pas atteint pendant la croissance et qu’il n’y a pas d’équipartition de l’énergie
dans les clusters. L’énergie de liaison mesurée est dix fois plus faible que l’énergie
donnée par les calculs DFT et que l’énergie de cohésion du cristal.

L’un des paramètres clés dans la description des plasmas générés par laser est
la pression. Elle est mesurée à partir de la dynamique de l’onde de choc générée
en fonction de l’énergie de l’impulsion et peut atteindre quelques dizaines de MPa
dans l’air, contre quelques GPa pour un plasma à une interface liquide/solide. A
l’air, Le modèle de Taylor décrit l’évolution de la pression à partir de 20 ns après
l’impulsion laser si l’on tient compte de l’anisotropie de l’explosion. La température
cinétique moyenne et la composition du plasma sont calculées à partir de cette
pression, de la densité électronique et des équations de la LTE. Cette température
apparait plus basse que la température mesurée à partir de l’émission atomique,
ce qui pourrait être expliqué par des gradients de température ou une défaillance
partielle de l’Equilibre Thermodynamique Local (LTE).

La température cinétique dans le plasma est étudiée plus en détail en utilisant
des mesures spatio-temporelles de l’émission d’AlO fournissant la température vi-
brationnelle et rotationnelle de l’état excité des molécules. La température vibra-
tionnelle apparaît beaucoup plus grande que la température rotationnelle, prou-
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vant que l’équilibre thermodynamique n’est pas atteint dans la population excitée
qui n’a pas assez de temps pour être thermalisée. La température rotationnelle des
molécules, plus sujette aux collisions, est probablement proche de la température
cinétique du gaz et permet de cartographier les gradients de température dans le
plasma.

La fluorescence induite par laser (LIF) est utilisée sur les molécules d’AlO afin
de mesurer la durée de vie de l’état excité et la température de l’état fondamental.
En raison des collisions, la durée de vie de l’état excité est beaucoup plus courte que
celle de référence et doit être caractérisée lors de la détermination de la composition
chimique des plasma. Les spectres de fluorescence peuvent être décomposés en
deux contributions : la fluorescence directe, qui conserve la population initiale de
l’état excité, et la fluorescence induite par collision, qui peuple de nombreux autres
niveaux quantiques. En ajustant les spectres de fluorescence, on peut mesurer la
température de rotation des molécules dans l’état fondamental. Cette température
converge vers celle de l’état excité aux temps longs et y est légèrement inférieur aux
temps courts, quand la thermalisation des états rotationnels n’est pas complète.
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Abstract

Laser generated plasma is a complex and interesting system. The deposition of the
pulse laser energy leads to a brutal phase transition and the formation of a plasma.
This plasma is composed of molecules, atoms, ions, and electrons reacting together
and with the environment. Such plasmas are used for measuring the composition of
a target (LIBS), for producing clusters and nanoparticles, for material deposition,
etc. Understanding the kinetics and the thermodynamics of the plasma is essential
in order to better understand the composition of the plasma, its temperature and
the nucleation process of clusters and nanoparticles. This work investigates several
aspects of this issue, from a general nucleation model able to describe the growth
of particles in the plasma, to the determination of thermodynamic quantities such
as the pressure and the temperature.

An activated complex-like model is developed in order to describe cluster nu-
cleation. It uses Weisskopf’s micro-canonical approach to handle the kinetics of
the growth when the transient nature of the processes disregards the canonical
ensemble. This model efficiently reproduces experimental size distributions of alu-
minium oxide clusters. The activation energy of the reactions is addressed using
DFT calculations and experimental measurements. These results, compared to
the model, show that the thermodynamic equilibrium is not reached during the
growth and that there is no equipartition of the energy in the clusters. The bound-
ing energy measured is ten times lower than the energy given by DFT calculations
and lower than the bulk cohesive energy.

One of the key parameters in the description of laser-generated plasma is the
pressure. It is measured from the dynamics of the generated shock-front as a
function of the pulse energy and can reach few tens of MPa in air, and a few GPa
in liquids . In air, Taylor’s blast model describes the evolution of the pressure from
20 ns after the laser pulse if one takes into account the anisotropy of the blast.
The average kinetic temperature and composition of the plasma is computed from
the pressure and the electron density LTE equations. This temperature appears
to be lower than the temperature measured from atomic emission which could be
explained by temperature gradient or partial failure of LTE.

The kinetic temperature in the plasma is further investigated using spatio-
temporal measurements of AlO emission providing the vibrational and rotational
temperature of the excited state of the molecules. The vibrational temperature
appears much larger than the rotational temperature, proving that the thermody-
namic equilibrium is not reached in the excited population which has not enough
time to be thermalized. The rotational temperature of the molecules, more subject
to collisions, is likely to be close to the kinetic temperature of the gas and maps
the temperature gradient in the plasma.

Laser-Induced Fluorescence (LIF) is achieved in AlO molecules in order to
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measure le life-time of the excited state and the temperature of the ground state.
Because of collision, the life-time of the excited state is much shorter than the one
tabulated and should be characterized when calculating plasma chemical composi-
tion. Fluorescence spectra can be decomposed in two contributions: direct fluores-
cence, conserving an initial population in excited state, and collisionally-induced
fluorescence, populating many other quantum levels. By fitting fluorescence spec-
tra, one can measure the rotational temperature of the ground state molecules.
The rotational temperature measured from emission of the excited state appears
to be close to the ground state temperature but slightly overestimates it for short
delay. The thermalization of the rotational states is not always complete.
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Chapter 1

General introduction

For you are dust,
and to dust you shall return.

Genesis 3.19

W
hen I was young my friends and I used to hike in the mountains near my
hometown. One evening we decided to spend the night under the stars but

as the sun disappeared, the temperature lowered down. Freezing, at the top of a
cliff and in the middle of wild nature, I was unable to sleep. That night the sky
offered me an incredible view. All night long I was able to watch the Milky Way
slowly turning in front of me. Thousands of stars lighting my sky. That night I
felt so insignificant and yet part of a wonderful universe that I craved so much to
understand - or at least try to understand.

Let me begin our journey in the stars. Most of the stars you can see, including
our sun, will end their lives in the so-called Asymptotic Giant Branch. At this
point in their life, stars are composed of various atoms such as carbon, oxygen,
or aluminum they have created by nuclear fusion. These atoms form a plasma,
that is to say, an ionized gas. Just before running out of fuel for nuclear burning,
the stars expand to the size of the Earth’s orbit and cool down. Some atoms
start to bound together forming molecules. This aggregation phenomenon, called
nucleation, creates larger and larger molecules called cosmic dust. More and more

In short: Along with the whole manuscript, “In short” boxes will provide the reader
important information summing up the section in order to ease the reading. During
my PhD, I worked mainly on the formation of molecules and nanoparticles in laser-
generated Plasma. It is a fundamental issue with broad impact and interests such
as cosmology, aerosols, cluster sources, and production of nanoparticles.

15



16 CHAPTER 1. GENERAL INTRODUCTION

matter is expelled in massive stellar winds rushing the stars to certain death. Yet
this death is also the birth of planetary nebulae. Nothing much to do with our
beloved planets if not the shape observed by the first astronomers. These nebulae
are formed by all the ejected atoms and molecules enveloping the tiny, but hot
remnants of the stars called white dwarfs. The ultraviolet radiation from the white
dwarf excites the molecules of the nebulae which start to emit colorful light similar
to the aurora borealis∗. Each color is a fingerprint of the molecules composing this
space cloud. This fluorescence phenomenon, just as the absorption spectrum of
the molecules, enables astronomers to gauge the composition of the cosmic dust
which likely plays a crucial role in the chemistry of the Milky Way. How does the
dust appear? How can we describe the growth of these molecules? How can we
observe them using fluorescence? Understanding the nucleation phenomenon in
dusty plasma is a fundamental question with surprisingly numerous applications
and not only for cosmology. The growth of organic aerosols in Titan’s ionosphere
gives Saturn’s moon its beautiful yellow color. The nucleation of aerosols in Earth’s
ionosphere has great importance in climate and cloud formation. Fine particles
of pollution caused by nucleation during combustion are one of the great health
issues of modern times. And finally, when a laser is focused on a target, it can
create a plasma in which occurs nucleation when it cools down.

For three years, I worked at the Institut Lumière Matière† in Lyon. It is a large
institute condensing many research topics combining light and matter. Among
them, David Amans developed the topic of laser ablation in liquids. By focussing
a laser beam on an immersed target, one can obtain a colloidal suspension of
nanoparticles. The atoms in the plasma aggregate just like in space and form tiny
particles of a few thousands of atoms. This technique of nanoparticle generation
has been used for a few decades. Yet the processes involved in the formation of
the particles remain partially unknown. During my PhD, I worked with David
Amans and many other collaborators in order to better understand the formation
of particles in the laser-generated plasma. In this manuscript, I chose to focus
on my work concerning plasma generated in a gas phase for better consistency.
During my PhD, I also worked on laser ablation in liquids. In particular, I worked
on the production of nanoparticles, the interaction between the liquid and the
plasma, the shock-waves generated by the ablation. It led to several papers and
one patent and can be found in the annexes.

∗Note that most of the pictures, including the illustrations here, are using false colors in
order to represent the emission of species which might not emit in the visible light.

†Light and Matter Institute



In this composite image, visible-light observations by NASA's Hubble Space Telescope are combined 

with infrared data from the ground-based Large Binocular Telescope in Arizona to assemble a dramatic 

view of the well-known Ring Nebula. The Ring Nebula is about 2,000 light-years away in the constella-

tion Lyra. The nebula measures roughly one light-year across.

The blue gas in the nebula's center is actually a football-shaped structure that pierces the red dough-

nut-shaped material. Hubble also uncovers the detailed structure of the dark, irregular knots of dense 

gas embedded along the inner rim of the ring. The faint, scallop-shaped material surrounding the ring 

was expelled by the star during the early stages of the planetary nebula formation. This outer material 

was imaged by the Large Binocular Telescope, part of the Mount Graham International Observatory in 

Arizona.

The Hubble observations were taken Sept. 19, 2011, by the Wide Field Camera 3. The Large Binocular 

Telescope data were taken June 6, 2010. In the image, the blue color represents helium; the green, 

oxygen; and the red, hydrogen.

From HubbelSite

News release ID: STScI-2013-13



The colorful, intricate shapes in these NASA Hubble Space Telescope images reveal how the glowing 

gas ejected by dying Sun-like stars evolves dramatically over time. Planetary nebulae last for only 

10,000 years, a fleeting episode in the 10-billion-year lifespan of Sun-like stars. The Hubble images 

show the evolution of planetary nebulae, revealing how they expand in size and change temperature 

over time. A young planetary nebula, such as He 2-47, at top, left, for example, is small and is domi-

nated by relatively cool, glowing nitrogen gas. In the Hubble images, the red, green, and blue colors 

represent light emitted by nitrogen, hydrogen, and oxygen, respectively.

Over thousands of years, the clouds of gas expand away and the nebulae become larger. Energetic 

ultraviolet light from the star penetrates more deeply into the gas, causing the hydrogen and oxygen 

to glow more prominently, as seen near the center of NGC 5315. In the older nebulae, such as IC 4593, 

at bottom, left, and NGC 5307, at bottom, right, hydrogen and oxygen appear more extended in these 

regions, and red knots of nitrogen are still visible.

From HubbelSite

News release ID: STScI-2007-33
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1.1 History of laser-generated plasma

1.1.1 Invention of the laser

Since 1916 and the theory of stimulated emission from Albert Einstein1, physicists
from all around the world tried to observe this phenomenon: a photon triggering
the emission of another photon with the same wavelength. In the 50s, stimulated
emission was observed for microwaves using resonating cavities2. In 1958, Townes
and Schawlow, proposed the same concept for lower wavelength, that is to say, for
visible light. However, progress was slow, and the laser race just started3.

Despite having been discarded by Schawlow himself who believed it could never
be used for stimulated emission, Theodore Maiman started his investigation with
ruby. Townes later expressed the importance to explore the implausible because
“New discoveries are unexpected, though after some time they usually seem obvi-
ous, as does laser” 4 (see figure 1.1). Rubies are no simple stones. Their red color
is more intense than ever when shined by sunlight. And there is a reason for that.
The crystal absorbs the ultraviolet light from the sun and emits red light around
694 nm. By enlightening a ruby rod with a flashlamp, he was able to excite the
crystal which started to emit red light. On both ends of the rod, silver reflectors
were used to create the resonating cavity and trap these photons in the crystal.
While passing over and over in the crystal, these photons triggered more and more
de-excitation. In 1960, Theodore Maiman finally achieved Stimulated Optical Ra-
diation in Ruby 5. This chain reaction produced an intense beam of red light: the
first laser.

In the following years, physicists tried many systems replacing ruby with all
sorts of crystals and gas. These lasers emitted light at different wavelengths but
most of them were ineffective. In 1962, Alan White and Dane Rigden created the
famous Helium-Neon gas laser at 632.8 nm6. Then in 1964, Joseph E. Geusic, H.
W. Marcos and LeGrand van Uitert demonstrated an important laser emission at
1064 nm from a Nd-YAG crystal7. This became the most dominant solid-state
laser and the one that I used throughout my PhD.

Of course, the adventure of laser continued. The invention of dye laser in the
mid-60s using organic molecules gave scientists a large array of new wavelengths to
work with and tunable lasers. The invention of diode laser using semi-conductors
conducted to the production of cheap and powerful tiny lasers. Many other inven-
tions followed with many applications that lead to a real technological revolution.3

1.1.2 Development of laser ablation

Just after Maiman’s discovery, scientists started to imagine what they could do
with such technology. Of course, one of the first ideas was shooting targets with this



20 CHAPTER 1. GENERAL INTRODUCTION

Figure 1.1: From 50 ans du laser dans la villes lumière 4: “New discoveries are

unexpected, though after some time they usually seem obvious, as does the laser. But

initially, the laser was a surprise to most people, and even seemed impossible by several

Nobel Laureates. We must explore, take some chances, and be open-minded. That will in

the long run be rewarding, and helpful to humanity. I am delighted by the usefulness of

the laser, to which many individuals have contributed after the original idea was provided.

Best wishes to everyone for many other useful and interesting discoveries!”

new ruby laser. In 1962 Brech and Cross published the first observation of laser-
generated plasma8. The energy was so dense that they obtained the evaporation
of the target and the creation of plasma just by focusing the beam on a target.

If one can evaporate atoms from a target using a laser, then the laser can
be used as a source of matter. This was first pointed out by Smith and Turner
in 19659: “It suggests the use of a laser beam to evaporate materials in vacuum
for the deposition of optical thin films.” By investigating the feasibility of this
procedure, they established the famous Pulsed Laser Deposition technique, widely
used nowadays in thin-film formation. A laser is focused on a target in a vacuum
chamber. In front of it stands a buffer substrate. The atoms evaporated from
the target are deposited on the surface and a thin film grows on it. The use of
laser gave this technique great versatility. It enables to evaporate various tricky
materials as ones with high fusion temperature or, on the contrary, fragile organic
molecules, and even proteins10,11,12. It is even possible to transfer chiral molecules
from the ablated target to the substrate in order to create original wave-guides13,14.

The use of laser ablation didn’t stop there. In 1969, Lincoln and Kenneth
proposed to combine a laser evaporation source with a time of flight mass spec-
trometer enabling them to detect the ions produced by the laser15. The laser is
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(a) (b)

Figure 1.2: Figure from the article Short history of Laser development 3. “(a)
Theodore Maiman’s first laser, removed from an aluminum cylinder used during
the operation, and (b) photo of Maiman behind a larger ruby laser, handed out at
the Hughes press conference announcing the laser. The photographer insisted on
posing Maiman with the larger laser, and initially many thought this was the first
laser.”

focused on a target in a vacuum chamber. The ions that are produced are then
accelerated by electrodes and analyzed in a mass spectrometer. This source had
the great advantage of heating only the target and measurements were achieved
with a high repetition rate. With the same idea, Friichtenicht used a laser in or-
der to produce an atomic beam16 in 1974. However, in all these applications, the
ablation takes place in a vacuum, and nucleation is not really observed nor sought.

At this time, nucleation was already an important research topic. In order
to study nucleation in laboratories, researchers used the so-called cluster beam
sources17. A gas of atoms is rapidly cooled by a quick decompression. This leads
to the condensation of the gas in clusters of few tens of atoms. In 1981, Professor
Richard E. Smalley developed the first cluster source generated by laser vaporiza-
tion. This source was very similar to the ablation set-up developed by Lincoln and
Kenneth more than ten years earlier. The difference here is that Richard Smalley
used a collisional gas in order to cool the ablated metal atoms and to promote
condensation. From this point, laser ablation became a widely used technique
to create clusters. I used such a “Smalley source” to study the alumina cluster
formation in the first part of my PhD (see chapter 2).
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Figure 1.3: (a) Valois’ portal from the Abbaye de Saint Denis before renovation.
(b) Valois’ portal after renovations. (c) Scheme of the different renovation tech-
niques used between 1983 and 1998 (from Marie Godet’s Thesis37)

Finally, in 1991, Lida et al. tried to focus a laser on a brass target immersed in
water. They were looking for a new technique of sampling for ICPAES (inductively
coupled plasma atomic emission spectrometry). By doing so, the condensation of
the plasma was so quick that much larger particles were formed. They obtained a
“suspension consisting of fine particles of around 1 µm or less”. They concluded
that this process could be used “as a technique for solid sampling” 18. They actually
found a new way to create nanoparticles. The technique didn’t gain recognition
until Mafuné et al. showed in 2000 that it was possible to create size-controlled
nanoparticles using ligands in the liquid. From this time, pulsed laser ablation in
liquids is an active topic with an increasing number of publications. It appears to
be a highly versatile technique that can be used on many materials19,20,21 and with
many liquids22,23,24,25,26,27. In contrast to chemical production, Pulsed Laser Abla-
tion in Liquids (PLAL) does not need the use of surfactants or chemical precursors
which is of great interest for bio-compatibility. Thus, the produced nanoparticles
are used in many fields such as biomedicine28,29, catalysis20,30, optics31,32, additive
manufacturing33,34 and nanoparticle-polymer composites35,36.

Today, laser ablation is used in most of the laboratories around the world. It
is used daily as cluster sources or for nanoparticles formation as we focused here.
Among the other uses I can cite micro engraving, surface patterning, impressive
laser cutting, but also surgical intervention. It is also commonly used for surface
cleaning by removing the surface atoms not only in laboratories but also in the
industries and for art conservation. For instance, after the massive fire that rav-
aged Notre Dame de Paris, part of the lead roofing literally went up in smoke.
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Figure 1.4: Time evolution of the different phenomena occurring during laser
ablation in liquids.

The toxic atoms settled down on the stones and sculptures. In order to clean it,
Bartosz Dajnowski, from the Conservation of Sculpture and Objects Studio, has
used a pulsed laser to remove the deposit. This technique is used for rust, air
pollution deposit, or even radioactive pollution. Nucleation appears to be impor-
tant even in such applications. Indeed, art restorers noticed a yellow deposit after
such interventions as one can observe on the Valois’ portal sculptures from the
Abbaye de Saint Denis (See on figure 1.3). Marie Godet from the Laboratoire
de Recherche des Monuments Historiques found out it could be due to a crust of
gypsum nanoparticles created during the ablation process37.

1.2 Laser ablation processes and plasma

formation

Following the large development of laser ablation since its first observation almost
60 years ago, lots of studies tried to determine the different processes leading to
the formation of the plasma. Today, we have a good idea of the general sequence of
events leading to the formation of the plasma38,39,40,41,19,42 as sketched on figure 1.4
in the case of ablation in liquid. In the case of ablation in air, the initial sequence
up to 1 µs is the same, but the plasma is less confined and last longer (a few tens
of µs). Yet, the processes are very complex and difficult to investigate because of
the extremely short nature of the event. Each step process is still up for debate
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in the community. Furthermore, many parameters have to be taken into account.
The interactions between the light and the matter are not the same depending
on the laser wavelength, pulse duration or energy density. It also depends on
the target nature: dielectric, conductor, semi-conductor, and all the environment
parameters: vacuum, air, water, etc.43,44,45 Here, I just want to draw an outline
of the processes in order to give an idea of the origin of the plasma without being
exhaustive.

When a laser pulse hits the target, electrons absorb the energy of the pulse
through electromagnetic coupling. Within a few picoseconds, the energy of the
electrons is transferred to the mechanical motion of the atoms (phonons), that is
to say, heat. When the laser fluency is large enough (eg. 109−1013 GW/cm2), the
heating is extremely strong and violent. It can lead to fragmentation of the target,
spallation, evaporation, boiling, or even phase explosion depending on the ablation
conditions. The thermodynamic conditions are extreme with a large pressure
and temperature expected. In the conditions of our experiments, we observe the
formation of a hot gas of atoms and ions: a plasma. For laser pulses longer than
a few hundred picoseconds, the free electrons of the native plasma are accelerated
by absorbing photons through an inverse bremsstrahlung effect. This acceleration
further warms up the native plasma that can reach several thousands of kelvin46,47.
In air, the plasma cools down within a few tens of µs because of collisions with
the environment gas and the atoms condensate to form clusters of a few tens or
hundreds of atoms. In liquid, the quenching is faster and nucleation leads to larger
nanoparticles.

When ablation occurs in liquids, the plasma is strongly confined and the sys-
tem is going through extreme pressure up to a few GPa. I was able to measure
such pressure from the propagation velocity of the shock wave it generates48 (see
annex D). The heat evaporates a large quantity of liquid (up to 100 times the
amount of ablated material49,50) which enters the plasma51 and can take place
in the particles’ nucleation. For instance, by ablating gadolinium oxide sample
in a solution of europium ions, I was able to obtain gadolinium oxide doped eu-
ropium nanoparticles in a single step process50 (see annex F). The evaporation of
the liquid also cools down the plasma extremely quickly: above 10 K/ns40. This
fast quenching during nucleation could explain the observation of nanoparticles
obtained in a meta-stable phase52,53,54. In a side work of my PhD, we observed
that it is possible to produce ruby nanoparticles in the α phase despite the fact
that at room conditions, the γ phase is more stable55,56,57. This should not be pos-
sible according to thermodynamics at equilibrium. Maiman used ruby to create
the first laser defying expectations, and we can use a laser to create unpredicted
nanorubies.
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1.3 Toward a better understanding of nucleation

Nucleation in laser-generated plasma remains difficult to fully understand. A clas-
sical description of the nucleation fails to explain the formation of clusters and
nanoparticles even in the simplest cases. Plasma is a complex state of the matter,
composed of atoms, ions, electrons and molecules having their own chemical speci-
ficity. Furthermore, in the case of laser-generated plasma, the fast heating and
cooling of the system raise the question of thermal equilibrium. Can we describe
the processes with simple parameters such as pressure and temperature? This
would imply that all the species of the system, atoms, ions, electrons, molecules
and clusters, have time to exchange energy and reach the same temperature. For
fast quenching, one has to question the temperature uniqueness and the equilib-
rium in the plasma and within the clusters.

During my PhD, my aim was to better understand nucleation in laser-generated
plasma by discussing this question and bring new elements based on experimental
measurements.

One of the reasons why we still know little about nucleation in plasma is the
difficulty of observing it. Processes are fast (ns-µs) and the extension of the plasma
is small (µm-mm). Scientists have to elaborate complicated techniques to study
nucleation. In order to study the plasma and clusters, I used mostly two of them:
a time of flight spectrometer coupled to a laser-generated cluster source just as
Lincoln and Kenneth15 did and the spectroscopy of the light emitted by the plasma
as astronomers do. In the first case we obtain precise information on the cluster
size distribution just after their formation. In the second case, we obtain pieces of
information such as temperatures, densities, and composition of the hot plasma.

Most of my experimental results are achieved on clusters made of aluminum
and oxygen atoms. This composition was selected first, because it is an oxide that
is to say an anisotropic material that is less studied than metals. Second, because
this oxide could play an important role in cosmic dust formation58,59. Third, the
spectroscopy of AlO molecules, important in cosmology, is well known. And fourth,
because aluminum oxide nanoparticles generated by laser ablation have surprising
features. The nanoruby nanoparticles we obtained by laser ablation are nothing
more than aluminum oxide nanoparticles doped with chromium and this oxide
have been studied by Amans’ team previously46,47.

In the Chapter 2 of this manuscript, I outline the different theoretical ap-
proaches and descriptions of nucleation and their limits. Then, I present the
micro-canonical model I developed in order to describe and interpret the nucleation
of clusters in the gas phase. This model, in-between simple canonical formalism
and complex molecular dynamics calculation is able to describe out-of-equilibrium
nucleation phenomena. It is then confronted to experimental measurements I per-
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formed in Japan allowing me to discuss equilibrium and equipartition of the energy
in aluminum oxide clusters.

In the Chapter 3, I study the dynamics of shock-waves generated by laser abla-
tion in order to measure the ablation pressure and I compare it to Sedov-Taylor’s
blast model. This model can be used with measurements of the plasma’s electron
density in order to determine the evolution of the composition and temperature
of the plasma. Compared to temperatures measured from atoms emission, this
measurement enables to discuss the difference between the excitation temperature
of the atoms and the kinetic temperature of the plasma.

In the Chapter 4, I discuss in more detail the question of the temperature in
the plasma and the formation of diatomic molecules. For that, I built an exper-
imental set-up able to measure the spatio-temporal evolution of the emission of
AlO and TiO molecules in the plasma. By fitting the emission of rovibrationnal
transitions, one can determine the rotational and vibrational temperature of the
excited molecules and discuss their evolution and equality.

Finally, in the Chapter 5, I develop the use of time-resolved light-induced
fluorescence on the plasma. After describing the experimental set-up I built, I
explore the spectroscopy of AlO molecules through 2D excitation/emission maps
and the information I can extract from it. In particular, I fit the fluorescence
emission in order to measure the temperature of the ground state AlO molecules
in the plasma and compare it to the temperatures of the excited state.

In short: When a laser with a large enough fluency is focused on a surface, it
generates a plasma. The light heats up the electrons of the target that couple with
the phonons within a few tens of ps leading to a phase transition. The dense and
hot plasma then expands and cools down with a few tens of µs in air. Under
liquids, the cooling is much quicker because of the liquid’s evaporation. Shock
waves can also be observed during the first few hundreds of nanoseconds followed
by a bubble during the first ms. Space and time evolution of the plasma is fast and
complex. In this work, I explore a new way to describe nucleation out of equilibrium
based on statistical physics. I developed spectroscopic techniques to measure the
time and space evolution of the plasma in order to determine its composition and
temperatures.



Chapter 2

Theoretical description of

Nucleation

Quand le passé n’éclaire plus l’avenir,
l’esprit marche dans les ténèbres.

Alexis de Tocqueville, La démocratie en Amérique

Abstract: I spent a part of my first year of my PhD developing a growth
model for clusters. It is an activated complex-like model using Weisskopf’s micro-
canonical approach to handle the kinetics of the growth when the transient nature of
the processes disregards the canonical ensemble. This model is applied to size dis-
tributions’ calculation of aluminum oxide clusters and confronted to measurements
I performed on a cluster source in Tokyo. It efficiently reproduces experimental size
distributions of clusters formed with different buffer gas densities. The activation
energy in the model is addressed using DFT calculations and experimental mea-
surements. These results, compared to the model, show that the thermodynamic
equilibrium is not reached during the growth and that there is no equipartition of
the energy in the clusters. The bounding energy measured is ten times lower than
the energy given by DFT calculations and lower than the bulk cohesive energy.

2.1 State of the Art

D
escription of homogeneous nucleation at the micro-scale has been a research
topic since the mid-30s and started with the processes of droplet formation in

a gas60,61,62. Of course, this topic is of great interest for atmospheric research and

27
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cloud formation. Scientists defined two different kinds of nucleation: the homo-
geneous nucleation and the heterogeneous nucleation. Heterogeneous nucleation
is when the molecules nucleate on a pre-existing core, for instance, a microscopic
solid particle. Homogeneous nucleation is when atoms and molecules self assembles
without any precursors. This kind of nucleation applies to dusty plasma.

Despite numerous attempts of description, homogeneous nucleation remains a
phenomenon difficult to grasp. In a recent work from 2019, Jels Boulangier writes
about AGB stars: “Current models simplify dust formation, which starts as a
microscopic phase transition. [...] Such simplifications for initial dust formation
can have large repercussion on the type, amount, and formation time of dust.” 63.

In the introduction of this chapter, I want to make an overview of the different
existing models, their strengths, their limits, and how they complete each other.
Then, I will detail the microcanonical model I developed in order to fill a gap in this
range of description. When compared to experimental results, the model succeeds
to reproduce the size distribution of aluminum oxide clusters. In particular, this
model questions the formation of the cluster in the most stable state and the
desorption energy of atoms from the clusters. I addressed this question by running
quantum calculations and by measuring these energies directly on a cluster source
in Japan.

2.1.1 Classical Nucleation Theory

On a first approach, homogeneous nucleation is nothing more than a phase tran-
sition. Gas condensates to form a liquid or a solid. Such transitions have been
very well described by thermodynamics and enthalpy for more than 200 years.
For instance, the energy needed for a given amount of liquid to vaporize is called
enthalpy of vaporization. Conversely, when a gas condensates to form a liquid, it
releases energy. Naturally, the first attempt to describe homogeneous nucleation
was using classical thermodynamics concepts.

Let us consider a droplet of liquid in a gas. When gas condensates in liq-
uid, the droplet grows. The condensation process is exothermic and the energy
of the system should decrease. However, the size of the droplet increases, and
consequently its surface has to stretch which requires energy. Classical Nucleation
Theory (CNT)64 simply considers this competition between the volume enthalpy
Gv and surface enthalpy σ. In figure 2.1, the evolution of the volume enthalpy Gv

with the radius r of the droplet is represented in red. It is negative and propor-
tional to r3 because the energy of the system decreases when the droplet grows.
The evolution of the surface enthalpy σ in blue increases proportionally to r2 like
the surface. The total variation of energy for the system is plotted in yellow and
can be expressed as:
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∆G =
4

3
πr3Gv + 4πr2σ (2.1)

This variation of energy first increases with the radius of the sphere until a
critical radius, r∗ = −2σ/Gv, above which it decreases. Until a radius r∗, a
drop is not stable and the atoms would evaporate. After r∗, the drop should
increase indefinitely as it becomes more and more stable. Yet, how does this
explain nucleation? Why can we observe particles with a finite size? Would
they grow larger if we wait long enough? This theory is a bottleneck. It fails to
explain the growth of clusters65,66 and remains controversial regarding quantitative
results67,68,69,70,71,72. One often observes stable objects with a radius lower than r∗.

Let us consider the example of nanorubies. A ruby is a crystal of aluminum
oxide in the α crystallographic phase called corundum doped by chromium atoms.
aluminum oxide also exists in other phases such as the γ phase. Because the
crystals are different, the atoms’ arrangement is different, and the energies are
different. Namely, the surface energy of the α phase is larger than the surface
energy of the γ phase while the bulk energy of the γ phase is larger than the
bulk energy of the α phase. For macroscopic size, one can neglect the surface
contribution and the stable phase appears to be the α phase that is to say a ruby.
On the contrary, for a size below 5 nm the surface effect is more important and
the stable phase should be the γ phase. However, in a side project of my PhD, we
managed to obtain nanorubies with sizes below 5 nm using laser ablation.

Here, thermodynamics quantities evaluated for macroscopic states are directly
applied to nano-objects. Can we really consider macroscopic the surface energy or
bulk energy for a cluster made of a few atoms? As we will see later, the arrangement
of the atoms in tiny objects is far from the bulk organization. The Ostwald rule
states that the first growing phase is not always the most stable in bulk73,74,75.
During the crystal growth, the geometric structure may indeed reorganize with
transient states potentially having a different structure and stoichiometry from the
bulk76,77,78,79. The energies are thus different. Even the concept of the sphere is
not relevant for such nano-objects. Molecules are not spherical and nano-crystals
often have facets each of them with a different surface enthalpy. Nano-object
should be described as a collection of interacting atoms with their own geometries
and properties. These interactions can be described using quantum mechanics.

In short: Classical Nucleation Theory explains nucleation by a phase transition
described with classical thermodynamic. This first approach is too simple and fails
to describe nucleation. Such a macroscopic description does not take into account
the atomic and molecular nature of the early stage of nucleation. Hence, other
descriptions such as quantum calculations or statistical physics are needed.
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Figure 2.1: Sketch of enthalpy variation for a droplet of radius r in the case of
CNT.

2.1.2 Quantum calculation

Quantum mechanics is the best formalism to describe the physics of atoms and
molecules. By modelling the atoms and their electrons with such a theory, one
can describe their interaction in a very precise manner. This kind of calculation
appears to be much less naive than CNT calculation because it takes into account
atomic interactions in the formation of the clusters. As we will see, I used such
a calculation during my PhD and in particular the Density Functional Theory
(DFT). It provided me the energy and the geometries of stable aluminum oxide
clusters. From this information, it is possible to estimate the desorption energies
of atoms from the clusters. The main drawbacks of the quantum description, is
the high level of calculation it requires. For a system composed of more than one
atom, there is no exact solution. In order to compute interactions between different
atoms, one needs to make approximations and numerically solve the equations. For
many atoms, the calculation time explodes. Because of it, it is almost impossible
to compute the dynamics of nucleation with such a technique. Yet, it is a precious
tool for nucleation investigation.

For instance, in order to understand better nucleation of cosmic dust in AGB
stars, Gobrecht et al. calculated the potential energy of (Al2O3)n clusters80. As
you can see on figure 2.2 (a), they found out that the energy by unit of (Al2O3) of
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Figure 2.2: (a) Reprint from80. Potential energy of (Al2O3)n clusters calculated
by DFT. (b) Reprinted from Julien Lam et al.46. Evolution of the gas-phase
composition from 6000 K to 1000 K considering P = 4 bars and nAl/nO = 0.6.
For clarity, the total pressure is normalized to one for each temperature. The
partial pressure PAlxOy for a given x and a given y corresponds to the summation
over all isomers.

the most stable clusters keeps decreasing. The bigger the cluster, the more stable
it is. The energy of the system decreases each time an Al2O3 molecule is added.
Contrary to CNT, no critical radius is observed in such a model.

Similarly, Julien Lam et al.46 calculated in 2015 the formation enthalpy of
various cluster stoichiometries (AlmOn for m and n < 10) and used it to calculate
the ratio of each stoichiometry in the plasma for a given pressure and temperature
(see figure 2.2 (b)).

The main drawback of this approach is that there is no consideration of the
reactions’ dynamics. In particular, one can wonder the reaction path from Al4O5

to Al6O9 when there is no more Al2O4 nor smaller species (see figure 2.2 (b)
at 2000 K). This technique also considers a thermodynamic equilibrium in the
molecules and clusters. It assumes enough time for the formed clusters to relax to
their most stable state, that is to say a slow cooling process. This is reasonable
in the case of a slow nucleation process like in AGB stars. In the case of laser-
generated clusters, this question remains open in particular for laser ablation in
water because of the extremely fast cooling process. In that case, one needs a
kinetic description of the nucleation process.
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2.1.3 Numerical modelling

In order to describe the kinetics of the nucleation phenomenon, one solution is to
track each of the components while computing their interactions. Nowadays, it
is possible to model with powerfull computers a box full of thousands of atoms,
interacting together81,82,83,84. For instance, Prof. Zhigilei and his team are work-
ing on computing the whole laser ablation process on metals42,85. On figure 2.3,
you can observe a time-lapse of one of their simulation. They managed to repro-
duce the phase transitions creating a gas of atoms in which nucleation occurs and
Rayleigh instabilities creating nano-droplets of liquid target. This impressive re-
sult is of great importance in the understanding of the different phenomena taking
place during laser ablation. In particular, these nano-droplets might explain the
observation of large size nanoparticles for laser ablation in liquids.

Unfortunately, this kind of simulation is time-consuming and limited to a few
tens of nanoseconds. It is impossible to compute the whole process of homogeneous
nucleation. Furthermore, they do not use a quantum level of calculation, which
is impossible with today’s computers. They use classical potentials of interaction.
Such potentials are determined for each material in order to describe its properties
in the best way possible. It is often developed for bulk material and extrapolated
for clusters. Of course, such an extrapolation raises the same question as for CNT,
and one needs to check their performances at a small size. In the case of metals,
that is to say homogeneous, isotope materials, classical potentials have been proved
to be effective86. Yet in the case of ceramics and anisotropic materials, with charges
localization and electrostatic effects, such as alumina, work is still going on87.

If one wants to have a more global description of nucleation, describing the
growth of particles at a longer timescale, such simulations are not affordable even
with today’s computers. One needs to find another approach.

In short: Quantum calculations are very accurate to describe atomic and molec-
ular interactions as it takes into account the quantum description of the sys-
tem. However, such calculations have to be solved numerically and are very time-
consuming even with strong approximations. Calculating precisely the whole nu-
cleation process, from atoms to nanoparticles, remains impossible today. One way
to overcome this is not to calculate the dynamics of the system but more simply
the most stable molecules. This assumes that the whole nucleation occurs at the
thermodynamic equilibrium. In this chapter, I challenge this assumption in the
case of nucleation in laser-generated plasma.
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Figure 2.3: (a) Reprinted from Shih et al.42. Snapshots of atomic configurations
and density distribution predicted in an atomistic simulation of laser ablation of a
bulk silver target irradiated in water by a 10 ps laser pulse at an absorbed fluency
of 600 mJ/cm2

2.1.4 Kinetic description

Back in the 60s, when scientists developed cluster sources by a supersonic expan-
sion of gas in a vacuum or laser ablation, studies on rare gas and metallic clusters
formation flourished. However, computers were still the size of a room and far
from achieving such complex calculations. Chemistry kinetics was already a ma-
ture field with strong knowledge and physicists used this knowledge and developed
nucleation theories based on statistical physics from the 50’s to the late 80’s60,61,62.
After all, nucleation can be seen as a succession of chemical reactions.

The growth of a cluster A is due to its fusion reaction with a tinier cluster,
molecule, or atom B:

A+B → C (2.2)

The kinetics of such a reaction is driven by a chemical reaction rate kA+B→C

such that the concentrations of the species (noted []) evolve as:

d[A]

dt
=
d[B]

dt
= −kA+B→C [A][B]

d[C]

dt
= kA+B→C [A][B]

(2.3)
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Figure 2.4: Energetic representation of the reaction Al4O5+O2 → Al4O7. Geome-
tries and energies are computed by ab initio calculation as developed later

If one knows all the possible reactions and all the reaction rates associated, it
is possible to solve the system of equation and give the exact evolution for each
concentration.

This reaction rate usually depends on the temperature and can be described
by the empiric Arrhenius law:

kA+B→C = Aexp

( −Ea

kBT

)

(2.4)

A is an experimentally determined pre-factor, kB is the Boltzmann constant, T is
the temperature of the system and Ea is the activation energy. This energy is the
energy needed for the reaction to occur. For instance, on figure 2.4 is represented
an Al4O5 cluster reacting with a O2 molecule to create a Al4O7 cluster. Despite
the fact that the final state has an energy lower than the initial state, the chemical
reaction has to go through an intermediate state which can have a larger energy.
The activation energy is the energy needed by the initial state to overpass this
barrier.

The main drawback of this formalism is that one needs to know the value of
the reaction rate depending on the experimental condition. Even using a simple
model for the temperature dependence such as the Arrhenius law, one needs to
know the activation energies and the pre-factor for every considered reaction.

This technique is particularly used in dusty plasma confined by electromagnetic
fields88. For a given plasma composition, people are considering all the different
reaction rates between atoms, ions, and electrons. Then, they either solve the
equations on the concentrations or adopt more complicated space-resolved simu-
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lations. They track the position of the different species, their velocity, and their
probability of reaction depending on the plasma geometries and the different fields.
The advantage of such a model is that it is very complete and can be computed
on a large scale system. Yet, in order to do that, they need to have experimental
data on many constant rates. These rates are difficult to measure with all the
ensuing uncertainties. This is a gigantic amount of work, and this kind of model
only applies to plasma with a simple composition and usually describes only the
formation of diatomic molecules.

In order to overcome the issue of not knowing these reaction rates, one can try
to calculate them through quantum chemistry. Indeed, it is possible to compute
the dynamics of reactions between molecules considering temperature89. Yet this
is extremely time-consuming and applies mostly to simple systems such as carbon
clusters. More simply, one can consider an Arrhenius-like relation for the expres-
sion of the reaction rate and try to compute the different factors using quantum
calculations. For instance, in his last work, Tatsuo Oguchi adopts a mixed ap-
proach to describe the nucleation of alumina. He constructed a detailed chemical
kinetic model of aluminum oxidation in the gas phase. He used quantum calcu-
lations in order to obtain the molecular structures of the reactions’ intermediates
and calculate highly accurate energy potentials. In parallel, he also calculates
the coefficient rate based on VTST or RRKM∗ theory90. Similarly, Alexander
Starik used in 2018 a chemical description of the combustion fuel added with alu-
minum considering the ignition of a single microparticle of aluminum and modeling
the evolution of the plasma around it considering the diffusion of heat and par-
ticles, and reactions. They determined the reaction constants by matching the
thermodynamic properties of small clusters calculated by quantum methods with
characteristics of liquid droplets at a larger size91.

Another solution is to measure these coefficients with experiments such as the
one I worked with in Tokyo. There, I was able to measure the reaction constants
of O2 molecules desorption from alumina clusters. One can only access some re-
actions and the information is far from enough in order for me to adopt this kind

∗These are kinetics theory developed further in the section 2.1.4.

In short: In order to describe larger systems, one approach is to simulate all the
atoms using not a quantum description but potentials of interaction. Yet it remains
time-consuming and restricted to materials with available potential such as metals.
Another option is to consider nucleation as a succession of chemical reactions with
given reaction rates. However, one needs to know all the possible reactions and all
the associated reaction rates, either by measuring them or calculating them.
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of description. Yet, as we will see, it is an interesting element of the discussion.

Finally, one can try to describe the reaction itself in order to determine this
reaction rate from quantities such as the cluster size and velocities. One approach
is to consider a general dependence of the reaction rate depending on thermo-
dynamic values (Gibbs free energy) and the size of the clusters. It is used for
instance in atmospheric cluster dynamics to describe the temporal evolution of
cluster densities of a given size92. In complement, Monte Carlo simulation can be
used to calculate the evolution of the system93, and even to track the particles in
time and space94. Yet, most of the time, these models remain based on classical
thermochemistry considerations.

With this work, I aim to describe the kinetics of the system with a similar
cluster size description but not considering classical thermochemistry but the mi-
crocanonical ensemble.

Activated complex theory

In 1934 the chemist Eyring proposed a description of what is a chemical reaction.
When two reactants A and B stick together, they form an unstable intermediate I∗

just like schematized on figure 2.4. If nothing happens to stabilize this intermedi-
ate, it ends up breaking apart. The reaction doesn’t occur. If on the contrary, the
intermediate loses some energy, the product C is formed. The reaction happens.
This is the activated complex theory95,96:

A+B I∗ C
sticking

desorption

cooling

Cooling phenomena can be various. Among them, collisions with the environ-
ment atoms and molecules are the predominant cooling effect in most cases97. One
can thus describe the sticking rate by a collision rate between the species depend-
ing on their concentration and velocity and the cooling rate by a collision rate
between the intermediate and the environment gas. If one manages to express the
desorption rate, that is to say, the rate with which an intermediate breaks apart,
one can express the reaction rate without using an empirical low.

RRK(M) Model

Such a question was already answered by Rice and Ramsperger and, in parallel,
Kassel in 1927. These chemists were trying to understand the decomposition of
a molecule when excited by a photon or temperature which is analogous to our
intermediate molecule. They had the idea to consider this molecule as a collection
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of n oscillators. Each oscillator corresponds to a degree of freedom of the molecule.
That is to say a vibration mode or a rotation mode. Each of these oscillators can
get excited and store some energy. The molecule starts vibrating and rotating.
If one of them stores too much energy, for instance, one atomic bond vibrates
too much, it breaks and the molecule is destroyed. However, the energy of the
molecule can also be evenly spread on the different oscillators and the molecule
will not break.

Using statistical physics and micro-canonical ensemble, one can enumerate all
the possible states of the molecule. The ratio between (i) the number of states
where the molecule breaks and (ii) the total number of states gives the probability
that the molecule has to break by unit of time. In order to have the rate of
breaking, we have to multiply this probability by the frequency for this breaking
to happen. They quite naturally chose the frequency of the oscillators. The idea
is that every time a bond extends, it can break.

Then they considered that all the oscillators are equal and that the energy
can spread the same way on each of them (equipartition of the energy). This
enabled them to find a useful expression for the reaction rate depending on the
temperature. That is the so-called canonical limit. This canonical model is named
RRK after the initials of the three chemists98,99,100, or RRKM101, for a modified
version by Marcus in 1952.

The RRK model has been extensively studied for chemistry and was naturally
adapted for clusters in the sixties102,103,104,105,106,107,108,109. It describes the produc-
tion of clusters made of simple isotropic materials with low cohesion energy such
as noble gas110, CO2

110,111 or simple metals112,113,114,115,116,117,118.

Another version of this model is inspired from nuclear physics119. In the 30’s,
nuclear physics was booming. Neutrons were discovered in 1932 by the British
physicist James Chadwick. Victor Frederick Weisskopf, an Austrian theoretical
physicist, was trying to understand how neutrons can be evaporated from the un-
stable nucleus of an atom. Just like the excited molecules of Rice, Ramsperger
and Kassel, this unstable nucleus represents our reaction intermediate. Weisskopf
adopted the same statistical approach that the chemists had a few years before,
but he wanted to take into account the density of the state of the evaporated
neutron. Instead of considering an oscillators’ frequency, he used an elegant trick.
He considered the inverse problem reversing time†. Both models are close but this
time, the frequency of the oscillators doesn’t have to be added arbitrarily. The
desorption rate appears naturally from the calculation. Weiskopf model was later

†He determined the probability per unit of time for a given neutron to be captured by the
nucleus. Then he calculated the probability of the reverse process by dividing it by the number
of states in which the neutron can be capture and multiplying it by the number of states into
which the nucleus can decay.
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adapted for molecules and clusters111,115.

However, after the 80s, these fields of research slowed down. The cluster sources
became new production tools. People started to investigate the properties of the
clusters more than their formation. New materials as oxides became the center of
interest. Unfortunately, if one tries to use these models to explain the nucleation
of anisotropic and iono-covalent clusters such as oxides, the model fails and thus
the statistical modeling of nucleation was slowly forgotten.

While I was looking for a simple way to describe nucleation, I had the chance
to talk with Prof. Mélinon who is a specialist in nucleation120, and advised me to
look at these theories. Thus, I decided to adapt these models in order to be more
versatile and describe alumina clusters. As we will see, this becomes possible by
using the micro-canonical ensemble and computer calculation. After explaining in
detail the model, we will see how it manages to describe the formation of oxide
clusters and why canonical models cannot. We will further discuss the results of
the model with measured activation energies and DFT calculations.

In short: One way to simply calculate a reaction constant is to decompose the
reaction. When sticking together, the reactants form an unstable state: the acti-
vated complex. This complex is either stabilized (by collision for instance) or breaks
apart. One can thus decompose the reaction rate in a sticking rate, cooling rate, and
breaking rate. Each of them being described independently. Sticking and cooling are
generally simply described through collisions and depend on simple quantities such
as density and velocity of the particles. The breaking rate or desorption rate can
be described by statistical physics and models such as RRK(M) and Weisskopf ’s
model. These models use canonical ensemble enabling to write down an analytical
solution depending on the temperature for instance, similarly to Arrhenius law. It
was necessary at that time in order to be able to use them without computer calcu-
lations. Yet, the canonical ensemble assumes the thermal equilibrium and a notion
of temperature in the cluster itself. It fails to describe anisotropic materials such
as alumina in which the energy might not be spread evenly. In order to overcome
this issue, these models are reconsidered in the micro-canonical ensemble which
assumes neither thermal equilibrium nor temperature inside the cluster.
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2.2 A model out of Equilibrium

2.2.1 Notions of thermodynamic equilibrium and statistical

physics

Since the 17th century, scientists explained the behaviors of a system using em-
pirical laws relating its pressure, temperature, and volume, namely an equation of
state. The concept of temperature is complex to define and measure. Variations
of temperature were first observed, by Philo of Byzantium in the IIIrd century,
by bubbles due to the expansion of heated air121. In 1597 Galileo invented the
alcohol thermometer, using the dilatation of the liquid as a measure of the tem-
perature. Both of these experiments refer to the temperature as a macroscopic
variable, linking the temperature to the volume of a fluid. Later, the concept of
temperature was related to the energy of a system thanks to the development of
thermodynamics, as its name refers to. Temperature is defined uniquely when the
system is at the thermodynamic equilibrium, that is to say when the energy of the
system is equally spread on all its components and that there are no macroscopic
flows of energies. However, when thermal equilibrium is not fulfilled, the energy
is not spread evenly in the system. The temperature is no more unique or might
simply not be defined at all.

Statistical physics

Another way to describe a system is to look at its composition at a microscopic
level, considering all the possible positions, velocities, and energetic states of the
components of the system. By using probability theory and statistics, one can
deduce from such a description useful microscopic properties. In order to do so,
one can adopt different ensembles, that is to say, different collections of micro-
states:

• The microcanonical ensemble is the statistical ensemble of the possible states
for an isolated system. There is no exchange of matter nor energy. This en-
semble makes no assumption of equilibrium, but the concept of temperature
cannot be properly defined.

• The canonical ensemble is a statistical ensemble of the possible states for a
system in thermal equilibrium with a heat bath at a fixed temperature and
with no exchange of matter. In that case, the temperature is defined.

• The grand-canonical ensemble is a statistical ensemble of the possible states
of a system in thermal equilibrium with a heat bath and a reservoir. The
system can exchange heat and particles.
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In this model, I will use statistical physics to describe nucleation. Yet, contrary
to the previous model considering the canonical ensemble, I use the micro-canonical
ensemble to describe the clusters. By doing so, I won’t have to assume equilibrium
in the clusters.

2.2.2 A micro-canonic model

In laser-generated plasma, three different populations of species can be distin-
guished: the quenching gas (buffer gas), in our case helium (He), the atoms of the
ablated material (monomers), and the clusters (n-mers) composed of n monomers.
First, I need to make an approximation for the calculation to be possible. I have
to neglect all ripening effects. That is to say, the merging of two n-mers. Indeed,
considering all the different merging possibilities between the different cluster sizes
would be far too complex. Such an approximation can appear to be crude. Yet,
this approximation is valid in many cases because the density of monomers is of-
ten much more important than the density of n-mers. The probability that two
n-mers collide is thus very low. Furthermore, even when the density of monomers
decreases because of the clusters’ absorption, the density of clusters remains low.
A cluster grows when a monomer sticks to it and that the excited complex is cooled
quickly enough to be stabilized. Here, only the cooling due to collisions between
the hot cluster and the He gas is considered. Radiative cooling is neglected because
radiative lifetime for vibrational transition is typically greater than 100 µs97, while
collision time with He gas is about 10 ns in our case (see figure 2.11). One can
then consider the following conceptual coalescence mechanism typical of activated
complex theory97:

Xn +X1 X∗
n+1 Xn+1

sticking

desorption

cooling

with X1 a monomer and Xn a cluster of n atoms. Given the three reaction con-
stants ksticking, kdesorption and kcooling and assuming a steady-state for the activated
complex, one can compute a global growth constant:

k
(n)
growth =

k
(n)
sticking × k

(n+1)
cooling

k
(n+1)
cooling + k

(n+1)
desorption

(2.5)

In order for the steady-state to be true, sticking events have to be a rare event with
respect to at least one of the cooling rate or desorption rate. This assumption was
verified in our experimental conditions. Indeed, the desorption constant defined
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below appears to be 100 times larger than the sticking constant (see figure 2.11 (b)).
From there, one can write a series of coupled equations describing the evolution of
the cluster densities with time:

d[X1]

dt
= −

∑

n>1

k
(n)
growth[Xn][X1]

d[X(n+1)]

dt
= k

(n)
growth[Xn][X1]− k

(n+1)
growth[Xn+1][X1]

(2.6)

The monomer concentration [X1] decreases because of reactions of monomers
with all the different clusters, hence the sum over all the possible sizes n. The
concentration of a cluster of size n increases when a monomer reacts with a cluster
of size n − 1 but also decreases when a monomer reacts with a cluster of size n
and forms a cluster of size n+ 1.

Sticking and cooling constants

ksticking and kcooling can be expressed considering hard spheres collisions model and
kinetic perfect gas theory. Indeed, one can consider that monomers stick to a
cluster when they collide. Likewise, cooling occurs when an He atom collides with
the cluster. In both cases, the rate can be written from a cross-section σ and the
relative velocity of the objects.

In the gas of atoms, the density of He (1.8 ± 0.2 × 1017 see table 2.5 and
section 2.5.1) is large enough for thermalization to occur within a few nanoseconds.
Thus, the canonical ensemble can be used to describe velocity in the gas and the

In short: In the model, one considers that only monomers (single atoms) can
stick to the clusters as they are usually in large excess. The sticking rate is sim-
ply the probability of collision between one monomer and a cluster of a given size
taking into account their cross-sections. The cooling rate is the probability of col-
lision between the cluster and atoms of the buffer gas times the energy transfer
considering an elastic collision. The desorption rate is calculated using Weisskopf
model. From there, the reaction rate for each cluster size (growth rate) is deduced
from activated complex theory and one can compute the dynamics of the system by
directly solving the system of equations without having to consider the canonical
ensemble.
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velocity probability of the atoms is defined by the Maxwell-Boltzmann distribution:

G(~v) =

(
m

2πkBT

)3/2

e
− m~v2

2kBT (2.7)

with kB the Boltzmann constant, m the mass of the atom, T the temperature of
the gas, and ~v the velocity of the atom. The average relative velocity is :

√

8kBT

πµX(n)
(2.8)

with µX(n) the reduced mass of a couple monomer (mass mX) and cluster (mass
n×mX). Thus, the sticking constant is:

k
(n)
sticking = π(rX +

R(n)
︷ ︸︸ ︷

n1/3rX)
2

︸ ︷︷ ︸

σX(n)

√

8kBT

πµX(n)
(2.9)

with σX(n) the hard sphere cross-section between a monomer and a n-mer, rX the
monomer radius and R(n) the radius of the clusters composed of n atoms in the
drop model. Respectively, the cooling constant is:

k
(n+1)
cooling = ρHeβ(n) π(rHe +R(n+ 1))2

︸ ︷︷ ︸

σHe(n+1)

√

8kBT

πµHe(n+ 1)
(2.10)

with β(n) = mHe/(2n×mX) the efficiency of the energy exchange and ρHe the He
gas density.

In short: In Weisskopf’s model, one considers the energy released by the sticking
reaction spread on several oscillators representing the molecule or cluster. There
are many ways to spread this energy. It can be all concentrated in one oscillator
or evenly spread on all of them. Yet, if one oscillator has too much energy (larger
than a given value D) the cluster breaks apart just as if one of the chemicals bonds
vibrates too much. In order to suit anisotropic materials, the Weisskopf ’s model is
modified. In contrary to isotropic clusters, oxides clusters cannot be considered as
a collection of identical oscillators. Some vibration modes are more relevant than
others. Thus, an effective number of oscillators s(n) is introduced.
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Desorption constant

In the model, I described kdesorption by a modified version of the Weisskopf model.
When a monomer sticks to a cluster, the energy of the molecular bond is released
in the cluster. The excited cluster is considered as an isolated system with a given
energy E corresponding to its initial energy plus the bounding energy.

Just like Weisskopf model, a cluster composed of n monomers (n > 2) is de-
scribed as a system of s(n) loosely coupled harmonic oscillators of frequency ν
on which the total energy E is spread. For a cluster composed of n monomers,
one can count 3n− 6 oscillators‡. However, without assuming equipartition of the
energy on all the oscillators, the effective number of oscillators s(n) might be less.

A monomer can evaporate from the cluster if one oscillator has an energy
larger than a desorption energy D. The desorption rate can be written as the
frequency of collision multiplied by the ratio of the numbers of available micro-
states after and before desorption integrated over all the kinetic emission energy ǫ
of the monomer119:

k
(n)
desorption(E) =

∫ E−D

0

fcollision
Ωn−1(E −D − ǫ)

Ωn(E)
Ωatom(ǫ)dǫ

k
(n)
desorption(E) = 8πµσν3(s− 1)

(E −D)s−2

Es−1

(2.11)

with Ωn(E) = (E/(hν))s−1/(s − 1)! the number of micro-states for a cluster of
n monomers with an internal energy E, Ωn−1(E − D − ǫ) the number of micro-
states for a cluster of n − 1 monomers with an internal energy E − D − ǫ, and
Ωatom(ǫ) = 8πµǫV/(h3vatom) the density of state for an ejected atom in a volume
V with an energy ǫ and a velocity vatom. µ = µX(n− 1) is the reduced mass of the
atom-cluster system and σ = σX(n− 1) is the related hard sphere cross-section.

At this point, physicists from the 60s considered the canonical ensemble and
the equipartition theorem in order to state that the number of oscillators s(n) is
the total number of oscillators, namely 3n−6. They introduced the temperature in
order to develop analytical expressions that they can use experimentally. However,
this model overestimates the number of vibrational modes99,122,123,124. Franklin
introduces a coefficient α = 0.44 to correct this effect122, but it can vary from 0.1
to 0.56, depending on the system123.

In the model, I decided not to introduce a temperature nor consider the equipar-
tition theorem, and remain with a micro-canonical description of the clusters which

‡Here rotational degrees of freedom are ignored. Their associated energy is low and the
relevant motion for dissociation are vibration.
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are not considered at the equilibrium. Because of Franklin’s coefficient success,
I suggest taking s(n) proportional to the cluster size. Yet, it also has to be
higher than 2 in order for the Weisskopf constant to be well-defined. Thus, I
take s(n) = 3(n− 3)α+2 with n > 3. The more α is close to zero, the more local-
ized is the energy. On the other hand, the closer is α to one, the more the energy
is spread on all the oscillators. This parameter is a probe of the equipartition of
energy, and thus, of the anisotropy of the cluster.

For a dimer which is simply one oscillator (s(n) = 1), Weisskopf constant is not
defined. There is no potential barrier and the desorption energy is exactly the bond
energy. Thus, one can expect the desorption constant to be simply proportional to
the vibration frequency νdimer just as it is usually done for activated complexes125.
k
(2)
desorption = νdimer. In other words, a dimer is formed only if it was cooled by

helium within a vibration of the oscillator§.

Energy of the cluster

The energy E in this model is the internal energy of the activated complex, i.e. the
hot cluster just after a monomer sticks to it. E is equal to the energy D realized
by the bounding event added with the oscillators’ energy before the sticking event
E0:

E = E0 +D (2.12)

Because the growth rate is low compared to the cooling rate (see figure 2.11),
one can consider that just before a sticking event, the cluster is at equilibrium
with the gas. In that case, one can use the temperature of the gas in order to
define the energy before the sticking event E0. In our model, the oscillators are
not equivalent thus E0 = s(n)kBT .

The desorption energy D of a monomer from a cluster is much more complex
to estimate. During my PhD, I first tried to calculate this desorption energy on
aluminum oxygen clusters using DFT. As we have seen, such calculations require
equilibrium and do not consider kinetics. Thus, I also tried to measure it using
the experimental set-up of Prof. Mafuné in Tokyo. Aluminum oxygen clusters
are produced by laser ablation and heated in order to measure some reaction rate
from heat decomposition. In the following, I first present the DFT calculations and
then the experimental measurements. These values are then compared with the
value given by the microcanonical model fitted on several clusters size distributions
depending on the buffer gas concentration.

§This is exactly the reaction we can expect for the formation of AlO molecules in the excited
state B2Σ+ as explained in the section 4.3.
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2.3 Calculation of desorption energy

Calculating the desorption energy in the case of a cluster or a large molecule is not
simple. The reaction path and reaction intermediate have to be determined first in
order to compute the difference in energy between the intermediate and the initial
cluster. Doing so with ab initio calculation is possible but time-consuming. One
can give a lower estimation of the desorption energy by calculating the difference
in energy of the initial cluster with the energy of the two resulting fragments. In
that case, the extra energy of the intermediate is not considered. This extra energy
is expected low in the case of desorption reactions with little modification of the
cluster geometry: one atom or one molecule detaching from the cluster. In that
case the geometry of the intermediate is close to the one of the initial cluster and
has a similar energy. In the following, the desorption energy is thus estimated by
this energy difference considering reactions with little modification of the cluster
geometry.

First, we used previous calculations of Julien Lam who already optimized the
most stable geometry of many neutral clusters stoichiometries46. In that case, we
can evaluate the weakest bound in the cluster, cut the cluster in two fragments and
optimize their geometry before computing the difference in energy. This technique
is time effective and enables to calculate many desorption energies. However, the
clusters are neutral in contrary to the experiment run in Japan and the fragments
do not necessarily correspond to the most stable geometry of the clusters. Details
on the calculations are given below.

In order to complete these calculations, I also optimized the geometry for
charged clusters and selected only the reactions between the most stable geome-
tries (calculations developed below). For instance, in figure 2.5, is represented the
energy of the geometries of some charged clusters. In the panel (a), one can see
that the most stable geometry of Al3O

+
3 is very similar to the most stable geometry

of Al3O
+
5 with an O2 molecule removed. In that case, the intermediate should be

similar to the Al3O
+
5 geometry and the desorption energy close to the energy of

Al3O
+
3 + O2 minus the energy of Al3O

+
5 that is to say 2.55 eV. On the contrary,

in the panel (b), one can see that the most stable geometry of the cluster Al3O
+
2

is very different from the most stable geometry of the Al3O
+
4 . In that case the

difference in energy is probably far from the desorption energy.

Calculation on neutral clusters

All the calculations presented here were performed using the Gaussian09 D01 re-
vision126. Bounds energies were calculated from optimized geometries calculated
by J. Lam et al.46 on neutral clusters of aluminum and oxygen. Briefly, they
calculated the most stable configurations for each stoichiometry using DFT opti-
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(a) (b)

Al3O3+ + O2

Al3O5+

Al3O2+ + O2

Al3O4+

Figure 2.5: Energies of various Al3O
+
5 configurations and energies of various Al3O

+
3

configurations added with the energy of one O2 molecule (a). Energies of various
Al3O

+
4 configurations and energies of various Al3O

+
2 configurations added with the

energy of one O2 molecule (b). All the energy levels correspond to the vibrational
ground state at 0 K of the most stable configurations obtained after optimization.
All values are given in electron-volts. The number in brackets refers to the dif-
ference in energy between a given configuration and the most stable configuration
with the same stoichiometry. If this number is green, it means that this energy is
lower than the thermal energy at 1000 K.
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mization. Randomly positioned sets of atoms are generated for each stoichiometry.
Each of them is rapidly optimized using the Streitz potential127. The obtained con-
figurations are then compared. If two configurations have a difference of energy less

than 0.5 kcal.mol−1 and atom position differences within 0.2
◦

A, they are considered
equal and only one is conserved. The set of random initial configurations have to
be large enough to cover all the possible initial configuration. Each of these con-
figurations is then optimized with DFT calculations using B3LYP/6-31+G* basis
set. The configuration obtained are compared again, and identical configurations
removed. The final geometries and frequencies were found through optimization at
a higher level of DFT (B3LYP/6-311+G(3df,3pd) basis set). Finally, the energy is
computed using MP2/6-311++G(3df,3pd)//B3LYP/6-311+G(3df,3pd) and only
the most stable is considered¶.

On these neutral clusters, I used AIM (Atoms In Molecules) in order to find
the weakest bond that is likely to break. The initial cluster and the fragments
are then optimized using B3LYP/6-311+G(3df,3pd) basis set.The bond energy is
calculated as the difference between the energy of the first cluster and the sum
of the energies of the two fragments. All the results are presented table 2.1. The
average energy was 4.5 eV with a standard deviation of 2.0 eV.

Calculation on charged clusters

In the experimental work carried out in Tokyo the clusters were charged and not
neutral. A charged state can significantly change the desorption energy of atoms.

In collaboration with Professor Abdul-Raman Allouche calculations on the des-
orption energy of charged clusters were carried out. The method for performing
these calculations was identical to that described above. Figure 2.5 (a) represents
the energies of various Al3O

+
5 configurations and the energies of various Al3O

+
3

configurations added with the energy of one O2 molecule. In the same way, figure
2.5 (b) represents the energies of various Al3O

+
4 configurations and the energies of

various Al3O
+
2 configurations added with the energy of one O2 molecule. All the

energy levels correspond to the vibrational ground state at 0 K of the most stable
configurations obtained after optimization. All values are given in electron-volts.

In order to consider the fragmentation of a cluster, the most stable geometry of
the initial cluster has to be the same as the most stable geometry of the fragment
except for the oxygen atom or O2 molecules removed. I was able to identify 4 re-

¶Some theoretical background and the meaning of these notation are given in the annex C.
The level of calculation is chosen according the nature of the cluster and the charges in order to
ensure good results as demonstrated is literature.
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Cluster Fragment 1 Fragment 2 bond energy (eV)

O2 O O 5.38

O3 O2 O 0.75

O4 O3 O 2.74

AlO Al O 5.21

AlO2 AlO O 4.02

AlO3 AlO O2 1.85

AlO4 AlO2 O2 2.50

Al2 Al Al 2.06

Al2O AlO Al 5.49

Al2O2 AlO2 Al 6.10

Al2O3 AlO2 AlO 4.98

Al2O4 AlO3 AlO 4.81

Al3 Al2 Al 2.65

Al3O Al2O Al 0.88

Al3O2 Al2O AlO 3.38

Al3O3 Al2O3 Al 6.86

Al3O4 Al3O3 O 5.77

Al4 Al3 Al 1.56

Al4O2 Al3O2 Al 3.09

Al4O3 Al3O3 Al 5.83

Al4O4 Al3O4 Al 6.04

Al4O5 Al2O3 Al2O2 5.36

Al4O6 Al4O5 O 7.61

Al6O6 Al5O5 AlO 5.14

Al6O9 Al6O8 O 7.88

Al8O12 Al8O11 O 8.15

Table 2.1: DFT calculated dissociation energy from the most stable geometry of
neutral clusters considering the weakest bond breaking (average of 4.4 ± 2 eV).
The most stable geometries of neutral clusters are taken from Julien Lam’s calcu-
lation46.
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Cluster Fragment 1 Fragment 2 bond energy (eV)

Al3O
+
5 Al3O

+
3 O2 2.55

Al4O
+
7 Al4O

+
5 O2 2.81

Al4O
+
7 Al4O

+
6 O 3.85

Al4O
+
6 Al4O

+
5 O 4.38

Table 2.2: DFT calculated dissociation energy on the most stable geometry of
charged clusters.

actions according to this criterion: Al3O
+
5 → Al3O

+
3 +O2, Al4O

+
7 → Al4O

+
5 +O2,

Al4O
+
7 → Al4O

+
6 + O and Al4O

+
6 → Al4O

+
5 + O. By computing the difference of

energy, one have a lower estimation of the dissociation energy for each of these
reactions: 2.55 eV, 2.8 eV, 3.85 eV and 4.3 eV respectively. The results are sum-
marized in table 2.2 and are comparable to the bond energies for the equivalent
reactions from neutral clusters.

Distribution of oscillators frequencies were also computed on 6 different charged
clusters: Al2O

+
3 , Al2O

+
4 , Al3O

+
2 , Al3O

+
3 , Al3O

+
4 and Al2O

+
5 . It will be interesting

to compare them to the vibration frequency of the clusters used in the micro-
canonical model. The most stable geometry was calculated using the same tech-
nique as above. Vibrational frequencies were calculated from the DFT optimized
geometries using single point calculation CAS-MP2(3,3)/6-311++G(3df,3pd) or
CAS-MP2(2,2)/6-311++G(3df,3pd) depending on the multiplicity. The results are
summarized in table 2.3. The vibrational frequencies ranged from 1.21 × 1012s−1

to 3.46×1013s−1. Convergence of the high level calculations on a large cluster was
difficult to achieve, and only small clusters are presented here. These frequencies
are interesting to discuss in regard to the model as they should be related to the
frequency ν. Of course, they are not unique, but one should keep in mind the
order of magnitude and the average value of 1.3± 1× 1013s−1.

In short: Quantum calculations on many clusters (neutral and charged) provide
the vibration modes of the clusters and an estimation of the desorption energy.
The bound energy is calculated as the difference in energy between a cluster in the
most stable geometry and the two fragments. This provides a lower estimation
of the activation energy as it is the limit case with no energy barrier. For these
stable clusters, the desorption energy is rather large, around 4.5 eV with a standard
deviation of 2.0 eV.
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Wavenumber Frequency Wavenumber Frequency

(cm−1) (s−1) (cm−1) (s−1)

Al2O
+
3

63.542 1.90×1012

Al3O
+
4

246.9103 7.40×1012

160.6444 4.82×1012 421.5448 1.26×1013

426.932 1.28×1013 535.8503 1.61×1013

1070.5484 3.21×1013 700.8694 2.10×1013

64.2689 1.93×1012 741.7171 2.22×1013

264.8373 7.94×1012 247.3633 7.42×1012

857.9884 2.57×1013 421.9822 1.27×1013

153.5245 4.60×1012 579.7824 1.74×1013

269.5916 8.08×1012 701.7165 2.10×1013

1043.5521 3.13×1013 846.9449 2.54×1013

Al2O
+
4

69.9953 2.10×1012 337.8109 1.01×1013

197.0233 5.91×1012 535.2298 1.60×1013

571.094 1.71×1013 692.3588 2.08×1013

683.497 2.05×1013 735.3846 2.20×1013

135.7173 4.07×1012 847.3825 2.54×1013

281.3896 8.44×1012

Al3O
+
5

86.1615 2.58×1012

649.4863 1.95×1013 146.1669 4.38×1012

957.9322 2.87×1013 285.062 8.55×1012

188.5951 5.65×1012 406.3666 1.22×1013

357.9738 1.07×1013 710.9609 2.13×1013

664.3667 1.99×1013 892.6921 2.68×1013

958.0738 2.87×1013 97.4417 2.92×1012

Al3O
+
2

40.4703 1.21×1012 178.4102 5.35×1012

40.4703 1.21×1012 363.5616 1.09×1013

108.1641 3.24×1012 507.2397 1.52×1013

108.1641 3.24×1012 729.2667 2.19×1013

238.601 7.15×1012 931.0337 2.79×1013

238.601 7.15×1012 104.8636 3.14×1012

330.9319 9.92×1012 277.9365 8.33×1012

522.0569 1.57×1013 394.6595 1.18×1013

909.4282 2.73×1013 671.631 2.01×1013

1152.6912 3.46×1013 824.6668 2.47×1013

Al3O
+
3

169.6939 5.09×1012 1003.141 3.01×1013

199.0543 5.97×1012

597.0369 1.79×1013

820.0623 2.46×1013

169.6944 5.09×1012

273.0041 8.18×1012

675.4853 2.03×1013

820.4879 2.46×1013

197.373 5.92×1012

398.6654 1.20×1013

676.5087 2.03×1013

906.6551 2.72×1013

Table 2.3: DFT calculated vibration frequencies (average 1.3± 1× 1013s−1).
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2.4 Measurement of desorption energies

2.4.1 Cluster source experimental set-up

Al Rod

Figure 2.6: Schematic diagram of the experimental setup. Reprinted from Nagata
et al. 2015128

Measuring desorption reaction rates on cluster requires a specific cutting edge
experimental set-up. I was able to travel to Japan thanks to the JSPS ‖ summer
program in order to perform experiments at the University of Tokyo in the team of
Prof. Mafuné. They have developed with Ken Miyajima an experiment coupling
a cluster source using laser ablation in a controlled environment with a heating
tube and a time of flight mass spectrometer. This experiment was originally de-
signed to study chemical reactions on clusters depending on the temperature. In
my project, this experiment was used to measure the reaction constant of decom-
position of aluminum oxide clusters produced by laser ablation. The team was
kind enough to let me explore the possibilities of their experimental setup for 3
months. In order to test the microcanonical model, cluster distributions were mea-
sured for different growth conditions by changing the density of the quenching gas.
In this experimental setup, the clusters produced are positively charged. Charges
are not explicit in the model but do not change the core of the discussion. They
can have an impact on the interaction potential, the geometry of the cluster and
the desorption energies. In the model, charges can thus modify some parameters.

‖Japan Society for Promotion of Science
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The previous calculations show that the average difference in desorption energies
is low compared to the differences observed in-between clusters and should have
little impact on the model.

As shown in figure 2.6, clusters were created by ablating a rotating aluminum
rod (Nilaco, 5.0×30 mm, > 99 %) using the focused second harmonic (532 nm) of a
Nd:YAG pulsed lasers (10 Hz repetition rate, 5-6 ns pulse duration, 7 mJ per pulse)
in the presence of oxygen (1% oxygen; Japan Fine Products Co., Ltd.,>99.9% pu-
rity) diluted in helium (Japan Fine Products Co., Ltd., >99.99995%). The pressure
of buffer gas can be tuned from 0.47 to 0.825 MPa, changing the cluster formation’s
conditions which affect the size distributions of clusters. The partial pressure of
dioxygen was held constant and the partial pressure of helium was varied. The
cluster beam passed through an extension tube of 4 mm inner diameter and 120
mm long. The temperature in the extension tube can be tuned from 298 to 1000
K using a resistive heater and monitored using a thermocouple (type K). Inside
the tube, the density of gas was estimated to be 1017 molecules cm−3 and the
flight time is about 100 µs such that the thermodynamic equilibrium is reached
very quickly. This is enough time to thermalize the clusters even considering only
conduction effects through collision with the He carrier gas. During this 100 µs,
reactions within clusters can occur before the beam expands in the vacuum cham-
ber (about 2×10−6 Torr) cooling it instantly and stopping all reactions. Positively
charged clusters were selected and accelerated before entering the time of flight
mass spectrometer. The ions travel in a 2.4 m field-free region. They were reflected
by a dual-stage reflectron and detected using a Hamamatsu double-microchannel
plate detector. Signal from the detector was amplified with a 350 MHz pream-
plifier (Stanford SR445A) and digitized using an oscilloscope (LeCroy LT344L).

In short: Direct measurements of desorption energies on aluminum oxide clusters
were achieved by heating clusters produced by laser ablation. The stoichiometry of
the remnant clusters was measured with a TOF-mass spectrometer depending on
the temperature. The hotter, the more clusters break and their size reduces. 21 O2

desorption reactions were clearly identified during this process. Fitting the ratio of
the clusters at different temperatures using Arrhenius reaction rates provides O2

dissociation energies relative to the identified reactions. The average dissociation
energy appears to be much lower than the one found through quantum calculation:
0.4±0.2 eV against 4.4±2 eV. This order of magnitude can be extended to the other
desorption reactions happening simultaneously, even if it was impossible to directly
measure them. Such a low value can be understood as the clusters are not formed
in the most stable states. Thus, one needs to be careful when considering quantum
calculation at the equilibrium to describe clusters in laser-generated plasma.
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Averaged time-of-flight mass spectrometry (TOFMS) distribution (typically 500
sweeps) have a resolution of m/∆m = 1000. In order to observe a large range
of cluster size, each measurement was composed of 2 data acquisitions with two
different sets of parameters for the TOFMS in order to observe small size clusters
and large size clusters. Both acquisitions were merged in order to observe sin-
gle charged clusters from 100 to 1000 atomic mass units. In the case of alumina
clusters around bulk stoichiometry (Al2O3)n, it corresponds to sizes from 6 to 49
atoms. The relative amount of species was deduced considering the integrated area
of the corresponding peaks from −0.5 to +0.5 atomic mass units.

Figure 2.7 (a) shows an example of the mass spectra obtained. The Log-Normal
shape is typical and corresponds to the expected distribution in size of the cluster
derived from the nucleation theory129. The inset represents a zoom from 150
to 180 mass numbers. One can see that the main peaks correspond to different
alumina cluster stoichiometries while the secondary peaks, much smaller, are not
assigned to any stoichiometry. These are the so-called ghost signals. They are due
to the contamination of other gas species like hydrogen or water that can attach
to the cluster’s surface. Some of these signals could be due to isotopes, though
this is highly unlikely. The portion of aluminum and oxygen isotopes are below
the detection limit (<0.24% for 14O). Consequently, we do not consider or analyze
these minor peaks in the consideration of aluminum oxide clusters∗∗.

A color map of the cluster composition is represented in figure 2.7 (b). It is ob-
tained by integrating the TOF spectrometer peaks for each of the possible cluster
stoichiometry depending on the number of oxygen and aluminum atoms. Such a
map gives a quick insight on the cluster composition and size distribution. In par-
ticular, the evolution of such a map depending on the temperature is useful in order
to identify the desorption reactions on the clusters (see figure 2.8) Most of them
are composed of 10 to 20 atoms and have a stoichiometry close to (Al2O3)+n ((2:3)
stoichiometry). This is expected because it corresponds to the stoichiometry of the
bulk material. Signals above and under the red lines corresponds to unexpected
stoichiometries like Al1O

+
9 . It is very unlikely that these signal actually corre-

sponds to such unstable composition but are probably some ghost signal. In the
following, only the signals corresponding to AlmO+

n for (2/3)n+4 ≥ m ≥ (2/3)n−6
are considered (data in-between the two red lines on figure 2.7 (b)). This cut is
chosen in order to remove most of the ghost signals without cutting any plausible
stoichiometry no matter the experimental conditions.

Figure 2.8 shows color maps of the clusters’ composition depending on the
temperature. One can observe that while heating, cluster size decreases follow-

∗∗It happens that some of the ghost signal have the same mass as some alumina cluster
stoichiometries. In that case, it either corresponds to unexpected stoichiometries and are ignored
(see figure 2.7 (b)) or can lead to background signals as for Al3O

+
7 in figure 2.9 (b) (dashed line).
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(n)

Figure 2.7: (a) Typical spectrum obtained by the TOF-MS after calibration. The
inset is a zoom on some part of the spectrum with the assigned peaks. On the
right side of the peaks, one can see the so-called ghost signals. (b) Typical color
mapping of the relative integrated raw signal for the different cluster stoichiometry.
The red solid lines represent the cut used in the data processing in order to remove
the ghost signals.

ing the (2:3) stoichiometry (white dashed line). Clusters are desorbing aluminum
and oxygen atoms. Defining precise reaction paths is impossible except for the
stoichiometries inside the red square. There, the relative evolution of the cluster
stoichiometries clearly match O2 desorption reactions. Large clusters can expe-
rience several O2 molecule desorptions. The ensemble of these reactions from a
given stoichiometry is called channel. In the following, I focus on these evolutions
in order to study these reactions. The reaction energies can be deduced from the fit
of the cluster composition. Because these reactions occurred simultaneously with
a general decrease of the alumina clusters, one can expect the activation energy of
the cluster evaporation reaction to have a similar magnitude.

Figure 2.9 shows the relative signal intensities for each of the identified desorp-
tion channels. For each of the reaction channels, it was possible to determine the
different reactions involved and the theoretical relative intensity associated. By
fitting the experimental data with these reaction models (solid lines), I was able
to determine the reaction rate and the activation energy of each of the reactions.
The results are averaged on 10 different measurements.
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Figure 2.8: Color mapping of the relative integrated signals for the different cluster
stoichiometries in terms of their composition for several temperatures. The dashed
white lines represent the composition (AlO)+k and (Al2O3)

+
k respectively denoted

(1:1) and (2:3). One can notice the presence of ghost signals.
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4 4 4 4

Figure 2.9: Cluster composition as a function of the temperature. For all these
measurements, the ablation pressure is set at P = 0.37 MPa with a 0.09% O2 con-
centration (100 mL/min He flow, 10 mL/min 1% O2 flow, 0.8 MPa input pressure).
In the panel (d), only the sum of the isomers are represented for clarity.
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2.4.2 Construction of the model and fitting technique

Here is presented the kinetic models used to fit the evolution of the species depend-
ing on the temperature for the different channels. After detailing the reasoning by
analyzing one channel, results on the other channels are given more concisely.

Detailed example of Al2O
+
n with n odd

Let us have a closer look at the graph figure 2.9 (a) corresponding to the desorption
channel Al2O+

n for n odd. One can observe the decrease of Al2O
+
7 around 520

K correlated with an increase of Al2O
+
5 and the decrease of Al2O

+
5 around 680

K correlated with an increase of Al2O
+
3 . This corresponds to the two reactions

Al2O
+
7 → Al2O

+
5 +O2 and Al2O

+
5 → Al2O

+
3 +O2. However, with a closer look at

the evolution of Al2O
+
7 , one can notice a break in the exponential behavior. This

is typical of the presence of two different isomers of Al2O
+
7 reacting with different

characteristic times.
From this observation one can deduce the different reactions and the associated

rates:

Al2O
+
7 (a) → Al2O

+
5 +O2 with k

(a)
1 = A

(a)
1 e

−E
(a)
a1

kBT

Al2O
+
7 (b) → Al2O

+
5 +O2 with k

(b)
1 = A

(b)
1 e

−E
(b)
a1

kBT

Al2O
+
5 → Al2O

+
3 +O2 with k2 = A2e

− Ea2
kBT

(2.13)

One can write down the temporal evolution of the relative concentration of each
species considering that all the reactions are first-order reactions:

d[Al2O
+
7 (a)]

dt
= −k(a)1 [Al2O

+
7 (a)](t)

d[Al2O
+
7 (b)]

dt
= −k(b)1 [Al2O

+
7 (b)](t)

d[Al2O
+
5 ]

dt
= −k2[Al2O+

5 ](t) + k
(a)
1 [Al2O

+
7 (a)](t)

+ k
(b)
1 [Al2O

+
7 (b)](t)

d[Al2O
+
3 ]

dt
= +k2[Al2O

+
5 ](t)

(2.14)

with [ ] corresponding to the normalized partial pressure of the different species.
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One can solve analytically this system of first-order equations. The first ones
are simple exponential and do not depend on the evolution of the other species
because the backward reaction is never considered††. On the opposite, the next
ones depend on the concentration evolution of the previous species. However, one
can use the previous exponential solution for the concentration of these species as
input and use the variation of parameters method to solve it. Finally, some initial
conditions corresponding to the initial ratio in the different species are needed
to fully define the solutions. In that case we considered that there is no Al2O

+
3

and that the initial proportions of Al2O
+
7 (a), Al2O

+
7 (b) and Al2O

+
5 are respectively

α(a),α(b) and β = 1−(α(a)+α(b)). Initial guess for these values are β ≃ 0, α(a) ≃ 0.8
and α(b) ≃ 0.2 considering the curve at low temperature (see figure 2.9 (a)).

This leads to the following evolution of the species:

[Al2O
+
7 (a)] = α(a)e−k

(a)
1 t

[Al2O
+
7 (b)] = α(b)e−k

(b)
1 t

[Al2O
+
5 ] = φe−k2t

[Al2O
+
3 ] = 1− ([Al2O

+
7 (a)] + [Al2O

+
7 (b)] + [Al2O

+
5 ])

(2.15)

with

φ =
k
(a)
1 α(a)

k2 − k
(a)
1

[

e(k2−k
(a)
1 )t − 1

]

+
k
(b)
1 α(b)

k2 − k
(b)
1

[

e(k2−k
(b)
1 )t − 1

]

+(1− α(a) − α(b))

(2.16)

This model might seem complicated to fit with 9 parameters: A(a)
1 , A(b)

1 , A2,
E

(a)
a1 , E(b)

a1 , Ea2, t, α(a) and α(b). The time of flight in the heating tube t is esti-
mated to be 100 µs. All the other parameters are first estimated by hand. The
initial amount of each species can be deduced from the experimental data at low
temperature as explained previously and coupled variables Ai and Eai set the slope
at the inflection point (e.g. at 500K in figure 2.9 (a)). Given the temperature and
the slope of the inflection point, one can guess these values.

From this setting, an algorithm of least squares minimization is used in order to
optimize the parameters by fitting the experimental data presented in figure 2.9 (a).
Initially, only the bigger clusters are considered as their concentration evolution
does not depend on the other species. Then, the other species are fitted step by

††Oxygen molecules corresponds to less than 1% of the carrier gas and most of it is consumed
by the formation of the cluster. The density of clusters and O2 molecules is low enough in the
heating tube to neglect any collision between the reactants.
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step in order to be sure to have a good convergence. Finally, all the evolution is
fitted at once in order to adjust all the parameters together. This fitting procedure
leads to fast and stable convergence. In instances where the initial guess was varied
dramatically, the algorithm converges to very similar values.

The uncertainties due to the differences in convergence have been checked to be
always below 1% and were found to be negligible compared to the error between
the different measurements. All the different desorption channels were treated
similarly.

Al2O
+
n with n even

From the evolution of the species displayed in figure 2.9b, the following reactions
are considered:

Al2O
+
8 (a) → Al2O

+
6 +O2 with k

(a)
1 = A

(a)
1 e

−E
(a)
a1

kBT

Al2O
+
8 (b) → Al2O

+
6 +O2 with k

(b)
1 = A

(b)
1 e

−E
(b)
a1

kBT

Al2O
+
6 → Al2O

+
4 +O2 with k2 = A2e

− Ea2
kBT

(2.17)

Initially no Al2O
+
4 is present, as shown by the blue traces in figure 2.9 (b). The

model is thus identical to the previous one transposed to even species.
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Al3O
+
n with n odd

From the evolution of the species figure 2.9 (c), the following reactions are consid-
ered:

Al3O
+
11 → Al3O

+
9 +O2 with k1 = A1e

− Ea1
kBT

Al3O
+
9 → Al3O

+
7 +O2 with k2 = A2e

− Ea2
kBT

Al3O
+
7 → Al3O

+
5 +O2 with k3 = A3e

− Ea3
kBT

(2.18)

Initially no Al3O
+
5 nor Al3O

+
7 is present, as shown by the blue and orange traces

in figure 2.9 (c) however Al3O
+
7 appears with an off-set (dashed line). The off-set

could be some non-reactive isomer of some host signal ‡‡. If it is a non-reactive
isomer, one could expect the signal to be constant. Yet cluster production can
drift in time and detector sensitivity may change with temperature. If it is a
ghost signal or low reacting cluster, one could expect few reactions to happen
when the temperature increases leading to a slow decrease. Considering the linear
evolution of Al3O

+
7 signal after 650 K, the off-set value was described as linear:

[offset] = aT + γ. a and γ are fitted on the value above 650K. The initial
proportions of Al3O

+
11 and Al3O

+
9 are respectively α and β = 1− (α+ γ). γ is the

off-set value for T = 0. Thus, the evolution of concentrations are:

[Al3O
+
11] = αe−k1t

[Al3O
+
9 ] = φe−k2t

[Al3O
+
7 ] = ψe−k3t

[Al3O
+
5 ] = 1− ([Al3O

+
11] + [Al3O

+
9 ] + [Al3O

+
7 ])

(2.19)

with

φ =
k1α

k2 − k1

[
e(k2−k1)t − 1

]
+ β

ψ =
k1k2α

(k2 − k1)(k3 − k1)

[
e(k3−k1)t − 1

]

(

β − k1α

k2 − k1

)
k2

(k3 − k2)

[
e(k3−k2)t − 1

]

(2.20)

‡‡Clusters having the same mass over charge ration and thus are identified as Al3O
+
7 but are

not.
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Al3O
+
n with n even

From the evolution of the species figure 2.9 (d), the following reactions are consid-
ered:

Al3O
+
10(a) → Al3O

+
8 (a) + O2 with k

(a)
1 = A

(a)
1 e

−E
(a)
a1

kBT

Al3O
+
10(b) → Al3O

+
8 (b) + O2 with k

(b)
1 = A

(b)
1 e

−E
(b)
a1

kBT

Al3O
+
8 (a) → Al3O

+
6 (a) + O2 with k

(a)
2 = A

(a)
2 e

−E
(a)
a2

kBT

Al3O
+
8 (b) → Al3O

+
6 (b) + O2 with k

(b)
2 = A

(b)
2 e

−E
(b)
a2

kBT

Al3O
+
6 (a) → Al3O

+
4 +O2 with k

(a)
3 = A

(a)
3 e

−E
(a)
a3

kBT

Al3O
+
6 (b) → Al3O

+
4 +O2 with k

(b)
3 = A

(b)
3 e

−E
(b)
a3

kBT

Al3O
+
4 → Al3O

+
2 +O2 with k4 = A4e

− Ea4
kBT

(2.21)

There are two different channels of desorption here: (a) and (b). That is to say that
the isomer (a) of one stoichiometry always leads to the unique isomer (a) of the
second stoichiometry. One can deduce that because the intensity of the channel (a)
and (b) are not exchanged (about 75%− 25%) and the reactions occur at different
temperatures making the path quite clear. This can be easily understood because
of the cluster geometries. Let us consider two different geometries of the same
stoichiometry. When both of them lose one O2 molecule, it is very likely that the
remaining clusters still have different geometries leading to two different isomers.

Initially no Al3O
+
4 and Al3O

+
6 are present in the reaction tube. The initial

proportions of Al3O
+
10 (a) and (b) and Al3O

+
8 (a) and (b) are respectively α(a),

α(b), β(a) and β(b) = 1− (α(a)+α(b)+β(a)). Thus, the evolutions of concentrations
for i = [a, b] are:

[Al2O
+
10(i)] = α(i)e−k

(i)
1 t

[Al2O
+
8 (i)] = φ(i)e−k

(i)
2 t

[Al2O
+
6 (i)] = ψ(i)e−k

(i)
3 t

[Al2O
+
4 ] = χe−k4t

[Al2O
+
2 ] = 1−

∑

i=a,b

(
[Al2O

+
10(i)] + [Al2O

+
8 (i)] + [Al2O

+
6 (i)]

)
− [Al2O

+
4 ]

(2.22)
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with

φ(i) =
k
(i)
1 α

(i)

k
(i)
2 − k

(i)
1

[

e(k
(i)
2 −k

(i)
1 )t − 1

]

+ β(i)

ψ(i) = K
(i)
1

[

e(k
(i)
3 −k

(i)
1 )t − 1

]

+K
(i)
2

[

e(k
(i)
3 −k

(i)
2 )t − 1

]

χ(i) =
k
(i)
3 K

(i)
1

k4 − k
(i)
1

[

e(k4−k
(i)
1 )t − 1

]

+
k
(i)
3 K

(i)
2

k4 − k
(i)
2

[

e(k4−k
(i)
2 )t − 1

]

− k
(i)
3 (K

(i)
1 +K

(i)
2 )

k4 − k
(i)
3

[

e(k4−k
(i)
3 )t − 1

]

χ =
∑

i=a,b

χ(i)

K
(i)
1 =

k
(i)
2 k

(i)
1 α

(i)

(k
(i)
2 − k

(i)
1 )(k

(i)
3 − k

(i)
1 )

K
(i)
2 =

k
(i)
2

(k
(i)
3 − k

(i)
2 )

(

β(i) − k
(i)
1 α

(i)

(k
(i)
2 − k

(i)
1 )

)

(2.23)



2.4. MEASUREMENT OF DESORPTION ENERGIES 63

Al4O
+
n with n odd

From the evolution of the species figure 2.9 (e), the following reactions are consid-
ered:

Al4O
+
9 (a) → Al4O

+
7 +O2 with k

(a)
1 = A

(a)
1 e

−E
(a)
a1

kBT

Al4O
+
9 (b) → Al4O

+
7 +O2 with k

(b)
1 = A

(b)
1 e

−E
(b)
a1

kBT

(2.24)

The initial proportions of Al4O
+
9 (a) and (b) are respectively α and 1 − α such

that the corresponding evolution of the different species are:

[Al4O
+
9 (a)] = αe−k

(a)
1 t

[Al4O
+
9 (b)] = (1− α)e−k

(b)
1 t

[Al4O
+
7 ] = 1− ([Al4O

+
9 (a)] + [Al4O

+
9 (b)])

(2.25)

Al4O
+
n with n even

From the evolution of the species figure 2.9 (f), the following reactions are consid-
ered:

Al4O
+
10 → Al4O

+
8 (a) + O2 with k1 = A1e

− Ea1
kBT

Al4O
+
8 (a) → Al4O

+
6 +O2 with k

(a)
2 = A

(a)
2 e

−E
(a)
a2

kBT

Al4O
+
8 (b) → Al4O

+
6 +O2 with k

(b)
2 = A

(b)
2 e

−E
(b)
a2

kBT

(2.26)

Here, Al4O
+
8 (b) is not formed by the decomposition of Al4O

+
10 but is already there.

The initial proportions of Al4O
+
10 and Al4O

+
8 (a) and (b) are respectively α, β(a)

and β(b) = 1 − (α + β(a)) such that the corresponding evolution of the different
species are:

[Al4O
+
10] = αe−k1t

[Al4O
+
8 (a)] = φe−k

(a)
2 t

[Al4O
+
8 (b)] = β(b)e−k

(b)
2 t

[Al4O
+
6 ] = 1− ([Al4O

+
10] + [Al4O

+
8 (a)] + [Al4O

+
8 (b)])

(2.27)
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with

φ =
k1α

k
(a)
2 − k1

[

e(k
(a)
2 −k1)t − 1

]

+ β(a) (2.28)

2.4.3 O2 dissociation energies

From the models described above, 10 sets of parameters are obtained, one for
each set of data. Table 2.4 shows the average values of (i) the logarithm of the
pre-exponential factor, (ii) the activation energy, and (iii) the corresponding time
of reaction at 1000 K for the different reactions. The error corresponds to the
standard error of the ten different values corrected by the Student’s t-distribution
coefficient for a full 90 % confidence interval in order to account for the low amount
of measurements. All the values are consistent with similar work carried out by
Mafuné’s team on different oxides128.

The average value of the desorption energy is 0.4±0.2 eV. This value is almost
ten times lower than the previously calculated value (see section 2.3 and table 2.1
and 2.2). One can argue that the desorption energy is only relative to O2 desorption
reactions. These O2 molecules could be absorbed into the surface of the cluster with
weak bonds and desorb very easily. However, up to three O2 desorption reactions
were observed on a single cluster with different activation energies. It is unlikely all
these are just physically adsorbed O2 molecules. Furthermore, only O2 desorption
reactions were identified here, but many other desorption reactions involving Al
atoms occurred simultaneously. One can expect the activation energies of these
reactions to have the same order of magnitude as they take place in the same
heating conditions. Considering the heating temperature of the experimental set-
up, reactions with the activation energy of a few eV as calculated couldn’t be
observed at all.

The discrepancy between the measured desorption energies and the calculated
desorption energy can be explained considering that the cluster formed during
laser ablation are not formed in the most stable state. Indeed, the quenching is
really fast and the most stable state might not be reached. Several isomers were
identified in the O2 desorption reactions, proving that it’s not only the most stable
configuration that is produced. It is important to be careful while considering ab
initio calculations at the equilibrium for the cluster generated by laser ablation.
These stable configurations might never be reached during the nucleation path.
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Al2O
+
n

Reactions Log(A) Ea (eV) k−1 (s) at 1000 K

Al2O
+
8 (a) → Al2O

+
6 +O2 22.8± 0.2 0.62± 0.01 1.9± 0.3× 10−7

Al2O
+
8 (b) → Al2O

+
6 +O2 12.9± 0.6 0.09± 0.02 9± 3× 10−6

Al2O
+
6 → Al2O

+
4 +O2 23.0± 0.1 0.79± 0.01 9.5± 0.6× 10−7

Al2O
+
7 (a) → Al2O

+
5 +O2 23.3± 0.1 0.688± 0.008 2.3± 0.1× 10−7

Al2O
+
7 (b) → Al2O

+
5 +O2 17.9± 0.3 0.304± 0.004 5.6± 0.3× 10−7

Al2O
+
5 → Al2O

+
3 +O2 23.0± 0.2 0.836± 0.008 1.7± 0.2× 10−6

Al3O
+
n

Reactions Log(A) Ea (eV) k−1 (s) at 1000 K

Al3O
+
10(a) → Al3O

+
8 (a) + O2 18.3± 0.1 0.229± 0.006 1.7± 1× 10−7

Al3O
+
10(b) → Al3O

+
8 (b) + O2 21± 2 0.43± 0.06 4± 2× 10−7

Al3O
+
8 (a) → Al3O

+
6 (a) + O2 20.2± 0.1 0.328± 0.002 7.5± 0.1× 10−8

Al3O
+
8 (b) → Al3O

+
6 (b) + O2 20.4∓ 0.1 0.477± 0.006 3.6± 0.2× 10−7

Al3O
+
6 (a) → Al3O

+
4 +O2 19.6± 0.1 0.371± 0.004 2.3± 0.1× 10−7

Al3O
+
6 (b) → Al3O

+
4 +O2 14± 1 0.4± 0.1 5.7± 0.5× 10−5

Al3O
+
4 → Al3O

+
2 +O2 8.6± 0.3 0.13± 0.07 1.9± 1.6× 10−3

Al3O
+
11 → Al3O

+
9 +O2 14.4± 0.3 0.12± 0.1 2.6± 0.5× 10−6

Al3O
+
9 → Al3O

+
7 +O2 21.3± 0.1 0.486± 0.004 1.65± 0.08× 10−7

Al3O
+
7 → Al3O

+
5 +O2 18.1± 0.2 0.374± 0.008 1.1± 0.2× 10−6

Al4O
+
n

Reactions Log(A) Ea (eV) k−1 (s) at 1000 K

Al4O
+
10 → Al4O

+
8 (a) + O2 19.7± 0.1 0.304± 0.003 9.3± 0.4× 10−8

Al4O
+
8 (a) → Al4O

+
6 +O2 17.8± 0.5 0.31± 0.02 9± 5× 10−7

Al4O
+
8 (b) → Al4O

+
6 +O2 20.5± 0.4 0.71± 0.03 4.7± 0.6× 10−6

Al4O
+
9 (a) → Al4O

+
7 +O2 20.73± 0.01 0.328± 0.002 4.47± 0.08× 10−8

Al4O
+
9 (b) → Al4O

+
7 +O2 13.69± 0.01 0.157± 0.006 7.1± 0.5× 10−6

Table 2.4: Reaction parameters calculated from 10 fits (90% Confidence interval)
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2.5 Model confrontation with experiment

Using the experiment of Prof. Mafuné, I was also able to measure the size distri-
bution of the cluster formed for different density of Helium gas while keeping other
parameters constant. The density of the buffer gas (He) has a direct impact on
the nucleation as described by the microcanonical model. The higher the buffer
gas density, the better the cooling and the larger the clusters. Confronting these
measurements to the prediction of the model is a good way to test its validity.
However, the model depends on many parameters. Some of them related to the
experiment like the buffer gas density. Others related to the clusters like the parti-
tion coefficient α or the desorption energy. Determining these parameters a priori
is impossible. In particular, the desorption energies calculated by DFT are not
consistent with the ones measured.

In order to test the model on the experimental data, we chose to fit the calcu-
lated distribution on the measured one for two different buffer gas density. The
obtained parameters are then discussed and compared to the expected values. To
this end, we first have to determine what are the helium density, the monomer den-
sity and the temperature at the ablation point. One can calculate these parameters
from the pressure at the ablation point.

2.5.1 Determination of the experimental parameters

Unfortunately, there is no direct pressure measurement at the ablation point, and
its value has to be extrapolated. The gas is injected by a pulsed valve (burst
of a few 100 µs) at a given pressure between 0.47 and 0.825 MPa. Then, the
pressure decreases along the cluster path before reaching the vacuum chamber.
Some measurements along the decompression path are reported in figure 2.10. For
an injection pressure of 0.8 MPa, the pressure 70 mm after the injection valve
show a maximum of 3.3 kPa while the pressure in the vacuum chamber, after
about 285 mm, is measured to 3.2× 10−4 Pa. These three values are well aligned
in the semi-log plot, suggesting that the pressure decreases exponentially along
the path.

There is no analytical solution of the decompression dynamic in such a compli-
cated geometry because of the non-linearity and time dependence of the Navier-
Stokes equation. However, one can expect the solution to have indeed some
exponential-like behavior130.

An exponential model is accurate enough to deduce the pressure at the abla-
tion point. The dashed line represents the best-fitted exponential evolution of the
pressure with a decay length of 13.2 mm. The dashed lines correspond to decay
lengths of 13.7 and 12.7 mm estimated as the higher and lower values considering
the uncertainties on the measurements. The pressure at the ablation point (red
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point) can be extrapolated at 0.37 MPa with a lower value of 0.34 MPa and a
higher one of 0.41 MPa that is to say an error of about 10%.

Figure 2.10: Maximal pressure measured along the decompression path at the
input, in the reaction chamber, and at the output. Error bars correspond to
the uncertainties on the position of the pressure gauges and uncertainties on the
pressure measured. The dashed line represents the best exponential model with a
decay length of 13.2 mm. The dotted lines correspond to decay lengths of 13.7 and
12.7 mm. The red dot corresponds to the ablation area. Error bars correspond to
uncertainties on the position of the pressure gauge and the measure values

Considering an isentropic decompression, one can easily estimate the kinetic
temperature T2 at the ablation point from the injection temperature and pressure
T1 and p1 and the pressure at the ablation point p2 using:

T2 = T1

(
p2
p1

) γ−1
γ

(2.29)

Because the injected gas is mostly monoatomic He, γHe = 1.66131 and the in-
jection temperature is close to room temperature, that is to say T1 = 293 K. Thus,
the expected temperature of the He gas at the ablation point is 216± 9 K.

Combined with the pressure and considering the equation of state for perfect
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gas, this measurement also provides an expected density for the helium and oxy-
gen. The density of helium is proportional to the input partial pressure and is
tuned from 5.2± 0.5× 1019 cm−3 to 9.2± 0.9× 1019 cm−3. In contrary, the density
of oxygen atoms is kept constant to 1.8± 0.2× 1017cm−3.

The density of monomers depends both on the density of oxygen we just cal-
culated and the density of aluminum atoms. Because the amount of oxygen was
set to optimize the cluster formation in the experiment, one can expect the ratio
between aluminum and oxygen to be close to 2/3. Yet, it is important to verify
aluminum is not in excess nor deficient. Determining the density of aluminum is
more complicated as it is driven by complex phenomena during laser ablation. It
depends on many parameters such as the material, the surface aspect, the focaliza-
tion of the laser, its wavelength, the pulse energy, etc. However, in the experiment,
these parameters are kept constant and the average amount of ablated material per
pulses is determined by weighing the rod before and after experiments. Knowing
the number of pulses, one can calculate the amount of ablated aluminum atom
per pulse. The measurement was systematically done after a long enough period
of ablation in order to be able to measure the difference in mass (typically 30
hours). Thus, one can assume that the number of atoms ablated per pulse is
2.3 ± 0.3 × 1014. The error is estimated from the mass loss measured after three
different experiment runs and considering the precision of the weight scale.

The amount of aluminum ablated gives a density of 1.2± 0.2× 1017 cm−3 (2/3
of the oxygen density) if one considers an isotropic and homogeneous plasma with
a volume of 2 mm3. Such a volume is consistent with the observation of the plasma
plume. However, the uncertainty on the plasma volume leads to uncertainties on
the aluminum atom density which is probably not constant in the plasma plume.

The density of monomers is difficult to properly estimate but should have the
same order of magnitude as the density of oxygen atoms. In the discussion, the
density of the monomers will be discussed compared to the density of the oxygen
atoms which is better estimated.

2.5.2 Comparison with experimental distribution

In order to compare the model to experimental data, cluster distributions are
measured for various density of the buffer gas (He). In the model, only one kind
of monomer is considered. However, aluminum oxide, composed of two kinds of
atoms, was chosen in order to study an ionocovalent system. The number of
aluminum and oxygen atoms in the cluster is summed for each stoichiometry and
only the total number of atom (n) is considered. Experimental data in figure 2.11
(a) shows in black the typical Log-Normal distribution of the number of atoms
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(n) in the clusters disregarding their composition in oxygen or aluminum. This
distribution was obtained for ρHe = 6× 1019cm−3.

Similarly, the average stoichiometric mass and Van der Waals radius are con-
sidered in the model: mX = (2mAl + 3mO)/5 = 3.39 × 10−26 kg and rX =
(2rAl + 3rO)/5 = 1.65 Å. Van der Waals radius is chosen because it refers to
the potential which is more relevant for collision cross-sections. rHe = 1.40 Å and
mHe = 6.64× 10−27 kg.

The other parameters of the model are optimized in the fitting procedure and
then compared to the previous estimations and calculations.

Fitting is done using the least-square optimization between experimental distri-
butions and calculated distributions for two different He densities simultaneously:
ρHe = 6×1019cm−3 and ρHe = 9.2×1019cm−3. Only clusters of size between 15 and
49 are considered, given that the model is expected to overestimate the clusters of
tiny size because it does not consider ripening. Furthermore, some O2 molecules
adsorptions observed on tiny clusters lead to uncertainties for cluster size below
15.

On the experimental distribution, one can observe peaks for given sizes called
magic numbers (n = 12, 17, 22, 27, 32, 37, 42 and 47). In metal clusters, magic
numbers are explained by the completion of layers within an electronic or geo-
metrical shell model132,133,134. In oxides, it is mainly due to stoichiometric effect
(charge effect) such that (Al2O3)n clusters are more produced compared to oth-
ers. Here, because the clusters are charged, they always correspond to the charge
balance [(Al2O3)i(AlO)]+ composition. Magic number features are implemented
qualitatively in our model by modulating the desorption energy. The idea is sim-
ple, if a cluster is stable, its desorption energy is high. If the cluster is unstable,

In short: In order to test the model, the size distributions of aluminum oxide
clusters produced by laser ablation is measured by a TOF mass spectrometer for
different densities of the buffer gas (He). The pressure at the ablation spot is
estimated considering an exponential decrease along the decompression path. The
temperature at the ablation point is estimated to 216±9 K considering an isotropic
decompression. From there, one can deduce that the density of the buffer gas is
tuned from 5.2 ± 0.5 × 1019 cm−3 to 9.2 ± 0.9 × 1019 cm−3 and that the density
of oxygen atoms is 1.8 ± 0.2 × 1017 cm−3. This density is equivalent to the one
of aluminum atoms calculated from the mass of ablated matter per pulse and the
volume of the plasma plume. By fitting the calculated distributions on the mea-
sured ones, we obtain parameters that are then discussed and compared to these
expected values and to the bounding energy that have been calculated and measured
previously.
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its desorption energy is low. Thus, for a cluster of size n the energy D becomes:

D(n) = D + δ. cos

(
2πn

λ
− φ

)

(2.30)

where δ is the amplitude of the modulation, λ the period of the modulation (in
our case 5 atoms) and φ a phase.
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Figure 2.11: (a) Experimental distribution obtained for ρHe = 6± 0.6× 1019cm−3

(black) and calculated distribution (red) at the same helium density given the
fitted parameters table. The cluster size corresponds to the total number of atoms
in each identified cluster, whatever the cluster stoichiometry. (b) Cooling rates,
desorption rates, sticking, and growth rate for the initial monomer concentration
and the parameters of table 2.5. Dashed lines correspond to a constant value of D,
while solid lines correspond to D modulated by a sine as shown in (c) and leading
to the observed magic number features.
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Parameters Fitted values Expected values

Monomer density ρ0X (cm−3) 1.66× 1017 1.8± 0.2× 1017

He density ρHe (cm−3) 6× 1019 6± 0.6× 1019

Gas temperature T (K) 215 216± 9

Dimer frequency νdimer (s−1) 7.89× 1013 ∼ 2× 1013

Cluster frequency ν (s−1) 1.47× 1011 ∼ 8× 1012

Equipartion coefficient α 0.014 0-1

Growth time tgrowth (µs) 35 30-40

Dissociation Energy D 0.47 eV 0.4± 0.2 (3)

Modulation amplitude δ (eV) 0.18 ∼ 0.2 (1)

Modulation wavelength λ (atom) 5 5 (2)

Modulation phase φ (rad) 0.34

Table 2.5: Parameters fitted on experimental distributions for ρHe = 6× 1019cm−3

and ρHe = 9.2×1019cm−3 and expected values for these parameters according to the
experimental set-up. (1) Variations observed on the measured dissociation energies.
(2) Alumina stoichiometry. (3) Statistics on 21 desorption reactions observed.

In order to improve the fitting process, a first fit is done on smoothed ver-
sions of the experimental distributions without modulating the desorption energy.
In this case, the last three parameters (ǫ, λ, φ) are not considered. Then, these
parameters are optimized on the raw data considering the previously optimized
parameters. λ = 5 is easily guessed from the experimental observations and only
ǫ and φ are numerically fitted. Finally, the last optimization of all the parameters
is run on the raw data starting from the previously found values.

The resulting rates for ρHe = 6× 1019cm−3 are shown figure 2.11 (b), with and
without the desorption energy modulation plotted in figure 2.11 (c). Desorption
constant is always much larger than the sticking constant and there is no critical
size where this changes. The corresponding experimental and calculated distribu-
tions are compared in figure 2.11 (a). One can notice that the simulation fits very
well the experimental measurement for cluster size larger than 15 and reproduces
the magic numbers despite the simplicity of the model. As expected, the main
difference is the overestimation of tiny clusters (between 5 and 15 atoms). Ripen-
ing might not be negligible despite the fact that monomers remain in large excess
(> 1017 cm−3) compared to clusters (< 1015 cm−3) during the whole process.
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Discussion of the parameters

Most of the values are in very good agreement with their experimental or theoret-
ical estimation (See table 2.5). The density of monomer is close to the density of
oxygen at the ablation point estimated to be 1.8±0.2×1017cm−3. This density has
the same order of magnitude as the density of the aluminum atoms in the plasma
plume assuming a plasma volume of a few mm3 and measuring the number of ab-
lated atoms per pulse, 2.3± 0.3× 1014. The temperature of the system is close to
the temperature of the He gas following an adiabatic expansion (216± 9 K). The
vibration frequency of the dimer (νdimer) is around the one of AlO (νAlO ∼ 2×1013

s−1)124. The time of growth (tgrowth) of few tens of µs is typical of the flying time
inside the cluster source before entering the reaction chamber and the heating tube
(see figure 2.6). Maximal desorption energies are for cluster size multiple of 5 (see
figure 2.11 (c)) which is consistent with the alumina stoichiometry.

The cluster frequency ν is usually associated to the Debye frequency116,117,118,112,113

of the considered material (about 2.2× 1013 s−1 for alumina135). This frequency is
much larger than the fitted one (1.47× 1011 s−1). Yet, the use of Debye frequency,
derived from acoustics considerations in an infinite crystal, has to be questioned
in the case of tiny clusters of ionocovalent materials with high anisotropy and
low coupling between the oscillators. Einstein frequency considering independent
oscillators136 (about 8 × 1012 s−1 for α-alumina137) might be more relevant. Fur-
thermore, ab initio calculations on alumina clusters show a large dispersion in the
vibration modes frequencies. Such physical interpretations of ν parameter should
be considered cautiously, especially if the clusters are not at the thermodynamic
equilibrium.

The coefficient α of the effective number of clusters oscillators s(n) is very low,
meaning that the equipartition of energy is not reached. After a monomer sticks
to a cluster, the energy is localized in a few oscillators only.

Finally, the desorption energyD = 0.47 eV might be surprisingly low. Indeed, it
is well below the tabulated cohesive energy of bulk alumina (6.35 eV138) of the bond
dissociation energies of the different dimers (respectively 5.20, 5.17 and 2.74 eV for
AlO, O2 and Al2 139) and the average value calculated by DFT on the clusters in
the most stable geometries (4.4± 2 eV). However, the experimental measurements
seem to confirm such a low value. It appears that despite large dispersion, the
average activation energy is 0.4±0.2 eV which is in total agreement with the value
fitted in the model. It means that neither bulk material data nor DFT calculations
at thermodynamic equilibrium are effective to describe such clusters. They might
not reach the most stable state.
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Figure 2.12: (a) Evolution of the average size of alumina clusters larger than 10
atoms for different density of helium gas (black dots) and average cluster size
predicted by the model (red line) for the parameters of table 2.5 fitted on the
distribution measured at ρHe = 6× 1019 cm−3 and ρHe = 9.2× 1019 cm−3. (b)
Average cluster size of calculated distributions versus time for different pressure in
helium.

Buffer Gas Effect

Theoretical distributions for different values of helium pressure are calculated and
their average size (red line) is compared to our experimental measurements (black
dots) in figure 2.12 (a). Averages are calculated for clusters from 10 to 45 atoms
in order to avoid the systematic bias of tiny cluster overestimation. The model
follows the general decrease of the cluster size. The higher the density of helium,
the larger the clusters formed. Indeed, when the helium density increases, the
frequency of collisions increases as well as the cooling efficiency of the unstable
intermediate. The global growth constant increases. Thus, for the same growth
time, larger clusters are obtained for higher He gas density. The deviation from the
experimental data at high pressure could be due to the confinement effect. When
the He pressure rises, the confinement of the aluminum atoms leads to higher
spatial densities of monomers. At low He pressures, the clusters formed are much
tinier than the size predicted by the theory. However, at lower pressure, the signal
simply disappears. For such a low pressure, the gas valve is no more fully reliable
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and the gas burst density and timing are no more fully controlled, explaining the
signal lost. As shown in figure 2.12 (b), the model predicts that the growth of the
clusters begins as soon as the ablation takes place. The growth speed is the largest
at the early stage then decreases. There is no critical radius above which growth
accelerates as in CNT. The higher the pressure in the quenching gas, the faster is
the growth. When there is no helium, there is no growth.

In short: In order to compare the model with experiments, calculated size distri-
butions are fitted on experimental distributions measured for different buffer gas
density. It appears that the model is robust and reproduces well the experimental
distributions. The parameters converged close to the expected values. In partic-
ular, the dissociation energy appeared to converge to 0.47 eV, which corresponds
to the average measured dissociation energy. The equipartition coefficient is very
low, meaning in this model that the energy is localized in a few oscillators. This
is expected for anisotropic and inocovalent materials such as oxides. With these
parameters, the model also achieves reproducing the behavior of the system when
the density of the quenching gas changes.
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2.6 Conclusion

In this chapter, I explored the different ways to describe nucleation in plasma.
Nucleation is a complex phenomenon that cannot be described by classical physics
and thermodynamics. It is challenging to describe both the early stage of the
nucleation dealing with atoms and molecules and the late stage of the process
dealing with large nanoparticles and crystals. The description of nucleation should
also consider the dynamics of the system that might evolve out of equilibrium,
especially for laser-generated plasma.

With this work, I was looking for a simple and versatile theory, able to de-
scribe nucleation with general concepts and fast calculation. The aim was not to
describe precisely the chemical path of the nucleation process but to be able to
better understand the general physics of nucleation and the behaviors of the sys-
tem depending on various parameters. Luckily, I was able to talk to Prof. Patrice
Mélinon who worked a lot on nucleation theories based on statistical physics de-
veloped in the 70s. In this work, we adapted these theories to anisotropic clusters
by working directly with the micro-canonical ensemble. It led to a model based
on the activated complex theory and Weisskopf model in order to describe the
growth of the cluster and the influence of the quenching gas. This model success-
fully reproduces experimental size distributions and even magic number features
of alumina clusters and their dependence on the quenching gas pressure. However,
it neglects the ripening effect and thus overestimates the density of tiny clusters if
the amount of monomers is not large enough compared to the cluster population.
We also show that there is no critical cluster size over which nucleation can occur,
but rather that growth speed is the greatest at the early time. Yet it takes place
only if clusters can be cooled down while growing.

This work questions the physical meaning of the prefactor ν in Weisskopf’s
model. It is well below the Debye frequency usually considered. It appears that
a better frequency to consider in the case of iono-covalent material would be the
Einstein frequency. Yet, considering clusters far from bulk geometries, such a
frequency should not be over-interpreted. Furthermore, the equipartition of energy
is not verified and only some oscillators are excited. The non-convergence between
the microcanonical and canonical ensembles shows that the system is not at the
thermodynamic equilibrium. It could explain that the desorption energy, deduced
from this model and confirmed by direct measurements, is almost 10 times lower
than DFT calculation and bulk cohesive energy.
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Chapter 3

Pressure in the plasma and

thermodynamics

Under pressure
Freddy Mercury

Abstract: One of the key parameters in the description of laser-generated
plasma is the pressure. As a thermodynamics parameter it is important for nu-
cleation processes and for the plasma description. As a mechanical parameter it
is interesting for phase transition in the target and damage to the surface. The
ablation generates very large pressure and shock-waves. I measured the dynamics
of the generated shock-wave as a function of the pulse energy using a shadowgraph
setup which gives the jump pressure using Rankine–Hugoniot relations. Generated
pressure can reach few tens of MPa for atmospheric pressure ablation.∗ I show that
the dynamics of the shock-wave is fully determined by Taylor’s blast model if one
takes into account anisotropy in the energy spreading. The main interest of using
Taylor’s model for laser ablation, is that it is extremely simple and universal and
depends on the laser pulse energy only. Using this model, one can determine the
pressure from 20 ns after the laser pulse only from the pulse energy and the den-
sity of the surrounding atmosphere. Considering Saha’s law, I show that one can
determine the average temperature of a plasma from measurement of the electrons
density and energy of the pulse only. This temperature appears to be lower than the
temperature measured from atomic emission which could be explained by tempera-

∗I also measured the shock-wave dynamics in water (see in the annex D) and pressure up to
few GPa.

77
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ture gradient in the plasma or partial failure of Local Thermodynamic Equilibrium
(LTE).

3.1 The pressure in laser-generated plasma

I
n the previous chapter, I developed a model able to grasp the physics behind
nucleation processes. In particular, the initial conditions of the plasma (density

of molecules and temperature) are driving the nucleation process. However, these
quantities are difficult to measure, in particular for uncontrolled environments
such as atmospheric ablations. The next step to understand nucleation would be
to determine such quantities in laser-generated plasma.

When hearing about densities and temperature, many physicists would think
about pressure. Indeed, these three quantities are related by state equations. The
most famous equation of state being that for a perfect gas, PVm = RT with P the
pressure of the gas, Vm its molar volume, R a constant and T the temperature. It
was introduced by Émile Clapeyron in 1834 and combines the Boyle’s law (1662)
and the law of Charles and Gay-Lussac (1787). This equation of state was first
written from experimental observations. Yet, one can also derive it from kinetic
gas theory as achieved soon after by August Krönig in 1856 and Rudolf Clausius
in 1857. The pressure can be described by the force exerted on a surface due to
the collisions of the particles. This force increases with the number density of the
particle and their kinetic energy.

One can rewrite this relation as P = NkBT with N the density of particles
and kB the Boltzmann constant. The density of particles and temperature of the
gas is directly related to the pressure. Of course this is a very simple model.
In particular, it does not take into account interactions in-between particles nor
charge effects. Yet, in laser-generated plasma, the density of particles is usually
not far from the atmospheric density and the plasma is mostly neutral. Actually,
this simple state relation is already used in some laser-generated plasma models
(see section 3.2 and section 3.4.2).

Knowing the pressure generated by laser ablation is useful as a nucleation
parameter140 and often difficult to estimate49. It is also important for plasma
spectroscopy and LIBS141,142,143. During ablation, the high pressures can induce
phase transitions in the target40. It can also damage the target144,145 which is a
concern for laser surgery and diagnostics on biological tissue146,147,148, but also re-
cently in mechanics with laser micromachining and laser remelting149,150. On Mars,
the Super Cam microphone could use the shock-wave generated by the LIBS in
order to determine the amount of matter removed and the softness of the target151.
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The phase transition that occurs during laser ablation is so abrupt that it
creates a shock-wave propagating in the air. Images of the plasma and shock-wave
evolution are shown in figure 3.1 (a). The evolution of the plasma is observed
using the shadowgraph method. The images presented correspond to a different
delay between the ablation pulse and the recording such that it is possible to
reconstruct the evolution of the plasma despite its extremely fast dynamics. The
plasma also expands in the air. Within a few hundreds of ns. At the very early
times, the velocity of the plasma front evolves up to 5 µm/ns. Yet, very rapidly,
the expansion slows down. After 100 or 200 ns, the plasma expansion stabilizes
around 0.3 µm/ns.

In this chapter, I study the dynamics of the laser-generated shock-fronts. I
first come back to some models used to determine the pressure in laser ablation
processes. In particular, Taylor’s blast theory gives a link between the pulse energy
and the dynamics of a shock-wave. According to this model, the pressure behind
the shock-front should be rather homogeneous and one could use it to describe the
pressure in the plasma. Then, I present the shadowgraph set-up I used to measure
the shock-front velocity. These measurements enable me to measure the pressure
behind the shock-front and discuss Taylor’s model. The main interest of using
Taylor’s model for laser ablation, is that it is extremely simple and universal and
depends on the laser pulse energy only. Thus, it is very simple to use in many
fields. In particular, it does not depend on the ablation process and should work
for any material. More than just determining the pressure in the plasma, I strive
to prove that this model works for many combinations of laser pulse energies and
materials. In particular, I studied ablation of a metal (gold), an oxide (alumina),
and paraffin which is a soft organic material. Finally, I will explore a way to
determine the densities of different species and the temperature in the plasma
considering measured pressure and local thermodynamics equilibrium.

In short: For this part of my PhD work, I studied plasma generated by a UV
pulse of 5 ns in the air. The generated plasma has a typical size from one to a
few millimeters depending on the energy of the pulse and a lifetime of a few tens
of microseconds. The phase transition is so strong and fast, it leads to very high
pressure and creates the shock-front. By studying this shock-wave one can measure
the pressure. The determination of the ablation pressure can then be used as a
thermodynamic parameter for the plasma emission, the nucleation but also as a
mechanical parameter to study the impact of the ablation on the target.
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Figure 3.1: (left) Shadowgraph images of the ablation of an alumina target in
air for different delay. (right) Image of the New Mexico atomic explosion from
Taylor’s article152.
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3.2 Models for laser ablation pressure

3.2.1 The unexpected relation between laser ablation and

nuclear explosions

The 27th of January 1996, at 10 am, 6 nuclear bombs exploded in Fangataufa’s
atoll. These were the last nuclear tests of France. A relief for most as the nu-
clear tests were catastrophic for the environment and local populations and an
open puzzle for engineers and scientists. If one cannot test atomic bombs, how
to be sure they are safe? This question remains topical. Today most countries
such as the USA, the United Kingdom or France, have renounced physical tests
of atomic bombs but still have to secure the development of new warheads. They
use numerical calculations with the same code they developed in the 90s based on
experimental data recorded from explosions. Indeed, despite tremendous progress
in computers, it would be dangerous to modify the code without proper experi-
mental data to validate the changes. Quite surprisingly, the answer to this impasse
is laser ablation. In order to reproduce the experimental condition of nuclear ex-
plosion (pressure, temperature, abrupt phase transition...), the USA and France
built what are called Mega-Joules Lasers. These are actually composed of hun-
dreds of extremely powerful laser focused to the same spot in order to achieve an
extremely strong energy concentration recreating nuclear fusion conditions. This
is called inertial confinement fusion (ICF).

The first category of model I will discuss here were mostly developed in the 80s
for ICF. They are all based on a description of the light absorption of the plasma
and energy flux balance153,154,155,156,157,158,159,160. I will not go into details of these
models as I won’t use them directly, and I invite the reader to check the references
if interested. All these models lead to a scaling law of the pressure with the laser
fluency: P ∝ Iα. The exponent α depends on the laser pulse absorption process. If
light absorption is dominated by inverse-bremstrahlung absorption, that is to say
the free electrons absorb the light, the pressure should scale with α = 3/4. If light
absorption is dominated by resonant absorption, that is to say the ablated atoms
absorb the light, the pressure should scale with α = 2/3. The proportionality
coefficient is generally dependent on characteristics of the plasma and is usually
determined from experimental data. It changes depending on parameters such as
the target composition but remains of the same order of magnitude in the different
papers. Usually, experiments were run at very large fluency (about 1013 W/cm2).
For instance, Fratanduono et al.161 in 2011, used 351-nm laser radiation with 3 ns
pulse on a diamond target. The pressure was measured from the displacement of



82 CHAPTER 3. PRESSURE IN THE PLASMA AND THERMODYNAMICS

the target. The power-law determined was:

P [GPa] = (42± 3)× (I [TW/cm2])0.71±0.01 (3.1)

Except for the fluency, which are about 1000 times larger than classical LIBS flu-
ency, the characteristics of the laser used for ICF are similar to the one used in
my experiments. Both are YAG:Nd laser but ICF lasers are way larger. One can
wonder if such models could be extrapolated at low fluency. Considering typical
fluency for LIBS of 1010 W/cm2=10−2 TW/cm2, the extrapolation of this expres-
sion would give pressure of 1.6 GPa. However, absorption phenomena might be
different and 42 is not always the answer, even ±3. For instance, in an equivalent
work, Fabbro states about his model that it “will not apply to situations where the
laser intensity and/or wavelength are so small that inverse-bremsstrahlung absorbs
all the laser light” 156.

In 1947, some images of the first nuclear explosion of New Mexico (1945) were
declassified (see left side of figure 3.1). On these pictures, one can see the shape
of the shock-wave and the time after the explosion. Nothing more was needed
by Sir Geoffrey Taylor in 1949 to calculate the energy of the bomb with a fairly
good accuracy162,152. In order to achieve this spectacular result, Taylor devel-
oped a self-similar model able to give the dynamics of the shock-wave generated
by the explosion only considering the initial energy. In particular, this model
also enables to determine the pressure behind the shock-front. Such a model
was actually developed simultaneously by other Physicists such as John von Neu-
mann and the Russian Leonid Sedov. Since that time, researchers attempted to
use this simple model in order to determine the pressure during laser ablation.
It is discussed in many papers showing great interests despite some discrepan-
cies163,164,165,166,167,168,169,170,171,172.

3.2.2 Taylor’s model

“An ideal problem is here discussed. A finite amount of energy is suddenly released
in an infinitely concentrated form.” Here is Taylor’s start. A punctual source of

In short: Pressure obtained with laser ablation is of great interest in particular
for the case of inertial fusion and thus, some models were developed in order to
link the pulse fluency and the ablation pressure. In parallel, Blast-Theory developed
by Taylor, establishes a link between the pressure and the energy of the pulse. In
this chapter, the pressure at the ablation point is measured from the shock-front
dynamics, and the different models are discussed.
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energy in three dimension infinite space. The surrounding environment is air with
a given specific ratio γ. The total energy is considered constant. In this problem,
we only consider the energy E, the air density ρ0 and the position of the outer
edge of the disturbance R(t). The only possible relation for the evolution of R(t)
is thus:

R(t) = S(γ)t2/5E1/5ρ
−1/5
0 (3.2)

with S(γ) a dimensionless function of γ. Here we already have an important result
of Taylor’s model being that the time evolution of the position of the shock-wave
has to be a power-law with an exponent 2/5. Yet, S remains to be determined. In
order to do that, we have to find expressions for the pressure, density and radial
velocity which satisfy the equations of motion and continuity, that is to say Euler’s
equations, and the equation of state of a perfect gas.

Euler’s equations are a set of equations governing adiabatic and inviscid flow.
It consists of Cauchy equations of conservation of mass (continuity), and Navier-
Stokes equation without the viscosity corresponding to the conservation of the
momentum. With spherical symmetries, this gives:

∂ρ

∂t
+
∂(ρu)

∂r
= −2ρu

r
∂u

∂t
+ u

∂u

∂r
= −1

ρ

∂p

∂r

(3.3)

The equation of state for a perfect gas is:

(
∂

∂t
+ u

∂

∂r

)

(pρ−γ) = 0 (3.4)

Taylor determined the following similarity assumptions for :

• the pressure p/p0 = R−3f1

• the density ρ/ρ0 = Ψ

• the radial velocity u = R−3/2Φ1

where R is the radius of the shock-wave forming the outer edge of the disturbance
and f1, Ψ and φ1 are functions of r/R where r < R is the radial coordinate.

Injecting these solutions in the above equations, one can find a set of 3 differ-
ential equations on f1, Ψ and Φ1 depending only on γ. Solving these differential
equations analytically is laborious, as shown by Sedov in 1946 and von Neumann
in 1947. Taylor chose the step by step calculation in order to obtain desired results
which are given in his papers162,152 for different r and γ.
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In particular, for γ = 1.4, the evolution of the position of the shock-wave R(t)
is given by:

R(t) =

(
E

0.856ρ0

)1/5

t2/5 (3.5)

with E the energy of the explosion and ρ0 the density of the air. Of course,
precision of step by step calculation from the 50s could be improved. But here, this
result is precise enough considering the other uncertainties of the measurement.

The maximum pressure at the shock-front is then given by:

p(R) = 0.155
E

R3
(3.6)

One can wonder if γ = 1.4 holds during laser ablation or nuclear explosion.
Indeed, for extreme temperatures, the specific heat ratio might change. In partic-
ular, this is discussed by Taylor in his paper determining the energy of the New
Mexico explosion152. In that case, extreme heat could lead to a value of gamma
close to γ = 1.3 which would slightly change the estimation of the atomic bomb
energy. However, such considerations increases the complexity of the problem and
Taylor’s himself do not rely much on this alternative calculation.

More than 60 years before Taylor, shock-waves have been investigated by Rank-
ine and Hugoniot for one-dimensional flow in fluids. Later generalized, the so-called
Rankine–Hugoniot relations give the gas velocity u1, pressure p1 and density ρ1
immediately behind the shock-front (r = R) for an ideal gas by considering the
conservation of mass, momentum and energy. In the case of large over-pressure,
Rankine–Hugoniot relations are:

u1 =
2

γ + 1
D

p1 =
2

γ + 1
ρ0D

2

ρ1 =
γ + 1

γ − 1
ρ0

(3.7)

with D = dR/dt the velocity of the shock-front. One can show that these ex-
pressions are indeed consistent with Taylor’s self-similar solution. Thus, one can
use both the Taylor’s model considering the energy of the pulse but also Rank-
ine–Hugoniot relations considering the velocity of the shock-wave in order to de-
termine the pressure of the shock-wave. However, for pressures close to the atmo-
spheric one, exact Rankine–Hugoniot relations differ from Taylor’s model. In the
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following, I will use the exact solution for the pressure:

p1(R) = p∞

(

1 +
2γ

γ + 1

(
M2

s − 1
)
)

(3.8)

with Ms = us/c0 the Mach number and c0 = 340 m/s the sound velocity in the air.

Of course, Taylor’s model has its limits. In particular, it cannot apply at the
instant of the ablation. During laser ablation, the deposition of the energy is
neither point-like, nor instantaneous and the model should apply only when the
shock-wave is far enough from the ablation spot. One of the goal of the study is
to determine from when Taylor’s model stands true. Furthermore, the model is
spherical. In the case of laser ablation, the target surface changes the geometry of
the system which changes the propagation of the energy.

3.3 Measurement of shock-wave dynamics

3.3.1 Shadowgraph experimental set-up

In order to observe the shock-wave, I used a shadowgraph imaging set-up presented
on figure 3.2. The strong variations of pressure and density lead to variations of
the refractive index such that the light going through the shock-front is deviated.
The shadowgraph apparatus is composed of a 30 mW continuous-wave diode laser
(445 nm) in front of an iCCD camera from Andor. An objective Zoom 6000 from
Navitar is mounted on the iCCD camera with a spatial resolution of 44 µm.

The typical size of the shock-waves generated by the laser pulses are a few mm
with a thickness of only a few tens of µm. The shock-wave travels fast, around 10
times the speed of sound (about 3400 m/s) and thus travels 100 µm in less 30 ns.
In order to observe the shock-front, we have to record the image on a shorter
time-scale.

The interest of using iCCD camera is to achieve such a high time resolution, up
to 5 ns. This camera is an amplified camera. It is composed of a 1024× 1024 px

In short: Taylor’s model is a similarity model for explosion considering the ex-
pansion of a spherical shock-wave generated by a punctual source of energy in
an adiabatic and inviscid flow. It is extremely general and enables to predict the
pressure of the shock-wave considering only the energy of the pulse. Thus, it is
very convenient to use in order to determine the ablation pressure for many laser
ablation applications.
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Figure 3.2: Simplified scheme of the measurement apparatus of the shock-waves
in air.

CCD chip-set for which each pixel is 13.5 µm side. In front of which there is an
honeycomb electronic amplifier. †

Fortunately, the ablation process has a good repeatability and we are able to
reconstruct the dynamics of the shock-wave making one image for each pulse and
changing the delay between the ablation time and the recording time on the iCCD
camera. The delay between the ablation pulse and the camera is controlled by a
digital delay/pulse generator DG645 from Stanford Research Systems.

This ablation is done by focussing the third harmonic of a YAG-Nd pulsed laser
(355 nm, 5 ns, 9 Hz) with a 100 mm lens on various targets: pure gold (99.99%
from Neyco), a sapphire crystal (alumina), and some paraffin from Roti-Plast. The
sapphire crystal was grown by Czochralski (Cz) technique with radio frequency
induction heating in an iridium crucible173,174. The ablation was performed in
ambient air. The power of the laser pulse was changed using a diaphragm. The
energy of the pulse was measured with a Nova II power meter mounted with a
high energy pyroelectric sensor.

Figure 3.3 (a) shows some images of the shock-wave generated in the air by the
ablation of a gold target for different delays with a pulse of 3.1± 0.1 mJ. In front

†The photons arrive on a W-AGT photocathodes and are converted to electrons. The elec-
trons are accelerated and multiplied in an ensemble of micro-channels with a large electric field.
Then the electrons arrives on P43 phosphors and are converted back to photons illuminating the
CCD chip-set. This amplification can be tuned with the difference of potential applied to the
micro-channels. The main interest of this amplification is to enable fast gating. The electronics
of the camera is able to turn on and off the amplification within 5 ns. This mean that the gate
of measurement can be reduced to 5 ns giving a great temporal resolution of the measurement.
In return, the decay time of the phosphor is 2 ms such that is difficult to make images at a rate
faster than 500 Hz.
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of the camera, a band filter 450-5 nm centered on the continuous laser wavelength
is used. It limits the saturation of the iCCD camera due to plasma emission and
enables to measure the shock-front position down to 10 ns after the laser pulse.
The position is determined by measuring the distance between the bottom of the
plasma and the outer-edge of the shock-wave.

3.3.2 Results and discussion

In the following, I first show that the dynamics of the shock-front is perfectly
described by Taylor’s model. I also discuss the impact of anisotropy on the esti-
mation of the pulse energy. The shock-front is not perfectly spherical, such that its
dynamics measured perpendicularly to the target’s surface overestimates the laser
pulse energy. This discrepancy is corrected when the energy measured is averaged
on all the directions. In a second part, I discuss the evolution of the pressure in
time and space and the limit of Taylor’s model. Finally, I suggest a user-friendly
expression of the initial pressure generated from laser ablation according to Tay-
lor’s model which depends only on the pulse energy.

Impact of anisotropy on the estimation of the pulse energy

For 5 different pulse energies (0.09±0.01, 0.8±0.05, 2.6±0.2, 11±1 and 51.6±2 mJ)
the positions of the shock-fronts generated from the ablation of a gold target are
shown in figure 3.3 (b). The errors on the pulse energy measurements correspond
to maximal fluctuation of the measured value. The positions correspond to the
distance perpendicular to the target between the bottom of the plasma and the
outer position of the shock-wave (d⊥). Each position is averaged from 5 different
measurements and error bars correspond to the standard errors corrected with
student’s coefficient for a 95% confidence interval. The origin of time corresponds
to the laser pulse. Because of the pulse duration (5 ns), the laser jitter (a few ns)
and the iCCD camera gating (5 ns), t=0 is chosen as the average time between
the first frame recording the laser pulse and the next image. The solid lines corre-
spond to Taylor’s model for E = 0.081± 0.04, 3.73± 0.15, 13.0± 0.5, 43± 3 and
110± 2 mJ respectively. The model agrees well with the experimental data except

In short: The shock-front was imaged using shadowgraph and iCCD camera able
to capture an image on 5 ns and resolve the position of the shock-wave with a veloc-
ity larger than the sound velocity in the air. In order to reconstruct the dynamics
of the shock-wave, images are recorded from different laser pulses with increasing
delay. Fortunately, the repeatability of the system is good enough to reconstruct
consistent dynamics of the shock-wave.
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Figure 3.3: (a) Shadowgraph images of the ablation of a gold target in air for
different delay times. (b) Time evolution of the shock-wave position. Solid lines
correspond to Taylor’s model in t

2
5 . Errors are computed from 5 different measure-

ments corrected by student coefficient for a 95% confidence interval. (c) Measured
energy of the laser pulse compared to the angular averaged measurement from the
shock-wave position at t = 300 ns. Black points correspond to measurements on
gold, red point on alumina and blue point on paraffin. Errors are given by the an-
gular average. (d) Energy determined from the shock-wave position at t = 300 ns
depending on the angle for a pulse energy of 0.53 ± 0.02 mJ. Errors are given by
the standard deviation of 15 different measurements. The red line corresponds to
the measured pulse energy while the black line corresponds to the angular average.
Dashed line corresponds to error propagation on the average.
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Figure 3.4: (a) Energy determined from the shock-front position at 300 ns and
Taylor’s model in a direction perpendicular to the target (yellow), parallel to the
target (red) and its angular average (blue) in the case of gold target. (b) ratio of
the energy determined using Taylor model using the position of the shock-wave
in the perpendicular direction of the target and the measured energy of the laser
pulse. (c) Measurement of the anisotropy of the shock-wave defined as Emax−Emin

<E>
.
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for the lower pulse energy where the shock-wave velocity slows down quicker after
100 ns. Furthermore, the energy is systematically over-estimated as observed in
previous works167,165.

This discrepancy is due to the anisotropy of the system. On figure 3.3 (d) is
represented the energies calculated from the position of the shock-wave according
to Taylor’s model for a pulse of 7.8±0.2 mJ at t = 300 ns. This delay is chosen for
the size of the shock-wave to be large enough in order to obtain a good measure-
ment of its position. For each angle, the distance of the shock-wave is measured
from the center of the ablation spot. The black line corresponds to the angular
average of the energy over the hemisphere. As you can see the energy measured
perpendicularly to the surface (0o angle) largely overestimates the laser pulse en-
ergy while the energy calculated along the surface (±90o angle) underestimates
it (see figure 3.4 (a)). The energy appears to be mostly directed in the normal
direction of the target. Because of the target surface, the explosion is partially
confined. The conserved quantity of this problem is the energy. One can compute
the hemispherical average of the energy as:

< E >=

∑

θm
E(θm)|sin(θm)|

∑

θm
|sin(θm)|

(3.9)

with θm the measurement angle. This corresponds to the average of the energy
measured for each angle weighted by the circumference of the corresponding circle.

Figure 3.3 (c) shows the excellent agreement between the energy of the laser
pulse and the calculated energy from Taylor’s model average over the total emission
angle. Additional measurements on alumina (in red) and paraffin (in blue), show
that this model is very general and does not depend on the characteristic of the
target. It can apply to metals, dielectric and soft materials such as paraffin.

Such consideration of anisotropy were already suggested in previous works171,172

discussing the fact that the shock-wave is not fully hemispherical. In most of the
cases, the position of the shock-wave is measured perpendicularly to the surface. In
that case, the energy is overestimated by a coefficient close to 2.5 over a large laser
pulse energy range (see figure 3.4 (b)) and is consistent with previous works163.

The anisotropy of the shock-wave can be characterized by:

Emax − Emin

< E >
(3.10)

This quantity is represented on figure 3.4 (c) in function of the laser pulse energy.
It appears almost constant except for energy larger than 10 mJ where the shock-
wave appears to be more isotropic.
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Measurement of the pressure

The Mach numbers of the shock-front, defined as the velocity of the shock-front
us divided by the sound velocity c0, is presented in figure 3.5 in terms of time
(a) and shock-front’s position (b). Dashed lines correspond to the shock-front
velocity given by Taylor’s model applied to the measurement presented in figure 3.3
(b). Dots correspond to velocities determined from the difference of the shock-
front position between two successive images divided by the delay between these
images. Important noise comes from fluctuations in the measured position of the
shock-wave. In order to improve the calculation of the shock-front velocity, lowess
smoothing‡ from MATLAB is applied on the position before differentiation and
on the obtained velocity. Results are represented by solid lines. Parameters of the
smoothing were chosen in order to decrease the noise in the data without adding
bias.

The pressure deduced from Taylor’s model are represented by dashed lines in
figure 3.5 in terms of the time (c) and shock-front position (d). In comparison,
solid lines and dots correspond to direct measurement of the pressure behind the
shock-front using Rankine-Hugoniot relation and the Mach numbers presented
above.

Taylor’s model and Rankine-Hugoniot relation for the pressure are mostly in
good agreement. For high pressure compared with the atmospheric pressure, Tay-
lor’s model is equivalent to the approximate asymptotic forms of Rankine-Hugoniot
relations. On the contrary, when pressure is close to the atmospheric pressure, Tay-
lor’s model diverges from the Rankine-Hugoniot relations. This might explain the
difference between both pressures for large delay on the low power pulse. Fur-
thermore, at the earliest time, the pressures deduced from the velocity of the
shock-wave saturate when Taylor’s model diverged. Indeed, the initial speed of
the shock-wave is not as great as expected by Taylor’s model because the energy
deposition is not point-like. Taylor’s model fails to describe the pressure before
20 ns. Despite a focal point of about 100 µm, the pressure remains high even after

‡locally weighted scatter plot smooth

In short: The dynamics of the laser-generated shock-wave measured perpendicu-
larly to the surface is perfectly described by Taylor’s model with the exception that
the energy of the pulse is systematically overestimated by a factor 2 or 3. Such
observation is consistent with previous reports. The energy is not spread equally in
all the directions. Considering the average of the energy given by Taylor’s model
in all the directions enables to retrieve the energy of the laser pulse, confirming
the ability of Taylor’s model to describe laser ablation. These results have been
checked from 0.1 to 50 mJ and on gold, alumina and paraffin.
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Figure 3.5: Mach number of the shock-wave in terms of time (a) and its position
(b). (c-d) Pressure of the shock-wave determined from the shock-wave Mach num-
ber and Hugoniot’s model. Dots correspond to discrete differential, solid lines are
pressure values calculated from smoothed data as eye guideline and dashed lines
correspond to Taylor’s model with the energies fitted on the position.
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a few mm which can explain large damage observed on soft materials like organic
tissue in LIBS for instance.

Initial pressure

In these experiments, the initial pressure seems to saturate to values corresponding
to the pressure predicted by the model for a delay time between 10 and 20 ns (see
figure 3.5 (c)). One can estimate the initial pressure to be the one given by Taylor’s
model for a given t∗:

P (t) = 0.141
ρ
3/5
0 E2/5

t∗6/5
(3.11)

Here we see that the initial pressure should depend on the pulse energy to the
exponent 2/5.

Figure 3.6 shows the initial pressure determined from the measurements pre-
sented in figure 3.5 in terms of the pulse energy. Errors on the initial pres-
sure are estimated from the pressure measurement dispersion. Here, the en-
ergy does not correspond to the real pulse energy but to the energy given by
Taylor’s model on the data presented in figure 3.3 (b). Indeed, the dynam-
ics were measured in the direction perpendicular to the target surface and the
energy in this direction over-estimates the pulse energy. Errors on the energy
corresponds to the fit error. In Taylor’s model, for a given time, the pressure
goes like the energy of the pulse to the power 2/5. In the figure, the solid line
corresponds to a fit P [MPa] = (37.4 ± 10) × (E [mJ])2/5 and the dashed lines
correspond to the uncertainties on the fitting parameter. The measured initial
pressure seems indeed to follow the expected power law. The fitted coefficient
C = 37.4± 10 MPa.mJ−2/5 can be related to the time t∗ as t∗ = (0.141ρ

3/5
0 /C)5/6.

This gives t∗ = 10.3 (8.4−13.7) ns which is typically the value one can expect (see
figure 3.5 (c)).

Related to this work, I also studied the dynamics of shock-waves generated in
water. This work can be found in the annex D. In that case, the dynamics of
the shock-wave is much different and cannot be described by Taylor’s model. The
speed decreases very fast to reach the sound velocity within 70 ns. By estimating
the initial velocity of the shock-wave, one can use Vogel’s work48 to determine the
pressure of the initial point. Because of the confined environment, this pressure
appears much higher than in the air and can reach up to 4 GPa for laser pulse
fluency of about 70 GW/cm2. In particular, such large pressures at the abla-
tion point could explain the formation of metastable phases as the production of
nanodiamonds from carbon target40,175.
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Figure 3.6: Pressure determined from the initial shock-wave velocities for the dif-
ferent pulse energy. Solid line corresponds to a fit P [MPa] = (37.4±10)(E[mJ])2/5.
Dashed lines correspond to uncertainties on the fitting parameter.

In liquids, shock-waves generated in the target can also generate secondary
shock-waves in the water. We developed a method to deduce mechanical properties
of the target from this observation. This work can be found in the annex E and
has been patented.

In short: The pressure given by Taylor’s model is in good agreement with the one
calculated from Rankine-Hugoniot relation’s on the measured velocity of the shock-
wave for times larger than 20 ns. Before that, one cannot consider the energy
deposition to be instantaneous and point-like and the pressure seems to saturate.
The measured initial pressures are between 10 and 300 MPa depending on the laser
pulse energy which is far below the value given by ICF model extrapolated to low
fluency. This initial pressure corresponds to the pressure given for Taylor’s model
for t = 10 ns and evolves as a power 2/5 of the pulse energy.
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3.4 Calculation of densities and temperature con-

sidering LTE

Previously, I have shown that it is possible to describe laser ablation using Tay-
lor’s model. Interestingly, Taylor states that the pressure is almost homogeneous
after the shock-front. We might consider this pressure in order to describe the
plasma thermodynamics conditions. Here, I discuss its use for the study of the
laser-generated plasma and determination of densities. As seen in the first chap-
ter, determining the densities in a plasma has a great importance for nucleation.
It is also interesting for quantitative LIBS measurements in order to determine
the properties of the plasma and the relative quantities of species from emission
measurements176,177,178.

In order to link the pressure to densities and temperature, one needs to consider
the Local Thermodynamic Equilibrium (LTE) in the plasma and the associated
relations. In this section, I first define and discuss LTE in laser induced plasma.
Then, I present some models that use LTE equations in order to link densities,
pressure and temperature in the plasma. Most of the time these model are based on
the measurement of the excitation temperature of atoms and ions in the plasma
while the pressure is unknown. Here, I propose similar calculations but using
Taylor’s pressure and deducing the average kinetic temperature of the plasma.

3.4.1 Local Thermodynamic equilibrium (LTE)

Equilibrium in Plasmas

In a plasma at the thermodynamic equilibrium, there are no net macroscopic flows
of matter or of energy. This means that all the chemical reactions, ionization reac-
tions, and light emission reactions are at equilibrium and described by one unique
temperature T . In that case, one can write different laws from these equilibria:

Maxwell’s law gives the probability distribution G(~v) of the particles’ velocity ~v:

G(~v) =

(
m

2πkBT

)3/2

exp

[

−m~v 2

2kBT

]

(3.12)

with kB the Boltzmann constant, m the particles mass and T the temperature.

Plank’s law gives the spectral radiance of the plasma:

W (ν) =
2πhν3

c3

(

e
hν

kBT − 1
)−1

(3.13)
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with h the Planck constant, ν the photon frequency, c the speed of light, kB the
Boltzmann constant and T the temperature.

Saha-Eggert’s law links the population of ions and free electrons:

ni+1ne

ni

=
2

Λ3

gi+1

gi
exp

[

−ǫi+1 − ǫi
kBT

]

(3.14)

with ne the electron density, ni the density of atoms in the ith degree of ioniza-
tion, gi the degeneracy of the associated state, ǫi the energy of the corresponding
ionization, Λ the thermal de Broglie wavelength:

Λ =

√

h2

2πmekBT
(3.15)

me the mass of the electron. In the case of laser-generated plasma, mostly the first
ionization state of the atoms is observed and one can neglect the other populations
of ions.

Boltzmann’s distribution gives the distribution of the species in the excited
state n in terms of the temperature:

Nn = N
gnexp

[

− En

kBT

]

Z(T )
(3.16)

with gn the degeneracy of the state n, En its energy and Z(T ) the partition func-
tion of the system. This distribution can describe many systems. For instance, it
can refer to the velocity distribution of the particles but also to their ionic state
of excitation level.

Dalton’s law states that the total pressure of the system is the sum of the partial
pressures of the different species. This pressure can be related to the temperature
given an equation of state valid for the conditions of the system.

Local Thermodynamic Equilibrium

If the Local Thermodynamic Equilibrium is reached in plasma, all these laws,
except the Planck emission law, are verified locally in time and in space. This
happens when emission and absorption of light is no longer at the equilibrium but



3.4. CALCULATION OF DENSITIES AND TEMPERATURE CONSIDERING LTE97

that the depletion of excited states due to emission is negligible compared to the
other mixing processes. In other words, the characteristic time of collision between
electrons, ions and neutrals is short compared to light emission time such that the
equilibrium is maintained179,180,181,182.

Determining if the local thermodynamic equilibrium is reached in Laser induced
plasma is an important question in order to justify the use of these laws and the
notion of temperature itself.

In order to test the existence of local thermodynamic equilibrium in the plasma,
one can use the so-called Mc Whirter criterion. It is a necessary condition for the
LTE to be achieved in plasma. It can be expressed as:

ne[cm
−3] > 2.55× 1011〈g〉−1T1/2∆Emn[eV]

3 (3.17)

with 〈g〉 the Gaunt factor and ∆Emn the energy of the main transition between
two adjacent levels (usually the transition between the ground state and the first
excited state)181,183.

The density of electrons can be measured thanks to the Stark broadening effect
of emission lines as developed in the section immediately following this one.

This criterion corresponds to the balance between the frequency of collision of
the electrons with the atoms and the rate of emission of atomic transitions. If the
density of electrons is large enough, then the collisions are fast enough to ensure
the thermalization of the atoms despite radiative de-excitation. This is calculated
in the case of a thin plasma that is to say a plasma with no self-absorbtion which
is stationary and homogeneous.

This criterion is usually verified in laser-generated plasma with temperatures
larger than 3000 K and an electronic density around 1016−19 cm−3. However, one
should not take the LTE for granted and it has been extensively studied. In
particular, in a spatio-temporal study, Cristoforetti et al.181 explains: “The only
conclusion that can be drawn is that LTE conditions may exist. [...] LTE criteria
may be successful for some elements but may fail for others [...] the right question
should be not whether equilibrium conditions exist, but rather how far we are
from equilibrium.” Mirroring many other works179,184,185,186,182, Cristoforetti et
al. concludes local equilibrium and temperature convergence is reached only in
some part of the plasma after several µs. In a review from 2013, he concludes
that “results of such analysis, making use of experimental results present in the
literature, converge to the picture that a LIBS plasma enters into LTE near the
end of the laser pulse and maintains this status for a certain time, depending on
the background pressure and on the plasma composition.” 187 In 2018, Hermann
et al. worked on the spectroscopy of laser-generated plasma during the first few
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µs188. The authors show that the strongest emission line actually saturates at
the black-body radiance and that the temperature of the black-body equals the
excitation temperatures of the electrons and ions. The authors claim it proves
“directly and unambiguously a plasma in local thermodynamic equilibrium”. After
all, one can conclude that LTE is true in laser-generated plasma, at least in the
center, ensuring the equilibrium between the electronic state of the atoms and
ions, and the gas of electrons.

Figure 3.7: Figures extracted from a previous study of Lam and Amans on similar
plasma47. (a) Temporal evolution of the electron density in log/log scale. The inset
graph is the time evolution of the H-alpha line measured with 0.19 nm resolution.
The red curve is the measured curve at 1.5 µs with a typical Voigt fit. (b) Typical
Boltzmann plots using Ti II lines for delays equal to 5.0 µs and 10.0 µs. (c)
Temporal evolution of the excitation temperatures of the atoms (Fe I) and the
ions (Ti II) and the rotational temperature (AlO). The dotted lines stand for the
mean values calculated from 10 µs. (d) Typical Boltzmann plots using Fe I lines
for delays equal to 30 µs and 50 µs.
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Measurement of the electronic density

The density of electrons can be measured thanks to the Stark broadening effect of
emission lines. By neglecting the broadening due to the Doppler effect and Van
der Waals forces, one can link the full width at half maximum (FWHM) to the
density of electrons with189:

∆λ1/2 = 2w
ne[cm

−3]

1016
(3.18)

with w a parameter depending on the atom emitting. However, one needs to take
care to consider emission lines with little auto-absorption. The error of such a
measurement is about 20 to 30% in such laser ablation plasma. In the case of the
plasma I am studying, these quantities have been measured by Julien Lam a few
years ago47 and are reported on figure 3.7 (a). These measurements are done on
an alumina target with the exact same laser that I used and a pulse energy of
40 mJ. The electron density was measured through the broadening of the H-alpha
line. Within 1 µs, the electron density varies from 1018 cm−3 to 1017 cm−3.

Measurement of the temperature

In laser-generated plasma, the temperature is usually measured assuming LTE
and emission of the plasma. It can be deduced from the emission ratio of different
excited states of atoms and ions (excitation temperature) or from the emission
ratio between atoms and ions (ionic temperature).

Excitation temperature The excitation temperature is related to the excita-
tion level of the atoms. Atoms are excited through the collisions with the electron
gas. If LTE is reached, the population nm(T ) of each m state of energy Em and
degeneracy gm is determined by the Boltzmann distribution and such defines the
excitation temperature T :

nm(T ) = n0
gm
g0

exp

[

− Em

kBT

]

(3.19)

with n0 the ground state density and g0 the associated degeneracy. Here we con-
sidered the energy of the ground state E0 = 0.

The emission power by unit of volume for the transition m to n at the wave-
length λmn is:

Wmn =
Amn

4π

hc

λmn

nm(T ) (3.20)
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with Amn the Einstein coefficient. This relation is valid for a thin plasma in a
stationary state. For a given measurement setup, the intensity observed for this
transition is Imn = C1Wmn with C1 a proportionality coefficient depending on the
partition function of the atom. Combining these equations, one can write for any
transition m to n the following relation190:

ln

(
λmnImn

gmAmn

)

= ln

(
C1hcn0

4πg0

)

− Em

kBT
. (3.21)

By plotting ln
(

λmnImn

gmAmn

)

in terms of the energy of the emission level Em, one

can verify the linearity of the relation as an indication of LTE and determine the
coefficient and thus the excitation temperature T .

In the case of the plasma I studied, this temperature was already measured
by Julien Lam47 for atoms and ions (see figure 3.7). In order to do so, he doped
an alumina target with Ti and Fe atoms and measured the relative emission of
five different Ti II lines (347.718 nm, 350.489 nm, 351.084 nm, 352.025 nm, and
353.540 nm) and eight Fe I lines (370.557 nm, 370.925 nm, 371.993 nm, 372.762 nm,

373.332 nm, 375.823 nm, 376.379 nm, and 376.719 nm). Examples of ln
(

λmnImn

gmAmn

)

are plotted in figure 3.7 (b) for the Ti ions and in figure 3.7 (d) for the Fe atoms
with their associated linear regression. This is done as a function of time giving
the evolution of the excitation temperature in the plasma which is represented in
figure 3.7 (c) in black for the Ti ions and in red for the Fe atoms. As you can
see, there is no significant difference between the excitation temperature of the Fe
atoms and the one of the Ti ions. Such an equality in the excitation temperature
of two different species in the plasma is an indication that LTE is achieved for ions
and atoms in the plasma. It seems that this excitation temperature cools very
quickly during the 5 first µs from 14000 K to 7500 K. After 5 µs the decrease is
constant and much slower, from 7500 K to 5000 K after 60 µs.

The ionisation temperature The ionisation temperature is related to the pop-
ulation of ionic species in the plasma. As previously, one can write the ratio of
emission line intensities between two different levels of an atom Iatom and its ion
Iion as:

Iion
Iatom

=

(
A

λ

)

ion

(
λ

A

)

atom

n∗
ion

n∗
atom

(3.22)

with A the Einstein coefficients of the emissions of wavelength λ and n∗ the popula-
tion of the excited state regarding either the atom or the ion. If one considers LTE,
the populations n∗

ion and n∗
atom of the excited states of both species are described



3.4. CALCULATION OF DENSITIES AND TEMPERATURE CONSIDERING LTE101

by Boltzmann distributions which define the temperature T :

n∗
ion(T ) = n0

ion

g∗ion
g0ion

exp

[

− E

kBT

]

(3.23)

with n0 the population of the ground, g∗ the degeneracy of the excited state, g0

the degeneracy of the ground state. The ratio of these populations is also given
by the Saha-Eggert law:

n0
ionne

n0
atom

=
2

Λ3

g0ion
g0atom

exp

[

−ǫionisation
kBT

]

. (3.24)

Combining all the equation we finally get:

Iion
Iatom

=
2

ne

(
2πmekB
h2

)3/2(
Ag∗

λ

)

ion

(
λ

Ag∗

)

atom

T 3/2exp

[

−Eion − Eatom + ǫionisation
kBT

]

.

(3.25)

3.4.2 Equation of state and density calculation

Principle

In order to find the link between pressure, temperature and density, one needs an
equation of state. The first to come to mind is the equation of state for perfect
gases. This might appear quite a strong hypothesis to describe the plasma yet, it
is the equation of state used in Taylor’s model, ICF models and in LIBS plasma.
Considering Dalton’s law, the total pressure is the sum of the partial pressures
and:

P =
∑

i

nikBTi (3.26)

In short: The local thermodynamic equilibrium is achieved in plasma when the
depletion of the excited states due to emission is negligible compared to other mixing
processes. In that case, one can consider that the kinetics of the species is described
by Maxwell distributions, the excitation of the atoms and ions are described by
Boltzmann distributions and the ionization ratios are given by Saha’s relation. All
these relations depend on one parameter T being the temperature of the plasma.
Yet, this temperature changes in time and space. This temperature can be measured
through spectroscopy of the plasma just as the electron density. These quantities
can then be used to explore the thermodynamics of laser induced plasma.



102 CHAPTER 3. PRESSURE IN THE PLASMA AND THERMODYNAMICS

with P the total pressure, ni the density of the ith species and Ti its kinetic
temperature. In a plasma, there are different species, the atoms, the ions, the
electrons and even some molecules. The temperature here should be the kinetic
temperature of the ith species. In particular, for a non-isothermic plasma, one can
expect the temperature of the electrons to be much larger than the temperature of
the neutrals and ions usually close. However, here, we consider that LTE is reached
and that the temperatures are all equal. Furthermore, one could also correct this
equation of state taking into account charges interactions considering the Debye
pressure PD:

PD = − kBT

240πλD
(3.27)

with λD the Debye length in the plasma :

λD =

√

ǫkB/q2

(ne +
∑

i ni)/T
(3.28)

with q the elementary charge, and ǫ the permittivity of the gas.
This state equation creates a link between the different densities in the plasma,

the temperature and the pressure. In parallel, considering Saha-Eggert’s law,
one can describe the ionization ratios of each atomic species. In the case of a
plasma with molecules, one can also add some reaction laws similarly to the model
developed in chapter 2. From this set of equations, different calculation approaches
are possible.

Model for densities evolution considering atmospheric pressure

One can assume the pressure and derive all the densities from temperatures. In
the case of aluminum oxygen plasma, this as been studied by Hermann et al. in
2015177.

This article is particularly interesting to us as the studied system is very similar
to ours. They ablated a Ti-sapphire target, that is to say a titanium doped Al2O3

target. Titanium is in a negligible proportion and will not be discussed here§. The
authors considered the plasma mostly composed of aluminum and oxygen, both
atomic and in the first few ionized states, and diatomic molecules such as O2,
Al2 and AlO. The equation of state is the one considered above with the pressure
taken as the atmospheric pressure corrected by the Debye pressure. This enables
the authors to consider a pressure depending only on the temperature and thus
to solve the system of equation and derive the densities of the different species in

§Traces of Ti atoms are added in the target in order to determine the excitation temperature
of these atoms.
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Figure 3.8: Figures extracted from Hermann et al.177. Number densities of species
vs temperature computed for a plasma in local thermodynamic equilibrium at
atmospheric pressure with the elemental composition of the Ti-sapphire crystal
(b)

terms of the temperature. Their results are presented in figure 3.8. One can see
that diatomic molecules appear only when the plasma is cold enough. Another
interesting feature is that, up to 11000 K, the density of electrons is actually
equal to the density of Al(II). Indeed, the oxygen ionization energy is much larger
than the one of aluminum (EO

i =13.62 eV compared to EAl
i =5.98 eV) and higher

temperatures are required for the ionization. Furthermore, the second ionization
energy of aluminum is even larger (18.83 eV) such that Al(III) is also negligible.

One of the drawbacks of such a model, is the consideration of an almost constant
pressure. The Debye correction is only about 0.1 % at 4000 K. Here, we have seen
that the pressure during ablation can vary a lot. In particular, during the first few
µs following ablation, this pressure can reach 100 to 1000 times the atmospheric
pressure. Furthermore, temperature in the plasma decreases. Considering the
pressure constant, it would require the density of the plasma to increase and the
plasma to contract. However, the plasma is clearly expending during the first few
µs (see figure 3.1).

Estimation of the pressure from LTE

Three years later, Jörg Hermann published another paper to deal with this pres-
sure issue178. Another approach of this system of equations is to measure the
temperature and the electron density from spectroscopy. Having both of these
measurements, one can solve the system of equations depending on time and de-
termine the evolution of the pressure. This time, the target was an iron alloy and
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Figure 3.9: Kinetic pressure calculated by Hermann et al.177 (black dots) compared
to Taylor’s model (red line). The dashed line corresponds to a power law with an
exponent α = −6/5.

the composition of the plasma cannot be directly related to our study. However,
Taylor’s model depends only on the laser pulse energy and not on the target ma-
terial. One can thus compare the pressure determined by Hermann et al. with
the expected pressure given by Taylor’s model. In the article, the plasma was
generated by a UV (266 nm) pulse of 4 ns with a power of 6 mJ. The pressure
evolution according to Taylor’s model should be:

P (t) = 0.141
ρ
3/5
0 E2/5

t6/5
(3.29)

Figure 3.9 shows the pressure calculated in the paper (black dots) compared
to the expected pressure from Taylor’s model (solid red line). As you can see, the
pressure calculated by Hermann et al. is 25 times lower that the one expected by
Taylor’s model. This would correspond to a tremendous difference in the pulse
energy which cannot explain the discrepancy. Yet, quite interestingly, the power
law (dashed line) seems to be respected up to 5 µs. At this time, the pressure
predicted by Taylor’s model reaches the atmospheric pressure and one can expect
the pressure in the plasma to stop decreasing. And indeed, after 5 µs, the pressure
calculated from Hermann et al. seems to stay constant. Furthermore, the size of
the plasma measured by the authors increases with time up to 5 µs then stabilizes.
This is consistent with Taylor’s model and an expansion due to an over-pressure.
When the pressure reaches the atmospheric pressure, the plasma stops its expan-
sion and slowly cools down. How can we explain such a coherence in the time
evolution of the pressure despite the discrepancy in the amplitude?
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First, it appears unlikely that the pressure calculated by Hermann et al. cor-
responds to real pressure as they are mostly under the atmospheric pressure. It
would be difficult to explain the expansion of the plasma.

Second, the temperature has a huge impact on the calculation of the pressure
in Hermann’s model. In order to simplify the reasoning, let us consider a plasma
composed of only one kind of atom. The total density of the plasma ntot is the
density of electron ne, plus the density of the ions, which is equal to the density
of electron, and the density of the neutral n0:

ntot = 2ne + n0 (3.30)

The density of neutrals can be computed from Saha-Eggert’s law:

n2
e

n0

=
1

Λ3
exp

[

− Ei

kBT

]

= S(T ). (3.31)

Such that the total density is:

ntot = ne

(

2 +
ne

S(T )

)

. (3.32)

For instance, at high temperature, the ionization ratio, defined as ne/(n0 + ni),
is almost 1 as all the atoms are ionized. The total density is close to 2 times the
electron density. On the contrary, if the ionization ratio is low (usually the case
for LIBS), the total density of the plasma will be directly proportional to :

ntot ≃ n2
e/S(T ) ∝ exp

[
Ei

kBT

]

. (3.33)

If kBT is close to the ionization energy of the species, a slight change in the tem-
perature leads to a great change in the total plasma density and thus the pressure.
Of course, in a complex plasma, the calculation would be more complicated. Yet,
in the plasma studied in this paper, the main components are Fe and Fe+ and the
electron density is almost equal to Fe+ density. This simplified model is thus a
good approximation.

The ionization energy of Fe is 7.90 eV. For a delay time of 6 µs the tem-
perature measured by the authors is T=7000 K while the electronic density is
2× 1016 cm−3. According to our simplified model, the total density of the plasma
is 1.7 × 1017 cm−3. Changing the temperature to T=5650 K, the total density is
multiplied by 25 in thus is the pressure which corresponds to Taylor’s model.
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From the previous calculation, one can question the use of a measured tem-
perature as a relevant parameter of the model. Indeed, the slight variation of
the temperature could impact greatly the ionization of the plasma and thus the
calculation of the densities.

Without a space and time resolved measurements, it is likely that the temper-
ature of excited species, localized in hot areas, is larger than the average kinetic
temperature. In 2010 Ma et al. deduced the local pressure in a plasma from LTE,
perfect gas law and space resolved measurements of the temperature and electronic
density191. Ablation conditions are quite similar¶ but ablation takes place under
Argon. Argon gas is denser and pressure from Taylor’s model is expected to be
16% higher. From local measurements, Ma et al. measured strong spatial gradient
for the temperature and the electrons’ density. They deduced that the pressure in
the plasma is indeed above the atmospheric pressure and goes from 10 atm for a
delay of 0.6 µs to 1 atm after 30 µs. Here, the order of magnitude is much more
consistent with the pressure expected from Taylor’s model even if argon modifies
models parameters. It is also interesting to note that the local pressure calcu-
lated by Ma et al. is not constant in space which questions one of the model’s
characteristic. The pressure in Taylor’s model is considered almost constant.

Discrepancies might also appear if LTE is true for the excitation of the atoms
and ions but not for their velocity. In that case, the excitation temperature of the
ions and atoms is equal to the kinetic temperature of the electron gas. Yet, this
temperature might be larger than the kinetic temperature of the heavy particles
relevant for the pressure‖. In that case, the deduced pressure from excitation
temperature makes no sens. In the following, I suggest using the other approach
of this problem: considering Taylor’s pressure as the average kinetic pressure in
the plasma and measuring the electron density in order to determine the evolution
of the average kinetic temperature of the plasma.

3.4.3 Model considering Taylor’s pressure

I used the electronic density measured by Julien Lam a few years ago47 (see 3.7) in
order to determine the evolution of the densities and temperature in the plasma.
For that, the pressure will be assumed to be given by Taylor’s model:

P (t) = 0.141
ρ
2/5
0 E2/5

t6/5
(3.34)

¶The target is mostly composed of aluminum, the pulse energy is 50 mJ and 5 ns long but
the wavelength is 1064 nm.

‖The pressure also depends on the kinetic temperature of the electrons according to the
Dalton’s low but is dominated by the partial pressure of heavy particles in plasma with low
ionization.
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When the pressure reaches the atmospheric pressure, it will be considered constant.
Here I do not consider the Debye correction as it is negligible at a short time with
respect to Taylor’s pressure and at a long time because of the low temperature.

In his experiment, Julien Lam created an aluminum oxygen plasma by ablat-
ing an alumina target with the same laser I used and a pulse energy of 40 mJ.
Only the first ionization of aluminum is considered to describe the plasma. Up
to 10 000 K, the ionization of oxygen can be neglected because of large ioniza-
tion energy (13.62 eV). The second ionization energy of aluminum is even larger
(18.83 eV) and is also neglected. The density of electron is thus equal to the den-
sity of aluminum ions ne = nAl

1 and the only Saha-Eggert’s law considered here is
the one for aluminum with EAl

0 = 5.98 eV:

n2
e

nAl
0

=
1

Λ3
exp

[

− EAl
0

kBT

]

= SAl(T ) (3.35)

For low temperatures, the formation of diatomic molecules should not be ne-
glected. Just like Hermann et al., we consider the formation of O2 molecules and
AlO molecules. Al2 molecules are very unstable. Just like in chapter 2, the forma-
tion of a diatomic molecule AB occurs through the reaction of an atom A and B.
Their number densities are obtained from the Guldberg-Waage law of mass action
for chemical equilibrium:

nAnB

nAB

=
(2πµkBT )

3/2

h3
QAQB

QAB

e
− D0

kBT (3.36)

In short: Considering a given equation of state for the plasma, one can link
the pressure to the temperature and the total density of the plasma. In parallel,
considering LTE and Saha’s relations, one can determine the densities of the dif-
ferent species from the temperature. If one consider perfect gas law and a constant
pressure in the plasma, it is possible to determine the composition of the plasma
depending on the temperature. However, for a decreasing temperature, this would
imply an increasing density which is counter-intuitive at least in the first expansion
phase of the plasma. Furthermore, shock-wave dynamics indicates high pressure
decreasing rapidly. Another approach is to consider temperature and electron den-
sity in order to determine the pressure evolution of the plasma. Unfortunately,
Saha’s relations depends strongly on the temperature. If the measured tempera-
ture is not representative of the average temperature of the plasma, results on the
pressure can change a lot. One should rather consider the pressure from Taylor’s
model as input rather than temperature.
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where QA, QB and QAB are the partition functions of the atoms and the molecule,
D0 the dissociation energy of the molecule, and µ the reduced mass of the atoms.
For AlO, D0 = 5.2 eV and for O2, which is slightly more stable, D0 = 5.17 eV. The
values for the partition functions are taken from Hermann et al.177: QAl = 5.92,
QO = 8.95, QAlO = 12.7 and QO2 = 3.34.

The total density of the plasma is the sum of all these densities:

ntot = nAl
0 + 2nAl

1 + nO
0 + nAlO

0 + nO2
0 (3.37)

and the ratio between oxygen atoms and aluminum atoms is taken equal to the
target one (40% of aluminum and 60% of oxygen):

2(nAl
0 + nAl

1 + nAlO
0 ) = 3(nO

0 + nO2
0 + nAlO

0 ) (3.38)

Of course this is neglecting the atoms of the surrounding air. Yet, because of
the difference of density between the air and the target, one can consider this
approximation justified.

Finally, the equation of state is the perfect gas law:

P = ntotkBT (3.39)

In the end one can solve this system of 6 equations (3.34, 3.35, 3.36, 3.37, 3.38,
3.39) in order to find the densities of the 5 considered elements and the tempera-
ture.

Figure 3.10 (a) represents the calculated densities using the electronic density
measured by Julien Lam (red dots). The evolution of this density was fitted by
a double exponential (solid red line). The solid black line represents the total
density of the plasma which decreases very quickly from about 1020 cm−1 to 2.5×
1018 cm−1 after three µs. The explosion’s blast essentially pushes the matter
outward, leading to the formation and expansion of a shock-wave. This leads to a
lower gas density behind the shock-front. During that time, the pressure remains
quite high. According to Taylor’s model, it would reach the atmospheric pressure
only after 5 µs. Oxygen atoms and Aluminum atoms are represented respectively
in blue and green and make most of the total density. The aluminum ions’ density
is equal to the electron density and is about 50 times lower than the plasma density.
The ionization ratio of the plasma defined as the density of electrons over the total
density of heavy particles is represented in figure 3.10 (b). Quite surprisingly, it
seems to increase first before a slow decrease with time.

The temperature is represented on figure 3.10 (c). It decreases from about
6500 K to about 5500 K after 3 µs with a constant cooling rate of about (300 K/µs).
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Figure 3.10: (a) Densities of the main species in the aluminum oxygen plasma
generated from a 40 mJ pulse. Red dots corresponds to the measured electronic
density by Julien Lam’s47 while the red line is a double exponential fit used in
the calculations. (b) Ionization ratio of the plasma defined as ne/nbaryons. (c)
Temperature calculated from the measured electron density (dots) and fit (line)
according to the model.

When compared to the temperatures measured by Julien Lam (see panel (c) of
figure 3.7), one can notice that the excitation temperature is about twice as big.
As explained previously, even if LTE is verified in the plasma, the temperature
might vary a lot spatially. Emitting atoms providing the excitation temperatures
are likely localized in hot areas of the plasma. This leads to an overestimation of
the average kinetic temperature of the plasma. If LTE is not fully verified, one
can also expect different temperatures between electrons and heavy particles. In
such plasma, the temperatures of the electrons is larger than the temperature of
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Figure 3.11: (a) Densities of the main species in the aluminum oxygen plasma gen-
erated from a 40 mJ pulse considering and extrapolation of the measured electron
density’s fit (solid red line). (b) Corresponding calculated temperature and pres-
sure (c). The pressure is given by Taylor’s model until it reaches the atmospheric
pressure.

the heavy particles. In the model here, the kinetic temperature is dominated by
heavy particles as the ionization of the plasma is low. Yet, the excitation process
of ions and atoms is mostly due to collisions with electrons. This might also ex-
plain why kinetic temperature is lower than the excitation temperature but much
closer to the rotational temperature measured on AlO molecules. The rotational
temperature of AlO molecules might be a better probe of the kinetic temperature



3.4. CALCULATION OF DENSITIES AND TEMPERATURE CONSIDERING LTE111

of the plasma as it is directly influenced by collision with heavy particles. However,
AlO is also more likely to form in colder areas of the plasma (see chapter 4). In
particular, for these average pressures and temperatures, one should not be able
to observe the formation of AlO and O2 as their densities remain below 1014 cm−3.
AlO molecules do form in such a plasma before 3 µs yet only on the periphery of
the plasma.

In order to discuss further the evolution of the plasma, the evolution of the
electron density is extrapolated using the double exponential fit as shown in fig-
ure 3.11. After 5 µs, the pressure given by Taylor’s model reaches the atmospheric
pressure and is then considered constant as shown in the panel (c). The gray area
corresponds to the 3 first µs where the density of electrons was measured. The
evolution of the densities is given in the panel (a) and the temperature in the panel
(b). During the 5 first µs, the pressure is higher than the atmospheric pressure
and the plasma is in expansion. The total density of the plasma decreases. The
densities of the molecules are very low, and their formation rates do not com-
pensate the expansion of the plasma such that their densities decrease. For such
temperature, the density of oxygen ions would be even lower and can indeed be
neglected. After 5 µs, the plasma stops expending and the pressure is considered
constant. Because the temperature keeps decreasing, the density slowly increases
as the plasma contracts. The density of molecules increases rapidly and becomes
predominant after about 13 µs. Such timescale is perfectly consistent with the evo-
lution of AlO molecules emission in the plasma presented in chapter 4, section 4.3,
figure 4.15 (c).

When the pressure is equal to the atmospheric pressure, the calculations of
Hermann et al.177 are fully justified. Furthermore, determining the composition of
the plasma in terms of the temperature without any measurement of the electron
density is very interesting because it is impossible to measure the electron density
when it is too low, that is to say for low temperatures, when the pressure is
constant. The time t∗ such that P (t∗) = Patm depends on the energy of the pulse
and can be calculated as:

t∗ =

(
0.141

Patm

)5/6

E1/3ρ
1/2
0 (3.40)

Yet, for such a long time, the temperature is quite low, and it should be necessary
to consider also the formation of larger molecules. This could be done similarly
to the paper of Julien Lam et al. published in 201546. In this paper, the authors
calculated the Gibbs free energy of reactions of various aluminum oxygen cluster
using the same ab initio calculation I used in chapter 2 and deduced the com-
position of the plasma at different temperatures at a given pressure. The main
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drawback of this technique would be not to consider the dynamics of formation.
Another solution would be to consider reaction rates given in the model I developed
in chapter 2.

3.5 Conclusion

The study of the dynamics of laser-generated shock-wave in air enables to deter-
mine the evolution of the pressure behind the shock-front. Its propagation is well
described by Taylor’s blast auto-similar theory on a broad range of pulse energy
from 0.1 to 50 mJ and various materials. However, the blast is not perfectly hemi-
spherical. Propagation in the direction perpendicular to the target surface is faster
and overestimates the laser pulse energy using Taylor’s model. Averaging the en-
ergy in all the directions of propagation leads to a surprisingly good measurement
of the pulse energy on the whole range of tested energy and target material. This
proves that Taylor’s model is perfectly valid for laser ablation in air and can be
used as a user-friendly universal model with a strong application potential.

In particular, one can use it to determine the evolution of the average pressure
in the plasma depending on the laser pulse energy only. When compared to direct
pressure measurements of the shock-wave from its velocity, Taylor’s model gives a
good estimation of the pressure after 20 ns. Before 20 ns, the pressure is not as
high as the one predicted. The initial ablation pressure could be estimated using
Taylor’s model for t∗ ≃ 10 ns such that P [MPa] = (37.4± 20)× (E [mJ])2/5. This
saturation is consistent with the fact that the source of energy is neither point-like
nor instantaneous as considered in Taylor’s model. After 20 ns, the pressure de-

In short: Considering the pressure in the plasma to be given by Taylor’s model
and the electron density to be measured, one can deduce the evolution of the differ-
ent species density in the plasma and the average temperature. The total density
decreases as the plasma expands. The temperature appears to be lower than the ex-
citation temperature measured by spectroscopy. This can be explained considering
that the temperature is not homogeneous in the plasma. In particular, emission of
excited atoms and ions might be dominated by the hot central region. Extrapolat-
ing the evolution of the electron density, one can determine the composition of the
plasma for longer times. After 5 µs, the pressure reached the atmospheric pressure
and is considered constant. At that time, the plasma stop expanding, but slowly
contracts as the temperature keeps decreasing. The density of diatomic molecules
increases quickly and are predominant after 13 µs which is consistent with the
emission of AlO molecules. However, for such long time and low temperature, one
should also consider the formation of larger clusters such as Al2O.
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creases with time proportionally to t−6/5.

Using the equation of state for perfect gas, one can determine the relation
between this pressure, the average temperature of the plasma and its total density.
Considering that Local Thermodynamics Equilibrium (LTE) is achieved in the
plasma, one can use Saha-Eggert’s law and Guldberg-Waage’s law in order to
determine relations between the different densities. With the state equation, this
leads to an under-determined system of equations. In order to solve it, one needs
to know the time evolution of two of the following quantities: the electron density,
the pressure and the temperature. Using spectroscopy measurements, one can
determine the electron density from Stark broadening effect and the temperature
from Saha-Boltzmann plots. Yet, the system of equations is very sensitive to
the temperature. An overestimation of the average temperature leads to large
underestimation of the pressure. On the contrary, Taylor’s model is a simple way
to determine the average pressure in the plasma. Thus, it is better to consider
it rather than temperature measurements. Doing so, one can determine the time
evolution of the average pressure, temperature and densities in a laser-generated
plasma. When applied to an aluminum oxygen plasma generated by a 40 mJ laser
pulse, the pressure drops to the atmospheric pressure within 5 µs. During this
time, the plasma is in expansion and the total density and temperature of the
plasma decrease. The plasma is mostly composed of neutral aluminum and oxygen
atoms with about 2% of Al+ ions. After 5 µs, the pressure is assumed constant
and the plasma contracts. The density increases as the plasma keeps cooling and
diatomic molecules appear. AlO molecules are predominant on Al atoms after
about 13 µs which is consistent with emission. When the temperature is low, one
should also consider the formation of larger molecules and clusters.

The temperature given by this model appears to be almost twice lower than the
temperature measured by Julien Lam from excited atoms’ emission. Because of
strong temperature gradients in the plasma, optical measurement of the excitation
temperature can be dominated by hot areas, leading to an overestimation of the
plasma temperature. Furthermore, even if LTE is true for the excited states of the
atoms, the temperature deduced from their emission is the one of the electrons
gas which might be higher than the kinetic temperature of heavy particles. The
kinetic temperature of heavy particles is more likely to be related to the rotational
temperature of diatomic molecules influenced by collisions. One can expect the
measurement of rotational temperature to be a better probe of the kinetic temper-
ature in the plasma than atomic emission. And indeed, the rotational temperature
of AlO molecules measured by Julien Lam is much closer to the temperature given
by the model. However, this could also be linked to some temperature gradients
as AlO molecules are more likely to form in cold regions.
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In order to investigate this question, I built a spectroscopy set-up which makes
it possible to measure AlO emission with a resolution in time and space. As
developed in the next chapter, this enables me to discuss the evolution of the
rotational and vibrational temperature of excited AlO molecules and challenge
the notion of equilibrium in the molecules.



Chapter 4

Temperatures & Thermalization of

the Plasma

The point of life is to find equilibrium
in what is inherently unstable.

Pierre Reverdy

Abstract: In this chapter, I present time and space resolved spectroscopy of
AlO and TiO molecules in the plasma. By fitting the recorded spectra, I was able
to determine the rotational and vibrational temperatures of AlO molecules and the
rotational temperature of TiO molecules depending on their position in the plasma
and time. The formation of the molecules occurs mainly in the outer part of the
plasma where the temperature is low enough. The vibrational temperature of AlO
appears much larger than its rotational temperature, proving that the thermody-
namics equilibrium is not reached in the excited state of the molecules. Because
of a short lifetime of the excited state, molecules formed have not enough time
to be thermalized. The rotational temperature of the molecules is likely to cool
down quicker due to large coupling with the gas. The rotational temperature of
TiO molecules is similar to the one of AlO but slightly lower, probably due to
larger collision cross-section and better thermalization. Rotational temperature of
the molecules appears to be a good probe of the kinetic temperature of the gas,
especially when the excited state lifetime is long and coupling with the gas is large.
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I
n the previous chapter, I considered the plasma at the local thermodynamic
equilibrium with a given average pressure. This enabled me to compute an

average kinetic temperature in the plasma. This temperature appears to be lower
than the temperatures measured from atoms spectroscopy. Yet, it is close to the
rotational temperature of the molecules. In the conclusion, I raised two possible
explanations, (i) this could be due to temperature gradients in the plasma or (ii)
this could be the consequence of LTE partial failure.

In the first case, atoms emission arising from hot areas in the plasma lead
to an overestimation of the average temperature while AlO molecules are formed
in colder areas. On the outer-part of the plasma, the electron density and the
temperatures are lower as it is cooled down by the atmosphere. In order to take into
account this spatial variation in the spectroscopic measurements, some researchers
use a model considering two areas, a central one, dense and hot and an external
one colder and less dense177,192.

In the second case, the kinetic temperature of the electrons’ gas is larger than
the kinetic temperature of the heavy particles. The electronic states of the atoms
and ions are excited by the collision with the electrons such that the excitation
temperature is equal to the kinetic temperature of the electrons. On the contrary,
rotations of diatomic molecules are greatly influenced by collision with heavy par-
ticles and thus could be a better probe of the average kinetic temperature of the
plasma.

In order to push further this investigation, we need space resolved spectroscopy
in order to take into account the spatial variations of emission and temperature in
the plasma. To do so, I built a space and time resolved spectroscopy set-up able
to image diatomic molecules such as AlO and determine its local temperatures.

In the introduction, I first define the different temperatures for diatomic molecu-
les. Then, I describe how it is possible to measure these temperatures from emission
spectroscopy of the plasma in the case of AlO and TiO molecules. In the second
part, I describe the experimental set-up I developed in order to measure diatomic
emission spectroscopy resolved in time and space. Finally, I discuss the measure-
ment of the rotational and vibrational temperatures of AlO and the rotational
temperature of TiO molecules regarding thermalization processes in the plasma.
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4.1 Spectroscopy theory for TiO and AlO molecules

4.1.1 Temperatures in diatomic molecules

Molecules are composed of several atoms bound together and having other degrees
of freedom than translation. They can both vibrate and rotate. Considering
a molecule in the electronic state n with a vibration mode v and an angular
momentum J , the energy of the molecule can be written as:

E = Tn +Gn(v) + Fv(J) (4.1)

with Tn the energy of the electronic level of excitation, Gn the vibration energy, and
Fv the rotation energy. This means that a molecule is not described by electronic
transition only. Instead of having intense emission lines like single atoms, one can
observe complex structures corresponding to transitions between the rotational
levels of the different vibrational levels of each electronic level (see figure 4.1).
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Figure 4.1: Scheme of the different energy levels of molecules. n refers to electronic
levels, v to vibrational levels, and J to rotational levels.

For each of these energy modes, one can define an associated temperature by
considering its population to be a Boltzmann distribution∗. The excitation tem-

∗Here, the use of Boltzmann distributions is an approximation of the population distributions
that is true only at full equilibrium. The related temperatures are parameters that characterise
the distribution. In the case of populations strongly out-of-equilibrium, one should use other
descriptions of the population that are out of the scope of the work presented here.
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perature of the molecule can be defined the same way as atoms. An equivalent
Boltzmann diagram could be studied for molecules in order to determine its exci-
tation temperature. Yet, in this case, it is more complicated because one needs to
take care of integrating all the light coming from the different transitions from the
same electronic state. This can be extremely complicated when emission bands
overlap. The vibrational temperature Tvib is associated with the population of the
vibrational states. The rotational temperature Trot is associated with the popu-
lation of the angular momentum states (rotational states). If the molecules reach
thermodynamic equilibrium, these three temperatures should be equal. If not,
Boltzmann distributions might still be a good approximation of the population
of each mode, but the temperatures are not the same. If the molecules are in a
state far from equilibrium one cannot use this description. For instance, in the
case of stimulated fluorescence, part of the population cannot be described by a
Boltzmann distribution as I show in chapter 5.

One can determine the vibrational and rotational temperatures by fitting the
emission spectra and the intensities of the different transitions. In the case of
molecules, the emission results from 3 different kinds of transition: (i) The purely
rotational transitions between rotational levels of the same vibrational and elec-
tronic state. These transitions have very low energy and correspond to far IR
radiations and radio frequencies. (ii) The rovibrational transitions between two
different vibrational states of the same electronic state. These transitions corre-
spond to IR radiations. (iii) The rovibrational transitions between two vibrational
states of different electronic states. These transitions correspond to visible and
UV radiations. In this manuscript, we are focusing on this kind of transitions.
Note that here the temperatures measured through emission are actually probing
the population of the excited state. It is not obvious that it is the same as the
ground state. Yet, measurement in the IR region is much more complicated in the
geometry of our experiment. Indeed, the surrounding environment (air and water)
absorbs a lot in the IR region and complicates a lot the measurements. In order to
probe the ground state, one can excite the ground state molecules before looking
at their emission. I develop such measurements in the chapter 5.

In short: In the case of molecules, one can determine the rotational and the vi-
brational temperatures. They respectively give information on the rotational and
vibrational excitation of the molecules. These temperatures are interesting to study,
especially in the framework of nucleation, as it gives information on the thermaliza-
tion of the molecule itself. However, determining the rotational temperature from
molecular spectroscopy is not simple, it requires large spectral definition. Dur-
ing my PhD, I built an experimental set-up enabled to achieve such ro-vibrational
spectroscopy on AlO and TiO molecules with spatio-temporal resolution.
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Similar rovibrational spectroscopy on laser generated plasma has been achieved
in particular in the Institut Lumière Matière by Xueshi Bai and Vincent Motto-
Ros193 or in my team with Julien Lam and David Amans47. For instance, we
have seen on figure 3.7 (c), the evolution of the rotational temperature of AlO
molecule in the plasma. Recently, Pengxu Ran et al. reported spatially resolved
measurement of the rotational temperature of AlO molecules on the vertical axis
of a laser generated plasma194. Here my goal is to go further by measuring both
the vibrational and rotational temperatures and their evolution depending on time
and on the position in the plasma in order to investigate the thermalization of the
molecules.

4.1.2 Diatomic molecules

In order to better understand diatomic molecules’ spectroscopy, one needs to adopt
a quantum mechanic description of the system. Yet, one can describe diatomic
molecules with easy-to-grab molecular models in order to better understand the
qualitative behavior of the molecules. In this section, I will present the general
formalism and description of diatomic molecules based on the book Rotational
structure in the spectra of diatomic molecules written in 1969 by Istvan Kovacs195.
I also base myself on the Thesis of Maxime Ribière, Spectroscopies d’émission
et d’absorption appliquées à l’analyse de plasmas produits par impulsion laser
(2008)196 and a presentation of Professor Xavier Mercier at the Journées du réseau
Plasmas Froids du CNRS (2012)197. For this section, I would also acknowledge the
great work of the intern Louhane Jacod, with whom I had the pleasure to work
in the summer of 2020. Despite difficulties due to the pandemic and lockdown,
she did a great bibliographic work on AlO and TiO spectroscopy and worked on
the code, initially developed by David Amans, that I used to calculate molecular
spectral data.

Born-Oppenheimer approximation

Just after the description of atoms with quantum mechanics, Slater, Born and Op-
penheimer, Kronig and later Van Vleck naturally started to investigate diatomic
molecules during the late 20s’ and beginning of the 30s’.

Of course describing a molecule, even composed of only two atoms, is much
more difficult than a single one. The goal is to determine wave-functions of the
system and its associated energy E. However, in contrary to simple atoms, there is
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a relative motion of the nuclei. The nuclei cannot be simply considered as param-
eter for the Hamiltonian of the electrons through the electron-nucleus interaction
potential.

The complete Hamiltonian one needs to consider is :

Ĥ = T̂A + T̂B + T̂e + V̂AB + V̂eAB + V̂ee (4.2)

with T̂A and T̂B the kinetic part of the relative motion of nuclei A and B, T̂e
the kinetic part of the electrons, V̂AB the interaction potential between the nuclei,
V̂eAB the interaction potential between the nuclei and the electrons and V̂ee the
interaction potential between the electrons.

The first simplification that can be done, is the so called Born-Oppenheimer
approximation. It states that the movements of the electrons are much faster
than the movement of the nuclei which are several thousand times heavier. The
relaxation of the electronic states is much faster than the nuclei dynamics such
that, at each position of the nuclei, the electronic configuration of the molecule can
be considered at rest in its fundamental state. Thus, the wave-function describing
the system can be written as the product of a wave-function describing the nuclei
Φ(~R) and another wave-function describing the electrons φ~R(~r) depending on the
position of the nuclei only in a parametric way:

Ψ(~r, ~R) = Φ(~R)φ~R(~r) (4.3)

The problem is simplified to the dynamic description of electrons in a rigid poten-
tial created by the atoms. This approximation neglects all the contribution of the
nuclei kinetic operator on the electronic wave function. As intuited at the begin-
ning of the reasoning, these contributions are often negligible as their magnitude
is proportional to the mass ratio between the electrons and the nuclei. More on
this formalism can be found in the Annex C.

In the case of a diatomic molecule, one can consider both nuclei to be punctual
and separated by a distance R. One can then describe the electrons considering
these nuclei immobile and solving the associated Schrodinger equation. The re-
sulting eigen solutions for the electronic system are determined for a given distance
R between the nuclei considered as a parameter.

This solution for the electronic state of the molecule is then used as a potential
acting on the nuclei in the complete Hamiltonian. It enables the study of the nu-
clei’s position depending on this potential which determines R without considering
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the electrons. Yet, the study of the vibration and rotation of these two nuclei is
done for a given electronic state (as the electronic state modifies the interaction
between both nuclei).

Because the potential depends only on R, it is a central potential (just like for
the hydrogen atom). One can decompose the solution as the product of a radial
function, the vibrations, and an angular function, the rotations.

In the end, the energy of the electronic system can be decomposed in three
different contributions as stated earlier:

E = Tn +Gn(v) + Fv(J) (4.4)

Each of these contributions have very different magnitudes (Tn = 1− 10eV, Gn =
0.1− 1eV and Fv = 10−4 − 10−3eV) with the different spectral signatures we have
discussed in the introduction†.

Vibrations

Vibrations of the diatomic molecule, that is to say the radial variation of R, cor-
responds very intuitively to an oscillator composed of the two nuclei linked by
an electronic bound. The potential of this bound is minimal at the equilibrium
distance of the nuclei Re. Around this equilibrium position, the potential can be
approximated by the one of a harmonic oscillator, hence the second order Taylor
expansion of the real curve (see the green curve on figure 4.2 (a)). Yet, such an
approximation is good only close to the equilibrium point. One obvious limitation
of this model is that it fails to describe the dissociation of the molecule. When
R increases, the potential of a harmonic oscillator diverges and no dissociation is
allowed. On the contrary, when R = 0, the potential is not diverging as it should.

One better way to describe this potential is the Morse curve V (r) = De(1 −
e−a(R−Re))2 + V (Re), with a =

√

ke/2De, and De the well depth related to the
dissociation energy of the molecule (see blue curve on figure 4.2 (a)). This potential
diverges when R = 0 and saturates to the dissociation energy when R goes to
infinity. Of course, this potential can be translated by a constant.

Solving the Hamiltonian using this potential, one can demonstrate that the

†By convention, in spectroscopy, the energies are divided by hc in order to obtain wavenum-

bers usually expressed in [cm−1]. h is the the Plank constant and c the speed of light in vacuum.
In plasma physics and in this manuscript, the energy are more likely to be given in eV.
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Internuclear distance (r)

Dissociation energy

Harmonic

Morse

(a) (b)
AlO

Figure 4.2: (a) Illustration from Wikipedia the shift for the energy level for a
diatomic molecule considering harmonic potential of Morse potential. (b) MRCI
potential energy functions of the doublet states of AlO calculated by Zenouda et
al.198. In red are the X2Σ+ and B2Σ+ states studied in this manuscript.

eigenvalues of this potential can be written as:

E(v) = hν0(v + 1/2)− [hν0(v + 1/2)]2

4De

(4.5)

with ν0 = a
2π

√

2De/m a frequency and v = 0, 1, 2... the vibration quantum
number. For large values of v, one can find out that the difference in energy
E(v + 1) − E(v) < 0, this corresponds to the dissociation limit of the molecule.
For v smaller than this limit, Morse’s curve provides a good approximation for the
vibration levels of a diatomic molecule.

However, when it comes to describing precisely the position of vibration levels,
one cannot simply rely on the Morse curve. Many other effects can modify the
potential, starting by coupling between the rotations and the oscillations and the
limit of the Born-Oppenheimer approximation. In figure 4.2 (b) is plotted the
potential of the different electronic levels of the AlO molecules extracted from
the article of Zenouda et al.198. Depending on the electronic state, the potential
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can look much different that the Morse curve. In red are the X2Σ+ and B2Σ+

states studied in this manuscript. In practice, the energy levels for vibrations are
described by a Taylor’s expansion (usually to the third order) whose parameters
are adjusted on experimental data:

Gn(v) = we

(

v +
1

2

)

− wexe

(

v +
1

2

)2

+ weye

(

v +
1

2

)3

+ ... (cm−1). (4.6)

with we the wavenumber of the oscillator, wexe and weye the anharmonicity pa-
rameters. The first two terms can be related to the previous description with the
Morse’s curve.

Rotations

When considering the rotations of the molecules, the first idea is to consider a
rigid rotator. That is to say, the rotation of a rigid body. In that case, the inertia
momentum of the molecule can be written as I = µR2 with µ the reduced mass.
One can solve the Hamiltonian and find the eigenvalues of the system as:

E(J) = BJ (J + 1) with B ≡ ~
2

2I
(4.7)

with J = 0, 1, 2, .. the rotation quantum number. Note that each of these levels
are 2J + 1 times degenerated.

In reality, the molecule cannot be approximated as a rigid body. One can take
the classical image of two bodies linked by a spring and rotating. Because of their
inertia, both masses are ejected one from the other and the spring length increases,
changing the inertia momentum of the system. In order to take into account this
dependence of I with the rotation, one usually considers the non-rigid rotator:

Fv(J) = Bv · J(J + 1)−Dv ·
(

J(J + 1)
)2

(cm−1). (4.8)

with Bv and Dv fitted parameters. The non-rigid rotator contracts the transitions
by reducing the energy differences. However, this model does not actually take
into account the length modification due to the vibration mode but only the mod-
ification length due to the rotation.

Even if the progression of the rotational transitions are fairly described by the
non-rigid rotator, precise positions of the transitions have to take into account
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the interaction with the electronic orbitals, the electrons and nuclei spins. These
couplings can shift the energy and lift the degeneracy of levels. Usually, it is done
by introducing an energetic term H(J,K, S,Λ,Σ...) in the rotational energy:

Fv(J) = Bv ·J(J +1)−Dv ·
(

J(J +1)
)2

+ ...+H(J,K, S,Λ,Σ...) (cm−1). (4.9)

J is now the total angular momentum. It takes into account the splitting due
to couplings between the different contribution (K,S,Λ,Σ...). The correction H
depends on the rotational state J and other parameters (K,S,Λ,Σ) corresponding
to the other momenta of the molecule.

Couplings and Hund rules

In order to discuss the different couplings between the momenta of the diatomic
molecule, we introduce their notation and projections on inter-nuclei axis (see
figure 4.3):

• N or R is the kinetic momentum of the nuclei rotation

• L is the total orbital kinetic momentum of the electrons

• Λ is the projection of L on the molecule axis

• S is the total spin momentum of the electrons

• Σ is the projection of S on the molecule axis

• Ω = Λ+Σ

In short: In order to describe the energy levels of diatomic molecules, we first
describe the vibration by an oscillator. Because the true potential is not quadratic
but closer to a Morse potential, the harmonic oscillator model is added with a
quadratic and cubic correction whose parameters are tabulated from experimental
data. The rotation of the molecules are described by a non-rigid rotator. For
a better description of rotational levels, it is possible to introduce an energetic
term taking into account the different momenta interactions. In the end, one
can calculate the exact position of the rovibrational transitions considering only
an ensemble of tabulated constants. Yet, not all the transitions between these
levels are allowed. It depends on their respective quantum state. Depending on
the quantum properties of the molecules, Hund proposed several cases with precise
criterion enabling the transition.
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• K = Λ+N

Figure 4.3: Illustration of the different momenta for a diatomic molecule and their
projections on the molecular axis.

All the different momenta interact together such that it is the resulting angular
momentum J that has to be considered in the calculations of the energy levels. Of
course, the coupling depends on each molecule and electronic states involved. Yet,
for calculations, Hund derived 5 limit cases195. Depending on the molecule and
the electronic state, one has to determine which case is relevant. In this study,
only the case (a) and (b) of Hund are used.

Hund’s case (a) is when the total orbital kinetic momentum of the electrons
L and the total spin momentum of the electrons S are highly coupled with the
inter-nuclear axis as shown on the right-side of figure 4.4. In that case, J is the
sum of their projection on the axis with the kinetic momentum of the nuclei rota-
tion : J = Ω +N. The quantification gives Ω = |Λ + Σ| with Σ ∈ J−S;SK while
Λ and S are determined by the electronic state of the molecule. For a given Ω,
J = Ω,Ω + 1,Ω + 2... In general, this case is valid for the first rotational levels.

Hund’s case (b) is when the total orbital kinetic momentum of the electrons L
is highly coupled with the axis of the molecule but the total spin momentum of the
electrons S is not. In that case, Σ is not defined. J = K+S = (Λ+N)+S. Quan-
tification gives K = |Λ|, |Λ|+1, |Λ|+2... such that J = K+S,K+S−1, ..., |K−S|.
This case usually corresponds to high rotational levels. It is also valid for molecules
when Λ = 0, that is to say when the total orbital kinetic momentum of the elec-
trons is perpendicular to the molecule axis. In that case the electron spin does not
couple with the axis of the molecule. This remains true for light molecules where
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the coupling of the electron spin remains low even if Λ 6= 0. This case describes the
transitions studied for AlO. TiO molecules are more complicated. For large values
of J , the molecule is mostly described by case (a). Yet, for each transition, the
calculation of the energy considers a mix of both states and associated interactions.

K N
N

Case (a) Case (b)

Figure 4.4: Illustration of the molecule momenta in the cases (a) and (b) of Hund.

When Λ 6= 0, the coupling splits in two the rotational component of the energy.
This is called the Λ-doubling. Although, this splitting is rather small and has to
be taken into account only when looking at high definition spectra.

Notation

To ease the reading, the most relevant notations and conventions used in this
manuscript are summed up in the annex A. Notation in molecular spectroscopy
can first appear quite obscure with vibrational transitions named X2Π1/2, A3Σ+ or
even B3Πg. This notation actually corresponds to the different information needed
for the calculation previously exposed. It generally follows the following form:

L2S+1[Λ]Ω (4.10)

The letter L corresponds to the electronic state. By convention, the ground state is
called after the letter X, then comes A, B etc., as shown in the top part of table 4.1.
If the multiplicity of the excited state is different from the fundamental state, then
lowercase letters are used. The exponent corresponds to the value 2S + 1. The
second letter, in Greek, corresponds to the value of the projection Λ of L on the
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interatomic axis. The convention for the correspondence of the letter and Λ are
reported in the bottom part of table 4.1. Finally, the index corresponds to the
value of Ω = |Λ + Σ|.

The parity of the electronic wave-function with respect to a plan containing the
molecular axis is referred by a + if symmetric or − if anti-symmetric in exponent of
the Greek letter. Similarly, the parity of the electronic wave-function with respect
to its center is refereed by the index g for the German gerade if symmetric and u
for ungerade is anti-symmetric.

Selection rules

The transition happens when the molecules go from one state to another by ab-
sorbing a photon or emitting one. The energy of the photon corresponds to the
difference in energy between the two states. This energy ν̄ can be defined as:

ν̄ = E(n′, v′, J ′)− E(n′′, v′′, J ′′)

= [T (n′)− T (n′′)] + [Gn′(v′)−Gn′′(v′′)] + [Fv′(J
′)− Fv′′(J

′′)].
(4.11)

with (n′, v′, J ′) the initial state and (n′′, v′′, J ′′) the final state. T corresponds
to electronic contribution of the energy, G the vibrational contribution and F the
rotational contribution. Usually, T , G, F and ν̄ are expressed in [cm−1]. By con-
vention, in the (b) case, K is used instead of J .

In short: Notation for diatomic molecules can appear quite elaborated and im-
penetrable even for someone working in the field. Especially when looking at old
documents when no conventions were set. Hopefully, there is no need to read this
language in order to understand the work here. If one is not interested in the detail
of the calculation presented here, only a few key notations are needed. In the spec-
troscopy of AlO and TiO presented here, we always look at transitions from a given
excited electronic state n′ to the ground electronic state n′′, there is no need to un-
derstand the A3ΦΩ′ −→ X3∆Ω′′ notation. Then, within these electronic states, we
consider the rovibrational transition characterized by a vibrational number v and a
rotational number J or K (depending on Hund’s case and convention). These lev-
els can then be further split and precise calculations are needed for the calculation
of theoretical spectra but not required for the understanding of their shape. All the
relevant notations and conventions used in this manuscript are summed up in the
annex A.
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Electronic state n 0 1 2 3 4

Notation L X A/a B/b C/c D/d

|Λ| 0 1 2 3 4

Notation [Λ] Σ Π ∆ Φ Γ

Table 4.1: Conventional notation for molecular spectroscopy

In reality, not all the transitions are allowed. One needs only to consider
transitions allowed by selection rules. These rules can vary from one molecule to
another. In our cases, these rules are195 : ∆Λ = 0,±1; ∆S = 0; ∆J = 0,±1 but
J ′ = J ′′ = 0 is forbidden. The transitions for different values of ∆J = J ′ − J ′′ and
∆K = K ′ −K ′′ are indicated by a specific letter as reported in table 4.2. These
selection rules lead to transition progressions called branches defined by the value
of ∆J and ∆K. The convention for the branches name is:

∆K∆Jij (4.12)

with ∆K and ∆J encoded by letters according to table 4.2, and i and j indicates
the spin projection (1 if +1/2 and 2 if -1/2). If ∆K = ∆J , only ∆J is written
and if i = j only one is written.

In short: Fortrat diagrams represent the rotational number J or K of an enabled
transition in terms of its emission wavelength. Because transitions are possible
for ∆K = K ′ − K ′′ = 0,+1,−1, one can observe 3 branches named respectively
P,R and Q for each vibrational level. In the case of the transition of AlO observed
here, the probability for ∆K = 0 is so low that the Q branch is not observed. If
one consider the (0,0) band, that is to say the transition from the first electronic
state with v = 0 to the ground electronic state with v = 0, there are 2 branches of
possible transition (P and R) for various K between 484 nm and 500 nm.
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∆J = J ′ − J ′′ -1 0 1

∆K = K ′ −K ′′ -2 -1 0 1 2

Letter O P Q R S

Table 4.2: Notation of the transition branches

4.1.3 Spectrum calculation

Transitions intensities

The intensity In
′,v′,J ′

n′′,v′′,J ′′ of the transition (n′, v′, J ′) → (n′′, v′′, J ′′) is199:

In
′,v′,J ′

n′′,v′′,J ′′ = hc · ν̄n′,v′,J ′

n′′,v′′,J ′′ · An′,v′,J ′

n′′,v′′,J ′′ ·Nn′,v′,J ′ (W ·m−3). (4.13)

ν̄n
′,v′,J ′

n′′,v′′,J ′′ is the transition wave-number (cm−1), Nn′,v′,J ′ is the density of the molecules

in the initial state (m−3) and An′,v′,J ′

n′′,v′′,J ′′ is the probability of spontaneous transition
(s−1).

In the case of my experiment, the iCCD camera is sensitive to a number of
photons. Thus, for a transition (n′, v′, J ′) → (n′′, v′′, J ′′), the signal recorded is
proportional to the number of emitted photons integrated over the measurement
time (gate width tG):

∫

tG

dNn′′,v′′,J ′′

n′,v′,J ′

dt
dt =

∫

tG

An′′,v′′,J ′′

n′,v′,J ′ Nn′,v′,J ′(t)dt ∝ An′′,v′′,J ′′

n′,v′,J ′ Nn′,v′,J ′ (4.14)

with An′′,v′′,J ′′

n′,v′,J ′ the probability of spontaneous emission and Nn′,v′,J ′ the population
of the excited state. It is proportional to the density of the molecules in the excited
state times the probability of emission. This probability coefficient can be written
as:

An′,v′,J ′

n′′,v′′,J ′′ = An′,v′

n′′,v′′ · AJ ′

J ′′ . (4.15)

with An′,v′

n′′,v′′ the Einstein coefficient referring to vibrations and AJ ′

J ′′ the coefficient
referring to rotations.

On one hand, AJ ′

J ′′ is proportional to the Höln-London’s coefficient SJ ′

J ′′ :

AJ ′

J ′′ =
SJ ′

J ′′

2J ′ + 1
, (4.16)

Höln-London’s coefficient, defining the probability of transition, is normalized such
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that: ∑

sub−rot states

SJ ′

J ′′ = (2− δ0,Λ′)(2S ′ + 1)(2J ′ + 1) (4.17)

It takes into account, the Λ-doubling when Λ′ 6= 0, the spin degeneracy and the
rotation degeneracy.

On the other hand, the Einstein’s coefficient An′,v′

n′′,v′′ is defined as:

An′,v′

n′′,v′′ =
1

4πε0

64π4

3h(2− δ0,Λ′)(2S ′ + 1)
· (100 · ν̄n′,v′,J ′

n′′,v′′,J ′′)
3 · Sn′,v′

n′′,v′′ · (a0e)2 (s−1) ,

(4.18)
where ε0 is the vacuum permittivity, a0 is the Bohr radius, e is the elementary
charge and Sn′,v′

n′′,v′′ is called the band force. It is divided by (2 − δ0,Λ′)(2S ′ + 1) as
these degeneracies are already considered in the Höln-London coefficient. The band
force is tabulated and depends on the geometry of the orbits. It is proportional to
the Frank-Condon coefficient qv

′

v′′
? :

Sn′,v′

n′′,v′′ = qv
′

v′′ · |Re(
¯rv
′

v′′)|2 (4.19)

with rv
′

v′′ the average inter nuclear distance.

Franck-Condon’s coefficient arises from a law of quantum chemistry describing
the intensities of vibronic transitions. In the case of molecules, the absorption and
emission occurs between two vibrational states of two different electronic states.
When the electronic state of a diatomic molecule is changed, one can expect the
nuclear configuration to experience significant changes and indeed, the potential
energy of the molecule (Morse curve) is modified such that the equilibrium position
is changed as presented on figure 4.5. Yet one needs to keep in mind that the atoms
are never completely still and that the molecule is “vibrating” for the classical point
of view. In a quantum formalism this is described by the vibrational wave-function
represented in orange on figure 4.5 for different vibrational states. The classical
Condon approximation stipulates that the electronic transition occurs on a short
timescale compared to nuclear motion, so that one can consider a fixed position
of the nuclei. This means that one shall consider only vertical transitions in the
scheme presented on figure 4.5. The extension of this approximation to quantum
mechanics defines the so-called Franck-Condon principle. The probability of a vi-
bronic transition is proportional to the square of the overlap integral between the
vibrational wavefunctions.
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Figure 4.5: Scheme from Wikipedia of the vibrational wave-functions for two dif-
ferent electronic states of a diatomic molecule. The nuclear coordinates correspond
to the inter-atomic distance and the black curves correspond to the typical Morse
curve potential of the dimer. The blue and green arrow respectively show a fluo-
rescence excitation and emission likely to happen between vibrational levels with
high recovery of the wave-function.

Finally, the density of molecules in the initial state can be written assuming a
Boltzmann distribution as previously introduced:

Nn′,v′,J ′ = Nn′ · 1
2
· (2J ′ + 1) ·

exp

(

− hc·Fv′ (J
′)

kB ·Trot

)

Qrotn′,v′
(Trot)

·
exp

(

− hc·Gn′ (v′)

kB ·Tvib

)

Qvibn′
(Tvib)

. (4.20)

Nn′ is the density of molecules in the electronic state n′ and Qrotn′,v′(Trot) and
Qvibn′(Tvib) are the partition functions for the vibration and the rotation.
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In order to calculate the intensity of each transition, One needs to calculate
for each molecule, the position of the levels, the partition functions, the allowed
transitions, and the associated probabilities.

AlO molecule

The first molecule I got interested in is the AlO molecule. Indeed, when consid-
ering the formation of alumina clusters, it is the first molecule to appear47,46,177.
Furthermore, despite its short lifetime on earth, this molecule is fairly well known.
Indeed, it is an important molecule for astrophysics as it composes a large part of
observed interstellar plasma58,63,80. It was extensively studied in the 60s both ex-
perimentally with high resolution spectroscopy and theoretically with theoretical
transition structure.

In our case, the molecules are generated by laser ablation and a large part of
them ends up in the first electronic excited state such that many de-excitation in
the visible light can be observed. We focused our study on the B2Σ+ −→ X2Σ+

system, that is to say the transitions from the electronic excited state with Λ′ = 0
to the ground electronic state with Λ′′ = 0. It corresponds to singlet states with
S = 1/2. This vibration band appears to be the brightest in our plasma, well
isolated from the others, and the rotational levels are fairly separated.

Both states are Σ states and described by the Hund case (b). Because Λ′ =
Λ′′ = 0, there is no Λ-doubling. K ′ and K ′′ = 0, 1, 2... and J ′ and J ′′ are respec-
tively K ′ ± 1

2
and K ′′ ± 1

2
.

In short: For each of the enabled transitions, we need to calculate the intensity of
the transition, that is to say how many molecules in the plasma go from the upper
state to the down state per unit of time. This intensity is proportional to the density
of molecules in the upper state times the probability of transition. As discussed
previously, we consider the population of the molecules in the different state to
be described by a Boltzmann law such that for each energy level, it can be fully
calculated using Trot and Tvib as parameters. Then, the probability of transition
depends on the Höln-London coefficient referring to the rotational state and the
Frank-Condon coefficient for the vibrational state. These coefficients depend on the
levels involved in the transition and some tabulated values. One can determine the
expected intensity of each enabled transition depending on these tabulated coefficient
and the rotational and vibrational temperature of the molecule’s population.
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According to Kovacs195, one can write the energy for the level J ′ = K ′ + 1
2
:

F1v(K) = Bv ·K(K + 1)−Dv ·
(

K(K + 1)
)2

+
1

2
γv ·K, (4.21)

while for the level J ′ = K ′ − 1
2
:

F2v(K) = Bv ·K(K + 1)−Dv ·
(

K(K + 1)
)2

− 1

2
γv · (K + 1), (4.22)

The index 1 or 2 stands for the spin projection value +1/2 and −1/2 respectively.
One can notice the same expression we developed earlier except for usingK instead
of J and γv a constant corresponding to the energy correction H. The electronic
configuration of these orbitals is + for K even, no matter the value of J , and −
otherwise199.

Figure 4.6: Illustration from L. Jacob’s report of the AlO’s B2Σ+ −→ X2Σ+ tran-
sitions in terms of K ′′. Notations of the electronic states are given by equation 4.10
and table 4.1. Notations of the branches are given by equation 4.12 and table 4.2.

Considering the selection rules previously described for the transitionsB2Σ+ −→
X2Σ+, ∆Λ always equal 0, ∆J = 0,±1 but J ′′ = J ′ = 0 is forbidden, only the
transitions changing the symmetry are possible meaning that ∆K = 0 is forbidden.
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wavelength in the air (nm)

P branch tabulated

R branch tabulated

P branch calculated

R branch calculated

Figure 4.7: Fortrat diagram for the B2Σ+ −→ X2Σ+ system of AlO molecules
with experimental transition measured by Launila et al.200 (crosses) calculated
transition by our program from the tabulated constant of Kovacs et al.195 (dots).
∆v = v′ − v′′. The branches Q are not observed because of low transition proba-
bility.

It remains 6 possible branches: P1, P2,
PQ12, R1, R2 et

RQ21 as shown on figure 4.6.
For each branch, Kovacs195 provides the calculation of the Höln-London coefficients
depending on K ′′ which are reported in the table 4.3.

One way to represent the possible transition is to plot the K or J number
of the initial state versus the transition wavelength (or energy) as represented
on figure 4.7. This is called a Fortrat’s diagram. In such a representation, the
progression of the transition for each branch is clearly visible and the denomination
of branches takes on its full meaning. On the diagram, the branches correspond
to the transition ∆K = ±1. In the case of AlO, the branch ∆J = 0 is allowed,
but the probability of transition is close to 0 and the branches PQ12 and RQ21 are
not observed (Sjj is one or two order of magnitude lower than the other branches).
In the following, when speaking about R and P branches, we will refer to ∆K =
∆J = ±1.
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P branches (∆K = −1) R branches (∆K = +1)

P1 P2
PQ12 R1 R2

RQ21
2K′′(K′′+1)

2K′′+1
2K′′(K′′−1)

2K′′−1
2K′′

(2K′′+1)(2K′′−1)
2(K′′+1)(K′′+2)

2K′′+3
2K′′(K′′+1)

2K′′+1
2(K′′+1)

(2K′′+1)(2K′′+3)

Table 4.3: Höln-London for the B2Σ+ −→ X2Σ+ system of AlO molecule195.
Notations of the branches are given by equation 4.12 and table 4.2. The lines of
the Q branches lie very close to the corresponding lines (with same K and ∆K)
of the P and R branches and are therefore called R-form Q-branches or P-form
Q-branches.

TiO molecule

Another molecule I got interested in is TiO. In the following, I present the structure
of the molecule as described by Kovacs195. For the calculations, we adopted the
formalism described by Hermann et al.201 which is presented in the annex B.2. The
transitions of TiO observed here correspond to the A3ΦΩ′ −→ X3∆Ω′′ system.
Both correspond to triplet states, increasing the number of transitions and the
complexity of the emission. Λ′ = 3; S ′ = 1 and Σ′ = 0,±1, and Λ′′ = 2; S ′′ = 1
and Σ′′ = 0,±1. Because they are not Σ type and Λ 6= 0, there is Λ doubling.
Yet, this splitting will be neglected as it is far below the spectral definition of the
measurements. As they are triplet states, for a given J , the rotational level will
be indexed 1 for Σ = −1, 2 for Σ = 0, and 3 for Σ = 1. For each of them, the
rotational energy can be written as202:

F1v(J) = Bv ·
[

J(J + 1)− [y1 + 4J(J + 1)]
1
2 − 2

3

y2 − 2J(J + 1)

y1 + 4J(J + 1)

]

(4.23)

−Dv

(
J − 1

2

)4 − βv
3

+ βvS
2
Λ,J−1 + γv

(
J +

1

3

)
(4.24)

F2v(J) = Bv ·
[

J(J + 1) +
4

3

y2 − 2J(J + 1)

y1 + 4J(J + 1)

]

(4.25)

−Dv

(
J +

1

2

)4 − βv
3

+ βvS
2
Λ,J +

γv
3

(4.26)
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F3v(J) = Bv ·
[

J(J + 1) + [y1 + 4J(J + 1)]
1
2 − 2

3

y2 − 2J(J + 1)

y1 + 4J(J + 1)

]

(4.27)

−Dv

(
J +

3

2

)4 − βv
3

+ βvS
2
Λ,J+1 − γv

(
J +

2

3

)
(4.28)

with:

y1 = Λ2Y (Y − 4) +
4

3
et y2 = Λ2Y (Y − 1)− 4

9
. (4.29)

Here, the expression of the energies are much more complicated than for AlO
molecules as the coupling are more important. Y is a parameter which determines
if the level is described more by the (a) case of the (b) case depending on J. Y is
the ratio between the spin-orbit coupling constant A and the rigid rotator constant
Bv.

The spin coupling is given for the upper state (Λ = 3) by:

S3,J ′−1 =
[2(J ′2 − 9)

C1(J ′)

] 1
2
, (4.30)

S3,J ′ =
3(Y − 2)

C2(J ′)
1
2

, (4.31)

S3,J ′+1 =
[2(J ′ − 2)2(J ′ + 4)2

C3(J ′)

] 1
2
, (4.32)

with:

C1(J
′) = 9Y (Y − 4)(J ′ − 2)(J ′ + 3) + 2(2J ′ + 1)(J ′ − 3)J ′(J ′ + 3), (4.33)

C2(J
′) = 9Y (Y − 4) + 4J ′(J ′ + 1), (4.34)

C3(J
′) = 9Y (Y − 4)(J ′ − 3)(J ′ + 4) + 2(2J ′ + 1)(J ′ − 2)(J ′ + 1)(J ′ + 4). (4.35)



4.1. SPECTROSCOPY THEORY FOR TIO AND ALO MOLECULES 137

and for the lower state (Λ = 2) by:

S2,J ′′−1 =
(J ′′ − 2)(J ′′ + 2)

C1(J ′′)
1
2

, (4.36)

S2,J ′′ =
(Y − 2)

C2(J ′′)
1
2

, (4.37)

S2,J ′′+1 =
(J ′′ − 1)(J ′′ + 3)

C3(J ′′)1
2

, (4.38)

with:

C1(J
′′) = 2Y (Y − 4)(J ′′ − 1)(J ′′ + 2) + (2J ′′ + 1)(J ′′ − 2)J ′′(J ′′ + 2), (4.39)

C2(J
′′) = Y (Y − 4) + J ′′(J ′′ + 1), (4.40)

C3(J
′′) = 2Y (Y − 4)(J ′′ − 2)(J ′′ + 3) + (2J ′′ + 1)(J ′′ − 1)(J ′′ + 1)(J ′′ + 3).

(4.41)

Bv, Dv, Y, βv and γv are constants.

In the case of TiO, the selection rules are: ∆Σ = 0, ∆Ω = 0,±1 which is always
valid for ∆Σ = 0, and ∆J = 0,±1. Selection rules on ∆Λ and ∆S are always
valid. Because of the triplet state, the transitions are organized in three categories
γi = γ1, γ2, γ3 corresponding to the transitions A3ΦΩ′ −→ X3∆Ω′′ . Each of them
have three different branches P, Q and R.

Table 4.5 shows a recapitulation of these selection rules which are illustrated
on figure 4.8.

The expression of the Höln-London factors are given by Kovacs195 in table 4.4.

Transition P1 Q1 R1

Factor (J ′′−2)(J ′′−1)
J ′′

(J ′′−1)(J ′′+2)(2J ′′+1)
J ′′(J ′′+1)

(J ′′+2)(J ′′+3)
J ′′+1

Transition P2 Q2 R2

Factor (J ′′−3)(J ′′−2)
J ′′

(J ′′−2)(J ′′+3)(2J ′′+1)
J ′′(J ′′+1)

(J ′′+3)(J ′′+4)
J ′′+1

Transition P3 Q3 R3

Factor (J ′′−4)(J ′′−3)
J ′′

(J ′′−3)(J ′′+4)(2J ′′+1)
J ′′(J ′′+1)

(J ′′+4)(J ′′+5)
J ′′+1

Table 4.4: Höln-London factors for TiO A3ΦΩ′ −→ X3∆Ω′′ system.
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Figure 4.8: Illustration from L. Jacob’s report of enabled transitions in TiO
molecule for the first vibrational levels of the A3ΦΩ′ −→ X3∆Ω′′ system. Energy
scales are not respected. Dashed levels are for J ′ and J ′′ not defined

Bande γ1 γ2 γ3

State A3Φ X3∆ A3Φ X3∆ A3Φ X3∆

Σ −1 −1 0 0 1 1

Ω 2 1 3 2 4 3

J 2, 3, 4... 1, 2, 3... 3, 4, 5... 2, 3, 4... 4, 5, 6... 3, 4, 5...

Table 4.5: Sumup of the different quantum numbers in TiO molecule transitions
allowed by the selection rules.

In short: Using this theory, one can calculate the position of the different enabled
transitions observed in AlO and TiO molecules and calculate their intensities from
tabulated values and two parameter Trot and Tvib. Each of these transitions are
convoluted by a Gaussian function representing the broadening mostly due to the
spectroscopy instruments and summed. The shape of these spectra depend on the
rotational and vibrational temperatures such that one can fit them on experimental
data in order to determine these temperatures.
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Numerical calculation

In order to calculate each spectrum, David Amans developed a program in C++
able to calculate for AlO and TiO molecules, given their molecular parameters (see
annex B), all the parameters for the possible transitions (states energy, partition
function, allowed transitions and probability of transition).

This work was completed in 2020 by the intern Louhane Jacob who worked
with us in order to clarify all the theoretical background about AlO and TiO tran-
sitions. She also stabilized the code and used it on preliminary results I measured
with my experimental set-up, showing that we were able to reproduce the previous
measurements and go further with this project. Despite the Covid crisis and the
lockdown striking during her internship, Louhane did a wonderful job. I want to
thank her for her work as it was a great help for this part of my PhD. The obtained
spectra have been cross-checked in collaboration with Patrick Crozet and Amanda
Ross using PGOPHER, a program for rotational, vibrational and electronic spec-
tra, developed by Dr Colin Western from the University of Bristol.

From the value extracted from this code, I was able to develop a fitting algo-
rithm for experimental spectra. Considering the previous expression, the intensity
of a transition is:

An′′,v′′

n′,v′ · SJ ′

J ′′

2J ′ + 1
·Nn′ · 1

2
· (2J ′ +1) ·

exp

(

− hc·Fv′ (J
′)

kB ·Trot

)

Qrotn′,v′
(Trot)

·
exp

(

− hc·Gn′ (v′)

kB ·Tvib

)

Qvibn′
(Tvib)

(4.42)

with An′′,v′′

n′,v′ the Einstein coefficient, SJ ′

J ′′ the Höln-London coefficient, Nn′ the total
population of the electronic state and Q the partitions functions. Here (2J ′ + 1)
simplifies. Furthermore, considering only transition from one electronic state Nn′

and Qvib are constant. Qrot changes only if one is looking at transitions from
several vibrational levels which is not the case for TiO molecules between 705 and
712 nm. For AlO, various vibration transitions are observed and Qrot has to be
considered. A good approximation for it is203:

Qrot ≃
kBTrot
Bv′

(4.43)

In the end, the intensity of each transition is proportional to the following simplified
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expression:

An′′,v′′

n′,v′ · SJ ′

J ′′ · Bv′

kBTrot
· exp

(

− hc · Fv′(J
′)

kB · Trot

)

· exp
(

− hc ·Gn′(v′)

kB · Tvib

)

(4.44)

From the C++ code, I obtain the coefficients An′′,v′′

n′,v′ , SJ ′

J ′′ , Fv′(J
′), Gn′(v′)

and Bv′ for each of the transitions corresponding to the wavelength range of the
measured spectra. This enables me to calculate the amplitude of each transition.

Each of these transitions are convoluted by a Gaussian function of amplitude 1
and width σ and summed. Here one could question the use of a Gaussian and not
a Lorentz or Voigt function. The closest shape to reality would surely be a Voigt
function. However, it really does not change much of the shape of the spectrum
as it is dominated by the positions of the transitions. More on the fitting process
of the spectra is given in the section 4.4.1.
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4.2 Experimental Set-up

The main aim of my PhD was to develop the LIBS-LIF‡ experimental set-up pre-
sented in the figure 4.9. The experiment was designed by Vincent Motto-Ros,
Sylvain Hermelin, Christophe Dujardin, Gilles Ledoux and David Amans in the
framework of the CPER optolyse managed by C. Dujardin. It had to be as versatile
as possible and able to perform routine LIBS measurements with spatially-resolved
atomic and molecular spectroscopy. In addition, a tunable laser can be used either
to re-excite the plasma and perform LIF or to excite directly a sample for lumines-
cence scanning microscopy. Two different light collectors are implemented. One
developed for LIBS and able to maximize the collection of the light. One able to
image the plasma with spatial resolution. These light collections can be coupled
with three different spectrometers. The first one is for luminescence and has low
temporal resolution. The second one has very high spectral resolution but cannot
be used for space resolved spectroscopy. The last one can be used for time and
space resolved spectroscopy. It is the one I optimized for molecular spectroscopy
and used the most. In this section, only the elements used for time and space re-
solved spectroscopy are explained. LIF spectroscopy is described in the chapter 5.

When I arrived in the Laboratory, I discovered a room full of boxes and material
ready to be assembled. I have to say I first felt a bit lost in the middle of numerous
pieces to assemble. I remember Sylvain casually telling me: “here you go, you have
lasers, spectrometers, the instructions for the user and all the components you
need. You can start by copying the LIBS set-up I built on the other optical table
and then modify it. Just be careful with the material, this for instance worth two
units”. Two units? “It’s about 2 thousand euros” he answered with a malicious
smile. “Oh and always remember to put a washer before the screw when fixing
clamping forks”. Alone in the room, I had no idea where to begin, and so I started
sorting up all the different pieces, opening boxes and analyzing each piece. It
was a sort of never ending Christmas morning, with lots of expensive Lego boxes.
Fortunately, I love Lego, and some expertise in this field was very welcome. I
enjoyed very much building this experimental set-up. During one year, in parallel
to my work on the micro-canonical model, I tried to find the optimal mechanical
and optical solution with the advice of Sylvain Hermelin and Vincent Motto-Ros.
In the end, Sylvain was right: always put a washer before the screw!

‡Laser-Induced Breakdown Spectroscopy coupled with Laser-Induced Fluorescence
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Figure 4.9: Experimental LIBS setup schematic and illustration picture. [1] Q-

Smart 450, [2] powermeter, [3] CCD camera, [4] ablation spot, [5] translation

stage, [6] iCCD camera for plasma imaging, [7] oblique light collection, [8] spa-

tially resolved collection light, [9] alignment CCD, [10] Andor spectrometer for

luminescence, [11] DEMON spectrometer, [12] Andor SR 500i spectrometer, [13]

OPO for LIF.
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4.2.1 Creation of the plasma: the ablation

The ablation pulse is generated by a Q-Smart 450 laser from Quantel ([1] in fig-
ure 4.9). It is a 20 Hz pulsed YAG:Nd laser (1064 nm). Laser pulse is about
5 ns long for a power of 400 mJ in the infrared. The infrared beam was passed
through two frequency-doubling stages to generate the 4th harmonic at 266 nm
with a maximum power of 50 mJ. UV pulses are less energetic because non-linear
mixing processes have a low efficiency and are very sensitive to alignment of the
crystals used. The Q-Smart laser has integrated software that is able to optimize
the frequency mixing process by changing the temperature of the different stages.
Interestingly, the thermal deformation of the crystal is enough to tune properly
the angle and optimize the second harmonic generation. The main advantage of
UV ablation is its versatility. Each photon has more energy and is more effective
to create a plasma, especially with large gap materials such as oxides like alumina.
Simply put, some materials are transparent to the IR frequency and would require
large multi-photon absorption in IR range when just a few photons are enough
with UV light. UV pulses are less energetic but more effective to create a plasma.
Here, this choice can be questioned depending on the target. The harmonic gen-
eration stages on the laser could be removed, but it would require the adaptation
of the optics on the beam line.

The laser timing (pumping and trigger time) is controlled using a digital de-
lay/pulse generator DG645 from Stanford Research Systems. A precise control
of the laser firing time is necessary to synchronize the plasma formation with the
spectrum acquisition as I will describe later.

This laser line is first expanded by a telescope to avoid damages to the optics
(purple beam on the scheme 4.9) and a shutter is used to block the laser when not
used.

In short: During my PhD, I developed an experimental setup in order to perform
time and space resolved spectroscopy of laser-generated plasma. The plasma is
generated by focusing on a target a laser pulse of 5 ns at 266 nm with a power up to
30 mJ. In order to measure the temperature in the plasma, I had to measure spectra
of AlO and TiO molecules in the plasma with both temporal and spatial resolution.
The spatial resolution is insured by a series of 19 optical fibers collecting the light
at different height in the plasma with a spatial resolution of about 150 µm. The
light is injected inside a spectrometer in order to obtain the spectrum for each of
the fiber. The temporal resolution is insured by and amplified camera (iCCD). This
camera records the signal for a very short time only. By tuning the delay between
the ablation pulse the signal recording, I am able to probe the plasma at different
time with a temporal resolution of 2 µs.
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A PowerXP Motorized attenuator from Altechna is placed on the beam line.
It uses the polarization of the beam in order to reject a controlled part of the
beam light and control the ablation power from few percent to full power. A set
of two dichroic mirrors (not represented on the scheme) are used to adjust the
beam path in the two spatial dimension and two angular dimension. They also
filter the 266 nm component from the other harmonics. A beam sampler deviates
about 10% of the beam onto a Nova II power meter mounted with a high energy
pyroelectric sensor in order to check and measure the ablation laser power ([2]
in figure 4.9). The beam is then reflected by three dichroic mirrors and focused
vertically on the target by a simple UV lens (f = 50 mm)§. Because the dichroic
mirrors are transparent for other wavelengths, a camera can be placed on the top
in order to image the target surface in a confocal position ([3] in figure 4.9). This
is particularly useful for mapping measurements.

The sample is placed at the focal point of the laser beam ([4] in figure 4.9).
The height of the target can be adjusted using the motorized translation stage ([5]
in figure 4.9) with a precision of about 1 µm or adjusted by changing the position
of the lens along the z-axis. The consequence of adjusting the lens is to change the
focal point position without modifying the position of the target with respect to
the collection light. This is particularly useful for the study of focal point position
on the plasma. Quite surprisingly, the best way to adjust the target at the focal
point is using ablation sound. When the laser power is set to the minimum, the
ablation of the target would occur only when the surface is right at the focal point.
For each measurement, the position of the target is adjusted using this procedure.
Sound variation is also a good indication of horizontal position issues and other
modifications of the ablation.

During measurement, the target is moved in the horizontal plane by the trans-
lation stage ([5] in figure 4.9) with a precision of about 10 µm. This translation
is used for surface mapping. Yet it is also needed for my measurement. If the
ablation always occurs at the same spot, it forms a hole in the target and the
ablation dynamics changes drastically. Thus, all my measurements were achieved
with the target moving at about 1 mm/s. The horizontal position of the target
can be adjusted with a tilt controlled deck. The adjustment is very important
as the target is moving. If it is not perfectly horizontal, the vertical position of
the surface would change during the acquisition and change the plasma formation
dramatically. Note that precise translation is also used to map a surface. This is
particularly useful for micro-LIBS measurement in order to map the composition
of a sample.

§For micro-LIBS, a microscope objective can be used instead for better spatial resolution.
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4.2.2 Imaging of the plasma

The shape evolution of the plasma can be imaged using the same iCCD camera
and objective as presented in chapter 3 ([6] in figure 4.9). It has a spatial resolution
of about 44 µm and a temporal resolution up to 5 ns. The time evolution of the
plasma is too short to film. The dynamics is reconstructed from different pulses
imaging just like for the shock-front (see chapter 3). The delay time, and gate
width are set on the camera itself using a reference trigger signal from the digital
delay/pulse generator DG645. In contrary to shock-front imaging, the image of
the plasma is averaged on 10 to 20 laser shots. First, it increases the signal-to-
noise ratio. Second, the plasma plume is not exactly the same for each pulse. It
enables to have average information to compare with spectral measurements (also
averaged). An example of the obtained images can be seen on figure 4.13 (a).
Interferometric filters centered on emission lines are placed in front of the camera.
It enables to select the emission of given species. For each measurement, the size
of the image is systematically measured by imaging a ruler in the plane of the
ablation.

4.2.3 Collection of the light

Two different light collection systems are implemented on the setup. The first
one consists of an oblique arm composed of a 1/2 inch achromatic lens with a
focal length of 25 mm imaging the plasma on bundle of optical fibers in a 2f/2f
configuration ([7] in figure 4.9). This injection is very easy to adjust. The optical
fibers bundle is composed of 16 multi-mode fibers in order to couple more light
inside the fiber. The core diameter of each fiber is 100 µm. The downside of this
light injection is that one cannot control precisely where the light collected comes
from. This collection system is used for conventional LIBS measurement, lumines-
cence mapping or measurement on the DEMON spectrometer ([11] in figure 4.9,
figure 4.11) which is a high resolution spectrometer that requires strong signal and
cannot be used for spatially resolved spectroscopy as we will discuss later.

The second light injection I developed is space resolved. It is composed of
two one inch UV-Vis aspheric lens with a focal length of 50 mm and a N.A.=0.25
mounted on an adjustable length tube with a bundle of 19 aligned fibers ([8] in
figure 4.9) as represented in figure 4.10 (a-b). The fibers are spaced by 125 µm
and their core diameter is 100 µm. The numerical aperture of the lens is chosen
to match the N.A.=0.22 of the fibers in order to have a good injection. Each fiber
collects the light from a different height in the plasma. The adjustable length
tube added with a horizontal translation stage enable to adjust the focal and the
optical zoom of the collection. The collection is mounted on a vertical automated
translation stage able to precisely translate the collection vertically and laterally
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Figure 4.10: (a) Picture of the fibers image in the plane of the plasma using
the alignment camera [9] on figure 4.9. Here, the plasma is 0.3 mm diameter as
the laser pulse energy is set to the minimum for precise adjustment of the light
collection. At full power, the plasma is several mm large. (b) Scheme of the
collection of light used for tomography of the plasma [8] on figure 4.9 (c) map of
the solid angle corresponding of the light entering a fiber of core radius R=100 µm
with a numerical aperture AN=0.22 depending on the position in the plasma.

with a precision of about 1 µm. The vertical translation is used to adjust the first
fiber at the surface of the target. The lateral translation is used to center the fibers
on the ablation spot (see figure 4.10 (a) and move it precisely to map the plasma.

In order to precisely tune the focal length of the collection and its position, a
CCD camera is installed on the axis of the light collection and plasma as repre-
sented in figure 4.10 (b) ([9] in figure 4.9). The objective of the camera is chosen
to have a short focal length and adjusted such that only the plasma appears sharp
as in the image on figure 4.10 (a). When this is done, it is easy to tune the zoom
and the position of the fibers. Indeed, when they appear sharp on the camera,
it means that their image is made in the plane of the plasma. Furthermore, by
imaging a ruler on the camera, one can very easily obtain the spatial resolution of
the system. In the case of these measurements, a good compromise between the
spatial resolution of a fiber and the amount of light collected was a configuration
close to a 2f/2f meaning that fibers image spots are separated by 125 µm.

On the image, fibers appear blue because some light is injected on the other
end of the spectrometer. Changing the grating angle shifts the wavelength. This
can be used in order to finely tune the collection and in particular the injection
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lenses. These lenses are aspherical. They have little geometrical aberration but
their focal lengths vary with the wavelength. For better resolution, one should
take care of optimizing the system for the wavelength range of interests. Here, the
blue corresponds to the AlO emission system (around 500 nm).

When considering the spatial resolution of the collection, one needs to be care-
ful. In order to really understand spatial resolution, it is important to understand
the origin of the light that enters the fiber. A beam of light enters a fiber if it
intersects its core section with an angle smaller that the numerical aperture of the
fiber. Figure 4.10 (c) represents for each point of space, the solid angle of light
entering the fiber. The depth origin corresponds to the image plane of the fiber,
that is to say the focal point of the ablation laser. As you can see, around 0 most
of the light entering the fiber arrives from a cylinder of diameter 100 µm (the size
one core). Outside this area, none of the light can enter the fiber. However, the
more we move apart from the focal point, the larger is the area where light can
enter the fiber. Fortunately, the solid angle in each point also decreases drastically.
In the end, one can calculate that the contribution of the light in each plane is the
same¶. In the end, the light entering the fiber comes from a volume of two sorts
of cones intersecting the plasma. For a plasma of a few mm, the base of each cone
is about 250 µm.

The spatial resolution is thus quite complicated to define. One can say that
most of the light comes from a volume of about 150 µm side and 300 µm depth,
added with a diffuse component coming from the whole depth of the plasma.

4.2.4 Spectrometers

This set-up was designed with three different spectrometers that can be used for
different purposes.

The first one is a Kymera spectrometer from Andor ([10] in figure 4.9) which
is very versatile, has three different gratings and a resolution up to about 0.2 nm.
However, the acquisition of the spectrum is done by a EMCCD camera which
does not have the electronic gating of the iCCD camera. It cannot be used for
time resolved spectroscopy. Furthermore, the resolution is not sufficient to record
rovibrational spectra from diatomic molecules. This spectrometer is used for lu-
minescence measurements.

¶This result can be calculated considering a fiber of radius ω0 and a plane normal to the
fiber’s axis at a distance x. For each point of this plane, the solid angle intersecting the fiber is
∆Ω ≃ πω2

0/x
2. The intersection between the plane and the N.A. of the fiber is S(x) = π(NAx)2.

In the end, the product of both is constant: ∆ΩS(x) = π2ω2
0NA2.
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Figure 4.11: (left) Andor Shamrock 500i spectrometer. (right) DEMON-LTB
spectrometer. Images are provided by the manufacturers.

The second spectrometer, is the DEMON spectrometer from LTB ([11] in fig-
ure 4.9 and right panel of figure 4.11). It is mounted with an iCMOS camera
having the same gating ability as the iCCD camera and can be used for time re-
solved measurements. Furthermore, this spectrometer has a significantly higher
resolution of 1 pm enabling rovibrational study of molecules or even isotopic mea-
surements on atoms. On figure 4.12 is an example of the AlO spectrum in red
and the corresponding Fortrat diagram in black. As you can see, many of the
rotational transitions are actually resolved with such a spectrometer. In order to
achieve such performance, it uses a prism to diffract the light in one direction and
a grating to further diffract it in the other direction. The main drawback of such a
spectrometer is that it has a 2.5 nm wavelength range. For larger spectra, we have
to scan the wavelength adding some uncertainties on the peaks position and noise
level. It also increases a lot the measurement’s time. Furthermore, space resolved
light collection cannot be used with this spectrometer because of the double stage
diffraction. The entrance of the spectrometer is not a vertical slit but a pinhole.
Finally, it requires a large intensity signal and can be used only on large plasma
using the first light collection. Here, this spectrometer was only used to check
that the calculated transitions and Fortrat diagram fit the transitions observed
(see figure 4.12).

The third spectrometer is the one I used the most and optimized a lot. It is a
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Figure 4.13: (a) image of the plasma acquired with the iCCD camera for a delay of
2 µs and a gating of 2 µs averaged on 10 pulse shots. Position of the fibers are rep-
resented in red (for this illustration, each fiber imaged 0.3 mm). (b) corresponding
image of AlO emission for each fiber after dispersion in the spectrometer.

Shamrock 500i from Andor ([12] in figure 4.9 and left panel of figure 4.11). This is a
conventional spectrometer based on Czerny-Turner optical design. It is composed
of two entrance slits that can be used with the two different light collections. The
light is collimated by a mirror on a grating and the diffracted light is focused back
on a DH340T-25F-03 iCCD camera from ANDOR. The iCCD is composed of a
2048× 512 px CCD sensor for which each pixel is 13.5 µm side.

Contrary to the DEMON spectrometer, the diffraction is horizontal such that
the light of each fiber is diffracted on the iCCD at a different height as shown
in figure 4.13 (b). The signal is vertically integrated on the pixels corresponding
to each fiber leading to 19 tracks as shown in the panel (c). Using this spatially
resolved light collection, the spectroscopy of the plasma is achieved for each fiber
simultaneously.

The spectrometer has three different gratings whose specifications are reported
in table 4.2.4. The grating 3 with 2400 l/mm (blaze 240) is used for molecular
spectroscopy in order to obtain high spectral resolution. The efficiency of the grat-
ing 3 given by the manufacturer is represented in figure 4.14. It has a theoretical
resolution of 0.03 nm and a measurement range of about 20 nm. In theory this
should be enough for the rovibrational spectroscopy. However, the resolution ac-
tually depends a lot on light injection, the slit opening, and the camera used. In
my case, the resolution was mostly limited by the injection and I had to work a
lot on it to achieve a high enough resolution for the rovibrational spectroscopy.

The injection is composed of two lenses similar to the collection but with differ-
ent focal lengths. The first one is an aspheric lens matching the N.A. of the fibers
in order to collect most of the light coming from it and collimate it (f = 50 mm
and N.A.=0.25). The second lens (f = 125 mm) is placed just after and makes
the image on the entrance slit of the spectrometer with a N.A.=0.1. In theory, the
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spectrometer is designed for a N.A. close to 0.22. Yet, the definition was degraded
due to geometric aberration of the mirrors. This aberration mostly arises from
the side of the mirrors. A classical way to deal with it is to use masks in order to
block the light on the mirrors’ side. In order not to lose signal, I preferred to use
a smaller N.A. illuminating only the mirrors center.

Consequently, the image of the fibers in the entrance slit is 2.5 times larger.
This magnification ratio is calculated for the height of the 19 fibers to match the
height of the iCCD chipset. This maximizes the area of detection and decreases
the numerical noise by binning the pixels over the image of each fiber. The main
drawback is that when the slit is closed in order to have better resolution, more
light is cut. Yet this would be the same with the mask. Here, the slit opening is
an easy way to tune the signal intensity versus definition.

Finally, I had to set precisely the entrance slit and tilt the grating in order
to obtain a sharp image of the fibers on the iCDD and a perfectly horizontal
diffraction. Having perfectly horizontal diffraction enables to bin vertically the
signal of each fiber over 12 px as shown in figure 4.13. Binning reduces the signal-
to-noise ratio.

The maximal resolution used is FWHM=0.06 nm for a slit opening of 50 µm. It
could be increased further by closing the slit to about the resolution of the grating
for a slit of 10 µm (0.03 nm, see table 4.2.4). However, in the case of space molec-
ular spectroscopy, the signal was not strong enough. Because of some remaining
spatial aberrations, the image of the entrance slit is not perfectly vertical. This
leads to some shift between the different tracks. Such shift along the vertical axis
(about 0.05 nm) would decrease the spectral resolution for full vertical binning.
Here, it is less of an issue as the vertical binning is done for each of the fiber, but
this implies that each track is calibrated individually.

On figure 4.12 you can see in blue the typical spectrum obtained with this
spectrometer compared to the one obtained with the DEMON spectrometer. The
resolution is much lower, and we cannot differentiate all the transitions. In partic-
ular, the peaks of the different branches are no more differentiated. Differentiated
both branches is interesting for the measurement of Trot as they correspond to
different values of K and thus different energy levels. Yet, we will see that it is
not mandatory to determine the rotational temperature. The global shape of the
spectrum is enough.
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Lines/mm Blaze Nominal dispersion Resolution Bandpass

Units mm−1 nm nm/mm nm nm

Grating 1 600 300 3.18 0.13 88

Grating 2 1200 300 1.54 0.06 42

Grating 3 2400 300 0.69 0.03 19

Table 4.6: Characteristics of the different gratings given by the manufacturer.
Resolution is given for a 10 µm slit and 13.5 µm pixel CCD.

Figure 4.14: Efficiency plot of the grating 3 for a 45o polarization given by the
manufacturer. Blue curve corresponds to the grating 3 in table 4.2.4. Under
the plot, the color scale represents the recommended spectral range for gratings
: aberration-free region in green, possible impact on system resolution in orange
and likely impact on system resolution in red.

4.3 Imaging species in aluminum oxygen plasma

Previous work on the imaging of molecules in aluminum oxygen plasma have been
reported by Julien Lam and David Amans in 201447 on an alumina target and
more recently by Ran et al. in 2017194 on pure aluminum in air. Using filters
centered on 488 nm, 780 nm and 390 nm in front of an iCCD camera, the au-
thors were able to image respectively AlO molecules, oxygen atoms and aluminum
atoms. This technique enabled them to easily and quickly determine the position
of the different species using narrowband filters. Furthermore, the intensity of the
emission provides good information on the density of the species even if this should
not be considered a quantitative measurement as it depends on other parameters
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and self-absorption.

In this section, similar measurements are used to explore the influence of the
laser power and ablation’s conditions on the formation of the species in the plasma.
In order to investigate the origin of the oxygen in the formation of AlO, ablation
from aluminum and aluminum oxide targets in air or under an argon flow are
compared. Evolution of the species is recorded by an iCCD camera. Each image is
averaged over 20 shots with a gate width of 2 µs. Delay between the ablation pulse
and the acquisition is changed from 0 to 60 µs by steps of 2 µs. The observed species
is selected using a narrow-interferometric filter. Aluminum atom Al (I) emission
lines corresponding to the transition from 2S1/2 to 2P0

3/2 and 2P0
1/2 (394.40 and

396.15 nm) are selected by a filter at 390± 5 nm. The emission of AlO molecule is
selected by filters at 514±5 nm (centered on X2Σ+-B2Σ+, ∆v = −1) or equivalently
at 490± 5 nm (centered on X2Σ+-B2Σ+, ∆v = 0).

Unfortunately, the emission of O2 molecules is mostly in the IR region. Owing
to this, as well as its large concentration in the air, it cannot be measured with
this experimental set-up.

Oxygen atoms O (I) could be observed using a 780 ± 5 nm filter correspond-
ing to the transition from 5P1,2,3 to 5S0. However, oxygen is difficult to excite
(10.7 eV) and emission is only observed at short delay time (<5 µs) and in the
center of the plasma. In these conditions, Bremsstrahlung emission cannot be
neglected and one needs to correct the images using spectroscopic measurements.
Such corrected measurements have been achieved by Ran et al.194 and interested
readers are invited to take a look at their study and discussion. They used spectral
measurement in order to obtain the optical noise on the axis of the plasma and the
cylindrical symmetry of the plasma to calculate the correction on the whole image.

In the study presented here, no spectroscopic correction is applied in order to
remove Bremsstrahlung emission. For short delay, the intensity recorded with the
filter is partially due to the background emission. For instance, when looking at
the AlO spectrum with a delay of 2 µs, half of the intensity is due to background
emission. After 5 µs, Bremsstrahlung emission becomes negligible. In that case,
the intensity integrated on the image is a good indicator of the total emission of
the species in the plasma‖.

Equivalent measurement on TiO plasma is not possible. As we will see, Ti
emission lines are present in the spectral range of TiO emission and differentiating
both with filters is impossible.

‖To be fully quantitative, a correction similar to the calculation of the light entering the optic
fiber should be applied to take into account the depth of the plasma.
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The origin of AlO(B2Σ+) molecules

In order to properly interpret the emission of AlO molecules, one needs to un-
derstand where it comes from. The emission recorded here corresponds to the
B2Σ+ state of the AlO molecules. This state has an excitation energy around
1.78 eV (about 20 000 K). It can be populated because of the formation of excited
AlO(B2Σ+) molecules or by the excitation of molecules from the ground state
AlO(X2Σ+).

Ground state of AlO(X2Σ+) molecules can be formed from single collision
Al+O2 → AlO(X2Σ+)+O. However, this reaction is almost isoenergetic204. Thus,
the formation of the excited state AlO(B2Σ+) through single collision is impossi-
ble194,205,206. The excess energy required (1.78 eV) is too large∗∗. Kasatani et al.
proposed in 1990 the following three body reaction: Al+O+O2 → AlO(B2Σ+)+O2

motivated by a quadratic dependence of the AlO emission with the O2 pressure.
This reaction path is the one introduced in the chapter 2 with the formation of
a reaction intermediate that has to be cooled down by a third body within an
oscillation time:

Al + O AlO∗ AlO(B2Σ+)
sticking

desorption

cooling

In the experiment of Kasatani et al., the third body has to be O2 molecules as it
is the only gas. In the case presented here, it can be any molecule of the air.

Exciting AlO molecules in the B2Σ+ state is more difficult than exciting atoms.
In contrary to atoms, the gaps between the electronic levels of the molecule are
large: 1.78 eV (about 20 000 K) between X2Σ+ and B2Σ+ and 1.32 eV (about
15 000 K) between A2Πi and B2Σ+. Thermal excitation due to collision with
the electron gas is unlikely as the temperature of the plasma, in particular in the
region of AlO formation, is too low. Only few excitation paths are possible. One
could consider excitation through resonant absorption from the background light
(see chapter 5). However, Bremsstrahlung emission stops after a few µs. Atomic
emission remains strong during a longer time (10-15 µs) but is unlikely to be
resonant with AlO absorption. An excitation path to consider is collision with
meta-stable excited atoms or molecules formed during ablation which can remain
excited for long time. Some example relevant for ablation in air and in argon flow
are given in the table 4.7. One can expect these species to be localized in the
periphery of the plasma.

In similar work, the AlO(B2Σ+) state is usually attributed to its formation
and excitation from the ground state is usually not mentioned206,194. In that case,

∗∗This excess of energy corresponds to the difference in energy between both levels. It is too
large to be compensated by the kinetic energy of the reactants.
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Element State Energy (eV) Radiative life-time

Ar 3P2 11.54 56 s

Ar 3P0 11.72 45 s

O2 a1∆g 0.978 ∼55 min

O2 b1Σ+
g 1.627 ∼10 s

O 1D 1.967 100 s

O 1S 4.189 1 s

N2 A3Σ+
u 6.17 10 ms

N2 a1Πg 8.55 100 µs

N 2Do 2.38 10 h

N 2Po 3.57 10 s

Table 4.7: Energy and radiative life-time of metastable sates of atoms and
molecules compiled from Praveen et al.207

emission of AlO(B2Σ+) provides information on the formation of the molecules
and their interaction with the plasma within its radiative life-time.

4.3.1 Influence of the energy of the pulse

The first set of experiments studies the influence of the pulse energy on the ablation
of a pure aluminum oxide target in air. The target is single crystal grown by
Czochralski (Cz) technique with radio frequency induction heating in an iridium
crucible173,174.

Figure 4.15 (a) represents the time evolution of Al atoms (in red) and AlO
molecules (in green) in the plasma from 2 µs to 30 µs for 5 different power from
3.25 mJ to 31 mJ. As you can see, for the larger pulse energies, the first have
a mushroom shape. But after 10 µs, one can observe an interesting torus shape
as if the plasma falls back on itself. This kind of dynamics is very similar to
the implosion of a cavitation bubble. An analogy would suggest that after a first
expansion, the plasma implodes. This would be consistent with Taylor’s model
developed in chapter 3. The typical time for the pressure to fall to atmospheric
pressure was 5 µs which is consistent with this observation. A similar shape was
observed by Ran et al.194 after a longer delay of 40 µs. This is again consistent
considering they used larger pulse energy (50 mJ).

For lower pulse energy, the plasma follows similar dynamics, with a smaller
spatial extension. But below 15 mJ, the plasma seems to have different dynamics
with a reversed “T” shape.
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Figure 4.15: (a) dynamics of the plasma observed in false color at different delays
after the ablation of an aluminum oxide target in air. Aluminum emission is in red
and AlO(B2Σ+) emission is in green. (b) Intensity of the Al(I) emission integrated
on the whole image. (c) Intensity of the AlO(B2Σ+) emission integrated on the
whole image. (d) Intensities of the Al and AlO emission integrated on the whole
image and time.

For large energies and early time Al atoms form a homogeneous cloud while
the AlO molecules are concentrated at the surface of the target and along the
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center of the plasma. Later, one can see that the AlO molecules are located on
the periphery of the plasma. Again, these observations are consistent with Ran et
al.194.

It is interesting to notice that Al atoms are constantly excited by collisions
with the electron gas. Al emission is thus directly correlated with the density
of aluminum atoms and free electrons. On the contrary, exciting AlO molecules
in the B2Σ+ state is much more difficult (see section 4.3). Emission is due to
molecules just formed in the excited state or excited by collision with meta-stable
molecules and atoms. The life-time of the excited state of AlO is very short (less
than 3 ns, see chapter 5). The intensity of AlO(B2Σ+) is thus directly related to
(i) the formation rate of the molecules or (ii) their excitation rate. In the first
case, the reaction producing AlO(B2Σ+) needs cold quenching gas, explaining the
localization of the emission on the periphery of the plasma. In the second case,
the meta-stable molecules (N∗

2 or O∗
2) excite AlO(X2Σ+) molecules. AlO(X2Σ+)

molecules can be formed by the reaction of Al atoms with O2 molecules of the air
and are thus likely to appear in the periphery of the plasma. Furthermore, the
meta-stable molecules are created by the excitation of the air during ablation and
are also likely to be located on the periphery of the plasma. In both case, the
location of the emission is consistent and cannot discriminate the formation path
of AlO(B2Σ+).

The intensity of Al emission decreases with time for all the powers (see fig-
ure 4.15 (b)). This intensity is directly correlated with the population of atoms in
the 2S1/2 excited state even if this measurement is not quantitative††.

The decay of the Al emission seems to have two different trends particularly
visible for the larger pulse energy (red curve): a first before 15 µs and a second
one after. The double decay of the emission could be due to (i) a decrease of the
excitation rate due to the cooling of the plasma and the decrease of the electron
density and (ii) reaction of Al atoms forming AlO molecules. Indeed, the second
decay is correlated with an increase of the AlO signal at 10 µs for the 23 mJ pulse
and 15 µs for the 31 mJ pulse (see figure 4.15 (c)). This increase of AlO emission
also corresponds to the time when the average temperature in the plasma is low
enough for the AlO molecules to become predominant according to the model de-
veloped in chapter 3.

The total amount of Al and AlO emission observed in terms of the laser power
is represented on the figure 4.15 (d). Note that the integration of the signal is done
up to 60 µs and the remaining emission after the 60 µs does not affect the mea-
surement. Both quantities increase with the laser power because the total amount

††The imaging is not corrected from self-absorption nor geometric effects of the acquisition.
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of ablated atoms increases with the laser power. In the case of AlO emission being
mostly related to its formation rate, the integer of the emission with time is likely
to be related to the total amount of molecules produced. In contrary, Al emission
is also impacted by the temperature of the plasma and the electron’s density as
the atoms are easily re-excited.

4.3.2 Influence of the target and gas composition

A second set of experiments addresses the influence of the target composition and
the environment. Changing the environment of nucleation can provide informa-
tion on the formation of the molecules. In particular, it would be interesting to
determine the formation path of AlO(B2Σ+) molecules. An interesting experiment
to study the formation of the molecules would be to look at a plasma generated
in a controlled atmosphere. By tuning the quantity of N2/O2 and Ar, one could
investigate the excitation of AlO(X2Σ+) from meta-stable atoms and molecules.
It would also be interesting to have an atmosphere composed of 18O. 27Al16O and
27Al18O emission are shifted such that one could discriminate the formation of AlO
molecules from target’s oxygen and from atmosphere’s oxygen.

Unfortunately, working in a fully controlled gas environment would require im-
portant modifications of the experimental set-up. Here, the gas environment was
simply changed by adding an argon flow (4.3 L/min) at the ablation point. Two
kinds of targets were used, the previous one composed of Al2O3 and a second one
composed of aluminum metal. The metal target was sanded before ablation in
order to remove the oxide layer. Yet, oxidation of aluminum is almost instanta-
neous. The formed layer just after sanding should not exceed few nm. Even if not
removing all the oxygen from the target, one can expect its amount to be reduced.
The four different combinations were measured with the previous experimental
set-up and a pulse energy of 23.3 ± 0.5 mJ.

Figure 4.16 (a) represents the time evolution of Al atoms (in red) and AlO
molecules (in green) in the plasma from 2 µs to 30 µs in the four different config-
urations without any renormalization. First, one can observe that the dynamics
of ablation is slightly different from the previous experiments and no mushroom
shape is observed. Both sets of experiments were performed several months apart.
The focusing on the target and the acquisition are not guarantied to be exactly
the same. One noticeable feature is that the plasma formed in Ar is flatter than
the plasma formed in the air. It is a well-known phenomenon for LIBS physicists
who use it to increase the emission signal of the plasma. For micro-plasma, the
intensity of the signal can be increased by several orders of magnitude. Usual ex-
planations are (i) a better confinement because of Ar weight, (ii) less energy loss in
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Figure 4.16: (a) dynamics of the plasma observed in false color at different de-
lay after the ablation shot. aluminum emission is in red and AlO emission is in
green. (b) and (c) represent the total emission of Al integrated on the whole image
respectively from ablation of an aluminum and alumina target. (d) and (e) rep-
resent the total emission of AlO integrated on the whole image respectively from
ablation of an aluminum and alumina target. Blue dots corresponds to data in air
environment while red squares corresponds to data recorded in an Ar flow.
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O2 and N2 molecules breaking and (iii) Ar atoms provide more free electrons than
air.191,208. Note that because of the larger density of argon, Taylor’s model indeed
predicts an average pressure 16% larger than for ablation in the air (see chapter 3).

When looking at figure 4.16 (b) and (c) one can indeed see that the intensity
of aluminum is always higher with the argon flow (red square). This observation is
consistent with the fact that Al emission is directly related to the electrons density
and the temperature of the plasma. The signal of aluminum is also stronger for
the metallic target (b) than the oxide target (c) which is logical as the density
of aluminum atoms in the target is larger. In the four cases the dynamics of Al
emission are very similar.

In contrary, the total intensity of AlO molecules (d,e) changes depending on
the target and environment. The initial decrease in the signal is partially due to
light background and is difficult to interpret. Here, we focus on delay larger than
5 µs.

Let us first consider ablation in air (blue dots). The AlO signal appears twice
as large for the aluminum target than for the oxide target. Yet, both dynamics
are similar with a plateau from 5 to 20 µs. This observation suggests that the
composition of the target has little influence on the formation of AlO molecules.
The difference in intensity is probably due to a larger number of Al atoms from
the ablation of the aluminum target. It suggests that the oxygen is in excess and
that AlO can be formed with the oxygen of the air. Direct reaction of Al with O2

molecules can form AlO(X2Σ+). However, a large amount of O2 molecules from
the air is expected to be atomized during ablation and reaction of Al with O can
form AlO(B2Σ+).

On the contrary, the AlO signal in the argon (red squares) is this time much
different. There is no plateau and the signal of the aluminum target is slightly
lower despite more Al atoms expected. These observations suggest that this time
aluminum is in excess.

The plateau is only observed in the air. The important production of AlO(B2Σ+)
molecules after 10 µs seems related to some molecules in the air. A first expla-
nation would be an increased amount of AlO(X2Σ+) molecules formed by the
reaction of Al atoms and O2 molecules. In that case, the ground state molecules
have to be excited by meta-stable molecules and atoms. A second explanation
would be a more effective quenching form air molecules increasing the formation
rate of AlO(B2Σ+) molecules formed by the reaction of Al atoms and O atoms.

Unfortunately, it is difficult to settle the question from these observations.
Further more, experiments as the ones suggested in the introduction of this section
are required.
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4.4 Rovibrational spectroscopy

Molecular spectroscopy of laser-generated plasma is interesting from the determi-
nation of nucleation processes, measurement of the temperature and discussion on
LTE. In particular, Alessandro De Giacomo and Jörg Hermann wrote in 2017209

that the “diagnostics of these types of plasma are still challenging. Thus, the
question of LTE still remains open. The need for tools for accurate analysis of
molecular emission spectra that consider self-absorption and spatial variations is
obvious.” In this section, I present the spectroscopy measurement of AlO and TiO
molecules resolved in space and time and the fitting process developed in order to
obtain their rotational and vibrational temperature.

Just like plasma imaging, Pengxu Ran et al.194 have achieved similar measure-
ments on AlO in order to determine its rotational temperature along the vertical
axis of the plasma. Having a higher resolution spectrometer, they achieved a very
precise fit of the rotation system by taking into account self-absorption. In return,
they were not able to properly define the vibrational temperature in itself. They
used a spectrometer with higher spectral resolution and measured only a narrow
spectral range around the (0,0) and (0,1) bandheads.

With this work, my goal is to discuss both vibrational and rotational tempera-
ture of AlO molecules. I imaged larger spectral ranges of both regions in order to
determine both temperatures and have robust results. In contrary to Pengxu Ran
et al., I used alumina target instead of aluminum as I wanted to be consistent with
previous work of my team. I also investigated the influence of the pulse energy on
the temperature. Using fiber for the collection of the light, I was able to translate
the collection and obtain 2D mapping of the temperatures. I measured spectra
along the center for four different pulse energies: 7.5, 15, 23 and 31 ± 0.5 mJ and
the energy for 2D mapping was set to 22.5± 2.5 mJ.

Finally, I also measured the rotational temperature on TiO molecules in the
same condition in order to see the influence of the molecule. Similar fit of the
temperature on TiO has been achieved by De Giacomo et al. in 2014210.

In short: An iCCD camera with filters centered on Al and AlO emission transi-
tions is able to image the position of the species in the plasma. Al emission appears
to be related to the temperature of the plasma and the electronic density as it is
excited by collision with electrons. AlO molecules is more difficult to excite and
emission is likely to track its formation rate. AlO molecules seems to form on the
hedge of the Al cloud by the collision of Al atoms with cold O2 molecules from the
air. This observation is confirmed by changing the surrounding gas: in argon flow,
the emission of AlO molecules decreases.
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Simple criterion to determine Trot

When I started to work on the simulated spectrum of TiO and AlO, I noticed
typical evolution of their shape depending on the rotational and vibrational tem-
perature. From there, I tried to determine some criterion able to provide a good
estimation of Trot. For instance David Amans was able to use the cross-over of
the rotational branches P and R in the CC molecules, easily identified from the
spectrum intensity, to determine the temperature40. This could be useful as an
input parameter of the fit and, more generally, for others wanting to estimate the
temperature without using a complete fitting process.

On figure 4.17 (a) and (b), you can observe the shape of AlO spectra calcu-
lated for different Trot and Tvib between 500 K and 4000 K. The change of both
temperatures does not affect the shape of the spectrum the same way.

Considering the vibrational temperature, one can expect an increase of the
intensity of bandheads with large v′ when the temperature increases (see figure 4.17
(b)). The population of the molecules in the higher vibrational states increases
with the temperature. Such a ratio could appear as a good criterion for the
vibrational temperature. Yet, this intensity would actually also depend on the
rotational temperature. When Trot increases, the intensity of the transition in the
bandhead, corresponding to low rotational numbers, decreases as one can see on
figure 4.17 (a). Furthermore, high rotational number transitions overlaps with the
other bandhead. And finally, the intensity of the (0,0) bandhead is subject to
self-absorption.

Considering the rotational temperature, one can observe that the signal af-
ter 494 nm mostly corresponds to transitions with high rotational number. For
a given rotational temperature, this part of the spectrum depends little on the
vibrational temperature. Thus, a simple criterion for the rotational temperature
is the integer of the intensity for λ > 494 nm divided by the total intensity:
CAlO =

∫ 500

494
I/
∫ 500

484
I. This simple criterion is actually quite robust and almost in-

dependent of the vibrational temperature as one can see in the inset of figure 4.17
(c). In case of large self-absorption, one should not integer the first bandhead in
the normalization term. Thus, one can plot the relation between C and Trot (fig-
ure 4.17 (c)) and use this curve to determine the rotational temperature using this
simple integration. On figure (figure 4.17 (d) one can see the comparison between
the rotational temperatures in the plasma obtained using this criterion in blue
and the complete fit of the spectrum as developed later in black. The results are
mostly in good agreement except at the early time. Before 5 µs, self-absorption
lead to the overestimation of the temperature.

In the case of TiO molecules, emission in the range 705-711.5 nm, does not de-
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(a) (b)

(c) (d) --- Using criterion

--- Using complete fitting

Figure 4.17: (a) Example of AlO spectrum (∆v = 0) calculated for Tvib = 2000
K and various Trot. (b) Example of AlO spectrum (∆v = 0) calculated for Trot =
2000 K and various Tvib, FWHM=0.06 nm. (c) Evolution of the integer of the
normalized spectrum after 494 nm depending on Trot, the inset represents this
integer depending on both temperatures. (d) Comparison of the calculated Trot
from the criterion and from a complete fit on the emission recorded for a 31 mJ
pulse on an aluminum target in air. Fit procedure is presented in the section 4.4.1

pend on the vibrational temperature as it corresponds to the same vibrational
state. In this range, I can determine the rotational temperature of the TiO
molecules by fitting the spectrum exactly like AlO but considering the molecular
structure of TiO. In figure 4.18 (a) are plotted calculated spectra for different rota-
tional temperatures. One of the difficulties is that the spectrum changes very little
for temperatures above 1000 K. The intensity of the spectrum between 707 and
708.9 nm increases with the rotational temperature while the intensity of the spec-
trum before 707 nm decreases (see black arrows on the spectra). I can thus define
criterion for the rotational temperature of TiO molecules as CTiO =

∫ 708.9

707
I/
∫ 707

706
I
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Figure 4.18: (a) Example of TiO spectrum (∆v = 0) calculated for various Trot
(b) ratio of the integrated spectrum CTiO =

∫ 708.9

707
I/
∫ 707

706
I depending on the

temperature. (c) Comparison of the calculated Trot from the ratio of the integrated
spectrum and from a complete fit.

depending only on the rotational temperature as plotted in figure 4.18 (b). I chose
not to integer the signal of the bandhead in order to avoid any auto-absorption.
This criterion is rather good for temperatures below 1000 K, but variations are
low for higher temperatures. In figure 4.18 (c) is a comparison of the temperature
measured on experimental spectrum using this criterion compared to complete fit.
It corresponds to the temperature in the center of a plasma generated by a 31 mJ
pulse. Before 20 µs, the temperature is difficult to fit because of strong atomic
emission. More on the fit process will be discussed later. Here one can see that
the criterion gives a good order of magnitude for the temperature, but variations
are too small to obtain good precision like for AlO.
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4.4.1 Experimental protocol

Measurement of the spectra

In order to study AlO molecules and TiO molecules, two different targets are used.
One is a single crystal of Al2O3 (alumina) of diameter 25 mm and a thickness of
about 3 mm. The other one is a compacted target of TiO powder of diameter
20 mm and thickness about 4 mm. Unfortunately, strong emission peaks of Ti
atoms are in the spectral range of AlO molecules. It would have been difficult
to measure the temperature of AlO molecules at short time with a single mixed
target. Furthermore, spatial resolution implies less signal collected as developed
previously. Thus, doping an alumina target with few Ti atoms wouldn’t provide
enough signal for TiO spectroscopy. In order to offset this difference, plasma were
created in the exact same conditions.

First, the measurements have been done the same day simultaneously with the
imaging of the plasma presented earlier, enabling direct comparison. The height
of the target is set to optimize the ablation using low power. Then, this height is
recorded using the front camera [9] (see figure 4.9) in order to set the same height
for different targets. The lateral position of the fibers and the focalization of the
collection is set using the front camera [9]. A picture of the fiber is taken with a
ruler in order to have the scale. The grating in the spectrometer is moved to the
required spectral range and the pulse power is adjusted and measured. Finally,
the target is moved at 0.8 mm/s during the measurement in order not to create
craters changing the ablation dynamics.

The spectra are recorded on the Shamrock 500i spectrometer with a slit of
50 µm leading a spectral resolution of about 0.06 nm. Each fiber images 0.125 mm
of the plasma. For 2D spatial mapping, the position of the fibers is changed from
-2.5 mm to +2.5 mm by steps of 0.25 mm from either side of the ablation point.
For each position, spectra are accumulated on 83 shots with a gate width of 2 µs.
The delay between the ablation pulse and the acquisition is changed from 2 to
60 µs by steps of 2 µs.

The choice of the measured spectral range is primordial in the determination of
the temperature. For instance, Julien Lam and David Amans chose the (0,0) AlO
bandhead in order to measure Trot as it is almost only composed of transition of the
same vibrational levels and thus does not depend on Tvib. This ensures an easier
and more robust determination of Trot but is not suited for the determination of
Tvib. In this experiment, two different spectral ranges are studied. The first range is
482-497.6 nm and consist of the almost pure (0-0) band and part of the (1-1) band.
The intensity of the other vibrational bands is very small. This range is very good
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to determine the rotational transition but rather poor in vibrational transitions.
Thus, the 506-521 nm range is also considered, in order to fit the vibrational
temperature. In this range, AlO molecules have many (v′,v′′) transitions with
∆v = −1.

For TiO to 705-711.5 nm range is composed of only one vibrational transition.
The spectrum shape is independent of Tvib which is interesting to determine Trot.
In return, it is impossible to determine Tvib with these measurements.

For each of the measurement ranges, the spectrum of a calibrated black-body
is measured in order to correct the spectra.

Spectrum preparation

First, the measured spectra have to be prepared for fitting. The electric noise
of the iCCD is removed. Even if the iCDD is not shined with any photon, a
constant background noise is recorded. This noise is measured on the outer part
of the sensor that is never shined with light. The remaining signal is composed
of the AlO spectrum and some optical noise. This spectrum is corrected from the
instrument answer using the black body measurement. In order not to add noise,
the obtained spectrum is fitted by a 4th degree polynomial‡‡ and divided by the
tabulated spectrum of the lamp. Then this ratio is applied on all the corresponding
spectra to correct the measurement from the answer of the acquisition set-up. Of
course, on such short measurement range, the correction is not very important.
Yet, the fit of the rotational temperature in particular is very sensitive to intensity
variations and this correction is required.

Wavelength should also be calibrated, but finding a precise enough calibrations
lamp with enough transitions in the observed range is not easy. A first calibra-
tion with a 3rd degree polynomial is done considering the bandheads positions of
the molecules’ emission. The coefficients are then adjusted during the fitting pro-
cess. Adding 3 parameters to the fitting increases the calculation time, but these
parameters are strongly constrained and converge rapidly regardless of Tvib and
Trot.

Spectrum fitting process

In the end, there are 6 parameters to adjust: three parameters for the wavelength,
one for the Gaussian width and the two temperatures§§. The Gaussian width
depends slightly on the fiber. In average the FWHM appears larger than the

‡‡Polynomial fit for the blackbody is possible as the spectral range is really short.
§§Emission lines would rather correspond to Voigt profiles. However, it would requires more

fitting parameters. It appears that Gaussian functions fit well enough emission lines and limits
the amount of fitting parameters.
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Figure 4.19: Example of AlO spectra (lateral position 0 mm, height 0 mm, delay
10 µs, pulse energy 24.5 mJ) for ∆v = 0 (a) and ∆v = −1 (b). Red curves
correspond to the calculated spectra determined according to the fitting process
described in the main text and correspond to Trot = 3693 K and Tvib = 5644 K.
Dashed lines in (a) delimit the fitting region. Below are plotted the residual maps
depending on the temperatures. Other fitting parameters are kept constant. Red
dots represent the fit convergence.
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measured FWHM of Hg transitions from a calibration lamp (0.075 nm against
0.06 nm). This could be due to collisional broadening in the plasma. With the
wavelength parameters, Gaussian width converge very easily whatever the tem-
perature. After the first optimization, these parameters are fixed and only the
temperatures are fitted.

On figure 4.19 (a) and (b), represented in black, are the typical spectra recorded
for AlO ∆v = 0 and ∆v = −1 transition systems. In red the theoretical spectra
obtained for Trot = 3693 K and Tvib = 5644 K after fitting. On the bottom panel
are the residual maps of the fitting for each of the spectrum depending on Trot
and Tvib. On the residual map of (a), one can see a clear minimum for Trot which
is almost the same for all Tvib but none for Tvib. This illustrates the previous
affirmation that ∆v = 0 range is suited to fit Trot but not Tvib. On the contrary,
one can observe a single minimum on the residual map of (b) for both Trot and Tvib.
Even if it is possible to fit both temperatures on this part of the spectrum, it is
preferred to use both spectral ranges to increase the precision of the measurement.

In order to do that, an iterative process is used. First, both of the spectra
are fitted independently. Then the ∆v = 0 range is fitted, fixing the vibrational
temperature to the value found on the ∆v = −1 range. Inversely, the ∆v = −1
range is fitted, fixing the rotational temperature to the value found on the ∆v = 0
range. This process is iterated twice in order for the temperatures to converge.
The red dot on figure 4.19 residual (b) corresponds to the fitted temperatures.

In order to have a good fit of the spectra, the signal-to-noise ratio has to be
good enough. No temperature can be fitted in regions with low emission. In order
to define a criterion for the selection of good fit, a threshold value on the standard
deviation of the squared difference is set. This threshold is determined by hand
for each experiment by checking a large enough selection of fits.

In the case of TiO, an example of emission spectrum from 705 nm to 711.5 nm
(black) and fit (red) is given in figure 4.20 (b) for a delay of 30 µs and the energy
pulse of 31 mJ. As explained earlier, the spectrum does not depend on Tvib. The
convergence for Trot is thus much faster yet Tvib cannot be determined. Further-
more, titanium oxide plasma is rich in atomic emission lines (see figure 4.20 (a))
and prevents me to determine the temperatures for short delay time when the
plasma is too hot.

Errors on the fit parameters are usually dominated by the variability of the
fitted spectra rather than the convergence of the fit itself. Properly estimating
the error on the temperature would require to repeat the measurement and make
some statistics on the fitted values of the temperatures. Considering the amount
of acquisitions and data treatment it represents, we chose to estimate the error by
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Figure 4.20: (a) TiO spectrum for a delay of 10 µs dominated by atomic emission.
(b) Example of TiO spectra in black (lateral position 0 mm, height 0 mm, delay
30 µs, pulse energy 31 mJ) and corresponding best fit in red.

the difference between either two adjacent positions or two consecutive times. The
variations of the measured temperatures in time and space are smooth enough to
consider that this different has the order of magnitude of the error.

In short:Thanks to the resolved spectroscopic set-up, I am able to measure the
emission of AlO and TiO molecules in different points of the plasma and for various
delay time. Each of these spectra are used to fit calculated spectra depending on
rotational and vibrational temperature. This enables to obtain 2D mapping of
both temperatures in the plasma depending on the position and time. The spatial
definition is about 0.25 mm and the temporal resolution is about 2 µs.



170CHAPTER 4. TEMPERATURES & THERMALIZATION OF THE PLASMA

4.4.2 AlO rotational and vibrational temperatures

Figure 4.21 (a) shows the emission of the plasma on the central vertical axis in
the AlO emission band for different laser pulse energy. During the first few µs,
the bright emission is mostly due to background noise and does not correspond
to high AlO emission. Figure 4.21 (b) shows the corresponding temperature map-
ping of the AlO molecules for different pulse energy depending on the height in the
plasma and the delay time after ablation. For this measurement, the fibers were
positioned in the center of the plasma as represented in the inset by red circles.
Each of these fibers collect light of the plasma on its axis and lead to one spec-
trum. The fit of this spectrum provides one rotational temperature (Trot) and one
vibrational temperature (Tvib). The 19 fibers give simultaneously the temperature
every 0.125 mm along the vertical of the plasma. In this example, it corresponds
to the column indicated by the red arrow. Please note that the color scale is not
the same for both temperatures. White parts correspond to areas with low signal
where it was impossible to have good fit. One can notice that it was not possible
to fit temperatures in the center of the plasma for small delay time. The plasma is
hollow and the intensity of AlO emission is too low. Figure 4.22 (a) and (c) repre-
sents respectively the rotational temperature and vibrational temperature for the
23 mJ pulse depending on the height in the plasma. Each curve is the average
of the measurement on two consecutive times (over 4 µs) and the error bar cor-
responds to the difference of both values in order to give an idea of the fit error.
Similarly, figure 4.22 (b) and (d) represents respectively the rotational tempera-
ture and vibrational temperature for the 23 mJ pulse depending on the time in the
plasma. Each curve is the average of the measurement on two consecutive heights
(over 0.5 mm) and the error bar corresponds to the difference of both values in
order to give an idea of the error.

Figure 4.23 (a) shows temperature mapping of the AlO molecules in 2 dimen-
sions for an ablation pulse energy of 24.5 mJ and different delay time. Figure 4.23
(b), are the corresponding images of the AlO molecules emission in the plasma
with the same scale. Again, for the shorter delay, it was not possible to determine
the temperature in the center of the plasma as it is hollow. Figure 4.24 (a) and (b)
represents the rotational and vibrational temperature averaged on the 3 closest
fibers to the target depending on the position and for different delay times. For
clarity, the error on the average is not reported. They are of the same order of
magnitude of the error on figure 4.22 (a) and (c).

The general shape of the temperatures map is due to the dynamics of the
plasma and can be directly compared to the localization of AlO molecules presented
in figure 4.15. The larger the pulse energy, the larger the plasma and the longer
the emission. Unfortunately, in the case of 31 mJ pulse, the acquisition stopped
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Figure 4.21: Measurements on an Al2O3 target in air depending on the laser pulse
energy. (a) Intensity of AlO emission on the central axis of the plasma (see sec-
tion 4.3). Strong initial emission (yellow arrows) is dominated by Bremsstrahlung
emission. (b) Rotational and vibrational temperature determined by fitting the
emission of AlO (see section 4.4.1) on the central axis. Please note, color scales are
different. The inset corresponds to the image of the AlO molecules in the plasma
for a delay of 8 µs and a pulse energy of 15 mJ. the position of the fibers are
represented by red dot and the corresponding temperature are indicated by red
arrows.

at 40 µs. First, one can observe that the temperature generally decreases with
time as expected (see figure 4.22 (a) and (c) for a 23 mJ pulse). The cooling
rate seems rather the same in the whole plasma (about 25 K/µs for Trot and
about 80 K/µs for Tvib). The temperature on the outside is lower than in the
inside of the plasma as expected because of the cooling due to the air. Yet, close
to the target, the temperature appears quite homogeneous within the measured
extension. Temperature gradients seem mostly vertical. One could notice that at
early time, the temperature is lower in the middle of the plasma (see maps and
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Figure 4.22: Plot of the temperatures corresponding to 23 mJ pulse measurements
presented in the figure 4.21. (a) and (c) are the rotational and vibrational temper-
atures respectively depending on the height in the plasma averaged on two consec-
utive times (over 4 µs). (b) and (d) are the rotational and vibrational temperatures
respectively depending on time in the plasma averaged on two consecutive heights
(over 0.5 mm). Error bars are the differences between both measurements.

figure 4.21 (b) and 4.22 (b) for a 23 mJ pulse). Yet, this observation is due to
the fact that there is no formation of AlO molecule in the center of the plasma
and most of the light collected here comes from the front and back of the plasma
which are cooler than the center.

Finally, the rotational temperature is much lower than the vibrational tem-
perature. Figure 4.25 represents the average of the rotational and vibrational
temperatures average on the two closest fibers to the target for the different ener-
gies. For each energy of the pulse, the temperatures follow a similar trend. The
higher the pulse energy, the higher the temperature. Yet, for a delay of 2 µs, Tvib

is almost two times larger than Trot with 8000 K against 4300 K in average. Then
the difference decreases with time as Tvib decreases faster than Trot.
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Figure 4.23: Measurements of the temperatures for the ablation of an Al2O3 target
in air with a pulse energy is 24.5 mJ. (a) 2D map of AlO molecules Trot and Tvib

depending on time a lateral position. Lateral position corresponds to the position
of the fibers with respect to the central axis. Temperatures are determined by
fitting the emission of AlO (see section 4.4.1) (b) Corresponding images of AlO
emission depending on time (see section 4.3).

In the next chapter, I was able to measure the emission time of B2Σ+ state in
the plasma and found 2.7± 0.15 ns. This is short compared to tabulated Einstein
coefficients (τ = 116 ns) but consistent with similar LIBS achieved by Nagli et
al.211 who attributed this short decay time to collisional quenching and thermal
quenching. Considering the density of the plasma from the chapter 3, one can
estimate collision frequency with AlO molecules between ×108 and ×1010 s−1 de-
pending on the delay (see section 5.3.1). Apparently, this collision rate is enough
to quench the life-time of molecules and partially mix the state of a large part
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Figure 4.24: (a) and (b) represent rotational and vibrational temperature profiles
depending on time for the measurement presented in figure 4.23. For each position
and time, it corresponds to the average of the temperatures from the 3 closest fibers
to the surface. For clarity, the error bars are not reported. They are of the same
order of magnitude of the errors on figure 4.22 (a) and (c).

of the molecules. However, the fact that both the vibrational and the rotational
temperature are different proves that the excited state of the molecules have no
time to fully relax and reach complete thermal equilibrium. Such temperature
differences are regularly observed in diatomic molecules created by plasma dis-
charge212,213,214,215,216. A direct comparison with these studies is hazardous as the
experimental conditions are different, in particular the pressure, but are interest-
ing to discuss. Most of the time, the vibrational temperature is higher than the
rotational temperature because the molecules are formed out of equilibrium and
partially thermalized by collision with the gas. The rotational temperature is usu-
ally close to the kinetic temperature of the gas as rotation modes are more sensitive
to collisions. In particular, Hofmann et al.212 reports that the rotational tempera-
ture of OH molecules measured in their experiment follow the kinetic temperature
of the gas but overestimates it. Raud et al.215 studied the rotational temperature
of OH and N2 molecules and find out that their temperatures are different. OH
molecules are more thermalized by the collision with the gas than N2 molecules.
Verreycken et al.216 even reported rotational emission that are described by two
temperatures corresponding to two excited populations, one out of equilibrium
related to the formation of the molecules and one for low J that is thermalized.

Within the de-excitation time, one can expect the rotational state to be more
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Figure 4.25: Comparison of the rotational and vibrational temperatures’ evolution
depending on the laser pulse energy for the ablation of an Al2O3 target in air.
Temperatures correspond to the measurements on the central axis of the plasma
presented in figure 4.21 averaged on the two closest fibers to the target (see inset).
Error bars corresponds to the difference between both values.

sensitive to collisions with the plasma as shown in the next chapter¶¶. Thus,
one can expect the rotational temperature to be closer to the kinetic temperature
than the vibrational temperature but might still overestimate it. This is consistent
with the kinetic temperature expected from the model developed in the chapter 3.
The decrease of temperatures with time and spatial gradients show a strong link
between the molecular temperatures and the kinetic temperature of the plasma.
Because of low collision couplings, in particular on the vibration modes, one could
expect an influence of the plasma temperature on the formation of the molecules
themselves. The higher the gas temperature, the higher the excitation state of the
formed molecules. This measurement is a partial fingerprint of the molecule for-
mation and confirm the insight given by the microcanonical model in the chapter 2
that the energy is not equipartitioned during the molecule formation.

¶¶When AlO molecules are excited in a low vibrational and rotational state, emission of relaxed
state can be described by a low vibrational temperature and a higher rotational temperature.
The vibration state remains little excited because of low coupling.
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4.4.3 TiO rotational temperature
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Figure 4.26: (a) Plasma emission for TiO emission range in the center vertical
axis. (b) Trot measured on the vertical center of the plasma. (c) and (d) rotational
temperatures for the 23 mJ pulse depending on the height and delay time.

Figure 4.26 (a) shows the intensity for the TiO emission band of the center
of the plasma depending on the delay time for different pulse energy. Be careful,
intensity is dominated by atomic emission for early time. Figure 4.26 (b) shows
rotational temperature mapping of the TiO molecules for different pulse energy
depending on the height in the plasma and the delay time after ablation. For this
measurement, the fibers were positioned in the center of the plasma as represented
in the inset by red circles. Each of these fibers collects light of the plasma on its
axis and leads to one spectrum as represented in black on figure 4.20 (b). The fit
of this spectrum (red) provides the rotational temperature (Trot). The 19 fibers
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Figure 4.27: (a) 2D map of TiO molecules Trot and image of TiO emission de-
pending on time for a pulse energy is 21 mJ. (b) Corresponding emission of TiO
molecules (see section 4.3). (c) average rotational temperatures on the 3 closest
fibers to the surface (see red area in the inset).

give simultaneously the temperature every 0.125 mm along the vertical axis of the
plasma. White parts correspond to areas with poor fitting where no temperature
can be measured. It is either because of low signal or too much atomic emission
as represented on figure 4.20 (a). For short delay, atomic emission dominates the
spectrum.

Figure 4.26 (c) represents the rotational temperature for the 23 mJ pulse de-
pending on the height in the plasma. Each curve is the average of the measurement
on two consecutive times (over 4 µs) and the error bar corresponds to the difference
of both values in order to give an idea of the error. Similarly, figure 4.26 (d) repre-
sents the rotational temperature for the 23 mJ pulse depending on the time in the
plasma. Each curve is the average of the measurement on two consecutive heights
(over 0.5 mm) and the error bars correspond to the difference of both values in
order to give an idea of the fit error.
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Figure 4.28: Comparison of the rotational temperatures of AlO and TiO molecules
depending on delay time for different pulse energy. The temperatures are aver-
aged on the two closest fibers to the target on the central axis of the plasma as
represented in the inset.

Figure 4.27 (a) shows temperature mapping of the TiO molecules in 2 dimen-
sions for an ablation pulse energy of 21 mJ and different delay time. On the right
(b), are the corresponding images of the TiO molecules emission in the plasma with
the same scale. Figure 4.27 (c) represents the rotational temperature averaged on
the 3 closest fibers to the target depending on the position and for different delay
times. For clarity, the error on the average is not reported. They are of the same
order of magnitude as the errors on figure 4.26 (c) and (d).

TiO emission appears to be much more homogeneous and concentrated than
AlO emission. This is probably due to the fact that fit of TiO emission are only
possible after 10 or 20 µs, when the plasma is cold enough for atomic emission
to be weak enough. At this time, the whole plasma is smaller and cold enough
for TiO to form. Just like AlO, temperature decreases with time and with the
height. The spatial gradient for TiO appears almost two times stronger than for
AlO (800 K on 1 mm). This could be due to depth average due to the measure-
ment. AlO formation being hollowed, center measurement could be more sensitive
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to outer-part emission than in the case of TiO and appears colder than it really is.

Figure 4.28 represents the average of the AlO and TiO rotational temperatures
on the two closest fibers to the target for the different energies. Just like AlO,
the rotational temperature of TiO increases with the pulse energy and its decrease
with time follows the same trend. TiO rotational temperature seems systemati-
cally about 500 K lower than AlO temperature. One could imagine that (i) TiO
molecules are created less excited than AlO molecules or (ii) TiO molecules are
more thermalized than AlO molecules.

Hypothesis (i) is unlikely. For temperatures of several thousand Kelvin, the
standard formation enthalpy of TiO is about 10 % bellow the one of AlO217. This
means that in the case of formation from single atoms, the remaining energy of
TiO reaction is larger.

Hypothesis (ii) could be justified either by a greater lifetime of the excited
state or a larger cross-section, increasing the number of collision. The radiative
lifetime in vacuum for the A3Φ state of TiO is around 100 ns218 which is the same
order of magnitude or slightly shorter than AlO219. For equivalent quenching, one
can expect the radiative life-time of TiO to be the same as AlO or even shorter.
However, Ti d orbitals are wide which increases its cross-section. TiO could thus
be subjected to more collision than AlO molecules and further thermalization.
Furthermore, the rotational state density of TiO is larger than the one of AlO as
the rotator constant is lower, and it is a triplet state. The difference in energy
between each state is lower and transitions are facilitated. This could explain why
TiO are more thermalized than AlO molecules.

In short: For AlO molecules, the presented results indicates that Trot and Tvib
are not equal in the plasma. Both decrease with time and on the outer-part of
the plasma. Tvib appears to be larger than Trot but the difference is reduced with
time. These temperatures represent the vibrational and rotational population of
the first electronic excited state. This state is mostly populated by molecules just
formed and the decay time being short, the excited state is only partially relaxed
because of collisions. In particular, vibrational states are less affected by collision
than rotational states such that Tvib is more likely to represent the excited state
of the molecules just after their formation while Trot could be closer to the kinetic
temperature of the gas. Tvib is high because vibration modes are excited when the
molecules are formed. This excitation seems to depend on the temperature of the
plasma itself. The higher the temperature of the plasma, the higher is Tvib. Trot in
contrary is closer to the kinetic temperature predicted by the model in the previous
chapter. For TiO, only the rotational temperature was measured. It follows the
same trend as the rotational temperature of AlO but slightly lower.
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4.5 Conclusion

This chapter presented space resolved spectroscopy of molecules in laser-generated
plasma. During my PhD, I built an experimental setup able to achieve the time
resolved spectroscopy on laser induced plasma with a spatial resolution up to
about 150 µm and applied it on the rovibrational spectroscopy of AlO and TiO
molecules. By fitting these measurements, one can obtain information on the rota-
tional and vibrational populations of the molecules in the plasma. One can suppose
these populations to be described by Boltzmann distributions and determine the
emission spectrum of the molecules in the plasma depending on a temperature.
However, if the molecules do not reach internal equilibrium, the vibrational and
rotational populations are not described by the same temperature. In particular,
the rotational temperature of the molecules is usually considered as a good probe
of the kinetic temperature of the plasma.

Here, we measured the rotational and vibrational temperature of AlO molecules
and the rotational temperature of TiO molecules depending on the position in the
plasma and their evolution in time. These temperatures decrease with time as the
plasma cools down. They also are lower on the periphery of the plasma where
it is in contact with cold air. The vibrational temperature of AlO molecules is
much higher than its rotational temperature meaning the internal equilibrium in
the molecules is not reached as expected from chapter 2. The vibrations of the
molecules are less affected by collisions with other particles than the rotations.
The vibrational temperature is driven by the excitation of the molecules while the
rotational temperature is closer to the kinetic temperature of the plasma. The
rotational temperature of TiO is very similar to the rotational temperature of
AlO but systematically about 500 K lower. This observation might be due to
a better thermalization of TiO molecules. In that case it is possible that the
rotational temperature of AlO molecules overestimates the kinetic temperature of
the plasma.

In order to better understand the temperature of AlO molecules and the ther-
malization processes, one need to understand the origin of the molecules. Here the
emission of AlO molecules is from the excited state B2Σ+. This state has a short
emission life-time, explaining why the molecules are only partially thermalized.
By imaging directly the plasma with an iCCD camera and filters, it is possible
to determine the spatial distribution of AlO(B2Σ+) molecules. The origin of the
excited state remains uncertain. AlO(B2Σ+) molecules appear in the periphery of
the plasma and mainly when ablation occurs in the air. This state can be pop-
ulated directly by the formation of the molecules from the reaction of Al and O
atoms cooled down by collision with molecules of the air, or be due to the exci-
tation of AlO(X2Σ+) colliding with meta-stable molecules such as N∗

2 molecules.
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Further investigations in controlled atmosphere are required to precisely determine
it. For instance, one could study the emission spectra in atmosphere with different
concentration of N2 molecules and 18O2 molecules.

The temperatures deduced from molecular spectroscopy is a great tool to study
laser-generated plasma. The comparison of the rotational and vibrational temper-
atures provides information on the internal equilibrium of the molecules. The
rotational temperature is usually considered as a good probe of the kinetic tem-
perature of heavy particles in the plasma. Studying its evolution in space and time
and comparing it to the excitation temperature of the atoms would bring a new
insight on the thermodynamics of the plasma and enable to further discuss LTE.
However, emission life-time of the molecules is short. One needs to ensure that the
rotational temperature of the excited state is indeed a good probe of the kinetic
temperature of the plasma. In the next chapter, Laser-Induced Fluorescence (LIF)
spectroscopy is achieved on the plasma in order to probe the ground state of AlO
molecules. In particular, LIF is used to determine the rotational temperature of
the ground state molecules and compare it to the one of the excited state.
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Chapter 5

Laser-induced fluorescence

Tout mouvement de quelque nature qu’il soit est créateur.
Edgard Allan Poe

Abstract: Laser-Induced Fluorescence (LIF) is achieved in AlO molecules
produced in a laser-generated Plasma. The life-times of the excited AlO(B2Σ+)
molecules in the plasma after 10 µs is measured equal to 2.7 ± 0.2 ns. This life-
time is much shorter than the one measured in vacuum because of collisions and
thermal quenching, even though only a few dozen collisions are estimated to occur
within this time. Molecules are only partially thermalized. Such a difference with
tabulated emission life-time of molecules have to be considered when calculating
molecules’ ratio in LIBS. Fluorescence spectra can be decomposed in two contribu-
tions: a first one which is direct fluorescence, conserving an initial population in
excited state, a second one which is thermalized, populating many other quantum
levels in excited state. The emission of the relaxed contribution can be approached
by calculations considering population distributions following these vibrational and
rotational “relaxation” processes. These populations can be modeled with Boltz-
mann distributions taking very different vibrational and rotational temperatures
which strongly depend on the excited transitions. The direct fluorescence can be
described considering a population distribution following resonant absorption of the
laser. This population is directly related to the ground state population that can
be modeled with a Boltzmann distribution. By fitting fluorescence spectra, one can
measure the rotational temperature of the ground state molecules. After 30 µs, this
temperature is 3153 ± 64 K. Simultaneously, a fit of the emission of AlO(B2Σ+)
with no previous excitation gives Trot = 3130 ± 75 K and Tvib = 5620 ± 240 K.
The rotational temperature measured from emission of AlO(B2Σ+) appears to be

183
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close to the ground state temperature after a delay of 30 µs. After 5 µs, the ro-
tational temperature measured from emission of AlO(B2Σ+) slightly overestimates
the ground state temperature of about 150 K. The thermalization of the rotational
states is not complete.

In order to better understand nucleation in plasma, Laser-Induced Fluorescence
(LIF) is a great tool. A second laser is used to re-excite atoms and molecules in
the plasma. Combined with LIBS, it improves detection and enables to probe the
ground state of molecules and clusters that are formed late in the plasma.

My first goal was to use LIF in order to better understand the dynamics of
excited AlO molecules in the plasma and in particular their de-excitation time.
The study of AlO molecules fluorescence bring new insights in order to better
understand the thermalization of the molecules. By fitting the intensity profiles of
fluorescence spectra, it is possible to determine the temperature of the molecules
AlO(X2Σ+) and compare it to the temperature of the AlO(B2Σ+) molecules. My
second goal was to look for the evolution of species concentration in the plasma by
probing the ground state of the molecules. I got interested in the Al2O molecule
which should be sufficiently stable to be observed47 and has indeed been observed
elsewhere220,221. Yet, this appeared more complicated than it sounds, and I was
not able to observe any Al2O molecules.

After a quick introduction of theoretical background on LIF, I present the
experimental set-up I built. Then, the measurement of the AlO excited state life-
time is presented and the thermalization of the molecules is discussed. Finally, the
fluorescence spectrum is fitted in order to deduce the ground state temperature of
AlO molecules. Convention for spectroscopic notations are given in the annex A.

5.1 Fluorescence

In 1852, George Gabriel Stokes published in “On the change of refrangibility of
light” his observations on some materials as fluorine (CaF2)222. “In those bodies,
[...] the colour thence arising may be seen by exposing the body to ordinary
daylight, looking at it in such a direction that the regularly reflected light does
not enter the eye, and excluding transmitted light by placing a piece of black cloth
or velvet behind, or by some similar contrivance”. The emitted light is no regular
reflection because the wavelength of the emission is below the wavelength of the
excitation such that one “shall accordingly speak of the phenomenon as dispersive
reflexion”. Yet he comments on this term: “I confess I do not like this term. I am
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Figure 5.1: (a) Electronic structure of AlO molecule with an example of excita-
tion transition (blue) and direct fluorescence emission (green). (b) LIBS emission
spectrum of AlO molecule formed by ablation of aluminum target in air (black).
The delay between the ablation and the beginning of the acquisition is 10 µs and
the acquisition duration is 30 µs. LIBS-LIF signal of AlO molecule in the exact
same condition after an excitation at 484.3 nm and an acquisition duration: 10 ns
(blue). The intensities of both spectra are not normalized for direct comparison.

almost inclined to coin a word, and call the appearance fluorescence, from fluor-
spar, as the analogous term opalescence is derived from the name of a mineral”.
This is the first occurrence of this term and the difference in wavelength is soon
called Stokes shift.

Fluorescence is a phenomenon observed in various systems such has atoms,
molecules or crystals. Fluorescence occurs when the molecule absorbs a radiation
and goes from the ground state to a different electronic excited state. Then, spon-
taneously emits light when de-exciting. In molecules, the difference in wavelength
between the excitation and the fluorescence emission, that is to say the Stokes
shift, can be explained by the Franck-Condon principle and Kasha’s law applied
to the rovibrational structure of the molecules.

When the plasma is irradiated with a given wavelength λ, the molecules can
absorb a photon if there is a transition between a populated level and an empty
one with a difference in energy E = hc/λ. For instance, figure 5.1 (a) represents
the scheme of the rovibrational structure of AlO molecules for the two electronic
states of interests X2Σ+ and B2Σ+. The A2Πi state, in-between, is not investigated
here. Molecules in the X2Σ+ electronic state with v′′ = 0 (vibrational state) can
absorb photon with a wavelength of 484.6 nm and are excited in the B2Σ+ state
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with v′ = 0. Such a transition will be referred to as (v′, v′′), in that case (0,0),
corresponding to the vibrational level.

The excited molecule can then relax through different radiative channels to
the ground state X2Σ+ state with v′′ = 0, 1, 2 etc. Just like simple emission, the
transition probability of each of this channel is proportional to the Frank-Condon
factor (see section 4.1.3). If the molecule was originally excited from the v′′ = 0
level as in the example, then the desexitation transitions have necessarily lower
energies leading to Stokes shift. On the contrary, if the initial state is not the
ground state (in a hot gas for instance), the de-excitation can have greater energy
leading to an anti-Stokes shift.

In figure 5.1 (b) one can see the resulting emission spectrum of AlO following
484.3 nm excitation in blue compared to the emission spectrum of thermalized
AlO molecule in black. The LIF spectrum shows a strong emission at 508 nm
corresponding to the (0,1) de-excitation following a (0,0) excitation. This is direct
LIF emission from the laser-populated excited states (v′ and J ′). In order to
describe direct LIF emission, one also needs to consider the selection rules on the
allowed rotational transition (see chapter 4, section 4.1.2). Emission to longer
wavelengths corresponds to emission from higher rotational levels and from higher
vibrational levels, with changes in both v′ and J ′ quantum numbers. In that case,
the excited state is not conserved between the excitation and the emission. Before
de-excitation, the state of some excited molecules is changed by collision with the
plasma. Collisional processes occurring in the plasma can change the quantum
state of a molecule with no strict selection rule on ∆v and ∆J , (or even ∆n). This
is collisionally-induced LIF (CLIF).

In this example, LIF signal is integrated over 10 ns. In order to obtain equiv-
alent intensity from LIBS, the signal has to integrate over 30 µs. LIF intensity is
about 3000 times stronger than LIBS.

In short: Laser-Induced Fluorescence (LIF) is a spectroscopic technique in which
light is used to excite the molecules. Molecules in the ground state can absorb light if
the energy of the photon corresponds to a difference in energy with an excited state
of the molecules. This is resonant absorption. For instance, X2Σ+ AlO molecules
with v′′ = 0 and J ′′ ≃ 0 can absorb photons with λ = 484.6 nm to reach the B2Σ+

state with v′ = 0 and J ′ ≃ 0. Part of the molecules de-excite from this excited state,
leading to “direct fluorescence”. Another part first relaxes because of collisions and
de-excite from various excited states, leading to “collisionally-induced LIF” (relaxed
fluorescence). These emissions can be used to study the thermalization dynamics,
the life-time of the excited state or the temperatures of the molecules.
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5.2 Experimental set-up

The set-up is composed of three main parts, the ablation, the excitation and the
detection interacting together as represented in figure 5.2. The ablation part is
the same as the one described in the chapter 4 (see section 4.2) and will not be
described here.

Excitation of the atoms and molecules in the plasma is achieved by an NT230-
100 Optical Parametric Oscillator (OPO) with SH/SF extension from EKSPLA
(NT230 series) using non-linear mixing of a YAG:Nd laser in order to produce
broad wavelength coverage. This laser can be tuned from 220 to 1500 nm by
changing the angles between the different non-linear crystals. The output power
varies a lot depending on the wavelength, as plotted on figure 5.3. There are three
zones, one in IR with little power (< 0.1 W at 50 Hz), one in the visible with high
power (5− 10 W at 50 Hz), and one in the UV range (0.1− 0.2 W at 50 Hz). The
pulse duration is about 5 ns with a FHWM = 3.2 ns. The repetition rate can be
tuned from 10 Hz to 100 Hz. In the case of LIBS-LIF, we operate at 20 Hz in order
to match the repetition rate of the ablation laser. The spectral resolution of the
OPO varies from 1 to 5 cm−1 depending on the wavelength. Around 500 nm∗ the
pulse FHWM=66 pm (2.6 cm−1). It was measured using a DEMON spectrometer
from LTB with a resolution of about 1 pm. Such a resolution is far from the
resolution of pulsed dye lasers (about 0.001 cm−1) and this experiment is not able
to resolve completely the rotational structure in the spectra of diatomic molecules.
However, OPO is much more user-friendly. The wavelength can easily be tuned
automatically in order to obtain excitation/emission mapping.

This laser line is first expanded by a telescope to avoid damaging the optics
(blue beam on figure 5.2). A set of two broadband mirrors (not represented on the
diagram) are used to adjust the beam path in the two spatial dimensions and two
angular dimensions. A bandpass can be used in order to filter harmonics and is
chosen according to requirements. One percent of the laser beam is deviated in a
lambda-meter WaveMasterTM from Coherent in order to have precise measurement
of the excitation wavelength. This measurement is recorded simultaneously with
the LIF spectra. In the LIBS-LIF configuration, the OPO beam is then focused
on the plasma region in order to increase signal.

Light collection optics and the spectrometer are the same as those described
in the chapter 4 (see section 4.2.3). The arrangement was optimized in order to
achieve the best resolution on the Shamrock spectrometer. Yet, in order to have
enough signal, full vertical binning of the iCCD chip-set is used. The signal is

∗region of interest for AlO molecules excitation
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Figure 5.2: Scheme of the LIBS LIF experimental set-up.

integrated over all the fibers, sacrificing spatial resolution.

In such an experiment, the synchronization of the two lasers and the iCCD
camera is crucial. It is achieved using a digital delay generator DG645 from Stan-
ford Research System. Such a delay generator is able to create different pulses
output signals with a repetition rate up to 10 MHz and a jitter bellow 25 ps.

In order to limit the jitter on the lasers, both of them are double triggered.
The time between the flashlamp trigger and the Q-switch trigger is optimized for
each laser†. The delay time between both laser pulses is adjusted by changing the
Q-switch trigger time of the OPO. This delay is 0 when both laser pulses arrive at
the target simultaneously. Before each measurement, the Q-switch trigger time of
the OPO corresponding to a 0 delay time is measured by maximizing both laser
signals on the iCCD camera with a gate width of 5 ns. The delay time is taken as
the change of this Q-switch trigger time.

Acquisition delay is set by the digital delay generator while gate width is set
directly in the Solis software from ANDOR. Delay usually corresponds to the OPO
pulse in order to increase the LIF signal and gate width is usually 10 ns as the
emission time is short. Increasing it does not increase LIF signal but adds noise.
In the case of the measurement of the excitation state life-time, delay on the iCCD
camera is changed in order to measure the evolution of the signal depending on

†It corresponds to balancing the flash exposition time which brings energy to the crystal and
the de-excitation time of the crystal. Changing that time considerably reduces the power of the
pulse. Usually, these triggers are generated internally.
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Beam profiles at 450 nm (constructor)

Figure 5.3: Measurement of the OPO power output at different wavelengths and
data supplied by the manufacturer. Insets correspond to beam profiles measured
by the manufacturer at two different distances.

time.
A second computer drives the rest of the experiment, shutters, translation, and

in particular the OPO. I coded a small LabVIEW interface that enables to change
the excitation wavelength of the OPO during an acquisition sequence and record
the wavelength measured by the WaveMaster, so that excitation emission maps
could be measured.

In short: Here, LIF is coupled to LIBS in order to study molecules in the laser-
generated plasma. The spectroscopic set-up is the same as the one described in the
chapter 4 added with a tunable laser (OPO). The OPO wavelength can be tuned
in order to excite precise transitions in the AlO molecules.
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5.3 Measurement on AlO

5.3.1 De-excitation time and collisions

Pulsed LIF can be used to measure the de-excitation time of AlO molecules in
a laser-generated plasma. For practical purposes, it was important to know this
de-excitation time in order to optimize the gate width for the acquisition. In a
theoretical context, this de-excitation time also applies to LIBS emission spectrum
studied in the chapter 4.

For this measurement, the ablation laser creates a plasma from a moving alu-
mina target. The OPO wavelength is set to 487 nm in order to excite AlO (1,1)
bandhead transitions. The delay between the two pulses is set to 10 µs. It corre-
sponds to a good compromise between maximizing the LIF signal and minimizing
the LIBS emission. After such a delay, the concentration of AlO remains impor-
tant, but the plasma already cooled down significantly. The acquisition gating is
set to its minimum (5 ns). The delay between the OPO and the acquisition is
changed 30 times by 1 ns steps and starts about 5 ns before the OPO pulse. Each
measurement represents an average signal from 100 pulses.

The spectra obtained are represented on figure 5.4 (a). One can observe 4
emission peaks corresponding to bandheads (0,1) at 507 nm, (1,2) at 510 nm,
(2,3) at 513 nm and (3,4) at 515 nm. As expected from the de-excitation path,
the (1,2) signal is more important as the vibrational level of the upper state is the
one populated by the excitation. Yet, before de-excitation, other vibrational levels
are populated. This is mainly due to collision with the surrounding gas‡.

The intensity of the signal also depends on the delay time between the OPO
excitation pulse and the acquisition. Before the excitation pulse, for 0 ns almost no
signal is measured as the molecules are not excited. The remaining LIBS signal can
be neglected. When the delay increases, the signal first increases rapidly and then
decreases exponentially. By fitting this evolution, one can measure the effective
radiative life-time τ of the molecules.

The intensity of the emission due to a population of molecules excited at a given
time decreases exponentially. Because the excitation pulse is not short compared
to the desexcitation time of the molecules, one needs to take it into account.
The excitation rate of the molecules is proportional to the intensity of the laser
pulse. This intensity evolves as a Gaussian function G(t) with a FHWM = 3.2 ns.
Considering an infinite reservoir of molecules in the ground state and neglecting
stimulated emission, one can write the intensity of the emission as the convolution

‡In larger molecules, vibrational intramolecular relaxation are usually much quicker than
spontaneous fluorescence emission. Fluorescence emission corresponds to the relaxed state of the
molecule as proposed by the american spectroscopist Michael Kasha in 1950223. In the case of
small molecules such as AlO, intramolecular relaxation is not dominant.
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Figure 5.4: (a) LIBS-LIF spectra of AlO after 10 µs for an excitation of 487 nm
corresponding to the (1,1) resonant absorption. The acquisition gate width is 5 ns
and is shifted to observe the emission decay. (b) Integrated area of each peak (over
0.5 nm) normalized in terms of the time plotted in a log scale. The signal is fitted
by an exponential decay with a constant τ convoluted by a Gaussian excitation
pulse FHWM = 3.2 ns and a square gate of measurement of 5 ns.

product of the OPO pulse intensity and an exponential decay:

I(t) = G(t)⊛ e−
t
τ (5.1)

Finally, the acquisition is not infinitely fast but integrated over a gate Π(t) of 5 ns.
The signal recorded S(t) is the convolution product of the gate with the emission
I(t):

S(t) = Π(t)⊛ I(t). (5.2)

Figure 5.4 (b) represents the normalized signal of the three first peaks integrated
over 0.5 nm as a function of the delay time. After 10 ns, the decay is purely expo-
nential as the excitation pulse is over. The solid lines correspond to fits of the data
by the function described above considering a Gaussian function for the OPO pulse
shape and a square gate for the acquisition. As we can see, it fits the measure-
ments very well, indicating that the hypothesis of the calculation are justified. In
particular, the amount of molecules in the ground state is large enough to consider
it as an infinite reservoir. It also provides a measurement of the de-excitation time
of these transitions: τ0,1 = 2.81 ns, τ1,2 = 2.56 ns, τ2,3 = 2.77 ns. These values are
very short compared to tabulated radiative life-time from NIST corresponding to
τ ≃ 100 ns for v′ = 0, 1, 2224. Yet, such observations are consistent with Nagli et al.
who reported a “ decay time as rapid as OPO pulse of 4 ns [...] shorter than these
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delay (µs) nX (cm−3) T (K) τ−1 (s−1) number of collisions

2 2× 1020 6500 3.2× 1011 870

10 2× 1018 3000 2.2× 109 6

30 4× 1018 1800 3.4× 109 9

Table 5.1: Collision frequencies between atoms in the plasma and AlO molecules
and average number of collisions within the life-time of AlO(B2Σ+) state for various
delays. The density of atoms and the temperatures are estimated from the model
presented in the chapter 3 in the figure 3.11.

molecules radiative times”. They attributed this difference to collisional quenching
and thermal quenching211. Indeed, the typical decay time for this AlO system has
been measured at low pressure (20 Pa) around 120 ns224,219 where our measure-
ments are made at atmospheric pressure. Such difference is important when using
this radiative life-time in order to determine the ratio of species in the plasma
from emission ratio46,203. One should take care to measure the effective radiative
life-time in similar conditions.

One can estimate the typical collision frequency in the plasma between an atom
X and an AlO molecule considering the kinetic temperature T of perfect gas with
a density of the atoms nX as:

τ−1 = nXσ

√

8kBT

µπ
(5.3)

with µ the reduced mass of the system and σ the cross-section of collision. Just
like in chapter 2, we consider here a plasma composed of 2/5 of aluminum atoms
and 3/5 of oxygen atoms. The average mass of an atom is 3.39 × 10−26 kg and
the mass of AlO is 7.14 × 10−26 kg such that µ = 2.30 × 10−26 kg. The average
radius of an atom is rX = 1.65 Å such that the cross-section of the collision can be
approximated by σ = π(rX+

√

r2Al + r2O)
2 = 5.12×10−19 m2§. The model presented

in the chapter 3 gives an estimation of the atoms density and temperature in the
plasma. Considering these values for different delays, one can estimate the collision
frequency and the average number of collisions within the lifetime of AlO(B2Σ+).
These values are reported in table 5.3.1 for delays of 2 µs, 10 µs, and 30 µs. The
uncertainties due to the model are important and one should consider these values
as estimations of the order of magnitude. For a short delay, the plasma is dense

§Van der Waals radius is chosen because it refers to the potential which is more relevant for
collision cross-sections.
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and the number of collision expected is high. However, AlO molecules mostly
appear after 10 µs. For such long delays, the density of the plasma drops a lot
due to the blast expansion. The number of expected collisions is thus very low,
less than 10, and rather stable. However, a single collision can change J by many
units, explaining the collisionally-induced LIF observed in laser generated plasma
despite short radiative life-time.

5.3.2 Looking for Al2O

Usually, LIF is used in order to study the emission spectra of a system for one or
several given excitation wavelengths. This was done on AlO molecules produced
by laser ablation by Nagli et al. in 2016211. In the case of molecules such as Al2O,
with unknown structure, the task is more complicated as there is no precisely
known transition to excite. As far as I am aware, only two papers claim to identify
Al2O from fluorescence spectroscopy.

The first one is a paper written by Cai et al. in 1991. They used a dye laser to
excite a molecular beam in the UV region. Thanks to high resolution absorption
spectroscopy, they identified Al2O molecules from its complex rotational structure
around 38249 cm−1 (261.44 nm). Exciting the molecules on this transition, they
observed a few fluorescence signals red-shifted around 38150 cm−1, 37740 cm−1,
37200 cm−1 and 36250 cm−1 (262.12, 264.97, 268.82 and 275.86 nm). The fluores-
cence life-time of the molecules was measured to be around 100 ns. In the case
of LIBS, with larger densities, one can expect this life-time to be greatly reduced.
Reproducing the absorption results with our experiment is impossible because the
OPO does not have enough spectral resolution. When exciting the plasma at
261.44 nm, no significant emission was observed at the fluorescence wavelength
observed by Cai et al. whatever the delay time between the ablation pulse and
the OPO pulse. Fluorescence measurements for such small shifts is complicated
because of the OPO width and some diffusion in the plasma adding a strong back-
ground signal. To limit it, one should shift the acquisition time away from the
OPO pulse, reducing the fluorescence signal in so doing.

One of the great interests of using tunable OPO is to measure excitation/emission
maps of the molecules. excitation/emission mapping of molecules, or 2D fluores-

In short: Using LIF, one can excite molecules in the plasma and determine the
life-time of the excited state. For AlO molecules, the life-time of the ∆v = −1
transitions is measured after 10 µs to be 2.7 ± 0.2 ns. This time is much lower
than the tabulated life-time due to collisions in the plasma. Such a short life-time
is important because it limits the number of collisions and the thermalization of
the excited state.
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Figure 5.5: Example of the excitation/emission map measured on a plasma gen-
erated from aluminum target in air in the region of expected signal for Al2O
molecules. Delay between the ablation and OPO pulse is 30 µs and the gate width
is 10 ns. Single peaks between 279 and 280 nm (a) correspond to atomic fluores-
cence while fish-bone patterns (b) correspond to diatomic molecule, in that case
mostly corresponding to the D2Σ+ − A2Πi system of AlO.

cence spectroscopy is developed in order to probe complex chemical environments
and to elucidate rovibronic structure of polyatomic molecules225,226,227. On AlO,
it was recently measured from a molecular beam in order to study the Stark Effect
and Zeeman Effect on the transitions228. In the quest of finding Al2O molecules, I
measured many excitation/emission maps changing the target, the delay, the gate
width, the excitation and emission region and adding argon flow. Argon is used to
decrease the amount of oxygen in the plasma in order to get closer to Cai et al.’s
experimental conditions. Figure 5.5 shows as an example a map measured from an
aluminum target under argon flow. The excitation region was chosen to be a large
UV region encompassing Cai et al. excitation range. The emission region is far
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enough from the OPO wavelength for the acquisition not to saturate. The delay
between the ablation pulse and the OPO is 30 µs and the gate width is 10 ns. On
this map, one can observe many fish-bone patterns typical of diatomic molecules’
fluorescence (see white square (b)). Here, most of the patterns you see are from
AlO transitions in the D2Σ+ − A2Πi system. Single peaks corresponds to atom’s
fluorescence (see white square (a)). The pattern on the bottom left, slightly dif-
ferent from AlO ones, appears even ablating air alone. It could correspond to NO
molecules which have transitions around 226 nm. I was never able to assign such
a pattern to a triatomic molecule.

A second paper claims to have found Al2O molecules in LIBS experiment using
fluorescence. It was published in 2016 by Lei Liu et al. in Optics express221.
They used a very similar LIBS-LIF system in order to look for Al2O molecules.
They claim that series of excitations in the UV region (250.14, 255.38, 256.00 and
261.40 nm) lead to fluorescence signal of Al2O molecules with a Stokes and anti-
Stokes of about 100 meV. They base their argumentation on the fact that Cai et
al. reported a transition for Al2O at 261.44 nm, but they did not measure the
same fluorescence peaks as Cai et al.. The dynamics of Al2O Liu et al. measured
from these transitions is surprisingly close to the one of AlO molecules they also
measured. As we have seen on the map 5.5, this region is full of transitions
corresponding to the D2Σ+ − A2Πi system of AlO. It is possible that what Liu et
al. measured corresponds to some AlO fluorescence of the D2Σ+−A2Πi system. In
order to prove it, excitation/emission mapping of the region would be very helpful
but with the actual set-up, the signal is dominated by some diffuse light from the
OPO. The Stokes shifts are too small compared to the width of the OPO excitation
pulse.

5.3.3 2D AlO spectrum

This section focuses on the AlO fluorescence spectroscopy of the B2Σ+ − X2Σ+

system and more precisely excitation corresponding to ∆v = 0 transitions: (0,0),
(1,1), (2,2) etc. and emission corresponding to ∆v = −1 transitions: (0,1), (1,2),
(2,3) etc.

In order to measure the excitation/emission spectrum of AlO molecules, a
plasma is created by ablation of a pure alumina target in air. The delay between
the ablation and the OPO pulse is set to 30 µs. The acquisition starts just after
the OPO pulse and the gate width is 5 ns. The wavelength of the OPO is changed
from 483 nm to 492 nm in steps of 0.05 nm, that is to say about the FHWM of
the laser, in order to achieve the best resolution. A shortpass Filter FES0500 from
Thorlabs is positioned on the OPO beam pass in order to remove any signal below
500 nm. The acquisition of the spectrum is done with the Shamrock 500i in the
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range 507 nm to 516 nm. The entrance slit is 10 µm leading to a spectral resolution
of the measurement of about 0.05 nm. Each spectrum is accumulated 50 times.
In total this corresponds to 9000 shots or 1h 15min acquisition. A reference LIBS
spectrum acquired in the same conditions but without the OPO excitation pulse is
subtracted from each spectrum. Then, optical noise determined from the average
intensity for λ < 507.5 nm is subtracted. The resulting 2D map is presented on
figure 5.6 (c).

As expected the main emission peaks corresponds to the (0,1) fluorescence at
507.8 nm following (0,0) excitation at 484.2 nm, the (1,2) fluorescence at 510.0 nm
following (1,1) excitation at 486.6 nm and the (2,3) fluorescence at 512.1 nm fol-
lowing the (2,2) excitation at 488.8 nm. These peaks have the largest intensities
because they correspond to band-heads with a large density of nearly overlapping
rovibrational transitions (See Fortrat diagram 5.6 (a)). Furthermore, the transi-
tions for low vibration states, namely (0,0) excitation and (0,1) de-excitation, have
a larger intensity. Indeed, low excited states are more populated.

On the 2D map, one can observe curved “branches”. These branches corre-
spond to direct emission from the rotational states J ′ populated by the laser pulse
excitation. When the plasma is irradiated by the OPO at a given wavelength,
some molecules will absorb photons and get excited. Absorption occurs if the dif-
ference in energy matches the energy of the photon and if the transition is allowed
i.e. respects the electric dipole selection rules. For AlO X2Σ+ − B2Σ+ system,
these include ∆K = ∆J = ±1 (See complete selection rules in the section 4.1.2).
As discussed in the chapter 4, this corresponds to the four branches R1, R2 and
P1, P2 represented in blue on figure 5.6 (a)¶. For instance, a photon of about
485.3 nm, can excite the transitions from v′′ = 0, K ′′ ≃ 16 to v′ = 0, K ′ ≃ 16 + 1
corresponding to ∆K = ∆J = +1 (R branch), or from v′′ = 0, K ′′ ≃ 53 to
v′ = 0, K ′ ≃ 53 − 1 corresponding to ∆K = ∆J = −1 (P branch). Thus, two
different upper states with J ′

1 and J ′
2 are populated from this excitation wave-

length. Then, from each of these two excited states, one can consider two de-
excitation paths following the selection rules applied to the observed transitions
∆v = −1. These selection rules correspond to the branches R and P represented
in red on the figure 5.6 (a). For this example, it corresponds to the transitions
from v′ = 0, K ′ ≃ 16+1 to v′′′ = 1, K ′′′ ≃ 16+1±1 and from v′ = 0, K ′ ≃ 53−1
to v′′′ = 1, K ′′′ ≃ 53− 1± 1. This lead to 4 groups of transitions centered around
507.95, 508.7, 509.1 and 512.1 nm (see emission spectrum in black in the fig-
ure 5.6 (a)). This mechanism applied on all excitation wavelengths leads to the 4

¶In the case of AlO, the branch PQ12 and RQ21 corresponding to ∆K = ±1 and ∆J = ±0
are almost lost beneath the branches R and P . For J > 5, their intensities are at least 100 times
lower than the ones of the branches R and P . In order to clarify the discussion, they are not
plotted on the figures here but are taken into when fitting the spectra.
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Figure 5.6: (a) Fortrat diagram for the B2Σ+ −X2Σ+ system of the AlO molecule
calculated for the transition (0,0) in blue and (0,1) in red. For an absorption
around 485.3 nm (blue line), the conservation of upper state (v′, J ′) leads to 4
groups of emissions peaks (red lines) observed on the experimental LIF spectrum
(black). (b) Same example represented on an energy level scheme (c) 2D excita-
tion/emission of an AlO molecule for a delay of 30 µs. (d) Superposition of the
2D excitation/emission spectrum with theoretical transitions conserving v′ and J ′

and spin number. The very weak Q branches are not shown. The spectrum pre-
sented in (a) corresponds to the white dashed line. Intersection with the four red
branches correspond to the four emission peaks.
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red branches in the excitation/emission map on figure 5.6 (d). The example given
in the figure 5.6 (a) corresponds to the white dashed line. This reasoning also
stands for the other vibrational levels and the branches are represented in yellow
for v′ = 1, green for v′ = 2 and purple for v′ = 3. The inset corresponds to a
zoom on the (0,0) −→ (0,1) bandhead transitions and shows the good agreement
between the measured spectrum and the transition conserving J ′. The intensity
of the signal decreases for large values of J ′. These states are populated by the
excitation of ground state molecules with large value of J ′′. For a given tempera-
ture in the plasma, these states are poorly populated.

On figure 5.6 (c), one can observe horizontal lines. These horizontal lines cor-
respond to collisionally-induced LIF. No matter the excitation wavelength, some
excited molecules undergo inelastic energy transfer, changing rotation and vibra-
tion quantum numbers. Emission is observed from a multitude of excited state
levels. This emission is similar to emission observed in LIBS and horizontal lines
corresponds to the different peaks in the AlO emission spectrum. In particular, one
can notice horizontal lines corresponding to the band-head emission at 507.8nm
for the (0,0) transitions, 510.0 nm for the (1,1) transitions, 512.1 nm for the (2,2)
transitions and so on.

The vertical lines observed for excitation at 484.2 nm, corresponding to (0,1)
bandhead, 486.6 nm, corresponding to (1,2) bandhead etc. are due to large ab-
sorption of the OPO pulse by the ground state population of molecules due to the
large density of states. This leads to an important population of excited molecules
and thus a larger fluorescence signal.

In short: The wavelength of the OPO laser pulse can be changed automatically and
enables excitation/emission mapping of the plasma. Such a mapping reveals inter-
esting features of molecules. Resonant absorption on the molecules excites states
from different branches (R and P for AlO) with different angular momentum J .
Part of the excited molecules keeps this angular momentum before desexcitation.
This is direct LIF emission. In the case of AlO, this leads to 4 emission peaks shift-
ing with the excitation wavelength, creating fish-bones like patterns. These patterns
can be used to identify the molecules in the plasma and determine their rovibra-
tional structure, which could be particularly interesting for unfamiliar molecules
such as Al2O.
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5.3.4 LIF spectrum calculation

In order to calculate the LIF spectrum, one has to consider both the excitation and
de-excitation process from the electronic state n′′ (X2Σ+) to the electronic state
n′ (B2Σ+). The LIF spectrum can be described as the superposition of direct fluo-
rescence conserving J ′ and S ′ and relaxed fluorescence due to population transfer
in the excited state (collisionally-induced LIF). The population redistribution can
be approximated by Boltzmann distributions. By fitting the LIF spectra with
a sum of both components, direct LIF and relaxed LIF, I am able to determine
effective temperatures describing the redistributed states and the temperature of
the ground state molecules.

Calculation of direct LIF

In order to calculate the direct LIF spectrum, I consider the following excitation/de-
excitation path conserving v′, and J ′:

(n′′, v′′, J ′′) → (n′, v′, J ′) → (n′′′, v′′′, J ′′′) (5.4)

The population of the ground state n′′ (X2Σ+) is described by a rotational and
vibrational temperatures T ′′

rot and T ′′
vib such that the density of molecules in the

state (n′′, v′′, J ′′) is:

Nn′′,v′′,J ′′ =
Nn′′

2
· (2J ′′ + 1) ·

exp

(

− hc·Fv′′ (J
′′)

kB ·T ′′

rot

)

Qrotn′′,v′′(T ′′
rot)

·
exp

(

− hc·Gn′′ (v′′)

kB ·T ′′

vib

)

Qvibn′′(T ′′
vib)

(5.5)

This expression is the same as the one used in chapter 4 with the difference that
here it describes the ground state. Considering transitions from the same electronic
state, Qvibn′′(T ′′

vib) is a constant and Qrot ≃ kBT
′′
rot/B

′′
v′′ such that:

Nn′′,v′′,J ′′ ∝ (2J ′′ +1) · Bv′′

kBT ′′
rot

exp

(

− hc · Fv′′(J
′′)

kB · T ′′
rot

)

· exp
(

− hc ·Gn′′(v′′)

kB · T ′′
vib

)

(5.6)

The population of the upper state (n′, v′, J ′) is considered to be zero before any
excitation. This is not strictly true, but LIBS emission is much weaker than LIF
signal, meaning the population of the excited state before excitation is low com-
pared to the population after excitation. Furthermore, the LIBS contribution is
subtracted from LIF spectra. When the OPO pulse passes through the plasma,
some molecules absorb photons resonant with a molecular transition and are ex-
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cited. The population variation of the upper state Nn′,v′,J ′ is:

dNn′,v′,J ′

dt
= ρ(ν) · Bn′,v′,J ′

n′′,v′′,J ′′ ·Nn′′,v′′,J ′′ (5.7)

with Bn′,v′,J ′

n′′,v′′,J ′′ the Einstein coefficient for absorption and ρ(ν) [J.s.m−3] the ra-
diance of the OPO pulse at the resonant wavelength. The Einstein coefficient
for absorption can be related to the spontaneous coefficient through the following
relation:

Bn′,v′,J ′

n′′,v′′,J ′′ =
(2J ′ + 1)

(2J ′′ + 1)

c3

8πhν3
An′,v′,J ′

n′′,v′′,J ′′

Bn′,v′,J ′

n′′,v′′,J ′′ =
(2J ′ + 1)

(2J ′′ + 1)

c3

8πhν3
An′,v′

n′′,v′′
SJ ′

J ′′

2J ′ + 1

Bn′,v′,J ′

n′′,v′′,J ′′ =
SJ ′

J ′′

(2J ′′ + 1)

c3

8πhν3
An′,v′

n′′,v′′

(5.8)

The population of the upper state is given by the integration of this transition rate
on the duration of the OPO pulse:

Nn′,v′,J ′ ∝ ρ(ν)

ν3
· An′,v′

n′′,v′′ ·
SJ ′

J ′′

(2J ′′ + 1)
·Nn′′,v′′,J ′′

Nn′,v′,J ′ ∝ ρ(ν)

ν3
· An′,v′

n′′,v′′ · SJ ′

J ′′ · Bv′′

kBT ′′
rot

· exp
(

− hc · Fv′′(J
′′)

kB · T ′′
rot

)

· exp
(

− hc ·Gn′′(v′′)

kB · T ′′
vib

)
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The emission signal is thus proportional to:

In
′,v′,J ′
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2(J ′ + 1)

× Bv′′

kBT ′′
rot
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(
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′′)
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rot

)

· exp
(

− hc ·Gn′′(v′′)

kB · T ′′
vib

)

(5.10)
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Calculation of relaxed LIF

Within the effective excited state life-time, the excited state (n′, v′, J ′) population
is partially redistributed over other quantum levels. The processes redistributing
the population of the excited state are complex and impossible to fully deter-
mine with such a measurement. The spectral and temporal resolution are not
good enough. Here we chose to describe the redistributed population using two
Boltzmann distributions with effective temperatures: one for the vibrational states
described by T ′

vib and one for the rotational state described by T ′
rot. Here, Boltz-

mann distributions are approximations of the real population distribution. One
should consider these temperatures as parameters and not proper temperatures.
The higher these parameters, the larger the population in states with high quan-
tum levels and large energy. The intensity of each transition is proportional to:

In
′,v′,J ′

n′′,v′′′,J ′′′ ∝ An′,v′

n′,v′′′ ·SJ ′

J ′′′ · Bv′

kBT ′
rot

·exp
(

−hc · Fv′(J
′)

kB · T ′
rot

)

·exp
(

−hc ·Gn′(v′)

kB · T ′
vib

)

(5.11)

Just like in the previous chapter 4.4.1, the spectrum is calculated by summing
all the transition convoluted by a Gaussian function of width σ. Both spectra
are normalized by their integer. The final spectrum is the sum of both spectra
pondered by a given coefficient x:

I = x× IrelaxedLIF∫
IrelaxedLIF

+ (1− x)
IdirectLIF∫
IdirectLIF

(5.12)

Here, x gives the ratio between the integrated direct LIF signal and the integrated
relaxed LIF signal. The closer the value of x to one, the more important is the
redistribution of the excited state.

5.3.5 Fit and Results

The fitting process is very similar to the one discussed in chapter 4, section 4.4.1.
The emission spectra first have the LIBS signal subtracted. LIBS signal is obtained

In short: The LIF spectrum can be decomposed in one direct LIF emission con-
serving the excited state of the molecules and a relaxed LIF emission in which the
excited state (J and v) changed because of couplings and collisions. The first one
can be used to probe the ground state of the molecules as emission is directly related
to the excitation of these molecules. This enables to determine the temperature of
the ground state molecules.
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in the exact same condition but without OPO excitation. They are then corrected
for the system optical response using the black body calibration as explained in the
section 4.4.1 and optical noise is removed. For each excitation wavelength λe, this
corrected spectrum is fit to the calculated spectrum by the least squares method.
Here λe corresponds to the max of the OPO pulse wavelength measured by the
lambda-meter. For each transition, the intensity of the pulse is taken as a Lorentz
function centered on λe and with FWHM=66 pm. The Lorentz function’s width
is measured on the Damon spectrometer. In contrary to the previous chapter, the
emission wavelength is not a fit parameter as it is precisely determined using the
OPO and the lambda-meter for calibration‖.

Here, the fitting parameters are T ′′
rot and T ′′

vib describing the (X2Σ+) state, T ′
rot

and T ′
vib describing the (B2Σ+) relaxed state, the Gaussian function width σ and

x. T ′
rot and T ′

vib are determined from the relaxed LIF component of the spectrum
while T ′′

rot and T ′′
vib are determined from the direct LIF component.

As seen in the chapter 4, section 4.4.1, the vibrational temperature has little
effect on the shape of the emission corresponding to ∆v = 0 transitions. Thus, it
is very complicated to fit T ′′

vib from such an excitation path. As you can see on
figure 5.7 (d), the residues of the fit considering two temperatures for the ground
state has no minimum for T ′′

vib and the parameter diverges. Here, T ′′
vib has almost

no influence on the determination of T ′′
rot and could be ignored. For practical

reason, T ′′
rot = T ′′

vib = T(X2Σ+) is imposed in the fitting process by considering that
the equilibrium in the ground state molecules is reached. It is very likely that
both temperatures are equal for the ground state as the life-time is expected to
be long enough. In order to fit both temperatures of the ground state, one should
consider exciting other transitions such as ∆v = ±1. For excitation wavelengths
lower than 486.5 nm, v = 0 is the only excited state and the fit does not depend
on T ′′

vib. This range is particularly useful to fit T ′′
rot even if T ′′

rot 6= T ′′
vib.

Figure 5.7 (c) corresponds to the residues map of (b) depending on T ′
rot and T ′

vib

describing the excited state redistribution for the other parameters kept constant.
The red point corresponds to the fitted parameters. The convergence here is very
similar to the one described in the chapter 4, section 4.4.1 and enables to determine
both the rotational and the vibrational temperatures describing the excited state
population after redistribution.

Figure 5.7 (a) and (b) represent the calculated LIF spectrum (in red) fitted
on the LIF spectrum measured (in black) for an excitation of 484.80 nm and
488.30 nm respectively. On the bottom of the panel are represented the direct LIF
contribution in magenta and the relaxed LIF contribution in blue. The calculated

‖30 OPO pulses are recorded for different wavelengths within the detection range and the
emission wavelength is measured simultaneously by the lambda-meter. The positions of the
peaks are determined using Lorentz fit and the calibration is done using a third order polynomial
function.
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LIF spectrum manage to accurately reproduce the shape and intensities of the
LIF spectrum. On this spectral range, direct LIF represents only 6 to 16% of the
integrated intensity signal. However, it is easy to identify as this signal is very
well localized. Most of the intensity (around 90%) corresponds to relaxed state
emission. This emphasizes the fact that, even if direct LIF is observed, collisions
are sufficient to redistribute the excited states of numerous molecules.

Results of the fitted temperatures for each excitation wavelength are presented
on figure 5.8. (a) corresponds to the Fortrat diagram of AlO molecules in the
excitation range ∆v = 0 for v′ = v′′ = 1 to v′ = v′′ = 4. Vertical dashed
lines corresponds to the position of the bandhead. (b) corresponds to the fitted
T ′
rot and T ′

vib describing the excited relaxed state. One can first notice that the
rotational temperature is higher than the vibrational temperature. This might
seem surprising regarding the chapter 4, but remember that these temperatures
represent the population of the AlO molecules after resonant absorption. There is
no direct comparison with the results of the previous chapter.

For excitation below 484 nm, the LIF signal is weak and no direct LIF is
observed. The OPO is not resonant with any ∆v = 0 transitions. It corresponds to
relaxed LIF signal providing from other resonant absorption for instance ∆v = +1
with large values of J ′′ and v′′ (see Fortrat diagram in figure 4.7). In that case,
TX2Σ+ is not measured and T ′

rot ≃ 6000 K and T ′
vib ≃ 5000 K. These values are

large because they are the consequence of excitation for large values of J ′ and v′.
Between 484.5 nm and 486.5 nm, the transitions for v = 0 are excited. This

leads to an important LIF signal. Here, T ′
vib ≃ 2000 K is really low. One can

understand that as the fact that excitation corresponds to the lower vibrational
level. Even after redistribution of the excited states∗∗, most of the molecules re-
main in a low vibrational state. Hence, the low vibrational temperature. Around
484.5 nm, the rotational temperature T ′

rot drops to ≃ 4000 K. This range corre-
sponds to the v = 0 bandhead with a large density of rovibrational transition with
low values of J . Even after redistribution, most of the molecules remain in a low
rotational state. Hence, the drop of the rotational temperature. In contrary to
the vibrational temperature, T ′

rot increases between 484.5 nm and 486.5 nm as the
transition excited have larger and larger values of J .

Between 487 nm and 488.8 nm, the transitions for v = 0 and v = 1 are excited.
One can observe a jump in the vibrational temperature. In this range, the excited
states correspond to the first two vibrational states. After mixing, the molecules
remain with higher vibrational states. At the position of the (1,1) bandhead,
the vibrational temperature peaks. In this region, the density of the transition
corresponding to v = 1 is larger and most of the excited molecules end in this

∗∗Generally, changes of the excited state reducing the energy of the system are favored.
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Figure 5.7: Example of fitted LIF spectrum (red) on measured spectrum for a
delay of 30 µs (black) for the excitation wavelength 484.80 nm (a) and 488.30 nm
(b) considering a single temperature TX2Σ+ for the ground state. Lower panels
represent the relaxed LIF contribution (blue) and the direct LIF contribution
(magenta). (c) corresponds to the residues map of (b) depending on T ′

rot and T ′
vib

describing the excited relaxed state for the other parameters kept constant. The
red point corresponds to the fitted parameters. (d) corresponds to the residues
map of (b) depending on T ′′

rot and T ′′
vib describing the ground state for the other

parameters kept constant. In the following fit, T ′′
rot = T ′′

vib = TX2Σ+ in order to
avoid the T ′′

vib diverging.
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Figure 5.8: (a) Fortrat diagram for the ∆v = 0 excited transitions. (b) Rotational
(red) and vibrational (blue) temperatures describing the relaxed LIF emission
depending on the excitation wavelength. (c) Temperature of the ground state
(X2Σ+) depending on the excitation wavelength measured from the direct LIF
emission. (d) Histogram of the ground state (X2Σ+) temperatures corresponding
to the selected excitation range in gray. The average value is 3153 K, the standard
deviation is 552 K and the standard error is 64 K.
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state, hence the increase of the vibrational temperature. For larger wavelength,
the difference in state density between v = 1 and v = 0 is less important and
T ′
vib drops a little. On the contrary, the rotational temperature first drops before

increasing for the exact same reason as presented for v = 0. The amplitude of the
variation is less important as the superposition of both bands smooth the effect.

This pattern keeps going for each of the excited bands with the same observa-
tions.

On figure 5.8 (c) is represented the fitted temperature of the ground state TX2Σ+

depending on the excitation wavelength. This temperature is fitted from the direct
LIF contribution. Before, 484 nm it is not defined as there is no direct LIF signal.
For excitation in the band head v = 0, only one group of rotational transition with
similar K are excited, and the rotational ground temperature is poorly defined.
For excitation wavelength above 484.6 nm, both R and P branches are excited
with different K value and the fit on TX2Σ+ converges. After 490 nm, the intensity
of the direct LIF signal is too low and the fit on TX2Σ+ does not converge anymore.
TX2Σ+ appears to be rather constant on the whole excitation range as expected.
It should only depend on the ground state of the molecules. One can notice a
slight peak after the v = 1 headband. In this region, large resonant intensity and
auto-absorption might impact the fit. In order to determine the TX2Σ+ with the
best accuracy, I chose to average its values for excitation wavelength between 485
and 486.5 nm (gray range). In that range, TX2Σ+ = T ′′

rot. It does not depend on
T ′′
vib as only one vibrational state is excited. The histogram TX2Σ+ in this range is

potted in (d). The average value is 3153 K, the standard deviation is 552 K and
the standard error is 64 K.

This temperature should be compared to the temperatures of the AlO ex-
cited state measured from emission spectroscopy. Usually, the rotational tem-
perature of the excited state is assumed equal to the temperature of the ground
state. Emission of AlO molecules has been measured before and after the 2D
scanning without OPO excitation and fitted by the same process as presented in
the chapter 4.4.1. From this fit, one can deduce the vibrational and rotational
temperature of the B2Σ+ without any OPO excitation. Values obtained for the
vibrational temperatures are: TB2Σ+

vib = 5385 and 5858 K which lead to an aver-
age of about 5620 ± 240 K. Values obtained for the rotational temperatures are:
TB2Σ+

rot = 3205 and 3058 K which lead to an average of about 3130± 75 K. These
values and variations are consistent with the measured values in the previous chap-
ter for a delay of 30 µs (see section 4.4.2). Here, one can see that the rotational
temperature of the excited state TB2Σ+

rot seems in good agreement with the rota-
tional temperature of the excited state for a delay of 30 µs. For such a delay, it
appears that the rotational temperature of the excited state matches the rotational



5.3. MEASUREMENT ON ALO 207

temperature of the ground state.

Figure 5.9: Histogram of the ground state (X2Σ+) temperatures corresponding to
the excitation range 485-486.5 nm for a delay of 5 µs. The average value is 3728 K,
the standard deviation is 547 K and the standard error is 63 K.

The same experiment was run with a delay between the pulse ablation and
the OPO excitation of 5 µs. In this case, the fit on the direct emission provides
a vibrational temperature TB2Σ+

vib = 6857± 250 K and a rotational temperature of
TB2Σ+

rot = 3845 ± 75 K. These values are consistent with the measured values in
the previous chapter for a delay of 5 µs (see section 4.4.2). The distribution of the
ground state temperatures TX2Σ+ for the excitation range 485-486.5 nm is reported
in the figure 5.9. The average value is 3702 K, the standard deviation is 531 K
and the standard error is 61 K. Here, one can see that the rotational temperature
of the excited state TB2Σ+

rot slightly overestimates the rotational temperature of
the excited state for a delay of 5 µs. In that case, the equilibrium between both
rotational distribution is not completely reached.
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5.4 Conclusion

During my PhD, I built the 2D LIBS-LIF experiments in order to excite atoms and
molecules in a laser-generated plasma using a tunable pulsed laser. LIF increases
atomic emission by a few orders of magnitude and enables micro LIBS measure-
ments. 2D LIF or emission-excitation maps of the plasma enable to investigate
the complex composition of the plasma. It allows easy identification of molecules
from characteristic patterns and might be used to identify larger molecules in the
research on nucleation. In the framework of my PhD, I used LIF in order to study
the thermalization of AlO molecules in the plasma.

In the previous chapter, the spatio-temporal emission of AlO(B2Σ+) molecules
in the laser-generated plasma was discussed. The difference in the rotational and
vibrational temperatures of the molecules proves that the AlO(B2Σ+) molecules
are not at the equilibrium. Usually, the rotational temperature of the excited state
is assumed to be equal to the temperature of the ground state. This is true if the
collisions with the gas are numerous enough to thermalize this excited state. One
can wonder if this assumption is true considering that thermal equilibrium is not
reached within the excited molecules. In order to answer this question, Laser-
Induced Fluorescence (LIF) is used to probe the ground state of the molecules.

First, LIF was used to measure the de-excitation time τ = 2.7 ± 0.2 ns of the
B2Σ+ state of AlO molecules. This time is much shorter than tabulated values in
vacuum because of collisional quenching in the plasma. Such a difference between
tabulated values and effective life-time has to be considered for the calculation of
the molecules’ concentration in LIBS.

Within this life-time, and considering the expected density and temperature
of the plasma from the chapter 3, the estimated number of collisions is only a
few tens. This number of collision is enough to reduce drastically the life-time of
the excited molecules but not enough to fully thermalize it, hence the difference
between the vibrational and rotational temperatures.

LIF emission can be decomposed in two contribution, direct fluorescence con-
serving the excited rovibrational state (about 10% of the signal) and relaxed flu-

In short: The temperatures of the ground state molecules in the plasma is deter-
mined from the fit of the emission spectrum. After 30 µs this temperature appears
to be similar to the rotational temperature of the first excited state determined from
LIBS spectroscopy. For such a delay, the rotational temperature of the first excited
state matches the one of the ground state and equilibrium between both rotational
population is achieved. In contrary, after 5 µs, the rotational temperature of the
first excited state overestimates the ground state temperature of about 150 K. The
equilibrium between both population is not achieved.
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orescence in which the excited state is not conserved (about 90% of the signal).
Most of the molecules are thus partially thermalized through collisions. By fitting
the LIF spectra of AlO molecules 30 µs after ablation, I was able to determine
rotational and vibrational temperatures describing the resultant populations over
many rotational and vibrational levels of the relaxed state and the temperature of
the ground electronic state of AlO(X2Σ+). Excited state population distribution
are quite well described using Boltzmann population for the excited state. The
emission of the molecules keeps the memory of the excitation path. Yet, the ro-
tational and vibrational temperatures are not the same, meaning the molecules
did not reach full internal equilibrium. Furthermore, both temperatures depend
strongly on the excited wavelength. Within the excited state life-time, collisions
are not sufficient to reach equilibrium from an initial state strongly out of equilib-
rium.

The ground state temperature of the molecules is measured to be 3153± 64 K.
Simultaneously, the rotational temperature of the first excited state is measured
to be 3130±75 K. Both of these temperatures are very close. For a delay of 30 µs,
the AlO(B2Σ+) rotational temperature appears to be good probe of the ground
state temperature. In contrary, for a delay of 5 µs, the AlO(B2Σ+) rotational
temperature is measured at 3845 ± 75 K while the ground state temperature is
3702 ± 61 K. The rotational temperature of the excited state is not equal to the
ground state temperature, equilibrium between both rotational population is not
fully achieved. From previous consideration on the relaxed LIF state, one can ex-
pect the thermalization of the excited state to be only partial. This could explain
the fact that AlO(B2Σ+) rotational temperature is above the ground state tem-
perature. These LIF measurements can be easily coupled with the space resolved
spectroscopy I used earlier. It would be very interesting to reproduce them for
different delay time and with spatial resolution.
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Chapter 6

General Conclusion

Laser generated plasma is a complex and interesting system. The deposition of the
pulse laser energy leads to a brutal phase transition and the formation of a plasma.
This plasma is composed of molecules, atoms, ions, and electrons reacting together
and with the environment. Understanding the kinetics and thermodynamics of the
plasma is essential in order to better understand the composition of the plasma,
its temperature and the nucleation process of clusters and nanoparticles. In this
thesis, we explored these different aspects of laser generated plasmas and several
experimental techniques used to investigate them.

Chapter 2 was dedicated to a new microcanonical model able to describe nu-
cleation in laser generated plasma. In complement to other theoretical approaches
based on a detailed description of the reaction kinetics, this model is able to pro-
vide the evolution of clusters size distribution from diatomic molecules to clusters
of several hundreds of atoms. This model is universal and relies on (i) global prop-
erties of the plasma such as densities and temperature and (ii) average properties
of the clusters such as the reaction energy of a monomer or the distribution of
the energy in the cluster. Because of its universality, the model developed here is
versatile and can be modified to describe many nucleation processes. It is based
on activated complex theory and Weisskopf model in order to determine a system
of kinetic equations describing nucleation. In contrary to previous models, this
one does not consider equipartition of the energy in the clusters. The description
of the clusters is done using the microcanonical ensemble and partial spreading
of the energy on the vibration modes of the clusters. This innovative approach
succeed to describe nucleation of anisotropic and out-of-equilibrium clusters where
previous models, based on canonical ensemble, failed.

In particular, we show that the model reproduces the size distribution of alu-
minum oxide clusters. The reaction energy of the clusters corresponds to the aver-
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age of desorption energies measured on 21 identified reactions. This average value
is one order of magnitude below theoretical reaction energy determined by DFT
calculation on clusters in the most stable configuration. It indicates that the clus-
ters formed in laser generated plasma do not reach thermodynamics equilibrium
and are not necessarily produced in the most stable configuration. Furthermore,
the energy distribution in aluminum oxide clusters is localized and equipartition
is not true. Energy is localized in some vibration modes and the geometry of the
clusters might not be the most stable one.

Chapter 3 presented measurements of the pressure in the plasma considering
the dynamics of the generated shock-wave. Pressure is an important thermody-
namic parameter influencing the formation of the clusters. In laser generated
plasma, one can expect the pressure to vary drastically as observed in explosions.
Taylor’s blast model is a very general model describing the evolution of an ex-
plosion considering only the pulse energy and the gas density. It would be very
convenient to use this model for laser ablation, but previous studies show some
discrepancies between the dynamics of the shock-front and the prediction of the
model. In this work we show that this model perfectly describes laser ablation
for various pulse energies and materials provided that the anisotropy of the blast
is taken into account. Indeed, the shock-front is not fully hemispherical. Most
of the blast energy is directed perpendicularly to the target surface where the
shock-front velocity is larger. We show that the pressure given by Taylor’s model
is consistent with the pressure measured behind the shock-front for delays larger
than 20 ns. Before that, the real pressure saturates to a few tens of MPa and is
given by P [MPa] = (37.4± 20)× (E [mJ])2/5.

According to Taylor’s model, the pressure behind the shock-front should be
rather homogeneous. We propose to use this theoretical evolution of the pressure
as input for modelling the evolution of the plasma. One can model the evolution
of laser generated plasma considering Local Thermodynamics Equilibrium (LTE).
In the framework of LTE, one can assume Saha-Erggert’s law relating the densi-
ties of electrons, ions, and neutrals and the temperature of the plasma. Usually
the electron density and the temperature are measured by spectroscopy and the
pressure can be deduced from the densities of the species, the temperature, and
an equation of state. In that case, the temperature corresponds to the excitation
temperatures of the ions and the atoms. Applying this model on experimental
measurements might lead to pressure value in strong disagreement with this work.
Here, we show that Saha-Erggert’s law strongly depends on the measurement of
the temperature. A small variation of the temperature leads to strong variations
of the composition of the plasma and pressure. Errors in the measurement of the
temperature in plasma might be due to (i) strong temperature gradients or (ii) non
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uniqueness of the temperature. In the first case, the temperature in the plasma is
not uniform. Atomic emission is dominated by hot areas with a large electronic
density favoring re-excitation. The temperature measured through the emission
of these atoms overestimates the average temperature of the plasma. This can
be overcome by local measurement of the temperature. In the second case, the
kinetic temperature of heavy particles, driving the pressure in low ionized plasma,
is slightly below the kinetic temperature of the electrons, driving the excitation of
the atoms. Here, the overestimation of the average temperature arises from the
difference between both temperatures. Considering different temperatures in the
plasma might appear in contradiction with LTE. However, a lower kinetic temper-
ature for heavy particles does not necessarily repeal the validity of Saha-Erggert’s
law considering an equilibrium between the electronic state of the atoms and the
kinetic temperature of the electrons. One should endeavor to measure the kinetic
temperature of heavy particles in the plasma in order to better understand it.

Chapter 4 studied the spatial evolution of the emission and temperatures of AlO
and TiO molecules in laser generated plasma. The rotational temperature of the
molecules is often considered as a good probe of the kinetic temperature of heavy
particles as it is strongly influenced by collisions. From local spectroscopy mea-
surements of AlO(B2Σ+) and TiO(A3Φr) emission, we determined the rotational
and vibrational temperatures of AlO excited state and the rotational temperature
of TiO excited state. This is done by fitting theoretical emission spectra consider-
ing the rotational and the vibrational populations to be described by Boltzmann
distributions. Here the temperatures measured are related to the excited state of
the molecules. AlO(B2Σ+) molecules are likely to be formed by the reaction of
an aluminum atom with an oxygen atom being cooled down by the quenching gas
just as presented in the chapter 2. It can also be formed by collision of a ground
state molecule with a metastable molecule (N∗

2, Ar
∗ etc.). Both formation paths

are consistent with AlO(B2Σ+) emission observed in the periphery of the plasma.

In AlO(B2Σ+) molecules, both temperatures are not equal. The vibrational
temperature is systematically larger than the rotational temperature. This mea-
surement proves that the equilibrium is not fully reached within the molecules. The
vibrational modes of the molecules are more excited than the rotational modes.
The energy is not evenly spread in the molecules as intuited with the microcanon-
ical model. A simple explanation is that the molecules are formed excited, but
the rotational population is thermalized faster because of collisions with heavy
particles. The rotational temperature is thus closer to the kinetic temperature
of the plasma than the vibrational temperature. This difference in temperatures
decreases with time, indicating that excited molecules are closer to equilibrium
for later time in the plasma. The temperatures of the molecules appears directly
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related to the temperature of the plasma. It decreases with the laser pulse energy
and with time, while molecules on the periphery are also colder. The evolution
of the rotational temperature of TiO molecules is very similar to the one of AlO
molecules but systematically lower. This can be explained by a larger cross-section
of TiO molecules leading to a larger number of collisions favoring their thermal-
ization. The rotational temperature of TiO molecules seems to better probe the
kinetic temperature of heavy particles in the plasma. The range and the evolution
of the rotational temperature measured in this chapter are consistent with the
average kinetic temperature of the plasma estimated in the chapter 3 for similar
ablation conditions.

Chapter 5 presented Laser-Induced Fluorescence measurements on the plasma.
An Optical Parametric Oscillator (OPO) is coupled to the LIBS set-up in order to
excite the plasma with a light pulse of a chosen wavelength. Resonant absorption
followed by fluorescence of the species in the plasma increases the signal by four
order of magnitude. By changing automatically the wavelength of the OPO pulse
and its delay with the ablation pulse, it is possible to measure excitation/emission
maps of the plasma for different delay times. The pattern due to direct fluores-
cence of molecules is interesting to identify molecules and determine the complex
composition of the plasma along its evolution. This can be an interesting tool in
the research of molecules forming in the plasma during nucleation.

The fluorescence emission of the molecules can also be studied in order to better
understand the excited state and the ground state of the molecule. By following the
evolution of the fluorescence signal of AlO molecules following a resonant excita-
tion, we measured the effective life-time of the excited state. This effective life-time
is much shorter compared to the tabulated value in vacuum because of collision
with the environment. When considering emission life-time of molecules in laser
generated plasma, for instance in order to determine ratio of densities from ratio of
emission signals, one should not rely on tabulated values. Finally, one can fit LIF
spectra in order to determine the temperature of the ground state. LIF emission
of the AlO(B2Σ+) molecules can be described by the sum of a direct LIF emission
(about 10% of the intensity) which conserves the excited state after resonant ab-
sorption, and relaxed LIF emission (about 90% of the intensity) which corresponds
to a population redistributed over the quantum levels because of collisions. On the
one hand, the redistributed population can be approximated by Boltzmann dis-
tributions with given vibrational and rotational temperatures. These parameters
strongly dependent on the excitation wavelength as the population of the excited
state keeps the memory of the excitation paths despite redistribution. Within the
effective life-time of the excited state, molecules do not reach equilibrium. On the
other hand, the direct LIF emission is related to the population of the ground state
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that is excited. By fitting this emission, we determined the temperature of the
ground state of AlO molecules for a short delay of 5 µs and a long delay of 30 µs.
The temperature of the ground state molecules has better chance to correspond to
the kinetic temperature of heavy particles in the plasma as their life-time before
reacting is expected to be larger than the emission life-time of the excited state.
After 30 µs, the ground state temperature is equal to the rotational temperature
of AlO(B2Σ+) molecules. However, after only 5 µs the ground state temperature
is slightly below the rotational temperature of AlO(B2Σ+) molecules. In that case,
thermalization of the rotational state of AlO(B2Σ+) molecules is not complete and
its rotational temperature slightly over-estimate the temperature of the plasma.

Thermodynamics and nucleation in laser-generated plasma are complex and
rich topics at the interface between plasma physics, chemistry, optics, and spec-
troscopy. With this work, I endeavor to investigate several aspects of this issue,
from a general nucleation model able to describe the growth of particles in the
plasma, to the determination of average thermodynamic quantities such as the
pressure, and the local measurement of molecular emission used to investigate
their temperatures. In laser-generated plasma, the aluminum oxygen molecules
and clusters are not formed at the equilibrium. One should not describe them
using a single temperature or the canonical ensemble. However, the rotational
temperature of diatomic molecules remains a good probe of the kinetic tempera-
ture of heavy particles in the plasma. In particular the rotational temperature of
the ground state that can be measured using laser-induced fluorescence. Such local
measurement of the rotational temperatures of molecules can be used in order to
further discuss LTE in laser generated plasma. Compared to local measurements
of the excitation temperature of atoms one could discuss their equality and the
uniqueness of the temperature in the plasma depending on time and position. Fi-
nally, one could modify the microcanonical model in order to take into account
the electron density, the densities of the ions, the kinetic temperature(s) and the
pressure in the plasma in order to have a refined description of the clusters and
molecules in laser generated plasma.
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Annex A

Spectroscopy notations

This annex is a sum-up of the convention for spectroscopic notations used in the
manuscript. For more details, please refer to the chapter 3.

Notation for the molecules level

In this manuscript:

• n refers to the electronic level

• v refers to the vibrational level

• J refers to the “rotational” level (angular momentum)

In the case of AlO molecules, the rotational level might be referred by K instead
as it is more relevant to describes the transitions∗.

The excited state is designed by a prime symbol (n′, v′, J ′ or K ′) while the
ground state is designed by a double prime symbol (n′′, v′′, J ′′ or K ′′).

In the chapter 5, the same convention is used, and triple prime symbol is used
for the ground state after de-excitation (n′′′, v′′′, J ′′′ or K ′′′).

∗
K = Λ +N with N the kinetic momentum of the nuclei rotation and Λ the projection of

the total orbital kinetic momentum of the electrons on the molecule axis.
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The electronic state name corresponds to the following convention:

L2S+1[Λ]Ω

with:

Electronic state n 0 1 2 3 4

Notation L X A/a B/b C/c D/d

|Λ| 0 1 2 3 4

Notation [Λ] Σ Π ∆ Φ Γ

The letter L corresponds to the electronic state n. S is the spin number, Λ is
the projection on the molecule axis of the total orbital kinetic momentum of the
electron, and Ω = Λ + Σ with Σ the projection on the molecule axis of the spin.

Notation for the transitions

For each molecule described in the manuscript, the band systems observed corre-
spond to transitions between defined electronic level (X2Σ2 − B2Σ+ for AlO and
X3∆r − A3Φr for TiO) The electronic levels are thus not systematically specified.
The transition between the two upper state (v′, J ′) and the down state (v′′, J ′′) is
noted (v′, v′′) with ∆v = v′ − v′′, ∆J = J ′ − J ′′, and ∆K = J ′ − J ′′.

Branch notation

The convention for the branches name is:

∆K∆Jij

with:

∆J = J ′ − J ′′ -1 0 1

∆K = K ′ −K ′′ -2 -1 0 1 2

Letter O P Q R S

i and j indicate the spin projection (1 if +1/2 and 2 if -1/2) of the upper state (′)
and the down state (′′) respectively. If ∆K = ∆J , only ∆J is written and if i = j
only one number is written.
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Constants of diatomic molecules

B.1 AlO Molecules (blue-green system)

B.1.1 Energy levels

Rotational levels

According to Kovacs195, one can write the energy for the level J = K + 1
2
:

F1v(K) = Bv ·K(K + 1)−Dv ·
(

K(K + 1)
)2

+
1

2
γv ·K, (B.1)

while for the level J = K − 1
2
:

F2v(K) = Bv ·K(K + 1)−Dv ·
(

K(K + 1)
)2

− 1

2
γv · (K + 1), (B.2)

The index 1 or 2 stands for the spin projection value +1/2 and −1/2 respectively.
For each vibrational level v, we are using tabulated value for Bv, Dv and γv from
Saskena et al.230 reported in table B.1.

Electronic and vibrational levels

The energy levels for vibrations are described by a Taylor’s expansion:

Ge(v) = we

(

v +
1

2

)

− wexe

(

v +
1

2

)2

+ weye

(

v +
1

2

)3

(B.3)
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Table B.1: Molecular constants for rotational levels (see eqs. B.1 and B.2).
X2Σ+ B2Σ+

v Bv 106 ×Dv γv v Bv 106 ×Dv γv

cm−1 cm−1 cm−1 cm−1 cm−1 cm−1

0 0.638492 1.101 0.00172 0 0.601855 1.158 -0.01091

1 0.632691 1.110 0.00315 1 0.597342 1.153 -0.01099

2 0.626875 1.128 0.00532 2 0.592855 1.144 -0.01093

3 0.621021 1.114 0.00824 3 0.588417 1.139 -0.01097

4 0.615114 1.115 0.01228 4 0.584008 1.135 -0.01091

5 0.609176 1.184 0.01946 5 0.579597 1.124 -0.01093

6 0.603114 1.273 0.02429 6 0.575234 1.123 -0.01107

7 0.596860 1.669 0.03473 7 0.570890 1.115 -0.01091

8 0.566544 1.106 -0.01119

Table B.2: Molecular constants for vibrational and electronic levels (see eqs. B.3)
in cm−1.

X2Σ+ B2Σ+

Te 0.0 Te 20689.041

we 979.524 we 870.369

wexe 7.036 wexe 3.651

weye -0.00106 weye 0.00096



B.1. ALO MOLECULES (BLUE-GREEN SYSTEM) 223

Table B.3: Einstein coefficient Aev [1/s] from Hebert et al.229 for AlO blue-green
band system (B2Σ+-X2Σ+).

v
′/v

′′
0

1
2

3
4

5
6

7
8

9
10

0
6.34E

6
1.91E

6
4.29E

5
6.89E

4
0

0
0

0
0

0
0

1
3.00E

6
2.26E

6
2.34E

6
9.27E

5
2.08E

5
0

0
0

0
0

0

2
1.02E

6
2.99E

6
7.01E

5
2.21E

6
1.37E

6
4.00E

5
0

0
0

0
0

3
2.78E

5
1.7E

6
2.24E

6
1.62E

5
1.91E

6
1.74E

6
6.22E

5
0

0
0

0

4
0

6.51E
5

1.89E
6

1.48E
6

1.98E
4

1.60E
6

2.02E
6

8.59E
5

0
0

0

5
0

1.89E
5

9.55E
5

1.76E
6

9.04E
5

1.69E
4

1.33E
6

2.23E
6

1.10E
6

0
0

6
0

0
3.46E

5
1.12E

6
1.48E

6
5.21E

5
4.46E

4
1.10E

6
2.38E

6
1.32E

6
0

7
0

0
1.05E

5
5.23E

5
1.24E

6
1.24E

6
3.01E

5
7.75E

4
9.96E

5
2.64E

6
1.63E

6

8
0

0
0

2.25E
5

8.21E
5

1.51E
6

1.20E
6

2.00E
5

1.23E
5

1.12E
6

3.52E
6

9
0

0
0

0
5.86E

5
1.67E

6
2.49E

6
1.61E

6
1.77E

5
2.38E

5
1.87E

6

10
0

0
0

0
0

1.03E
6

2.40E
6

3.01E
6

1.61E
6

1.11E
5

3.19E
5
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with we the wavenumber of the oscillator, wexe and weye anharmonicity parame-
ters. We are using the transition reported in Saskena et al.230 except that there is
a typo in the original article on the electronic level value Te of the level B2Σ+ that
we have corrected (20685.041 → 20689.041) by crosschecking with other authors.
The values of the parameters are reported in table B.2.

Fortrat Diagram

The total energy of a level, expressed as a wavenumber here, is given by:

ν(e, v,K, i) [1/cm] = Te +Gn(v) + Fiv(K). (B.4)

We have compare the compute Fortrat diagram from our code to the transition
indexed in Launila et al.231 (see figure 4.7). Our spectra are also compared to
spectra obtained using the program PGOPHER.

Note: Energies are computed for transition in vacuum, and then we are ac-
counting the shift due to the refractive index of the air when comparing computed
wavelengths to measured wavelengths with our experimental setup (λvacuum =
n× λair).

B.1.2 Transition probability

Höln-London parameter are computed for each transition using formula from Ko-
vacs195.

For each vibrational state v′ of the excited electronic state, because of the high
rotational temperature, the partition function of the rotational states are assumed
to reach the value :

Qrotn′,v′
(Trot) =

kBTrot
Bv′

. (B.5)

The partition functions of the vibrational and electronic state are not computed
since they are identical for each transition observed.

Finally, we are using the Einstein coefficient Aev [1/s] from Hebert et al.229

reported in table B.3.
Note: The program also accepts Absolute Band Strength Svv [u.a.], then the

Einstein coefficients Aev are deduced using the formula:

Aev [1/s] = 1.013× 10−6 Svv [u.a.] ν
3
ev [1/cm] (B.6)

with νev the wavenumber corresponding to the elec-vib transition.
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B.2 TiO Molecules (γ system)

B.2.1 Electronic and Rotational-vibrational levels

We are using the formalism described by Hermann et al.201. For each vibrational
and electronic level, the energy is approached by:

T (J) = Tv+BvJ(J+1)−Dv [J(J + 1)]2+Hv [J(J + 1)]3+Lv [J(J + 1)]4 . (B.7)

The value of the parameters Tv, Bv, Dv, Hv, and Lv for each state, namely A3Φ2,
A3Φ3, A3Φ4, X3∆1, X3∆2, and X3∆3, are taken from Table 2 in Hermann et al.201.

B.2.2 Transition probability

Höln-London parameter are computed for each transition using formula from
J. B. Tatum232. The energies used to compute the population of the vibrational
and rotational states are defined from equation B.7:

• For a given electronic states, the vibrational energy Ge(v) corresponds to
Tv − Tv=0, where Tv and Tv=0 refer to the tabulated data of the electronic
state.

• For a given electronic state and a given vibrational state, the rotational
energy F (J) corresponds to T (J)− Tv.

For each vibrational state v′ of the excited electronic state, because of the high
rotational temperature, the partition function of the rotational states are assumed
to reach the value :

Qrotn′,v′
(Trot) =

kBTrot
Bv′

. (B.8)

The partition functions of the vibrational and electronic state are not com-
puted.

Finally, we are using the Franck-Condon factors qv′v′′ from Ram et al.233 re-
ported in Hermann et al.201 (with an additional value for q54). Franck-Condon
factors qv′v′′ are displayed in Table B.4.
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Table B.4: Franck-Condon factors qv′v′′ from Hermann et al.201.
v′/v′′ 0 1 2 3 4

0 0.7191 0.2365 0.0398 0.0042 0.0003

1 0.2362 0.3188 0.3317 0.0971 0.0148

2 0.0400 0.3294 0.1038 0.3350 0.0155

3 0.0044 0.0976 0.3291 0.0143 0.2860

4 0.0003 0.0159 0.0155 0.2758 0.0020

5 0 0 0 0 0.210



Annex C

Theoretical chemistry calculations

In this annex is presented some theoretical background in order to understand the
theoretical calculations ran on alumina clusters in the chapter 2. It enables to
explain the origin of notations, and the meaning of the different calculations.

First, the Streitz potential used to described interaction between atoms in ox-
ides is introduced with the embedded-atom method. This method is the first step
used to calculate cluster geometry from random distribution of atoms. Then ab
initio calculation is explained with the basic formalism used for quantum calcula-
tion and the associated approximations. It is interesting to compare this approach
with the calculation for diatomic molecules reported in the chapter 4. Finally,
the Density Functional Theory (DFT) is introduced with its formalism and no-
tation. In particular, the Hybrid-GGA (B3LYP) procedure used for the cluster
optimization is explained.

C.1 Streitz potential

While metals are already well described by simple potential that can be used in
large simulations42, oxides are more challenging. The ionic and dielectric nature
of the material leads to more complicated electronic structure. In 1994 F.H. Stre-
itz and J.W. Mintmire developed a computational method for molecular-dynamic
simulations of alumina127. This method explicitly includes variable charge trans-
fer between anions and cations and describes accurately the elastic properties and
surface energies of the clusters.
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C.1.1 Coulomb repulsion

The dominant interaction in metal oxides is the Coulomb electrostatic interaction.
The electrostatic energy is composed of one term depending on the partial charge
of the atoms qi, the local atomic energy, and another term corresponding to the
interaction between atoms Vij:

Ees =
∑

i

Ei(qi) +
1

2

∑

i 6=j

Vij(rij, qi, qj) (C.1)

with rij the distance between the atoms. One can then consider a second order
Taylor expansion of the local atomic energy:

Ei(qi) = Ei(0) + χ0
i qi +

1

2
J0
i q

2
i (C.2)

where χ0
i corresponds to the electro-negativity and where J0

i corresponds to a
self-Coulomb repulsion. The Coulomb pair interaction Vij(rij, qi, qj) is given by:

Vij(rij, qi, qj) =

∫ ∫

d3r1d
3r2

ρi(r1, qi)ρj(r2, qj)

r12
(C.3)

and one can take as atomic charge density:

ρi(r, qi) = Ziδ(r − ri) + (qi − Zi)fi(r − ri) (C.4)

with Zi is an effective core charge lower the total nuclear charge of the atom
because taking into account the core electrons screening. fi describes the radial
distribution of the valence charges in space. In this model, fi is chosen as a simple
decreasing exponential just like a 1s Slater’s orbital:

fi(|r − ri|) =
ζ3i
π
e−2ζi|r−ri| (C.5)

More sophisticated functions could be used, but it would complexify the calcu-
lation. Analytical expressions of the different integrals can be found in order to
improve the calculation time234.
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C.1.2 Embedded-Atom Method

The Coulomb repulsion cannot be the only one considered for describing atoms
interactions. One need to consider a short distance repulsive potential. A usual
empirical potential is the Embedded-Atom Method (EAM):

EEAM =
∑

i

Fi[ρi] +
∑

i<j

φij(rij) (C.6)

with Fi[ρi] the energy required to embed atom i in a local electron density ρi and
φij(rij) the residual pair-pair interaction. Fi[ρi] is chosen as the Finnis-Sinclair
form for calculation convenience:

Fi[ρi] = −Ai

√
ρi
ξi

(C.7)

with ρi the local atomic density which is the sum of all the electronic densities of
the different atoms, and A a paramter.

φij(rij) is the pair-potential, defined for each pair of atoms that is to say O-O,
Al-Al, Al-O:

φij(r) = 2Bije
−βij

2
(r−r∗ij) − Cij[1 + αij(r − r∗ij)]e

−αij(r−r∗ij) (C.8)

with B, C, β and α parameters and r∗ the equilibrium distance. After all, the
total energy can be calculated has Etot = Ees + EEAM and the force exerted on
each atom is −∇Etot. Thus, for any initial configuration and set of parameters one
can calculate the energy, derive the force, move the atoms accordingly and repeat
it. By iteration one can find configuration corresponding to local minima.

C.1.3 Fitted parameters

In order to find the parameters, Streitz and Mintmire calculated the cohesive
energy, cationic charge, pressures, forces on the nuclei, elastic constants, and un-
relaxed surface energies for the (0001) and (1012) surfaces of α-alumina and com-
pared them to experimental values or first-principles theoretical results. All the
fitted parameters are summarized in figure C.1.
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Figure C.1: Fitted parameters of the Streitz model on α-alumina127.

C.2 Ab initio calculations

If one needs to know precisely the relative energies of different clusters or molecules,
semi-empirical potentials are not enough. One needs to use quantum mechanics
in order to describe the system. From only fundamental constants and theoretical
equations, one could be able to know the state of any system without any hy-
pothesis. This is the so-called ab initio method: “from the beginning”. However,
to be able to run such calculations, simplifications have to be made, this is the
Hartree-Fock calculation method. Different improvements can be implemented in
order to get always closer to the true solution (Post Hartree-Fock methods).

Many of the concepts and approximations presented here are the same as the
one introduced in the chapter 4 in the case of diatomic molecules. In particular,
the concept of molecular Hamiltonian and the Born-Oppenheimer approximation
is further developed.

C.2.1 Introduction

Quantum mechanic describes molecules as a wave-function Ψ(~r, t). It contains all
the information of the system. The function wave is driven in space and in time
by the Schrödinger equation introduced by Erwin Schrödinger in 1926:

ĤmolΨ(~r, t) = i~
∂Ψ

∂t
(C.9)

where Ĥmol is the Hamiltonian describing the system. In the stationary case, the
energy of the system is directly related to the Hamiltonian:

ĤmolΨ(~r) = E(~r)Ψ(~r) (C.10)
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such that the total energy of the system can be calculated knowing only the Hamil-
tonian and the wave function:

E =
〈Ψ|Ĥmol|Ψ〉

〈Ψ|Ψ〉 (C.11)

For a molecule composed of A nuclei (of mass Mn, atomic number Zn and
positioned in Rn for n ∈ [1, A]) and B electrons (of mass me and positioned in
ri for i ∈ [1, N ]) (See figure C.2), the Hamiltonian can be written as a kinetic
part for nuclei Tn, a repulsion interaction between nuclei Vnn, a kinetic part for
electrons Te, a repulsion interaction between electrons Vee and finally an attractive
interaction between electrons and nuclei Ven:

Ĥmol = T̂n + V̂nn + T̂e + V̂ee + V̂en (C.12)

Ĥmol = −
A∑

n=1

∇2
Rn

2Mn

+
A∑

n,m=1

ZnZme
2

8πǫ0|Rn −Rm|
−

B∑

i=1

∇2
ri

2me

+
B∑

i,j=1

e2

8πǫ0|ri − rj|

−
A∑

n=1

B∑

i=1

Zne

4πǫ0|Rn − ri|
(C.13)

where ∇2
Rn

= ∂
∂Rn

and ∇2
ri
= ∂

∂ri
the partial derivatives over space coordinates

of the nuclei and the electrons respectively. This system can only be analytically
solved for very simple systems (the hydrogen atom and the molecule H+

2 ) and
has an enormous calculation cost for molecules of more than a few atoms. Thus,
approximations need to be made.

Born-Oppenheimer approximation 235 uses the fact that the mass of nuclei
is much larger than the mass of electrons such that the nuclei can be considered
still for the electrons. The electrons instantaneously react to any movement of the
nuclei. Thus, the problem can be decomposed in two parts:

• The electrons Hamiltonian Ĥelec = Te + Vee + Ven considering fixed nuclei.
This one can be solved for any set of nuclei positions {R} and gives Ee({R}, r)
the local potential of the electronic cloud.

• The nuclei Hamiltonian Ĥnucl = Tn + Vnn +Ee which does not consider each
electron, but a potential created by a given electronic configuration.

At this point, the electronic Hamiltonian can be written for a given set of nu-
clei positions. The total electronic wave function can be computed and leads to
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Figure C.2: Classical representation of AlO molecular system. Nuclei positions
are referred to as Rn for n ∈ [1, A] while electrons positions are referred to as ri
for i ∈ [1, N ]. Zn is the atomic number of the nuclei n and Mn is its mass. me is
the mass of the electron.

the electronic energy. This is used in order to write down the nuclei Hamiltonian
which will then be solved.

C.2.2 Hartree-Fock

The Hartree-Fock method (HF) is based on the orbital approximation. In this ap-
proximation, there is no interaction between the electrons. The electrons’ Hamil-
tonian can be decomposed in the Hamiltonian of single electron and the total
wave-function expressed as a combination of the single electron’s wave-functions.
This is the Hartree method. In the HF method, the interaction term is not ne-
glected but averaged.
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A condensed way to write down the electronic wave-function for B electrons is:

Ψe =
1√
B!

B−1∑

i=0

(−1)iPi[φ1(~r1)φ2(~r2)...φB(~rB)]

Ψe =
1√
B!

[✶−
∑

ij

Pij +
∑

ijk

Pijk...][φ1(~r1)φ2(~r2)...φB(~rB)]

Ψe = A[φ1(~r1)φ2(~r2)...φB(~rB)]

(C.14)

where Pi is a permutation operator at i+1 indices and φi is the spin-orbital wave
function written as the product of a spatial part ϕi and a spin part σi(si). This
can also be written with Pij... operators permuting the corresponding indices. One
can notice that these notations are equivalent to the Slater’s determinant:

Ψe1,e2...eB(r1, r2...rB) =
1√
B!

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

φ1(r1) φ1(r2) ... φ1(rB)

φ2(r1) φ2(r2) ... φ2(rB)
...

...
...

...

φB(r1) φB(r2) ... φB(rB)

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

(C.15)

Overall, this is simply an antisymmetric operator A applied on the product φ1(~r1)φ2(~r2)...φB(~rB).
One can show that A commutes with He and that A†A =

√
B!A such that the elec-

tronic HF energy becomes:

Ee = 〈Ψe|Ĥe|Ψe〉
Ee = 〈φ1(~r1)φ2(~r2)...φB(~rB)|A†ĤeA|φ1(~r1)φ2(~r2)...φB(~rB)〉
Ee = 〈φ1(~r1)φ2(~r2)...φB(~rB)|Ĥe[✶−

∑

ij

Pij +
∑

ijk

Pijk...]|φ1(~r1)φ2(~r2)...φB(~rB)〉

(C.16)
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Where electronic Hamiltonian can be written:

Ĥe =
B∑

i=1

hi+
1

2

B∑

i,j

gij

hi = −∇2
ri

2me

−
A∑

n=1

Zne

4πǫ0|Rn − ri|
(monoelectronic)

gij =
e2

4πǫ0|ri − rj|
(interaction)

(C.17)

So that:

Ee = 〈φ1(~r1)φ2(~r2) ...φB(~rB)[
B∑

i=1

hi +
1

2

B∑

i,j

gij]

[✶−
∑

lm

Plm +
∑

lmn

Plmn...] |φ1(~r1)φ2(~r2)...φB(~rB)〉
(C.18)

The hi operator acts only on ~ri components such that any
〈φ1(~r1)φ2(~r2)...φB(~rB)|hiPlmn...|φ1(~r1)φ2(~r2)...φB(~rB)〉 can be decomposed as a first
part, on which hi acts (the wave-functions depending on ~ri), and a remnant part.
Because the permutation inverts at least two indices, the remnant part can be
written as 〈...φl(~rj)...|...φm(~rj)...〉 (l 6= m) which is zero because of the wave-
function orthogonality. Only the product with the identity is not zero. The same
reasoning leads to a similar conclusion for gij but this time the first permutation
Pij leads also to a non-zero term. Thus, we obtain:

〈φ1(~r1)...φB(~rB)|gij✶|φ1(~r1)...φB(~rB)〉 = 〈φi(~ri)φj(~rj)|gij|φi(~ri)φj(~rj)〉 = Jij

〈φ1(~r1)...φB(~rB)|gijPij|φ1(~r1)...φB(~rB)〉 = 〈φi(~ri)φj(~rj)| gij |φj(~ri)φi(~rj)〉 = Kij

(C.19)

Jij is the so-called Coulomb integral representing the Coulomb repulsion between
the electronic densities |φi(~ri)|2 and |φj(~rj)|2. Kij is the exchange integral with no
classical equivalent. Thus, the electronic energy can be written as:

Ee =
B∑

i=1

〈φi(~ri)|hi|φi(~ri)〉+
1

2

B∑

i,j

(Jij −Kij) (C.20)

Here the problem is already much simpler, and we expressed the electronic energy
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as the sum of B2/2 + B integrals The wave-function expression is not known
a priori. However, any wave-function created from the orbital φi have an energy
higher or equal to the wave-function of the ground-state. Thus, using the Lagrange
multiplier method with φi, one can minimize the energy Ee and find the ground-
state wave-function. The derivation of this calculus will not be presented here but
can be found in the PhD manuscript of L. Barnes236. The minimization leads to
a condition over |φi〉:

Fi |φi(~ri)〉 =
B∑

j

λij |φi(~ri)〉 (C.21)

with λij real, Fi = hi +
∑B

j (Jj −Kj) the Fock operator where Jj is the Coulomb
operator (the averaged Coulomb interaction created by the electrons i 6= j) and
Kj the exchange operator:

Ji |φj(~rj)〉 = 〈φi(~ri)|gij|φi(~ri)〉 |φj(~rj)〉
Ki |φj(~rj)〉 = 〈φi(~ri)| gij |φj(~ri)〉 |φi(~rj)〉

(C.22)

One can diagonalize this problem and find the energies associated to each orbitals
ǫi in the canonic base:

Fi |φ′
i(~ri)〉 = λii |φ′

i(~ri)〉 = ǫi |φ′
i(~ri)〉 (C.23)

However, the Fock operator depends on |φ′
i(~ri)〉 through the Coulomb and exchange

operators. Thus, this system is solved thanks to iterative method. This method is
called self-consistent field (SCF).

Linear combination of atomic orbitals

For large systems, the SCF method fails to converge quickly enough and the molec-
ular orbital are computed from atomic orbitals. The spatial part of the spin-orbit
wave-function is written as a linear combination of atomic orbitals (LCAO), such
that:

ϕi =
∑

µ

cµiχµ (C.24)

where cµi are weight coefficients associated to each atomic base function χµ for
the electronic orbital ϕi. The χµ functions are centred around the corresponding
nucleus and can have different expression depending on the model chosen: Slater
exponents, Gaussian functions, plane waves, etc. This enables to construct a priori
the expression of the electron orbitals which is then optimized.
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Atomic Basis

The first atomic basis was introdiuced by Slater in 1930.237:

χSlater
µ = Nxmynzoe−ζr (C.25)

with N a normalization constant, ζ is the diffusivity constant giving information
on the orbital broadness, x, y, z the Cartesian coordinates and m, m, o integers
such that m + n + o = l where l is the quantum atomic number. Slater-type
orbitals (STOs) possess exponential decay at long range and Cartesian coordinate
dependence that gives a good approximation of hydrogen-like orbitals for small
orbitals (See fig. C.3). However, unlike the hydrogen-like Schrödinger orbitals,
STOs have no radial nodes.

Figure C.3: Isosurface plot of some Slater’s orbitals and hydrogen-like orbitals
modulus for n ≤ 3238. Blue is for negative values of the wave-function and red for
positive ones. One can observe the similitude of most of them expect the orbitals
3d2z and 3dx2−y2 which can’t be well reproduced. Note that here, orbitals with
radial nodes (2s, 3px, 3py and 3pz) are not represented because Slater’s orbitals
have non.

Of course one can think of using several Slater’s orbitals in order to address
this issue. For instance, the spherical orbital 1s is very well-adjusted by [m,n, o] =
[0, 0, 0] Slater’s orbital (see fig.C.3) and both have a single decaying exponent as
radial part. On the other hand, the orbital 2s has a radial node in r = a0 but
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can still be reproduced by a linear combination of two [m,n, o] = [0, 0, 0] Slater’s
orbital (see fig.C.4).

Figure C.4: Plot of the radial part of the orbit 2s (black dashed line): R20(r) =
(

1
a0

) 3
2 1

4
√
2

(

1− r
2a0

)

e
− r

2a0 . One can see that this nodal function can be approxi-

mated by the sum (red line) of two Slater’s orbital [m,n, o] = [0, 0, 0] SO1 (dashed
green line) and SO2 (dashed blue line).

However, STO are not interesting when it comes to calculation. Indeed, the
product of two STO is not an STO what makes the integral calculation much
longer:

e−α|~r− ~RA|.e−β|~r− ~RB | 6= Ke−γ|~r− ~RC | (C.26)

This is why other basis are used as the Gaussian Type Orbital (GTO):

χGaussian
µ = Nxmynzoe−ζr2 (C.27)

Such an orbit is very interesting because the product of two Gaussian functions is a
Gaussian function. However, it is not as close as STO to atom orbitals. The limit
behaviours are not the same. For instance, the derivative of a Gaussian function
in zero is zero while the derivative of an exponential is not. Thus, in order to
approximate correctly atomic wave-functions, one needs at least three GTO or
even six for a core electron as shown on figure C.5. If the GTO are used straight



238 ANNEX C. THEORETICAL CHEMISTRY CALCULATIONS

forward, this increase a lot the number of coefficient that need to be optimized
during the calculation. In order to limit the number of coefficients, so called
contracted orbitals are usually used. They are pre-determined linear combination
of primitives GTO:

χcontracted
µ =

b∑

w=1

dwµχ
primitives
µ (C.28)

and the coefficients dwµ are fixed. Then only a limited number of these contracted
orbitals is optimized.

Figure C.5: Plot of the radial part of the orbit 1s (black dashed line): R10(r) =
(

1
a0

) 1
2
e
− r

a0 . One can see that this function (red line) can be approximated by the

linear combination of 3 Gaussian functions GTO(r) =
(
2αi

π

) 3
4 e−αir

2
(dashed lines).

Concerning the valence bonds in molecules, they are very much delocalized
around different atoms. In order to correctly describe them, the valence orbitals
are demultiplied: each orbital is substituted by several orbitals with different spatial
extensions. Polarisation orbitals are also used. These are asymmetrical orbitals
that can fit the electronic distribution of a polar bond. Let’s consider a hydrogen
atom (1s1) in an electric field. If only s orbitals are used, it is impossible to take
into account the deformation of the electronic cloud due to the electric field. So
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p-orbital are added on that purpose.

Pople basis

Pople basis of functions are the main basis used in the calculations presented here.
In this work, we used the basis 6-311++G(3df,3pd)239,240,241. The first numer (6)
corresponds to the number of primitive Gaussian functions used for the core wave-
functions. The following numbers (3,1 and 1) reffer to the valence functions used
to describe the valence electrons and their value corresponds to the number of
primitive Gaussian functions used in each of the valence functions. For instance,
here, there is three numbers so three valence functions described by 3, 1 and 1
primitive Gaussian functions respectivelly. + and ++ correspond to the use of
diffuse orbitals respectively for non-hydrogen en hydrogen atoms. Finally, the
code (3df,3pd) specify the set of polarization functions used. For instance here it
corresponds to three sets of d-orbital functions and one set of f-orbital functions for
non-hydrogen atoms and three sets of p-orbitals functions and one set of d-orbital
functions for hydrogen.

Spin and multiplicity

Until now the spin was not much discussed. In order to consider it in the HF
calculation, one need to consider different cases if the electrons are paired or not.

Considering the Pauli exclusion principle, a single orbit can be populated
by two electrons with opposite spins. In that case, one can show that the spa-
tial part of both electrons (spin-orbit integrated over the spins) obeys the same
equations as developed previously with a spatial restricted Fock operator F x

i =

hxi +
∑B/2

j (2Jx
j −Kx

j )
236. This is the Restricted Hartree-Fock construction (RHF).

If the number of electrons is odd, or in peculiar cases like oxygen and dioxygen
(See fig. C.6), the multiplicity (2S+1) is not 0 because the number of electrons of
each spin are not equal and some electrons are unpaired. A priori all the paired
electrons should have the same spatial part. But usually different spatial part for
each electron are considered because it is much easier to code. This is the so called
Unrestricted open-shell Hartree-Fock construction (UHF). The drawback of this
method is that a single Slater determinant of several orbitals for different spins is
not a satisfactory eigenfunction of the total spin operator S2. The ground state is
contaminated by excited states.

The solution would be to force the paired electrons to have the same spatial
part. This is called the Restricted Open-shell Hartree-Fock construction (ROHF).
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Figure C.6: Construction of the ground state (left) and triplet state (right) of the
dioxygen molecule from the oxygen ground state. One can notice that the singlet
is not always the less energetic state.

C.2.3 Electronic correlation

The orbital approximation implies that the presence probability of two electrons
are independent and the electrons are not correlated. In the HF method, the
interaction between the electrons appears only through a mean potential which
does not take into account instantaneous effect. When two electrons have different
spins, they can occupy the same orbital according to the Pauli exclusion princi-
ple but that doesn’t mean they don’t interact. On the contrary, evolving in the
same area, the Coulombian repulsion has to be considered. This is the dynamic
correlation but this interaction does not appear in the mean potential.

Configuration interaction (CI)

The first trick to introduce correlation between paired electrons is to consider the
different excited states of the molecules. Electrons are placed in unoccupied or
virtual orbitals. One would need to consider all the possible excited state: all
the mono-excited states where only one electron is excited, all the double-excited
states where two electrons are excited, etc. Each of these situations corresponds
to a Slater determinant that is solved as discussed previously. The final wave-
function is written as a linear combination of these determinant and the different
coefficients are optimized through variational method.

Of course the number of determinants explodes with the number of electrons
and usually one have to stop the development at some point. SCI would consider
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only the single excitation, SDCI the single and double excitations, etc.
Let’s notice that with full-CI, considering all the excited states and with an

infinite atomic basis, one obtains the exact theoretical wave-function.

Møller and Plesset perturbation theory (MP)

Another way to consider interactions is through perturbation theory. As seen
previously, the exact Hamiltonian describing the electrons is Ĥe =

∑B
i=1 hi +

1
2

∑B
i,j gij. In the HF method, the interaction potential between two electrons gij

is averaged, and lead to an approximated Hamiltonian ĤHF =
∑B

i Fi =
∑B

i [hi +∑B
j (Jj −Kj)] with Jj and Kj the averaged interactions. One can write the exact

Hamiltonian as Ĥ0 = ĤHF added with a perturbation W so that:

Ĥe = Ĥ0 + λW

W =
1

2

B∑

i,j

gij −
B∑

i,j

(Jj −Kj)
(C.29)

One can then search the wave-function and the energy as Taylor expansions when
λ→ 0. For each order of λ an equation is obtained and the order zero correspond
the HF solution. One can then derive the several correction terms: MP2 until the
second order, MP3 until the third order, etc.

Complete Active Space Multi-configuration (CASSCF)

Sometimes considering only the occupied orbitals is not enough to describe cor-
rectly the system. Then one can consider a bigger active space that is to say the
orbitals of the external electrons. Usually, for a singlet, the two external electrons
can be described by one orbital. But in the case treated here for instance, some
clusters were symmetrical with two charges delocalized on both side of the cluster.
Their orbitals have the same energy yet are different. One can add another virtual
orbital in order to describe them: two electrons described by two orbitals. This is
written CASSCF(2,2). CASSCF is a powerful tool in that case. With only MP2
(or even CCSD, more precise), the energy calculated can be several eV different
from the real one. Yet it has many subtleties and is a struggling point for the
convergence of the calculations.

Here, CASSCF + MP2 is used. The energy is calculated adding the pertur-
bations (MP2) of all the di-excitations of the CASSCF determinant. This gives a
very good value of the energy of the clusters even charged.
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C.3 Density Functional Theory optimization (DFT)

The HF method and its variations are based on the wave-function of the whole
molecule. For a molecule composed of B electrons, it consists in a 4B variables
function with 3 spatial variables and 1 spin variable for each electron. If Nf basis
function were used to construct the molecule wave-function, the calculation time
goes like N4

f for HF methods, N5
f for MP2 and N6

f for CISD. Hence, in order to
keep good precision, the calculations become quickly enormous. The Density func-
tional theory was introduced in order to take into account correlation and limit the
calculations while keeping a good precision. The electronic wave function is taken
as one Slater’s determinant but the energy is a functional of the electronic density
depending on space and spin. Instead of considering a 4B variable function, one
considers a 4 variable (3 space and 1 spin) functional of the electronic density.
This leads to much simpler calculations: the calculation time goes like N3

f or N4
f

for hybrid functional (see section C.3.4). However, it is not a systematic method
and no analytic solution exists.

One can write the energy of the system as:

E =

∫

−1

2
∇2ρ1(~r1)d~r1−

∑

A

∫
ZA

|~r1 − ~RA|
ρ1(~r1)d~r1+

∫ ∫
ρ2(~r1, ~r2)

|~r1 − ~r2|
d~r1d~r2 (C.30)

The first term corresponds to the kinetic energy of the electrons and the second
term corresponds to the attraction of the electrons by the nuclei. They are both
expressed in terms of the electron density ρ1(~r1). The last term corresponds to
the electron energy and is written in terms of the two-electron density ρ2(~r1, ~r2)
defined as:

ρ2(~r1, ~r2) = CB
2

∫

...

∫

|Ψ(~r1, ~r2...~rB)|2d~r3...d~rB (C.31)

with Ψ(~r1, ~r2...~rB) the molecule wave-function. Here is contained all the electronic
correlation of the system. However, it is impossible to construct this density with-
out knowing a priori the complete wave-function. Hopefully the two Hohenberg-
Kohn theorems show that the energy can actually be written only in terms of
ρ1(~r1)

242.

C.3.1 Hohenberg-Kohn theorems

First Theorem: The external interaction potential of a system of particles is
only determined, within an additive constant, by the single particle density in the
ground state. Indeed, one can show that two different potentials cannot lead to
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the same single particle density in the ground state236. Therefor, the external
potential is a unique functional of the single particle density.

Second Theorem: For any external interacting potential, it exists a universal
functional E[ρ] representing the energy of the system such that the ground state
energy of the system is the minimum of this functional obtained for the ground
state density ρ0.

Thus, the total energy of the system expressed in the equation C.30 can be
written as:

E[ρ] = FHK [ρ] +

∫

Vext(~r)ρ(~r)d~r (C.32)

where Vext(~r) =
∑

A
ZA

|~r1−~RA| is the external interaction potential created by the nu-

clei and FHK [ρ] is the Hohenberg-Kohn functional depending only on the electron
density and representing the kinetic and electron-electron interaction terms. If
one know this functional, one can minimize E[ρ] and solve the problem. However,
FHK [ρ] is not known a priori.

C.3.2 Kohn-Sham theory

In their theory, Kohn and Sham consider interacting electrons as non-interacting
electrons in a well-chosen external potential Vs.243. Energy balance gives:

E[ρ] = Ts[ρ] +

∫

ρ(~r)Vs[ρ]d~r

Vs[ρ] = Vext + Vxc(~r) +

∫
ρ(~r′)

|~r − ~r′|d~r
(C.33)

where Ts[ρ] is the kinetic part and Vxc(~r) is the exchange-correlation potential.
However, just like FHK [ρ], the exchange-correlation is not known a priori and one
need to implement some ad hoc expression.

Then, knowing Vs[ρ], one can minimize E[ρ] and find the associated density of
electron ρ. This density lead to a new potential Vs. Just like in the HF method,
an iterative process is used in order to find the converging solution.

C.3.3 Density functional approximations

Many expressions of exchange-correlation potential can be used. Here are devel-
oped the different potentials used in our calculations (B3LYP).
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Local spin density approximation (LSDA) The local spin density approxi-
mation is to consider that locally the density of electrons is the one of a uniform gas
for each spin244. That is to say spatial variations of the density are smooth enough.

One can show that in the limit of low and high density, the exchange interaction
potential of spin α and spin β electron populations can be written as ǫx[ρα, ρβ] =
−21/3Cx(ρ

1/3
α + ρ

1/3
β ) such that:

ELSDA
x = −

∫

ǫxρd~r = −21/3Cx

∫

(ρ4/3α + ρ
4/3
β )d~r (C.34)

For intermediate density, one should provide some correction due to correlation.
Vosko, Wilk and Nusair produced analytic fit of this correction (EVWN

c )245.

Generalized gradient approximation (GGA) The generalized gradient ap-
proximation is a correction to the local spin density approximation. This time
the spatial variation of the density in considered in the expression of the exchange
correlation potential.

One of the first exchange correction was developed by A.D. Becke in 1988246:

∆EB88
x = −βρ 1

3
x2

1 + 6βxsinh−1x
with x =

|∇ρ|
ρ

4
3

(C.35)

where β is a parameter adjusted on noble gas experimental data.

The same way, Lee, Yang and Parr adjusted a correlation correction depending
on four parameters on atomic helium experimental data: ELY P

c
247.

C.3.4 Hybrid-GGA (B3LYP)

One can mix these different expressions of potential with the HF one in order to
create a so called hybrid exchange-correlation potential. The most famous one and
the one that was used here is the B3LYP exchange-correlation potential248:

EB3LY P
xc = 0.2EHF

x + 0.8ELSDA
x + 0.72∆EB88

x + 0.81ELY P
c + 0.19EVWN

c (C.36)

where the numerical factors were adjusted on experimental data.



Annex D

Shock-wave dynamics in water

Abstract: Simple and universal relations between the laser pulse energy and the
pressure at the ablation point are investigated using the propagation of the generated
shock-waves in water. The pressure measured from the dynamics of the shock-wave
can be determined by the fluency of the laser pulse only. The shock-wave position
in water is measured using shadowgraph imaging and an iCCD camera with a 5 ns
gating. In water, the shock-wave velocity appears to be hyper-sonic during the first
50 ns. Its speed can be related to the pressure using the Gilmore model including
Tait’s equation. The ablation pressure is found out to go up to several GPa and
increases as the square root of the laser fluency. We checked that the pressure
can be determined from the pulse fluency and the acoustic impedances considering
Berth-Fabbro’s approach.

D.1 Introduction

In order to better understand nucleation, it is essential to determine the pressure
condition during ablation as developed in the chapter 3. In complement of the
measurements in the air, I also studied the ablation pressure in water. Laser ab-
lation in liquids (LAL) is used to produce a colloidal solution of nanoparticles.
The development of a simple approach to determine the pressure during laser ab-
lation is of great interest to investigate laser ablation processes and their impact
on the target249. Large pressure at the ablation point could explain the forma-
tion of meta-stable phases, such as the production of nanodiamonds from carbon
target40,175.

Determining the pressure at the ablation point is no easy task because of the
transient nature of the plasma (from ns-µs) and small spatial extension (sub-
milimetric). One way to measure the pressure at the ablation spot is based on the

245
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shock wave dynamics. In water, the pressure of the shock-wave have been widely
investigated by Vogel et al. considering water breakdown48 and can be described
using Gilmore’s model including the isotropic Tait’s equation.

The shock-waves are generated by a 5 ns UV light pulsed laser focused on
a gold target and an alumina target in water. The energy of the pulse is tune
on a large range from 0.1 to 50 mJ. Image of the shock-waves are obtained by
shadowgraph imaging using an intensified camera. In liquid, the results of Vogel
et al. for water breakdown can apply for laser ablation of a target. Furthermore,
the pressure measured at the ablation spot are is consistent with the simple Berth-
Fabbro’s approach considering energy balance considering the fluency of the pulse,
the consumption of energy due to phase transition and momentum.

D.2 Measurement Set-up

The third harmonic of a YAG-Nd pulsed laser (355 nm, 5 ns, 9 Hz, 60 mJ per
pulse) is focused either on a mono-crystal of alumina or on a pure target of gold
(99.99% from Neyco) in order to study metals and dielectric. Sapphire crystal
was grown by Czochralski (Cz) technique with radio frequency induction heating
in iridium crucible173,174. The ablation is performed either at ambient condition
in air, or for targets immersed in 1 cm of deionized water. The laser-induced
plasma triggers a hemispheric shock wave observed by shadowgraph imaging. The
shadowgraph setup presented on figure D.1 is composed of a 30 mW cw diode laser
(445 nm) illuminating an iCCD camera from Andor (reference, 1024×1024 pixels).
An objective Zoom 6000 from Navitar is mounted on the iCCD camera. In the
case of water, in order to increase further the zoom, a lens with a focal distance
of 100 mm is added. In that configuration, the resolution of a pixel is 2 µm. The
iCCD records the image of the ablation point with a gating of 5 ns. The delay
between the ablation pulse and the camera is controlled by a digital delay/pulse
generator DG645 from Stanford Research Systems. Each image is acquired with
a given delay after a pulse. The energy of the pulse is measured with a Nova II
power meter mounted with a high energy pyroelectric sensor.

Figure D.2 (a) shows laser generated shock waves in water for an alumina
target and a pulse energy of 41 ± 2 mJ (70 ± 30 GW/cm2). In that case, we
used a 2x2 binning of the camera pixels in order to obtain a better signal over
noise ratio (resolution of 4 µm). The ablation of particles in water on the laser
path leads to spherical shock-waves above the main one, making the measurement
uneasy. In order to limit these phenomena, the water was changed between each
measurement. The oblique shock-waves are due to coupling to the liquid of shock-
waves propagating in the solid and the liquid (see Annex E).

Note that the characteristics of the laser have little importance on the obser-
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Figure D.1: Simplified scheme of the measurement apparatus of the shock waves
in water.

vation of the phenomena. Shock waves have been observed in many configura-
tions250,251,252,253,40,254,255,256,257,258.

D.3 Propagation in water

In the case of propagation in water, the shock wave dynamics can be related to
the pressure as reported by Vogel et. al48 for a laser focused in water by using
the Gilmore model including the isotropic Tait’s equation which fits experimental
data for pressures up to 2 500 MPa259. It enables to determine the pressure of the
shock-wave ps from its velocity us:

ps = (p∞ +B)

(
2nu2s

(n+ 1)c20
− n− 1

n+ 1

)

− B (D.1)

with c0 = 1483 m/s the sound velocity in water, p∞ = 105 Pa the room pressure,
and B and n, Tait’s parameters. In the case of water, B = 314×106 Pa and n=7260.

Figure D.2 (b) represents for 3 different pulse energy (0.8, 2.8 and 27.8 mJ) the
position of the shock wave averaged on 4 different measurements. It corresponds to
the distance perpendicular to the target between the bottom of the plasma and the
position of the shock-wave. The ablation depends a lot on the water cleanliness.
For instance, dusts or bubbles on the laser path might prevent ablation of the
target. Every frame recorded while no ablation sound was eared were discarded.
Despite these precautions, the position of the shock-wave in water fluctuates much
more than in the air and discards the possibility to compute a satisfying derivative.
In order to obtain the initial pressure, we fitted the position of the shock-wave for
t < 100 ns by a second order polynomial curve (solid lines in figure D.2 (b)). It
enables to estimate the derivative for t = 0 that is to say the initial speed of the
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Figure D.2: (a) Shadowgraph images of the ablation of an alumina target in
water for the different delays. (b) Time evolution of the shock wave posi-
tion averaged on 4 measurement on gold target at different fluency. The red
line correspond to the propagation of a wave at the sound velocity in wa-
ter (1483 m/s). The black solid curves represents the second order polyno-
mial fit on the data form time below 60 ns. These fit are used to deter-
mine the initial velocity of the shock-wave. (c) Measured pressure on gold tar-
get and alumina target using the initial velocity of the shock-wave for differ-
ent fluency of the laser. The black solid line corresponds to the Berth-Fabbro
Model.
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shock-wave and the error and thus the pressure at the ablation point. When there
is no ablation (black dots), the shock-wave goes at the speed of the sound velocity
(red solid line). The initial pressure values measured are reported in figure D.2
(c) depending on the laser fluency. The black dots correspond to measurements
on a gold target while the blue dots corresponds to a measurement on an alumina
target.

The fluency is calculated by dividing the energy of the laser pulse by its du-
ration and the laser spot diameter measured on the first image. Because of non-
linearities, some energy is lost in water before reaching the target. We estimated
the loss to be independent on the fluency of the laser as shown in figure D.3. In or-
der to estimate the losses, the laser was shined through a transparent tank without
water and with 2 cm of water (double of the experimental conditions). Without
focalization, no difference in energy was measured as the water is transparent at
355 nm. Yet when focalized in the middle of the tank (without water breakdown),
the energy of the pulse drops by 49 ± 5%. In the case of ablation, the laser path
correspond to the upper half of this experiment. One can thus estimate the loss
to be 30%∗ and independent on the pulse energy (see figure D.3). The fluency is
corrected accordingly.

In the case of confined environment, Berth and Fabbro proposed a simple model
to determine the pressure at the ablation point depending on the fluency of the
laser261:

P (MPa) = 10

√
a

2a+ 3
ZI (D.2)

a represents the fraction of the energy involved in the phase transition while the
fraction (1 − a) is used for the ionization of the gas. Z the interface acoustic
impedance [g.cm−2s−1] such that 2/Z = 1/Zwater + 1/Ztarget with Zwater = 1.65×
105g.cm−2s−1, Zgold = 62.6× 105g.cm−2s−1 and Zalumina = 25.5× 105g.cm−2s−1. I
is the fluency of the laser in GW/cm2.

The pressure depending on the fluency of the laser is represented in figure D.2
(c). The solid black line and dashed black line corresponds to the model for a =
0.06 in the case of a gold target and in the case of an alumina target respectively.
Z is almost the same for both target as it depends mostly on Zwater and both
line are almost superimposed. Usually, a is slightly larger (0.1-0.2) as reported
by Fabbro et al.261 but might vary depending on the ablation conditions, laser
wavelength, pulse duration, etc. However, it seems that the target material (metal
vs oxide) has little influence on the measured pressure which depends mostly on
the laser fluency. This observation is similar to the one in air with a pressure

∗Considering the absorption proportional to the intensity.
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Figure D.3: Measured transmission of the laser pulse focused in water depending
on the pulse energy. These measurements correspond to ablation in 1 cm of water.

depending only on the pulse energy (see chapter 3). The main difference remains
that the liquid strongly confines the expansion leading to much higher pressure up
to a few GPa. Some anisotropy can be expected as in the air. Unfortunately, the
precision in the measurements is not good enough to measure significant variation
in the shock-wave velocity Here, the pressure discussed is the one deduced from
the velocity of the shock-wave in a direction perpendicular to the target’s surface.

D.4 Conclusion

The study of the dynamics of laser-generated in water enables to determine the
pressure at the ablation point. Its speed decreases very fast to reach the sound
velocity within 70 ns. By estimating the initial velocity of the shock-wave, one
can use Vogel’s work to determine the pressure of the initial point. Because of
the confined environment, this pressure appears much higher than in the air and
can reach up to 4 GPa for laser pulse fluency of about 70 GW/cm2. Such an
extreme pressure are likely to explain the phase transition observed in PLAL and
the damaged of the target. It is also an interesting parameter to take into account
while considering nucleation process of the nanoparticles. In particular, the first
cluster might be formed in extreme conditions and in metastable crystal structure.

These measured pressures can be described by with Berth and Fabbro’s model
with a = 0.06 for a broad range of laser pulse fluency and on both gold target
and alumina target. One can thus use this simple model considering only the
acoustic impedance of the target and liquid, and the laser pulse fluency in order
to determine the pressure at the ablation point.



Annex E

Measurement of elastic moduli

Abstract: This annex develops an original technique to accurately measure the
Poisson’s ratio ν and the ratio E/ρ between the Young’s modulus and the density
of materials. It is easy to implement, and it requires no calibration. A laser pulse
is focused on the sample immersed in a liquid, creating a mechanical excitation of
the material at its interface with the liquid. A leaky-Rayleigh surface wave and a
longitudinal wave are generated in the sample. Couplings with the liquids create
head waves observed in the liquid with time resolved shadowgraph technique using
an iCCD camera. Measuring the angle of the head waves with the target enables to
determine the velocities of the waves and the elastic moduli of the target material.

E.1 Introduction

E.1.1 Measurements of mechanical properties

When measuring the dynamics of shock-waves in water, one can observe, surprising
Head shock-waves (see figure E.2). These shock-waves are the results of mechanical
waves in the target coupling with the liquid. We developed a way to deduce
from these observations the elastic moduli for homogeneous isotropic materials.
The theoretical investigation of these waves was achieved with the help of the
intern Théo Vidril who carried out these calculations also in the case of anisotropic
materials (not reported here). For this study, I want to acknowledge the great work
of the interns Théo Vidril and Mehdi Fawaz with whom I worked on this project.

Elastic properties remain hard to estimate on materials or samples for which
standard methods are unsuitable. Usual techniques based on mechanical defor-
mation of a sample under some constrains provides poor results on hard samples
such are crystals or ceramics. It also requires specific sample geometry. For such

251
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materials, elastic moduli can be determined through acoustics. A sound waves are
sent thought the sample and the velocities of the waves in the sample is deduced
from the times of flight. The precision of the measurement depends a lot on the
sample geometry. It usually demands specific sample preparation262. Other tech-
niques, more specific, required high technicality. To date sound velocities can be
measured using Brilloin spectroscopy leading to the Young’s modulus for known
optical index and densities. Complex measurement techniques as Computed X-
Ray Tomography263, shear-wave ultrasound elastography and MyotonPRO264 have
been developed to measure the Poisson’s ratio. Laser generation of surface waves
has been used to measure single crystal elastic constants265. We developed here
a method based on the measurement of the velocities of laser-generated waves,
namely the leaky-Rayleigh surface wave and the longitudinal wave.

E.1.2 Surface waves

When considering the interface of a solid with vacuum, one can determine the
existence of the surface wave called Rayleigh’s wave. In the case of an interface
with a liquid, Rayleigh’s wave becomes evanescent, the leaky-Rayleigh’s wave, and
another surface wave appears, the Scholte wave.

The observation and characterization of leaky-surface waves have a great in-
terests in mechanics and seismology. For instance, meta-barriers are engineered
to shield seismic surface waves266,267,268,269. Furthermore, coupling between the
surface waves and its environment is already observed under the sea and in iono-
sphere following large earthquakes270. It is already used to measure surface wave
and have been investigated theoretically271,272. Leaky-surface waves can also play
a role in the propagation of seismic waves in guided environment like on float-
ing ice on the top of shallow water273,274. In mechanics, surface waves are used
for monitoring surface cracks275,276, lubrication film277, but also to investigate the
damage induced by tensile stress on materials and thin films278,279.

Surface waves such as leaky-Rayleigh waves can be difficult to observe. Propa-
gation velocity is large (a few hundreds of meters per seconds) and it corresponds to
small displacement of the surface. Until now, in order to measure surface waves,
laboratories uses either interferometry on reflexive surface278,280,281 or times of
flight measurements with mechanical or optical detection techniques282,283. In the
first case, one need to have a reflexive surface and a complex interferometer appa-
ratus272. In the second case, one can only observe the time delay between emission
in detection. And in both case, the coupling with the environment is not observed.

Laser-induced mechanical waves are also unintentionally released in laser abla-
tion–based synthesis methods of clusters and nanoparticles (Pulsed Laser Ablation
in Liquids284, Pulsed Laser Deposition etc.) or laser ablation-based chemical analy-
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Figure E.1: Outline of the measurement apparatus.

sis techniques (Laser-Induced Breakdown Spectroscopy, Laser-Ablation Molecular
Isotopic Spectrometry etc.). Laser-generated shock waves have been extensively
reported in Laser Ablation in Liquids250,251,252,253,40,254,255 and Schmidt head waves,
sometimes also named Mach cones, have been observed in the liquids256,257,258, as
well as in the target285,286. Laser-generated shock waves are an issue because they
can damage the target (see supplementary material in Chemin et al.50), but also
lead to local changes of the crystal structure of the target40,287,288,289,175.

E.2 Measurements

E.2.1 Experimental Set-up

A pulsed laser is used in order to trigger surface shock-front and observe the
shock-wave290,291 in liquids using shadowgraphy48. The third harmonic of a YAG-
Nd pulsed laser (355 nm, 5 ns, 10 Hz, 0.5-100 mW) is focused on various samples
immersed in water. The shadowgraph setup is composed of a 30 mW cw diode
laser (445 nm) and an iCCD camera from Andor (reference, 1024×1024 pixels) as
shown on figure E.1 (b). An objective Zoom 6000 from Navitar is mounted on the
iCCD camera with a spatial resolution of 44 µm. The iCCD records the image of
the ablation point at a time delay with the laser pulse of ∼ 1 µs and a gating of
5 ns. It is better to work slightly out of focus to increase the contrast. The delay
between the ablation pulse and the camera is controlled by a digital delay/pulse
generator DG645 from Stanford Research Systems.

The characteristics of the ablation laser have little importance on the obser-
vation of the phenomena and shock waves in laser ablation in liquids (LAL) have



254 ANNEX E. MEASUREMENT OF ELASTIC MODULI

water

quartz

(c)

steel 403L

water

1 mm

2 mm

Laser pulse

Laser pulse

S wave

P wave

(b)

(a)

leaky-

Figure E.2: (a) Representation of the different observed waves. (b) image obtained
by shadowgraphy technique with a gating of 5 ns, 1 µs after laser shot. The
horizontal shock wave correspond to homogeneous heating of the target by diffused
laser light in the water. The oblique shock waves in the water are generated by
(i) the leaky-Rayleigh surface wave and (ii) the bulk P-wave. The spherical wave
corresponds to the laser-generated compression wave in the liquids. (c) image
obtained by shadowgraphy of the ablation on quartz plate. The transparency of
the material enables to observe the bulk waves and reflections on the bottom of
the plate.
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been observed in many configurations250,251,252,253,40,254,255,256,257,258.
This measurement method was tested on 7 different material in order to demon-

strate its efficiency. Materials are selected to be isotropic in order to simplify the
calculations. They are referenced in the table E.5 with their tabulated mechanical
properties. Despite being roughly flat, no particular attention have been given to
the surface state of the material.

The power of the laser needs to be high enough to trigger the shock wave but
can be reduced to minimize the damage to the sample. A complete study of the
laser power influence of the signal and target surface is given in the section E.3.6.
In the case of a silicon buffer, 9 mW was enough to measure both angles. After
20 shots, the crater created was only a few µm deep and 200 µm wide. This
technique remains gentle on the sample. Of course, the impact of the laser pulse
on the target depends also on the target itself, a brittle target being more likely
to be damaged as the pressure can reach a few GPa (see annex D)

E.2.2 Observations

Typical images obtained are shown in figure E.2 for a steel target (b) and a trans-
parent quartz plate (c). At steel target is used for illustration because shock-waves
are particularly clear with this material. The quartz target is used because it is
transparent and enables to observe the shock-front in the bulk material. Figure E.2
(a) corresponds to a scheme of the different waves observed. First one can observe
in the liquid a hemispherical shock-wave propagation from the ablation spot. This
shock-wave is the one discussed in the annex D. On figure E.2 (b) one can observe
on the top of this hemispherical shock-wave, a horizontal line. It corresponds to
a shock-front generated by the fast expansion of the target’s surface absorbing
diffused light from the laser pulse. This shock-front appears even if the laser is not
focused and if there is no ablation. On figure E.2 (c), the horizontal wave is not ob-
served because the quartz sample is transparent and diffused light is not absorbed.
In the quartz plate, one can observe two hemispherical shock-front corresponding
to the transverse propagation mode (S-wave) and the longitudinal propagation
mode (P-wave). P-waves are faster than S-waves and come first. One can also
notice the reflection of the P-wave front on the quartz plate’s bottom. Oblique
lines corresponds to shock-front generated by the coupling waves propagating in
the sample and the liquid. On figure E.2 (c), one can notice that the first one forms
a small angle with the target in a position corresponding to the P-wave location.
This shock-front arises from the coupling of the bulk P-wave with the liquid. The
second one forms a larger angle with the target in a position close to the P-wave
location. It corresponds to the coupling of the surface leaky-Rayleigh wave with
the liquid. The position of the leaky-Rayleigh wave is really close to the position of



256 ANNEX E. MEASUREMENT OF ELASTIC MODULI

the P-wave as represented on figure E.2 (a). One can wonder is the resulting wave
observed in the liquid is due to the S-wave or the leaky-Rayleigh wave. Measured
velocities are in better agreement of the leaky-Rayleigh wave, which is more likely
to have strong couplings with the liquid (see figure E.4 (b)). The surface Scholte
wave cannot be observed as it is localized just inside the hemispherical shock-wave,
in a very disturbed area.

For materials with bulk waves velocities lower than the sound velocity in the
liquid (c0), one cannot actually observe these waves. For instance, one cannot
observe the leaky-Rayleigh wave in the case of gold target in water because the
S-wave velocity is too low. These observations are very similar to observations
from Zhang et al. with a similar measurement set-up and shock waves created by
nano pulse lithotripsy292.

E.3 Wave velocities and elastic moduli

It is possible to measure the elastic moduli from the shock-front observation. The
shock-front angle due to the P-wave and the leaky Rayleigh waves provides the
velocity of the bulk S-wave and P-wave respectively. Using both of these velocities,
one can deduce the ratio E/ρ and ν, with E the Young modulus, ρ the density
of the material and ν the Poisson ratio. In a first part, an approximated solution
considering the Rayleigh wave (defined in vacuum) instead of the pseudo-Rayleigh
wave is exposed. This approximation lead to a systematic error of a few percent
in the end result which is usually less than the error on the measurement due to
the accuracy of the angle determination (see section E.3.5). In a second part, the
exact solution considering pseudo-Rayleigh waves is treated which implies heavier
calculation.

E.3.1 Approximated solution

Here the pseudo-Rayleigh wave is assimilated to the Rayleigh wave defined for the
interface between a solid and vacuum. In that case, an approach solution of the
Rayleigh wave velocity cR is given by293:

cR = cT

√

28ν + 22

21ν + 29
(E.1)
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with cT the velocity of the transverse wave (S-wave) and ν the Poisson’s ratio.
The relation between the angles and the velocities are:

sin(θR) =
c0
cR

sin(θL) =
c0
cL

(E.2)

with c0 the sound velocity in the liquid, cL the velocity of the longitudinal wave
(P-wave) and θR and θL the angles of both waves with the direction perpendicular
to the surface. For an isotropic material, the mechanical parameters E and ν are
related to cL and cT through:

cT =

√

1

2(1 + ν)

E

ρ

cL =

√

1− ν

(1 + ν)(1− 2ν)

E

ρ

(E.3)

Combining both equations, one can deduce that:

(
cT
cL

)2

=
1− 2ν

2(1− ν)
(E.4)

and using equation E.1 we introduce γ which depends only on ν as:

γ =

(
cR
cL

)2

=
1− 2ν

2(1− ν)
× 28ν + 22

21ν + 29
(E.5)

Inversion of this equation gives a solution of ν depending only on γ:

ν =
4− 4γ −

√

625γ2 − 1075γ + 324

7(3γ − 4)
(E.6)

with

γ =

(
cR
cL

)2

=

(
sin(θL)

sin(θR)

)2

(E.7)

Here one can notice that the measurement of the Poisson’s ratio from the mea-
surement of both angle does not depend on the sound velocity in the liquid (c0)
nor the density of the material (ρ). It does not depend on any calibration.
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One can then calculate the ratio E/ρ as:

E

ρ
= 2(1 + ν)

21ν + 29

28ν + 22

(
c0

sin(θR)

)2

(E.8)

or:
E

ρ
=

(1 + ν)(1− 2ν)

1− ν

(
c0

sin(θL)

)2

(E.9)

depending on the angles measured with the better precision, or an average of both.

In the case of the approximated solution, the propagation of the error can be
fully calculated and is presented in the section E.3.5.

E.3.2 Exact solution

The second calculation method consider the leaky-Rayleigh wave. In that case,
there is no approximation, and we just consider that c0 < cT < cL. The ve-
locity of the pseudo-Rayleigh wave is given by the complex root of the following
polynomial294:

P (c) =

[(

2− c2

c2T

)4(

1− c2

c20

)

− 16

(

1− c2

c2T

)(

1− c2

c2L

)(

1− c2

c20

)

− ρ20c
8

ρ2c8T

(

1− c2

c2L

)]2

− 64
ρ20c

8

ρ2c8T

(

1− c2

c2T

)(

1− c2

c2L

)2(

1− c2

c20

)

(E.10)

with ρ0 the density of the liquid. The complex root corresponding to the leaky-
Rayleigh velocity c̄RF has to verify three condition (C1, C2 and C3):

(C1) c̄RF has to be solution of:

(

2
c2T
c̄2RF

− 1

)2

− 4
c2T
c̄2RF

√

c2T
c̄2RF

− c2T
c2L

√

c2T
c̄2RF

− 1

±ρ0
ρ

√

c2T
c̄2RF

− c2T
c2L

√

c2T
c̄2RF

− c2T
c20

= 0.

(E.11)
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here, the real part of √ are by convention positive.
(C2)

Re(c̄RF )Im(c̄RF ) > 0 (E.12)

(C3) The absolute value of c̄RF real part is lower than the transverse wave
velocity:

|Re(c̄RF )| < cT (E.13)

The roots of P (c) corresponding to these criteria are down to two with opposite
signs. They correspond to the same evanescent wave reversing time. The relation
between the measured angle θR and c̄RF is:

tan(θR) =

∣
∣
∣
∣
∣
∣
∣

Re
(

1
c̄RF

)

Im
(√

1
c̄2RF

− 1
c20

)

∣
∣
∣
∣
∣
∣
∣

(E.14)

cL can be easily determined from the measurement of the angle associated with
the L-wave using equation E.2. From known values of cL, c0, ρ0 and ρ, and a given
value of cT one can deduce the roots of E.10 and select the one corresponding
to leaky-Rayleigh wave thanks to the conditions E.11-E.13 giving c̄RF (cT ). The
equation E.14 provides the angle θcalcR (cT ) one should observe for this value of cT .
The difference with the measured angles ∆θR(cT ) = θcalcR (cT )− θmeas

R is minimized
in order to obtain the measured value of cT . One can then use measured values
of cT and cL and the equation E.3 to determine the elastic moduli of the target
material.

E.3.3 Measurement condition

In order to be able to measure elastic moduli, one need to be able to observe
both waves in the liquid. The conditions for that are cR > c0 and cL > c0. It
depends both on the target material properties and sound velocity in the liquid. In
figure E.3 (right), one can observe the condition on E/ρ and ν for the observation
of both waves. It was calculated considering the Rayleigh wave approximation and
various liquids. Rectangles correspond to the range of elastic moduli of common
materials. One can observe that water is suited to measure most of them. Yet, for
soft metals like gold or plastics like PVC, other liquids with lower sound velocities
are required such as Perfluoro-n-hexane. Materials such as rubber or skin cannot be
characterized by this technique. Figure E.3 (right) represents the same conditions
to observe the shock-front due to L-wave only. This can be useful to measure its
velocity.
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Figure E.3: Condition on E/ρ and ν of the material for observation of both lon-
gitudinal L wave (P-wave) and Rayleigh wave or only L wave depending on the
liquid used.

E.3.4 Results

In order to test the measurement technique, we selected 7 materials known as
isentropic: YAG, YIG, GGG, Al, Al2O3, LiNBO3 and Ti (see the column samples
in the table E.5). Crystals and ceramics are grown in the laboratory by Czochralski
(Cz) technique with radio frequency induction heating in an iridium crucible in
the team of Kheirreddine Lebbou. Metals are pure targets. The interest of using
isotropic materials is to test the measurement technique without considering the
dependence of the sound velocities over the propagation direction. A quantification
of the anisotropy of each material is given by the coefficient reported in the column
AU of the table E.5. It corresponds to the universal anisotropy index295. For a
perfect isotropic material AU = 0 and the higher it is, the less isotropic is the
material.

On each of these sample the angles were measured from images corresponding
to ablation in water. Measurement was done by hand on ImageJ. The average
is given in the column “direct measurement” of the table E.5. Depending on the
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Figure E.4: (a) Comparison between the longitudinal wave (P-wave) velocities cL
measured and tabulated on the materials presented in the table E.5. (b) Compar-
ison between the transverse wave (S-wave) velocity cT and leaky-Rayleigh wave
velocity cR tabulated and the measured wave velocity. Comparison between the
measured and tabulated Young’s coefficient E (c) and Poisson ratio ν (d).

samples and the quality of the images, an average is calculated from 6 to more
than 20 images. The error corresponds to the standard error multiplied by the
student coefficient for a confidence level of 95%.

Figure E.4 (a) corresponds to the comparison between the longitudinal veloc-
ities measured from the θL measurement considering the relation sin(θL) = c0/cL
and the tabulated values297,296,131. Error bars corresponds to the propagation of
the error on the angle considering the sound velocity in the liquid to be known
(c0 = 1483 m/s). Discrepancies can arise from differences between the tabulated
value and the real values for the measured sample.
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Figure E.5: Table of the different target materials used, the measured angles,
deduced velocities and elastic moduli. Au corresponds to the Universal elastic
anisotropy index295. Tabulated value are extracted from Huang et al.296, Kushibiki
et al.297 and CRC handbook131.

Figure E.4 (b) corresponds to a comparison of the measured velocity from the
θR measurement considering the relation sin(θR) = c0/cR and the tabulated values
of cR (in black) and cT (in gray)297,296,131. The measured velocities are in better
agreement with the cR from tabulated values, which indicates that the observed
wave-front is indeed due to the Rayleigh wave and not to the transverse wave (S-
wave). Here, the relation corresponds to the Rayleigh wave approximation. The
values of cR considering the leaky Rayleigh wave are not shown here because they
are so close to the approximated solution one cannot make the difference on the
plot.

Results on the calculation of E and ρ are given in the table E.5 in the case
of the Rayleigh approximation and considering the leaky-Rayleigh solution. Both
calculation techniques lead to extremely similar results and differences can only
be seen on the last digit, within the error range. These values are compared of
the tabulated values (see table E.5) in figure E.4 (c) for the Young modulus and
figure E.4 (d) for the Poisson’s ratio. Errors are given by the propagation of the
error on the angle measurements considering the tabulated densities. The Young
modulus is in very good agreement with the tabulated values and with good uncer-
tainties. Poisson’s ratio is harder to determine because of the large uncertainties.

E.3.5 Precision of the measurement

The technique presented here might become an interesting tool to measure elastic
moduli. In that perspective, a precise discussion on the error is important. Here
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is presented the error propagation on the calculation method using the Rayleigh
approximation. In particular, it is interesting to see how the error on the angles’
measurement impacts the error on the results.

The error on the angle measurement arises from three different origins: (i) the
process repeatability (ii) the imaging and (iii) the image processing.

In the first case, it is a statistical fluctuation difficult to control. In the second
case, one need to ensure the fact that there is no deformation of the image for
the angle measurement. This error can be easily measured by imaging geometrical
patterns in the same configuration of the experiment. In our case, we checked that
the deformation of the angle was below 0.1o for a right angle, that is to say about
1% of the measurement. In the third case, the error depends strongly on the angle
measurement technique. Here manual pointing on ImageJ was used. The error
comes mainly from the blurriness of the image. With our images, one is able to
measure an angle with an error of about 0.1o for clear images and 0.5o for the
worst images used. In both cases, the error (ii) and (iii) appears to be negligible
with respect to (i). It is thus possible to adopt a statistical treatment for the
error. By increasing the number of measurements, one can reduce the error on the
average. For a given confidence level on the result, one can thus adapt the number
of measurements considering no other origin for the error.

Definition of the error

The repeatability of the measurement come from the statistical distribution of the
measurements θi (i=L, R) on the same sample. One can estimate the true value of
the angle with the average θ̄i of ni measurements θi and an interval for a two-sides
100× (1− x) % confidence given by:

[

θ̄i − tni−1
x/2

s√
ni

, θ̄i + tni−1
x/2

s√
ni

]

(E.15)

where tni−1
x/2 is the Student’s coefficient and si the unbiased estimate of the variance

given by:

s2i =
1

ni − 1

n∑

j=1

(θj − θ̄i)
2 (E.16)

The larger is the number of measurements, the more precise is the estimation of
the average. In our case, this error appears to be larger than the error on the
angle measurement. In figure E.6 (a) we can show the distribution deviation from
the average of all the 379 measurements done on all the samples. As expected,
this follow a binomial distribution with a global standard deviation of sθi = 1.0o.
One can expect that this standard deviation is a good estimation of the true value
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considering the large number of measurements. This distribution actually consider
both the error due to the variability between two measurements but also the vari-
ability when we measured the angle. We believe these variations come mostly from
the target surface state as it changes from one measurement to another. By using
a clean, polished surface, one can expect this distribution to spread less. Indeed,
46 measurements are done on Si buffer whose surface is very much clean and the
distribution has a deviation of about σ = 0.65o (see figure E.6 (b)).

In order to calculate the error on ν and E, we considered the error propagation
as following. Let us consider a quantity f(aj) with aj some random variable with
a standard deviation sj. In our case f is ν or E and aj correspond to the two
angles θL and θT . Thus, we have that f is also a random variable and its deviation
can be calculated as:

s2f =
∑

j

(
∂f

∂aj

)2

s2j (E.17)

Then one can define a confidence interval exactly the same way we did for angles.

Calculation of the error on E and ν

In the case of E, its expression also depends on Cliq and ρ which are not random
variables but which have some uncertainties. Here, these errors are not considered
for the clarity of the calculation and discussion.

In order to simplify the calculation, we introduce Xi = sin(θi)
2 and γ =

XL/XR.

s2Xi
=

(
∂Xi

∂θi

)2

s2θi and

(
sXi

Xi

)2

=

(

2
sθi

tan(θi)

)2

(E.18)

s2γ =

(
∂γ

∂XL

)2

s2XL
+

(
∂γ

∂XR

)2

s2XR
and

(
sγ
γ

)2

=

(
sXL

XL

)2

+

(
sXR

XR

)2

(E.19)
Because ν depends only on γ one can directly write the standard deviation as:

s2ν =

(
∂ν

∂γ

)2

s2γ and
(sν
ν

)2

= F(γ)2
(
sγ
γ

)2

(E.20)

with

F(γ) =
γ

4− 4γ −
√

625γ2 − 1075γ + 324

8
√

625γ2 − 1075γ + 324 + 1775γ − 2356

2(3γ − 4)
√

625γ2 − 1075γ + 324
(E.21)
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Figure E.6: Distribution of the variations from the average computed for all our
379 measurements (a) and the 46 measurements on Si buffer (b). Red curves
corresponds to normal distributions with σ corresponding to the experimental
standard deviation of the distributions. Evolution of the Error functions F (c)
and G (d) in terms of γ. Plot of the relative error sν/ν (e) and sE/E (f) in terms
of the two angles measured, considering the average sθ measured from (a).

The value of F(γ)2 depending on γ is represented on figure E.6 (c) with a solid
line. This function increases extremely fast with the value of γ and explains why
the error on ν is so important for materials with large γ values.

E depends on XL or XR such that:

s2E =

(
∂E

∂XL

)2

s2XL
+

(
∂E

∂XR

)2

s2XR
(E.22)
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and
(sE
E

)2

= (1 + G(γ)2)

(
sXL

XL

)2

+ G(γ)2
(
sXR

XR

)2

(E.23)

with:

G(γ) =
2ν2(2− ν)

(1− ν)(1 + ν)(1− 2ν)
F(γ) (E.24)

with ν a function of γ:

ν =
4− 4γ −

√

625γ2 − 1075γ + 324

7(3γ − 4)
. (E.25)

The value of G(γ)2 depending on γ is represented on figure E.6 (c) with a dashed
line. G(γ)2 decreases with γ. For low values of γ, G(γ)2 ≃ 1 and the error on the
measurement of θL is two times more important than the one on θR. This trend
increases with γ and for γ > 0.35 the error on θR becomes negligible. There is no
value of γ for which the error diverges. This explains why the precision on E is
better.

E.3.6 Threshold in power density

The laser power was set using a diaphragm cutting part of the laser beam and
measured using a Nova II power meter mounted with a high energy pyroelectric
sensor. For each power, the target was shot in the exact same condition 20 times.
Shadowgraph images were recorded at the same time. The target chosen is a buffer
of silicon. The very clean surface of the buffer enable clear observation of the
ablation spot. In order to characterize how much our measurement is destructive,
the craters are imaged with a VHX7020 microscope from Keyence which enable
topography measurement (see figure E.7 (a-d)). 9 different pulse powers were used
from 0.5 to 90 mW indexed from 1 to 9. Measurements enable to measure the
topography on the crater and measure its diameter (e), depth (f), and volume (g).
The higher the energy of the pulse, the larger the crater and the more invasive the
measurement. In parallel, shock wave imaging for laser power of 0.5, 9 and 90 mW
is reported in figure E.7 (h). When the power is too low (0.5 mW), ablation is not
strong enough to observe oblique shock-wave easily and measure the elastic moduli.
In order to better quantify the possibility of measurement from an image, one can
define some signal intensity. If the signal intensity is large enough, one should be
able to measure an angle. The signal intensity (see figure E.7 (i)) is defined as the
sum of the pixel difference between one image and a background image taken just
before the shutter opens, without ablation. This sum is down on the area of the
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image on the right of the hemispherical shock wave. In this experiment, it was
found that the measurement was possible with a power of 9 mW (signal intensity
> 1×1010) which corresponds to a crater of about 200 µm diameter. The depth of
the crater is very low and never exceed 3 µm. Thus, the volume ablated material
for a use-full measurement is about 3×104 µm3 that is to say in the case of silicon
70 ng for 20 pulses. These measurements are done with 20 shots on the same spot
in order to enable depth measurement. In order to measure the 20 angles, one
could rather change the ablation spot. This would increase the damage surface
but reduce the depths.

E.4 Conclusion

Observation of the laser-generated shock-waves in a liquid enables to observe shock-
fronts due to the propagation of P-waves in the bulk material and leaky-Rayleigh
surface waves. The angle formed by these shock-fronts and the target surface can
be directly related to the wave velocities. The measurement of these velocities
can then be related to the mechanical properties of the material. In particular,
one can use Rayleigh-wave approximation to easily measure the local Poisson’s
ratio and Young modulus of isotropic material. This technique has been tested on
7 different isotropic materials and give results in good agreement with tabulated
values. The error due to Rayleigh-wave approximation is negligible compared to
the exact solution given by the leaky-Rayleigh wave. In the case of an anisotropic
material, one should consider the direction of propagation of the wave. In that case,
changing the orientation of the sample would enable to determine the elastic tensor
coefficients. The precision of the measurement is limited by the repeatability of
the ablation process. By increasing the number of measurements, one can reduce
the standard error on the average.

This technique is patented. It offers many advantages. It is an easy way to
measure Poisson’s ration and the ratio E/ρ with E the young modulus and ρ the
material density. This process requires no preparation of the sample (smoothing,
shaping, size calibration). It is low invasive, it removes only a few nanograms of
material. It could be used also for archaeological purpose. The measurement is
fast and provides values with a few percent errors. This could be used for new
material development or for quality control even directly on the finished product.
The process is not sensitive to surface aspect such are roughness or thin coating.

This technique requires little conditions. The sample has to be regular enough
on the observed range (a few mm) for the angle to be well-defined. One should
take care that the sample is not soluble in the liquid used. One need the Rayleigh
velocity and P-wave velocity to be both larger than the sound wave velocity in the
liquid.
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Figure E.7: Influence of the laser power on the observation of the phenomena and
the surface state of a Si buffer sample. (a) Image of the craters obtained after
20 shots for different laser power. (b) Imaging of the crater 3 for a 3 mW laser
power. (d) Profile of this crater for a 3 mW measured with a VHX7020 microscope
from a 3D reconstitution of the crater (c). Evolution of the crater diameter (e),
crater depth (f), and crater volume (g). (h) Shadowgraph images obtained for
0.5, 9 and 90 mW laser power. (i) Evolution of the oblique shock waves signal
with the laser power.



Annex F

Doping nanoparticles

F.1 Introduction

During my PhD, I also worked on the formation of nanoparticles generated by
Pulsed Laser Ablation in Liquids (PLAL). This topic is developed by David Amans
at the ILM for the generation of colloidal solution of nanoparticles. The formation
of the nanoparticles in PLAL raises similar questions to nucleation in gas phase.
Major differences are the conditions in the plasma with higher densities, larger
cooling rate and larger pressure.

One of the question raised by nucleation in liquids is the influence of the liquid
composition in the nucleation process. Influence of the liquid is important on the
formation of the nanoparticles. For instance, oxide particles are generated from
pure metallic targets in water and carbon shell appears for ablation in organic
liquids. One can wonder when and to what extent atoms from the liquid enter
the nucleation process. In particular, is it possible to dope the nanoparticles with
atoms from the liquid?

Here, the impact of the liquid composition on the nucleation is studied by ab-
lating pure Gd2O3 target in water containing Eu salts. The study of the produced
nanoparticles shows that the Eu atoms are part of the nucleation process and form
Gd2O3 : Eu monoclinique nanoparticles.

F.2 Article

269



Doping nanoparticles using pulsed laser ablation in
a liquid containing the doping agent†

Arsène Chemin,a Julien Lam, b Gaétan Laurens, a Florian Trichard,a

Vincent Motto-Ros, a Gilles Ledoux, a V́ıtězslav Jarý, c Valentyn Laguta, c

Martin Nikl, c Christophe Dujardin a and David Amans *a

While doping of semiconductors or oxides is crucial for numerous technological applications, its control

remains difficult especially when the material is reduced down to the nanometric scale. In this paper, we

show that pulsed laser ablation of an undoped solid target in an aqueous solution containing activator

ions offers a new way to synthesise doped-nanoparticles. The doping efficiency is evaluated for laser

ablation of an undoped Gd2O3 target in aqueous solutions of EuCl3 with molar concentration from

10�5 mol L�1 to 10�3 mol L�1. Thanks to luminescence experiments, we show that the europium ions

penetrate the core of the synthesised monoclinic Gd2O3 nanoparticles. We also show that the

concentration of the activators in the nanoparticles is proportional to the initial concentration in

europium ions in the aqueous solution, and a doping of about 1% ([Eu]/[Gd] atomic ratio) is reached. On

the one hand, this work could open new ways for the synthesis of doped nanomaterials. On the other

hand, it also raises the question of undesired penetration of impurities in laser-generated nanoparticles

in liquids.

1 Introduction

Doping of semi-conductors and oxides has been pivotal in the

development of modern technologies as it enables one to nely

tune electronic and optical properties of the materials.1–6 At the

nanometric scale, a crucial glass ceiling remains in the ability to

control the doping mechanisms.7,8 Indeed, being able to dope

on demand nanoparticles with the desired impurities is still

challenging because of self-purication mechanisms9 or affinity

issues between the impurities and the particles' surface during

their growth.10 In this context, the impurity positioning is a key

aspect at the nanometric scale,9,11 and chemical synthesis

methods do not always succeed at inserting the doping

elements inside the nanoparticles core.12,13

Alternative bottom-up techniques, where the system

undergoes highly non-equilibrium transitions, could be

a possible route towards the control of doping in nanoparticles.

Since the nineties,14 PLAL has proven its reliability and its

versatility to synthesise nanomaterials,15–23 including doped

nanoparticles.24–30 PLAL provides clean and ligand-free

surfaces,31 and can be operated continuously with production

rates of several grams per hour.32,33 Standard route to obtain

doped nanoparticles with this technique is to prepare a doped

bulk material as a pellet using solid state reaction before abla-

tion. Preparing a doped pellet is nevertheless not always

straightforward since it requires to follow thermodynamic

equilibrium pathways. Alternatively, using the solvent as

support for the doping agent exhibits high interests because

activators can be incorporated within the nanoparticle's matrix

in a one step process.

The fundamental mechanisms of PLAL have been studied in

a large number of contributions. For each laser pulse, the

ablation of the target leads to a hot and dense plasma.34–37 In the

case of nanosecond pulses, it has been shown that the nascent

plasma and the liquid partially merge in the rst few hundred

nanoseconds.38 A fast energy transfer from the laser pulse to the

liquid is then supported by the nascent plasma. Solvent mole-

cules are vaporised to form a vapour bubble, mainly composed

of the solvent molecules with respect to the ablated matter.19,39

Accordingly, atoms from the solvent can signicantly contribute

to the nal stoichiometry of the nanoparticles. Indeed,

numerous oxides were obtained starting from pure metal

targets ablated in water.40–47 Furthermore, carbon nitride

nanoparticles were obtained following the ablation of a carbon

target in ammonia.48,49 Similarly, the ablation of iron targets in

various organic solvents led to iron-based nanoparticles

including iron carbide (Fe3C), iron oxides, amorphous and

crystalline iron.50,51 The fast cooling (a few microseconds) of the

plasma mixed with solvent vaporised molecules leads to the
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nucleation and growth of nanoparticles with size ranging from

few nanometers to a few tens of nanometers. Their composition

can combine species from the ablated target and the solvent.

Although the role of the solvent molecules was already evi-

denced, the role of solvated ions or impurities is still poorly

documented. Using plasma spectroscopy, Matsumoto et al.52

showed the transfer of Li+ and Na+ ions dissolved in the liquid

into the plasma. Using SAXS, Letzel et al. showed that in the

case of a gold target ablation, adding Cl� ions in the aqueous

solution allows for a size quenching of the gold nanoparticles.

The size quenching is observed early within the cavitation

bubble.53 Such results demonstrate that the Cl� ions already

play an important role during the condensation of the plasma

by interacting with the nanoparticle surface during their

growth. However, these ions that were added within the solvent

could also penetrate the nanoparticles core. While such mech-

anism has not been investigated so far, it would offer a new

route to dope the nanoparticles by ablating undoped materials

in a salt solution. In addition, it also raises the question of the

penetration of unwanted impurities from the solvent which can

hinder the expected properties of the particles.

In order to evaluate the contribution of the solvent as

a doping media in PLAL, we performed the ablation of undoped

monoclinic phase Gd2O3 targets immersed in aqueous solu-

tions of EuCl3, for various salt concentrations. Gd2O3:Eu
3+ is

a well-known red luminescent sesquioxyde26,54,55 containing

gadolinium which is also known as contrast agent for nuclear

magnetic resonance imaging,56,57 but also as radiosensitizer.58

In addition, Eu3+ luminescence is sensitive to the crystal

structure, since it highly depends on the crystal eld symmetry

of the crystallographic sites. Eu3+ luminescence is thus known

as a very efficient structural probe. X-ray diffraction (XRD),

selected area electron diffraction (SAED) and high resolution

transmission electron microscope (HRTEM) measurements

reveal that the generated nanoparticles are in the monoclinic

phase. Luminescence properties (emission and excitation)

allow to clearly discriminate between emission from Eu3+ ions

in the core of the monoclinic Gd2O3 nanoparticles, and emis-

sion from the remaining salts or Eu3+ adsorbed on the Gd2O3

surface. Furthermore, the [Eu]/[Gd] ratio has been quantied

inside the plasma. Indeed, the amount of vaporised solvent,

and then the number of europium atoms inside the plasma are

obtained from fast imaging of the laser-induced cavitation

bubble, while the number of gadolinium atoms is deduced from

product weighing. The deduced [Eu]/[Gd] ratio inside the

plasma will be confronted to laser-induced breakdown spec-

troscopy (LIBS) performed on the dried powder for the highest

doped sample.

2 Experimental section
Synthesis (PLAL)

A graphical summary of the synthesis parameters is displayed in

Fig. 1. The ablation set-up uses a laser source based on a Master

Oscillator Power Amplier (MOPA) architecture from Fibercryst

company. The beam from a passively Q-switched kilohertz

Nd:YAG laser (1 kHz), operated at 1064 nm, is amplied using

a laser gainmodule (Taranismodule), which consists in a diode-

pumped Nd:YAG single crystal ber.59 Each pulse is 500 ps long

and has an energy of 1.5 mJ. The Gaussian TEM00 beam (beam

quality M2 < 1.3) is expended to reach a 1/e2 diameter 2w of

6.5 mm, and is then focused at the surface of the target using

a F-Theta scan lens with 160 mm focal length. The expected

beam waist 2w0 on the target is then 44 mm. It leads to a surface

power density of 2 � 1011 W cm�2.

The targets of pure Gd2O3 are made from a powder of

gadolinium(III) oxide with a purity of 99.9% (Sigma-Aldrich, CAS

number 12064-62-9). The powder is pressed and then annealed

in an oven at 1400 �C during 6 h. X-ray diffraction shows that the

targets are in the monoclinic phase (see Fig. S5 in ESI†).

Synthesis parameters are reported in Table 1. For each

synthesis, a target is positioned in a 50 mL beaker lled with

10 mL of a solution of deionized water and Eu(III) ions. Euro-

pium(III) chloride hexahydrate from Strem Chemicals (CAS

number 13759-92-7) with a purity of 99.9% is dissolved in order

to reach ve different concentrations from 10�5 mol L�1 to

10�3 mol L�1. The maximum concentration is dened by

a technical limitation of our current protocol. From 5 �

10�3 mol L�1 the solution remains milky and the ablation

efficiency drastically decreases because of the scattering of the

laser light. By keeping the salt concentration below

10�3mol L�1, we ensure the reproducibility of the ablated mass.

Steering mirrors are used to move the ablation spot on the

target over a squared area of 11 mm side. The ablation spot is

moved of 10 mm every 5 shots forming lines, and each line is 30

mm spaced. The whole solution is gently stirred using

a magnetic stirrer to evacuate the produced nanoparticles from

the ablation spot. Each synthesis lasts for 20 min (1.2 million

shots), then only the supernatant is collected in order to avoid

microparticles resulting from a possible target crumbling

because of the laser-induced shockwaves.60 Nanoparticles are

collected by centrifuging the supernatant at 21 036 RCF during

10 min and washed with 10 mL of deionized water to remove

europium salt. Aer centrifugation, the resulting material

composed of clean powder is dissolved in 300 mL of deionized

water and put into a vessel made from UV plastic (1 cm2). For

each sample the water is then evaporated in order to obtain

Fig. 1 Graphical summary of the synthesis parameters.
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uniform lms with the same thickness enabling intensity

comparison on the measured luminescence spectra.

A negative control sample (named C) is synthesized in pure

deionized water during 20 min. Then EuCl3 salt is added to

reach a concentration of 10�3 mol L�1. The colloidal solution is

stirred and then washed following the above procedure. The

luminescence from the sample C will correspond to adsorbed

Eu3+ ions on the surface of the nanoparticles.

Characterisation

X-ray diffraction (XRD). X-ray powder diffraction patterns are

recorded at room temperature on a Bruker D8 Advance

diffractometer equipped with a sealed Cu X-ray tube and

a linear LYNXEYE XE detector. The Ka2 contribution is removed

in the X-ray diffraction pattern shown in Fig. 3a. The XRD are

performed on nanoparticles produced with the same protocol

(target, laser parameters), but scaled up in order to produce

above 50 mg: 400 min long ablation in a 200 mL EuCl3 solution

at 10�3 mol L�1. Contrary to the luminescence analysis, XRD is

very sensitive to possible residual micronic powder due to laser-

induced undoped target crumbling. A purication step is thus

added for this analysis. The colloidal solution is poured in 9 cm

high tubes (lling height 7 cm) and gently centrifuged at 50 RCF

during 10 min. The supernatant is then collected. All the

particles larger than 817 nm settle down and are thus removed,

and only a few percent of the nanoparticles smaller than 100 nm

are removed (see Fig. S3 in ESI†).

Transmission electron microscopy (TEM). For each

synthesis, a droplet of the as-produced colloidal solution is

poured onto a 400-mesh copper grid covered with ultra-thin

carbon on holey carbon support lm (reference 01 824 from

Ted Pella, Inc.). Transmission Electron Microscopy (TEM)

experiments are carried out on a JEOL 2100 HT microscope

operating at 200 kV. High resolution images are acquired using

a Gatan Orius 200 camera and electronic diffraction patterns

are analysed with the Digital Micrograph soware from Gatan

(see Fig. 3e and f). Selected area electron diffraction (SAED)

patterns are averaged radially in order to obtain the diffraction

pattern shown in Fig. 3b. Amorphous contribution of the

carbon layer was approximated by an exponential and removed.

Because a few thousands of particles are probed simulta-

neously, such a pattern can be interpreted as the powder pattern

of the smallest nanoparticles (a few nanometers), even if

contribution from larger particles are observed (see bright spots

in the SAED from particles of a few tens of nanometers). As

a consequence, such a pattern should be more considered as

a ngerprint than a quantitative powder pattern. The size

distribution in Fig. 2b is obtained from three different large

eld TEM images, including Fig. 2a. Nanoparticles were auto-

matically detected with the plug-in Particles Sizer in ImageJ61 and

diameters were deduced from their areas.

Luminescence. To measure the luminescence spectra dis-

played in Fig. 4b, samples were excited by a UV LED source from

Thorlabs (LED290W) emitting at 293 nm (FWHM¼ 13 nm). The

luminescence was collected by an optical ber and fed into

a monochromator (Triax 320 from Jobin Yvon) with a Peltier-

cooled charge coupled device (CCD) array detector. Calibra-

tion of the wavelengths was performed with a spectral calibra-

tion lamp. Each spectrum displayed corresponds to the

Table 1 Samples preparation for the different characterisation techniques (see text for details). The cut-off diameter of the sub-micronic
particles selection is about 800 nm (see Fig. S3 in ESI). The measurement of the ablatedmass per pulse is described in ESI. 2.0 ng of nanoparticles
are produced for each laser pulse

Characterisation techniques

Ablation

duration [min]

Solution

volume [mL]

Salt concentration

[mol L�1] Purication process

Luminescence, HRTEM, SAED 20 10 10�5 to 10�3 Sedimentation and 1 washing
Luminescence (sample C) 20 10 None then 10�3 Sedimentation and 1 washing

LIBS 20 10 10�3 Sedimentation and 10 washings

XRD 400 200 10�3 1 washing and sub-micronic particles

selection (<800 nm)
Ablated mass per pulse 315 & 380 200 10�3 1 washing and sub-micronic particles

selection (<800 nm)

Fig. 2 (a) Large field image (�20k) of Gd2O3 nanoparticles. (b) Size
distribution of 19 310 nanoparticles deduced from 3 large field images
(see Fig. S4 in ESI†) including image (a). The red curve corresponds to
a log-normal distribution fit (median size ¼ 8.0 nm, standard deviation
¼ 3.6 nm). (c) Corresponding mass distribution of the nanoparticles
(median size ¼ 19.7 nm).

This journal is © The Royal Society of Chemistry 2019 Nanoscale Adv., 2019, 1, 3963–3972 | 3965
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accumulation of 15 measurements with an accumulation time

of 5 s each. The position of the sample and settings were

systematically kept identical in order to achieve the same light

collection efficiency and to provide accurate comparison of the

intensities.

Fig. 5 shows photoluminescence excitation (PLE) spectrum.

PLE was measured by a custom made spectrouorometer

5000M Horiba Jobin Yvon, using a steady state deuterium lamp

as excitation source. Single grating monochromators and

photon counting photomultiplier based detectors were used for

the emission light collection. The spectrum was corrected from

the wavelength dependence of the light source intensity.

[Eu]/[Gd] atomic ratio

Because of the strong interaction between the laser generated

plasma and the liquid, a signicant amount of liquid and salt is

vaporised for each pulse.39 The combination of the matter from

the vaporised liquid and from the ablated target is the starting

material forming the doped nanoparticles. It is thus crucial to

evaluate the [Eu]/[Gd] atomic ratio in the plasma, which is

deduced from two distinct measurements. On the one hand, the

average number of gadolinium atoms in the plasma is obtained

from the amount of gadolinium oxide vaporised: 2.0 ng per

pulse estimated from product weighing (standard deviation

0.18 ng, see ESI†), leading to 6.6 � 1012 Gd atoms per pulse

(standard deviation 0.6 � 1012). On the other hand, for the

average number of europium atoms in the plasma, we rst

computed the amount of vaporised solvent and then assumed

that the europium concentration is the same in the liquid

solution and in the vaporised solvent because of the extremely

fast vaporisation. Such assumption is justied by recent works

from Tamura et al. which showed that in the rst hundred

nanoseconds the nascent plasma and the liquid partially

merge.64 As a result, the solvent vaporisation is fast enough that

the ions dissolved in the liquid can directly transfer into the

plasma.52 To obtain the amount of vaporised liquid, the

dynamics of the bubbles is recorded using shadowgraph.19,39

Shadowgraph imaging

The shadowgraph images are collected by an ultrafast camera

(Phantom v711 from Vision Research) coupled with a zoom lens

system (Zoom 6000 from Navitar). The light source is

a continuum HeNe laser (632.8 nm, P ¼ 13 mW) coupled to

a diffuser. The camera frame rate is 215 800 frames per second.

Each image is 128 � 128 px2 representing 1.44 � 1.44 mm2. The

resolution is 22 mm. A complete schematic description of the

experimental setup is given in ref. 39. Data from 35 bubbles

have been used to provide statistical analysis. The average life-

time of the rst oscillation is 106 ms (standard deviation 17 ms).

The average maximum bubble radius is 0.46 mm (standard

deviation 0.1 mm). The bubble lifetime until the rst collapse

follows a linear trend with respect to the maximum bubble

radius. Such a behaviour is consistent with the theoretical

Rayleigh collapse time65 (dashed red curve in Fig. 6a), even if the

measured lifetimes appeared somewhat longer than the theo-

retical ones. Aer the rst collapse, rebounds of smaller

bubbles can also be observed. The pressure in the vapour

bubble is deduced from the Rayleigh–Plesset (RP) equation. The

processing of data using RP equation is fully described in our

previous work.39 The bubbles follow an isentropic process until

Fig. 3 (a) X-ray diffraction pattern of the long synthesis sample (see text for details). The theoretical peak positions for cubic (Powder Diffraction
File 00-012-0797 from ICDD), hexagonal (04-016-2410) and monoclinic (00-042-1465) crystal structures are displayed. (b) Diffraction pattern
obtained by radial averaging of the selected area electron diffraction (SAED) shown in (d). The selected area corresponds to image (c). (e) HRTEM
image of a particle in the monoclinic phase and (f) the associated fast Fourier transform.
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the rst collapse. Assuming the ideal gas law holds, a lower

limit of the number of vapour molecules inside the bubble is

obtained assuming that the vapour temperature remains

lower than the water critical temperature (Tc ¼ 647 K). The

average number hNi of vapour molecules is 2 � 1015 (standard

deviation 1.3 � 1015). The latent heat of vaporisation of

2 � 1015 water molecules corresponds to 0.14 mJ (9% of the

laser pulse energy). The vapour bubbles are therefore mostly

composed of water molecules with respect to the number of

ablated atoms (see Fig. 6b). For a 10�3 mol L�1 EuCl3 solution,

the deduced amount of europium ions in each bubble is

estimated to be 3.6 � 1010 (standard deviation 2.4 � 1010). It

leads to an atomic ratio [Eu]/[Gd] in the plasma of 0.55%

(standard deviation 0.37%).

Laser-induced breakdown spectroscopy (LIBS)

The resulting [Eu]/[Gd] atomic ratio in the produced nano-

particles is deduced from LIBS. LIBS method is today consid-

ered as a robust analytical method and numerous articles in the

literature report on its quantication ability.66–71 Moreover,

Fig. S1 in ESI† shows that LIBS is reliable to quantied the

[Eu]/[Gd] atomic ratio in the case of europium-doped Gd2O3 for

[Eu]/[Gd] extending from 0.1% to 3%. LIBS only consumes a few

mg of nanoparticles powder per analysis, which is a signicant

advantage in regards to other analytical techniques, such as ICP

methods which require at least 100 mg of materials. Few

hundreds of mg of nanoparticles powder are deposited on

a microscope slide with the help of a double-sided adhesive

tape. Themicro-LIBS instrumentation used Nd:YAG laser pulses

of 1064 nm, with an energy of 2 mJ, a pulse duration of 8 ns, and

a repetition rate of 20 Hz. Details about the experimental setup

can be found in ref. 72 and 73. In order to spatially conne the

plasma, the measurements were performed at room tempera-

ture with argon gas owing through the plasma region

(1.5 L min�1). A beam shutter was used to control the delivery of

the laser pulse to the sample. A unique plasma was produced for

each sampling position. In total, 30 single shots spectra were

recorded for each sample. The light emitted by the plasma

plume was collected and focused onto the entrance of an optical

bre bundle. This bre bundle was composed of 19 bres with

a 200 mm core diameter. It was connected to a Czerny–Turner

spectrometer equipped with a 2400 L mm�1 grating blazed at

300 nm and an intensied charge-coupled device (ICCD)

camera (Shamrock 500 and iStar, Andor Technology). The ICCD

camera was synchronised to the Q-switch of the laser and the

spectrum acquisition was performed with delay and gate of 2 ms

and 2 ms, respectively. For such delayed gate, the plasma cooling

leads to a lowest electronic temperature which inhibits the

emission from the highest excitation levels, and then the

emission of gadolinium (major element). It leads to a better

Fig. 4 (a) Luminescence spectra of reference Gd2O3:Eu monoclinic
nanospheres,62 cubic nanoplatelets,63 and europium(III) chloride
hexahydrate salt. (b) Luminescence spectra of the nanoparticles ob-
tained by ablation of pure gadolinia in Eu3+ solution at different
concentrations. The black line corresponds to the reference sample C,
i.e. undoped nanoparticles matured in a 10�3 mol L�1 solution of EuCl3
and then washed. The spectral resolution is 2 nm (FWHM). (c) Inte-
grated signal between 620 nm and 640 nm for each concentration
(monoclinic signature). The red dot corresponds to the signal from the
reference sample C. The error bars correspond to the standard devi-
ation of the amount of ablated material over 5 ablations. Solid line is
a reading guide representing a linear power law.

Fig. 5 Excitation spectrum of the nanoparticles synthesised in
a solution of 10�3 mol L�1 of europium salt. Emission at 625 nm
integrated over 32 nm (FWHM of the spectral resolution). The spectral
resolution of the excitation spectrum is 4 nm.

This journal is © The Royal Society of Chemistry 2019 Nanoscale Adv., 2019, 1, 3963–3972 | 3967
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visibility of the selected EuI line. The width of the entrance slit

of the spectrometer was set to 15 mm. With this conguration,

a typical spectral resolution of 0.05 nm is achieved. All the data

treatment was realised by using the lines EuI at 466.18 nm and

GdI at 460.29 nm (see Fig. 7). These lines were chosen because

they are rather isolated and did not show any apparent satura-

tion effects. The net intensities of both emission lines were

extracted using a baseline subtraction. The relative calibration

of the [Eu]/[Gd] atomic ratio was performed using a reference

sample, containing an [Eu]/[Gd] atomic ratio of 1%.

3 Results and discussion
Nanoparticles characterisation

Size distribution. The typical size distribution (particle

count) and mass distribution (mass weighted size distribution)

are shown in Fig. 2b and c, respectively. The size distribution

(particle count) follows a log-normal distribution. Red curve

corresponds to the tted log-normal distribution with a median

size of 8.0 nm. Yet, a second population of larger nanoparticles

up to 100 nm is observed. Being rare, their number is negligible

in comparison to the rst population but their mass is not. As

shown in Fig. 2c, half of the produced mass corresponds to

nanoparticles with a diameter larger than 19.7 nm. Indeed,

bimodal size distributions are generally observed,74–77 with

a rst fraction of particles with sizes below 20 nm and a second

fraction of particles of a few tens of nanometers. The origin of

bimodal size distributions in femto- and picosecond laser

ablation in liquids has been addressed by Shih et al. using

a large-scale atomistic simulation.78–80 Looking at the ablation

of silver, they suggested a critical role of the dynamic interac-

tions between the ablation plume and the liquid environment.

Nucleation and growth of small nanoparticles occur in an

expanding metal–liquid mixing region, while the larger parti-

cles originate from the fragmentation of the molten layer on the

target through Rayleigh–Taylor instabilities.80 The bimodal size

distribution is expected to appear very early during the plasma

cooling. Small angle X-ray scattering (SAXS) supports the early

appearance of the bimodal size distribution.53,81–84 It also shows

that the nanoparticles remain conned in the vapour bubble

during a few hundred microseconds, until the bubble collapses.

Following this scenario, only the fraction of the smallest parti-

cles originated from the plasma condensation is expected to be

doped in the core.

Crystallographic phase. First, XRD measurement performed

on the obtained nanoparticles at a large scale is shown in

Fig. 3a. The pattern clearly corresponds to a monoclinic phase,

and no obvious impurity phases are detected. The Scherrer

equation is applied to peak widths (FWHM) of the six main

peaks observed in the powder diffraction pattern between

28.15� and 32.4� ((111), (401), (�402), (003), (�310) and (�112)).

Fig. 6 (a) Bubble lifetime (first collapse) as a function of the maximum
bubble radius RM. Dots correspond to 35 individual bubbles. The red
dashed line corresponds to the theoretical Rayleigh collapse time65

for an oscillation TRCL ¼ 1:83RM

ffiffiffiffiffi

r

P0

r

ðr ¼ 997 kg m�3 water density

and P0 ¼ 101 kPa external pressureÞ. (b) The averaged amount of
vaporised molecules per pulse is deduced from the dynamics of 35
bubbles. The error bar corresponds to 68% confidence interval
(�standard deviation computed from 35 bubbles). The amount of
ablated atoms per pulse is deduced from the product weighing
(see ESI†). (c) Shadowgraph snapshots of a laser-generated bubble.
The numbers stand for the delay after the nanosecond laser pulse.

Fig. 7 LIBS spectroscopy. Typical atomic emission observed on
a sample of Gd2O3:Eu nanoparticles. The red arrows show both lines
used to quantify the atomic ratio [Eu]/[Gd].
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It leads to an average domain size of 54 nm. It appears that the

diffraction pattern is mostly governed by the largest particles,

which is consistent with a median size of 19.7 nm for the mass

weighted size distribution (see Fig. 2c). Therefore, SAED and

HRTEM are also employed to investigate the crystal structure of

the smallest nanoparticles (<10 nm). Typical low resolution

TEM and high resolution TEM captured on the sample syn-

thesised with 10�4 mol L�1 of EuCl3 salt are displayed in Fig. 3c

and e respectively. The diffraction pattern is deduced from

a radial averaging of the SAED acquired on a large area [see

Fig. 3b–d]. Such a pattern being acquired over few thousand

nanoparticles is similar to their powder diffraction pattern.

Again, the monoclinic Gd2O3 diffraction pattern explains very

well the experimental observation. Then FFT has been per-

formed on about 25 high resolution images of particles as

shown in Fig. 3e and f. Crystallographic planes always match

monoclinic phase. Altogether, XRD, SAED and HRTEM show

that a monoclinic phase is obtained for both the largest and the

smallest gadolinium oxide nanoparticles. This is consistent

with previous reports on PLAL-generated doped and undoped-

Gd2O3 nanoparticles of above 10 nm. Indeed, monoclinic Gd2O3

nanoparticles have been produced from laser ablation of a pure

Gd target in water.41 Monoclinic nanoparticles of co-doped

Gd2O3 phosphors have been produced from laser ablation of

co-doped Gd2O3 target, namely Gd2O3:Er,Yb
27 and

Gd2O3:Yb,Tm.30

At room pressure and temperature, the cubic phase is the

most stable form for Gd2O3 bulk crystal. Monoclinic phase is

observed for temperature higher than 1130 �C.85 However,

a crossover in polymorph stability is oen reported at the

nanoscale. For several oxides such as Al2O3, TiO2, and ZrO2, the

differences in surface energy stabilise polymorphs that are

metastable in the bulk when a critical surface area is exceeded.86

Same behaviour has been reported for nanoparticles syn-

thesised by laser ablation of a Gd2O3:Eu pellet in a Low Energy

Cluster Beam Deposition setup. The particles with a size lower

than 2.8 nm are mainly in the monoclinic phase while the larger

ones are mainly in the cubic phase.54 PLAL seems to enable the

stabilisation of larger particles in the monoclinic phase. Large

energy deposition, leading to a plasma of a few thousands of

kelvin,19,37 combined with very fast cooling rate above 10 K ns�1

(ref. 19) can contribute to the stabilisation of metastable

phases.

Evidence of core doping: luminescence properties

The Eu3+ emission strongly depends on the crystal eld and

thus on the symmetry of the crystallographic sites. The radiative

transition intensities can be deduced from Judd–Ofelt

theory,87,88 and extensive simulations have been performed to

look at the inuence of the crystal-eld on the trivalent

lanthanide emission and absorption.89–93 As an example, in

cubic-Gd2O3, Eu
3+ are in crystal sites with C2 symmetry and S6

symmetry.47,94 It leads to an emission spectrum which can be

easily distinguished from the emission spectrum of Eu3+ in

monoclinic-Gd2O3 characterized by three non-equivalent Cs

crystallographic sites47 (see Fig. 4a). The luminescence lines are

thus a signature of the occupied crystallographic sites. More-

over, the crystal eld on surface sites is different from the crystal

eld in the core of the matrix.

Fig. 4b shows the emission spectra of the samples when

excited at 293 nm (FWHM 13 nm). This excitation wavelength

covers both the charge-transfer band Eu–O and the 8S7/2 /
6IJ

intra-congurational transition of Gd3+ (see Fig. 5). It then

favours the excitation of the europium ions in the vicinity of

gadolinium or oxygen atoms. Eu2O3 is not expected since

a strong luminescence quenching appears in pure Eu2O3. In

Fig. 4b, we can observe the europium emission corresponding

to the intra-congurational transitions 5D0 /
7FJ for J in [0, 4]

(see Fig. 4a). For samples ablated in EuCl3 solutions (coloured

curves), luminescence spectra have features consistent with

Eu3+ emission for europium in the Cs crystallographic sites of

monoclinic Gd2O3 (620–640 nm band and 705–720 nm band).

The observed emission broadening comes from an inhomoge-

neous broadening commonly reported for nanoparticles of

lanthanide-doped sesquioxydes when they are not

annealed.24,26,55,95,96 Moreover, Gd3+ and Eu3+ have identical

outer electronic orbitals and Gd2O3 is an ionic structure, it is

then highly unlikely to nd Eu3+ in an interstitial position. At

last, a more direct assessment of the core doping comes from

the negative control sample (sample C). It corresponds to pure

Gd2O3 nanoparticles matured in a solution of EuCl3
(10�3 mol L�1). Sample C only exhibits moderate emission in

the 580–600 nm, 610–620 nm and 680–705 nm wavelength

ranges which corresponds to the emission from surface-

adsorbed Eu3+ or remaining europium salt, but not from Eu-

doped monoclinic Gd2O3 (see Fig. 4a). Emission and excita-

tion spectra, as well as the negative control sample, show that

the europium ions penetrate the core of the nanoparticles

during the growth.

Doping efficiency

In the following, we will quantify the amount of europium

doping atoms inside Gd2O3 matrix. A rst insight is given by the

luminescence intensity comparison. Fig. 4c shows the inte-

grated signal between 620 and 640 nm which corresponds to

a characteristic feature of Eu3+ emission in monoclinic Gd2O3.

Even if complex growth mechanisms involving highly non-

equilibrium processes are at stake, our results demonstrate

that the luminescence intensity is proportional to the EuCl3
concentration over two orders of magnitude. The linear trend

also shows that the luminescence concentration quenching

mechanism does not appear, which is conrmed by the emis-

sion lifetime remaining milliseconds (see ESI†). The absence of

quenching shows that the atomic ratio [Eu]/[Gd] remains below

a few percents in the nanoparticles.97,98 In addition, the ratio is

measured using LIBS on powder synthesised in a solution of

10�3 mol L�1, then washed ten times to avoid any remaining

salt (see Fig. S2 in ESI†). LIBS measurement leads to an atomic

ratio [Eu]/[Gd] equal to 0.83% (standard deviation 0.015%). This

value is reliable with respect to the LIBS sensitivity (see Fig. S1

in ESI†). Moreover, this value is consistent with the ratio in the

plasma equal to 0.55% (standard deviation 0.37%).
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Mechanism of nanoparticles generation

The nanoparticles with a size bellow a few tens of nanometers

are assumed to nucleate and grow during the fast plasma

cooling.78–80 In such a scenario, the ratio [Eu]/[Gd] in the

nanoparticles core would linearly depend on the ratio [Eu]/[Gd]

in the plasma. Indeed, Gd and Eu atoms are very similar in size

and electronic properties and almost no differences are to be

expected in the condensation process. Our ndings are

consistent with such a scenario, including a fast vaporisation of

the solvent during the plasma lifetime,52 and nucleation/growth

mechanisms taking places during the fast plasma cooling.

Moreover, the fast cooling rate above 10 K ns�1 (ref. 19) can

contribute to the stabilisation of the monoclinic crystal struc-

ture which is supposed to be metastable for the particle size

reported in our work.

4 Conclusions

Laser ablation of a gadolinium oxide in an europium chloride

solution leads to europium doped gadolinium oxide nano-

particles in the monoclinic structure. We then demonstrated

experimentally that impurities from the solvent can effectively

penetrate the core of the nanoparticles as they grow. With our

technique, the doped nanomaterials are indeed obtained in

a highly versatile single step process. We reached a doping of

about 1% ([Eu]/[Gd] atomic ratio), and we showed that the

doping concentration is proportional to the initial concentra-

tion of europium ions in the solvent over two orders of

magnitude. This nding is an additional conrmation to the

current understanding of the generation process of the nano-

particles of a few nanometers in PLAL: (i) the interaction

between the laser generated plasma and the liquid leads to

solvent vaporisation, and (ii) following a fast cooling of the

plasma, nucleation and growth of the nanoparticles occurs in

an environment composed of ablated target and vaporised

solvent. This work could open new ways for the synthesis of

doped nanomaterials, but it also raises the question of unde-

sired penetration of impurities in laser-generated nanoparticles

in liquids.
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E. Bräuer-Krisch, H. Requardt, F. Lux, J.-L. Coll, P. Perriat,

S. Roux and O. Tillement, Sci. Rep., 2016, 6, 29678.

59 I. Martial, F. Balembois, J. Didierjean and P. Georges, Opt.

Express, 2011, 19, 11667.

60 L. Berthe, R. Fabbro, P. Peyre, L. Tollier and E. Bartnicki, J.

Appl. Phys., 1997, 82, 2826.

61 T. Wagner and J. Eglinger, Thorstenwagner/ij-particlesizer:

v1.0.9 Snapshot release, 2017.

62 D. Wawrzynczyk, M. Nyk, A. Bednarkiewicz, W. Strek and

M. Samoc, J. Nanopart. Res., 2014, 16, 2690.

63 N. M. Maalej, A. Qurashi, A. A. Assadi, R. Maalej,

M. N. Shaikh, M. Ilyas and M. A. Gondal, Nanoscale Res.

Lett., 2015, 10, 215.

64 A. Tamura, A. Matsumoto, K. Fukami, N. Nishi and T. Sakka,

J. Appl. Phys., 2015, 117, 173304.

65 L. Rayleigh, Philos. Mag., 1917, 34, 94–98.

66 E. Negre, V. Motto-Ros, F. Pelascini, S. Lauper, D. Denis and

J. Yu, J. Anal. At. Spectrom., 2015, 30, 417–425.

67 J. Menneveux, F. Wang, S. Lu, X. Bai, V. Motto-Ros, N. Gilon,

Y. Chen and J. Yu, Spectrochim. Acta, Part B, 2015, 109, 9–15.

68 S. J. Pandey, M. Martinez, F. Pelascini, V. Motto-Ros,

M. Baudelet and R. M. Gaume, Opt. Mater. Express, 2017,

7, 627–632.

69 S. C. Jantzi, V. Motto-Ros, F. Trichard, Y. Markushin,

N. Melikechi and A. De Giacomo, Spectrochim. Acta, Part B,

2016, 115, 52–63.

70 C. Gerhard, J. Hermann, L. Mercadier, L. Loewenthal,

E. Axente, C. R. Luculescu, T. Sarnet, M. Serltis and

W. Vioel, Spectrochim. Acta, Part B, 2014, 101, 32–45.

71 D. A. Hartzler, C. R. Bhatt, J. C. Jain and D. L. McIntyre, J.

Energy Resour. Technol., 2019, 141, 070704.

This journal is © The Royal Society of Chemistry 2019 Nanoscale Adv., 2019, 1, 3963–3972 | 3971

Paper Nanoscale Advances

O
p

en
 A

cc
es

s 
A

rt
ic

le
. 

P
u

b
li

sh
ed

 o
n

 3
0

 A
u

g
u

st
 2

0
1

9
. 

D
o

w
n

lo
ad

ed
 o

n
 5

/6
/2

0
2

1
 2

:4
8

:5
0

 P
M

. 

 T
h

is
 a

rt
ic

le
 i

s 
li

ce
n

se
d

 u
n

d
er

 a
 C

re
at

iv
e 

C
o

m
m

o
n

s 
A

tt
ri

b
u

ti
o

n
 3

.0
 U

n
p

o
rt

ed
 L

ic
en

ce
.

View Article Online



72 V. Motto-Ros, E. Negre, F. Pelascini, G. Panczer and J. Yu,

Spectrochim. Acta, Part B, 2014, 92, 60–69.

73 L. Sancey, V. Motto-Ros, B. Busser, S. Kotb, J. M. Benoit,

A. Piednoir, F. Lux, O. Tillement, G. Panczer and J. Yu, Sci.

Rep., 2014, 4, 6065.

74 J.-P. Sylvestre, A. V. Kabashin, E. Sacher and M. Meunier,

Appl. Phys. A: Mater. Sci. Process., 2005, 80, 753–758.

75 G. Cristoforetti, E. Pitzalis, R. Spiniello, R. Ishak and

M. Muniz-Miranda, J. Phys. Chem. C, 2011, 115, 5073–5083.

76 G. Cristoforetti, E. Pitzalis, R. Spiniello, R. Ishak,

F. Giammanco, M. Muniz-Miranda and S. Caporali, Appl.

Surf. Sci., 2012, 258, 3289–3297.

77 G. Marzun, J. Nakamura, X. Zhang, S. Barcikowski and

P. Wagener, Appl. Surf. Sci., 2015, 348, 75–84.

78 C.-Y. Shih, C. Wu, M. V. Shugaev and L. V. Zhigilei, J. Colloid

Interface Sci., 2017, 489, 3–17.

79 C.-Y. Shih, M. V. Shugaev, C. Wu and L. V. Zhigilei, J. Phys.

Chem. C, 2017, 121, 16549–16567.

80 C.-Y. Shih, R. Streubel, J. Heberle, A. Letzel, M. V. Shugaev,

C. Wu, M. Schmidt, B. Gökce, S. Barcikowski and

L. V. Zhigilei, Nanoscale, 2018, 10, 6900–6910.

81 S. Ibrahimkutty, P. Wagener, A. Menzel, A. Plech and

S. Barcikowski, Appl. Phys. Lett., 2012, 101, 103104.

82 P. Wagener, S. Ibrahimkutty, A. Menzel, A. Plech and

S. Barcikowski, Phys. Chem. Chem. Phys., 2013, 15, 3068–

3074.

83 S. Ibrahimkutty, P. Wagener, T. d. S. Rolo, D. Karpov,

A. Menzel, T. Baumbach, S. Barcikowski and A. Plech, Sci.

Rep., 2015, 5, 16313.

84 S. Reich, P. Schönfeld, P. Wagener, A. Letzel,

S. Ibrahimkutty, B. Gökce, S. Barcikowski, A. Menzel,

T. dos Santos Rolo and A. Plech, J. Colloid Interface Sci.,

2017, 489, 106–113.

85 M. Foex and J.-P. Traverse, Comptes Rendus des Séances de
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Quantitative sensitivity of LIBS

Figure 1 shows an assay performed on the quantita-
tive sensitivity of LIBS in the case of europium-doped
Gd2O3. The experimental conditions detailed below
are identical to those reported in the manuscript with
the exception of the Gd I emission at 462.44 nm was
used, which is similar to the Gd I at 460.29 nm (both
are rather isolated and did not show any apparent
saturation effects). For europium the lines Eu I at
466.18 nm is used (see Figure 1a). The micro-LIBS in-
strumentation used Nd:YAG laser pulses of 1064 nm,
with an energy of 2 mJ, a pulse duration of 8 ns,
and a repetition rate of 20 Hz. Details about the ex-
perimental setup can be found in references [1, 2].
In order to spatially confine the plasma, the measu-
rements were performed at room temperature with
argon gas flowing through the plasma region (1.5
L.min−1). A beam shutter was used to control the
delivery of the laser pulse to the sample. A unique
plasma was produced for each sampling position. In
total, 30 single shots spectra were recorded for each
sample. The light emitted by the plasma plume was
collected and focused onto the entrance of an opti-
cal fibre bundle. This fibre bundle was composed of

∗Univ Lyon, Univ Claude Bernard Lyon 1, CNRS, Institut

Lumière Matière, F-69622, Villeurbanne, France.
†Center for Nonlinear Phenomena and Complex Systems,

Code Postal 231, Université Libre de Bruxelles, Boulevard du

Triomphe, 1050 Brussels, Belgium
‡Inst Phys AS CR, Cukrovarnicka 10, Prague 16200, Czech

Republic
§corresponding author

19 fibres with a 200 µm core diameter. It was con-
nected to a Czerny−Turner spectrometer equipped
with a 2400 l/mm grating blazed at 300 nm and
an intensified charge−coupled device (ICCD) camera
(Shamrock 500 and iStar, Andor Technology). The
ICCD camera was synchronised to the Q-switch of
the laser and the spectrum acquisition was perfor-
med with delay and gate of 2 µs and 2 µs, respecti-
vely. For such delayed gate, the plasma cooling leads
to a lowest electronic temperature which inhibits the
emission from the highest excitation levels, and then
the emission of gadolinium (major element). It leads
to a better visibility of the selected Eu I line. The
width of the entrance slit of the spectrometer was set
to 15 µm. With this configuration, a typical spectral
resolution of 0.05 nm is achieved. The net intensities
of both emission lines were extracted using a baseline
subtraction.
Four reference samples with an [Eu]/[Gd] atomic
ratio extending from 0.1 % to 3 % are measured (Par-
ticles synthesized by polyol-mediated synthesis [3]).
Figure 1b shows measured [Eu]/[Gd] atomic ratio
performed on the four reference samples. The linear
regression conducted to a good linearity (R2=0.996)
and confidence hyperboles [4] were plotted (95% con-
fidence level). It shows that the concentration me-
asured for the 10−3 mol/L sample lies in the con-
centration range for which LIBS measurements are
relevant.
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Figure 1: Measurement on samples washed only one
times. (a) LIBS spectroscopy. Typical atomic emis-
sion observed on a sample of Gd2O3:Eu

3+ nano-
particles. The red arrows show both lines used to
quantify the atomic ratio [Eu]/[Gd] in (b). (b) Four
reference samples (dots) from polyol-mediated syn-
thesis [3], with a [Eu]/[Gd] atomic ratio range exten-
ding from 0.1% to 3%. The error bars correspond to
the standard deviation computed from 30 successive
measurements. The linear regression conducted to a
rather good linearity (R2=0.996). Confidence hyper-
boles are plotted in green (95% confidence level).

Purification procedure efficiency

evaluated by LIBS

Because each characterisation requires different qua-
lity of purification and amount of matter, three syn-
thesis were achieved in the same conditions than de-
scribed in the main manuscript for an EuCl3 salt
concentration of 10−3 mol.L−1. The first one (1P,

for Luminescence) was washed according to the pre-
vious protocol. The second one (2P, for DRX) was
washed twice and the third one (10P, for LIBS) was
washed ten times. Figure 2a shows the normalised
luminescence spectra of the samples recorded on a
FS5 Spectrofluorometer (excitation from 265 nm to
275 nm, spectral resolution 1 nm, integration time
0.3 s, each spectrum is averaged over five acquisiti-
ons). Figure 2b shows the amount of Europium in
each sample evaluated by LIBS. We can assume than
after ten washing, there is no remaining solvated salt.
It also appears that the purification has no signi-
ficant influence on the luminescence spectra. This
is consistent with the excitation wavelengths used,
which cover both the charge-transfer band Eu-O and
the 8S7/2 →

6IJ intra-configurational transition of
Gd3+. It then favours the excitation of the europium
ions in the core of the Gd2O3 matrix, or surface-
adsorbed europium.

Ablated mass per pulse

The amount of ablated mass is determined by wei-
ghting size selected particles resulting from two diffe-
rent ablations. They are respectively performed du-
ring 380 min and 315 min in 200 mL of EuCl3 solu-
tion at 10−3 mol.L−1. The ablation duration enables
to produce a significant amount of material. After
ablation, the colloidal solution is poured in 9 cm high
tubes (filling height 7 cm) and gently centrifuged at
50 RCF (rotor diameter 10.4 cm) during 10 min. The
supernatant is then collected. All the particles lar-
ger than 817 nm settle down and are thus removed,
and only a few percents of the nanoparticles smaller
than 100 nm are removed (see Figure 3). The super-
natant is centrifuged at 13130 RCF during 14 h in or-
der to precipitate the nanoparticles. The targets, the
particles larger than 817 nm and the nanoparticles
(<817 nm) are dried out in an oven at 90 oC du-
ring 10 h and weighted on a micro-balance separately.
2.0 ng (Standard deviation 0.18 ng) of nanoparticles
is produced for each laser pulse, which corresponds
to only 13 % of the ablated material. According to
the mass weighted size distribution, it corresponds to
nanoparticles smaller than 100 nm.
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Figure 2: a) Luminescence spectra of the nanopar-
ticles obtained by ablation of pure gadolinia in Eu3+

solution at 10−3 mol.L−1 washed 1, 2 and 10 times.
b) [Eu]/[Gd] percentage in the corresponding sam-
ples measured by LIBS. Error bars correspond to the
confidence interval of 99.7% (three times the stan-
dard deviation).

Size distribution

The typical size and mass distribution are calculated
from three different large field TEM images shown
in figures 4a,b,c. Nanoparticles were automatically
detected using ImageJ software and its plug-in Par-

ticles Sizer [5]. Figure 4d shows the detected particles
in red from the image c. The diameters were defined
as the area equivalent diameter.

X-ray diffraction

The X-ray diffraction patterns displayed in figure 5
clearly show that both nanoparticles and targets are
monoclinic Gd2O3. No obvious impurity phases are
detected. The intensities in the nanoparticle’s pat-
tern fit very well the theoretical powder diffraction
intensities. The peaks are broadened compared to the
target’s pattern. According to Scherrer equation ap-
plied to peak widths, the diffraction pattern is go-
verned by the larger particles. The intensities in the
target’s pattern deviate from the theoretical powder
diffraction intensities. It shows that the elaboration
procedure of the pellets (annealed pressed powder)
leads to a partial grain orientation.

Excitation spectrum and lumine-

scence decay

Figure 6 shows photoluminescence excitation (PLE)
spectrum and photoluminescence decay curve. They
were measured by a custom made spectrofluorome-
ter 5000M Horiba Jobin Yvon, using a steady state
deuterium lamp (PLE spectrum) and a microsecond
xenon pulsed flash lamp (PL decay) as excitation
sources. Single grating monochromators and photon
counting photomultiplier based detectors were used
for the emission light collection. Spectra were correc-
ted for the instrumental response and a convolution
procedure was applied to the decay curves to deter-
mine true decay times (SpectraSolve software pac-
kage, Ames Photonics).

The luminescence lifetime in the millisecond range
(see figure 6b) is consistent with the emission from

3



Figure 3: Percentage of removal for different size of Gd2O3 particles (density 7.41 g.cm−3) in water as a
function of the Relative Centrifugal Force times the centrifugation duration. The tube filling height is 7 cm.
The velocity of sedimentation is based on the Stoke’s law. The sub-micronic particles selection performed
corresponds to RCF × t = 50 ∗ 600 = 3× 104.
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a) b)

d)c)

Figure 4: a,b,c) Large field images used to compute the size distribution. d) corresponds to the image
processing performs on image c) using the plug-in Particles Sizer [5] of ImageJ software.
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Figure 5: X-ray diffraction pattern measured on a
bulk target (a), and on the dry nanoparticles (b).
The theoretical peak positions for cubic (Powder Di-
ffraction File 00-012-0797 from ICDD), hexagonal
(04-016-2410) and monoclinic (00-042-1465) crystal
structures are displayed.

forbidden f-f transition. The biexponential fitting is
consistent with the reported in-homogeneous broade-
ning of the luminescent spectra.
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Figure 6: (a) Excitation spectrum of the nanopar-
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of europium salts. Emission at 625 nm integrated
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spectral resolution of the excitation spectrum is 4 nm.
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decay for excitation at 274 nm (6IJ level of Gd3+)
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