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RÉSUMÉ 
 

Le but de ce travail de thèse est le développement et la validation de codes de calcul de type 

mécanique des fluides numérique, ou CFD (Computational Fluid Dynamics), ainsi que de 

nouvelles méthodologies pour évaluer la qualité de l’air en zone urbaine. Pour cela, la 

méthodologie RANS en écoulement transitoire (Unsteady Reynolds-Averaged Navier-Stokes) 

est retenue et deux nouveaux codes de calcul sont développés. Ceci inclut un modèle à 

convection forcée (FCS) pour modéliser les atmosphères neutres, ainsi qu’un modèle à 

convection mixte (MCS) pour modéliser les atmosphères stables et instables, mais aussi 

d’autres phénomènes tels que les effets de la végétation. Les résultats de ces deux codes de 

calcul sont comparés à sept cas tests expérimentaux réalisés en soufflerie, mais aussi sur le 

terrain. Les résultats montrent des erreurs de moins de 10% sur les concentrations modélisées, 

et que les échanges intérieurs/extérieurs peuvent être modélisés de façon performante. La 

question du domaine de calcul incluant les dimensions du domaine, le maillage, les conditions 

aux limites, les émissions et la concentration de fond est traité dans un contexte d’ingénierie 

visant à l’amélioration de la modélisation de la qualité de l’air en environnement urbain. 

Plusieurs nouvelles méthodologies sont développées et validées incluant des méthodologies 

pour évaluer les concentrations en dioxyde d’azote sur la base des concentrations en oxydes 

d’azote, pour évaluer la distribution continue du vent sur la base de données discrètes issues 

des roses des vents, ou encore pour évaluer les concentrations moyennes annuelles sur la base 

de résultats numériques ponctuels. L’intérêt et le potentiel de ce type de modèle numérique et 

de méthodologies sont enfin mis en avant et des exemples d’application à des fins de 

conception, de compréhension et de diagnostic sont présentés. 

 

Mots-clefs : CFD, RANS, qualité de l’air, pollution atmosphérique, zones urbaines, 

environnement.  



14 
 

 

ABSTRACT 
 

The aim of this thesis is the development and the validation of Computational Fluid Dynamics 

(CFD) solvers and new methodologies to assess air quality in urban areas. To do so, the 

Unsteady Reynolds-Averaged Navier-Stokes methodology (URANS) is chosen and two new 

solvers are built. It includes a Forced Convection Solver (FCS) for neutral atmospheres 

modelling and a Mixed Convection Solver (MCS) for stable and unstable atmospheres 

modelling where other important phenomena such as the effects of vegetation are also 

considered. The results of these solvers are compared to seven test cases including wind tunnel 

and in-situ experiments which show that an error of less than 10% can be expected on modelled 

concentrations, but also that indoor/outdoor exchange can be efficiently modelled. The issue of 

computational domain including domain extension, meshing, boundary conditions emissions 

and background concentrations for air quality modelling in urban areas are dealt in an 

improvement approach, especially in the engineering context. Numerous new methodologies 

are developed and validated, and their limits assessed including methodologies to assess 

nitrogen dioxide concentrations based on nitrogen oxides concentrations, to assess continuous 

wind distributions based on discrete data such as given by wind roses or to assess mean annual 

concentration based on punctual numerical results. The interest and potential of such numerical 

models and methodologies is lastly highlighted and examples of application for the purpose of 

design, understanding and diagnosis are presented. 

 

Keywords: CFD, RANS, air quality, atmospheric pollution, urban areas, environment. 
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Chapter 1:  

Introduction 

   

The issue of air quality … 

Air quality has become a major issue over the past years. According to the Global Health 

Observatory data (GHO) from the World Health Organization (WHO), it was around 8 million 

people who prematurely died in 2016 as a result of exposure to air pollution (WHO, 2016a, 

2016b). Still according to this source, this number corresponds to around 7.6% of all deaths 

during this year and includes both ambient (outdoor) and household (indoor) air pollution-

related deaths with a respective number of 4.2 million and 3.8 million deaths. Over the 

European continent, it was around 500 000 of premature deaths with around 83% related to 

PM2.5 (particulate matter under 2.5 µm) exposure, 14% to NO2 (nitrogen dioxide) exposure and 

3% to O3 (ozone) exposure (European Environment Agency, 2019). Finally, in France, it was 

48 000 people who prematurely died from PM2.5 exposure linked to human activities (Santé 

Publique France, 2016).  

Indeed, air pollution has a direct impact on health, increasing the number of diseases (Anderson 

et al., 2012; Chauhan et al., 1998; Kagawa, 1985; Kim et al., 2015), but also on the 

environment (Fu et al., 2017; Likens et al., 1979; Wang et al., 2020). The risks over human 

health are increased for people living in the vicinity of high-traffic roads (H. Chen et al., 2017; 

Finkelstein et al., 2004; Petters et al., 2004) often in urban areas. The United Nations stated 

that, in 2018, more than 50% of people were living in urban areas (82% in America and 74% 

in Europe) and that this percentage will continue to grow to reach 68% in 2050 (United 
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Nations, 2019). Additionally, it is more than 9 over 10 people from the world’s population who 

live in places where air quality exceeds acceptable levels (WHO, 2018). 

  

… the response of international organizations … 

By linking all the previous facts, it becomes clear that measures and actions must be taken to 

change the situation. In this perspective, the World Health Organization gave guidelines in 

terms of pollutant concentrations not to exceed with different temporalities (annual, monthly, 

daily and hourly concentrations) (WHO, 2017). In the same way, the European Union (EU) 

gave limit values and air quality targets (EU, 2008). Many compounds are covered by these 

regulatory values and, among them, nitrogen dioxide (NO2) and particulate matter (PM) have 

been selected as air pollutants with the highest priority (WHO, 2005). The guidelines and the 

limit values given by both the WHO and the EU for these pollutants are summarized in Table 

1.1. 

 

Table 1.1 – Summary of the WHO and EU limit values and guidelines for nitrogen dioxide and particulate matter 

 NO2 PM10 PM2.5 

European Union limit values    

Annual value 40 µg/m3 40 µg/m3 25 µg/m3 

Daily value - 
50 µg/m3 (not to be 
exceeded more than 
35 times per year) 

- 

Hourly value 
200 µg/m3 (not to be 
exceeded more than 

18 times a year) 
- - 

European Union targets    

Annual value 40 µg/m3 30 µg/m3 10 µg/m3 

World Health Organization 
guidelines 

   

Annual value 40 µg/m3 20 µg/m3 10 µg/m3 

Daily value - 50 µg/m3 25 µg/m3 

Hourly value 200 µg/m3 - - 
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… and their consideration in France 

In France, in order to comply with the regulatory values and to move towards the target values 

and the guidelines, local actions have already been taken and are of different types. On the one 

hand, we can mention the atmospheric protection plans, “PPA” in French, which applies to 

agglomerations with more than 250,000 inhabitants and to areas in which air quality limit values 

are not reached. These plans include diagnosis, actions and information plan, as well as alert 

and evaluation procedures to ensure, for a given deadline, that air quality standards are reached. 

As an example, the agglomeration of Strasbourg with around 550,000 inhabitants, including 10 

to 20% of whom are living in areas subject to limit values exceedances, has its own atmospheric 

protection plan (DREAL, 2014). On the other hand, more local actions can be mentioned such 

as the limitation of vehicles allowed to travel in some city centers, during high pollution periods 

or the progressive banning of diesel vehicles, as planned in the city of Strasbourg by 2025 and 

its agglomeration by 2030.  

With the various actions taken, the air quality is expected to improve in the future (European 

Commission, 2013). However, it will take time to see a significant improvement. In the 

meantime, air quality and the impact of the measures taken will have to be monitored. In France, 

this role is held for several years by organizations called “AASQA” for “Associations Agréées 

de Surveillance de la Qualité de l’Air”, i.e., air quality monitoring organizations approved by 

the Ministry of Ecology. These organizations are located in all regions of France for a total 

number of 18 regional agencies. They are responsible for carrying out annual monitoring reports 

on air quality but also for alerting citizens and collectivities in the event of pollution peaks. 

Although measuring pollutant concentrations using sensors gives a concrete result on air 

quality, this method suffers from some drawbacks. Indeed, the use of sensors alone makes it 

possible to study air quality in the present but does not allow it to be studied in the future by 

including possible traffic and building evolution. In addition, a sensor gives a result at a given 

point (latitude, longitude) and at a fixed altitude, which does not allow a complete spatial 

representation of the air pollution in all the three dimensions. Indeed, air pollution show a high 

spatial variability and especially in urban areas. Numerical modelling  can then become 

complementary to on-site measurement. 
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Modelling air quality at urban scale 

Numerical modelling applied to air quality has several advantages (Michelot et al., 2015) 

which can be summarized in three categories:  

- Diagnosis, by assessing the exposure of populations to air pollution. 

- Design, by assessing the impact of the layout and shapes of the building on the air flow 

and therefore on the transport of pollutants. 

- Understanding, by allowing to better understand the pollution dispersion phenomena in 

complex situations.  

- Forecasting, by assessing air pollution for the next days, inform and prevent high 

population exposure. 

Many different types of numerical models exist for air pollution modelling (Korsakissok, 

2009; Michelot et al., 2015). These models and their usual scale of use are summarized in 

Figure 1.1 based on the previous references. 

 
Figure 1.1 – Summary of the different types of numerical models available with their usual domain scales 

(CTM: Chemistry Transport Model). 

 

According to Figure 1.1, two categories of models exist, distinguishing between models where 

the flow is calculated and models where the flow must be calculated first and then used as input: 

• The first category corresponds to the Computational Fluid Dynamics (CFD) models 

where the flow around obstacles is computed by solving the flow equations and which 

includes three types of methodologies: the Direct Numerical Simulation (DNS) where 

the equations are directly solved, the Reynolds-Averaged Navier-Stokes (RANS) 
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methodology where the equations of the mean flow field are expressed, and the Large-

Eddy Simulation (LES) which is an intermediary between the two previous models 

(Marchesse, 2009).  

• The second category corresponds to models where the flow is not calculated (Gaussian 

models), or given as an input to a Lagrangian or Eulerian Chemistry-Transport Model 

(offline-coupled CTM), or also computed with a parametrization of the obstacles and 

not a direct computation (online-coupled CTM). For these models, obstacles such as 

buildings are not considered or indirectly considered. 

All of these models have different calculations costs and, therefore, different applications. 

Indeed, while Gaussian and Lagrangian models are mainly used for industrial-risk assessments, 

CFD models are mainly used for research purposes (Sportisse, 2008), especially LES and DNS 

models mostly used for research on turbulence (Korsakissok, 2009).  

In order to choose the best type of model to use at the urban scale, it is necessary to define what 

is referred to as “urban scale”. For the purpose of this research work, we define urban scale as 

a scale larger than a single building and smaller than a whole city. Thus, we considered that 

urban scale applies to areas with lengths ranging from around 100 m to around 1 km 

(neighbourhood scale). With this definition, two types of models seem to be appropriate: the 

CFD-RANS models and the Gaussians models.  

According to Mazzoldi et al. (2008), both CFD-RANS and Gaussian models are able to predict 

pollutant dispersion in open-field while the Gaussian models are easier for setting up model 

runs and gave shorter computation time. Studies done more recently are nonetheless telling us 

that CFD-RANS models give better results under non-flat terrain cases compared to Gaussian 

models (Kumar et al., 2015). Finally, for low-level sources such as traffic-related emissions 

and, furthermore, for high densely built-up areas, Gaussian models are poor in predicting 

pollutant concentrations compared to CFD simulations (Bady, 2017).  
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Development challenges of the CFD-RANS model 

As mentioned by Blocken (2014), the use of computational fluid dynamics for wind 

engineering, such as for air pollution modelling, is defined as Computational Wind Engineering 

(CWE). Several challenges are related to CWE for urban physics, “the science and engineering 

of physical processes in urban areas” (Blocken, 2015). Indeed, the state of the art in CFD air 

pollution modelling shows that many physical or chemical processes are governing the 

evolution of air pollutants in the Urban Canopy Layer (UCL). These phenomena are illustrated 

in Figure 1.2 and described further below.  

 

Figure 1.2 – Illustration of the physical or chemical processes are governing the evolution of air pollutants in the 

urban canopy layer. 

In addition, other questions can be raised such as which software choosing or which tools are 

still needed and can be developed to ease the use of CFD in applied contexts. These different 

points must be introduced in order to set the limits of this research work but also to formulate 

the questions on which this thesis tried to provide answers. 

Several CFD software does already exist for air pollution modelling and include ANSYS Fluent 

(de Lieto Vollaro et al., 2014), OpenFOAM (Fiates and Vianna, 2016), Code Saturne (Qu et 
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al., 2012), MISKAM (Belalcazar et al., 2010), STAR-CMM (Borge et al., 2018), 

PHOENICS (Liu et al., 2015), ENVI-met (Perini and Magliocco, 2014), etc. Among all these 

propositions, OpenFOAM offer several advantages: it is a free non-commercial and opensource 

software allowing visibility, modifications, and customization in the source code. For these 

reasons, OpenFOAM was therefore chosen for the purpose of this research work. However, as 

with other models, validations of the results are needed and the conditions of use for engineering 

applications are poorly described, while air pollution is strongly influenced by complex 

atmospheric processes. The scientific questions therefore remain open.   

 

Turbulence in the urban canopy layer (A) 

Turbulence in urban areas have an impact on pollutant dispersion and, particularly, on the 

turbulent diffusivity of pollutants (Tominaga and Stathopoulos, 2017). In addition, the use of 

CFD-RANS models requires the choice of a turbulence model that may over or underestimate 

the turbulence (Koutsourakis et al., 2012), which can therefore lead to poor estimations of 

pollutant concentrations. According to these elements, several questions can thus be raised. 

 Is a CFD-RANS model sufficient to good reproduce wind speed in urban areas for 

computational wind engineering applications? What is the best turbulence model for 

CFD-RANS air pollution modelling? How to consider the effects of turbulence on the 

pollutants transport?  

 

Atmospheric stability effects (B) 

The atmospheric stability depends on both mechanical and thermal effects (Sportisse, 2008). 

As a function of this stability, pollutant concentrations can change significantly resulting in 

higher but also lower concentrations and that for various configurations (Cheng et al., 2009; 

Finn et al., 2010). Thermal effects should therefore be included in the numerical software to 

consider these effects. 

 How to include thermal effects in the CFD code to model different atmospheric 

stability? Is a CFD-RANS model able to accurately reproduce effects of atmospheric 

stability on wind velocities and pollutant dispersion? What are the effects of 

atmospheric stability on pollutant concentrations? 
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Vegetation impact on pollutant dispersion (C) 

Urban forestry and tree planting are used in urban environment to adapt and mitigate air 

pollution to improve urban sustainability and human health (Salmond et al., 2016). It has been 

shown that trees are not only impacting pedestrian comfort by mitigating temperatures, but can 

also impact the pollutant concentrations by modifying the airflow and the dispersion of 

pollution (Santiago et al., 2019). This impact can be beneficial, but may also contribute to 

increase pollutant concentrations (Vos et al., 2013). Thus, in order to properly reproduce 

pollutants dispersion in urban areas, the effects of vegetation must be included in the numerical 

model. 

 How to reproduce the effects of vegetation on both flow field and pollutant 

concentrations in a CFD model? Is such a model able to reproduce accurately flow field 

and pollutant concentration field in real in-situ contexts? 

 

Effects of vehicles on the flow field (D) 

Vehicles have also an impact on the flow field. Indeed, as mentioned by Vachon et al. (2002), 

an increase in the traffic flux increase the turbulence and thus, the pollutant dispersion. Still 

according to these authors, with too high traffic the pollutant dispersion decreases due to traffic 

stagnation. Traffic-induced turbulence can therefore impact the pollutant concentrations in 

urban areas and need also to be considered in the CFD model. 

 How to include traffic-induced turbulence in the CFD model?  

 

Nitrogen oxides chemistry (E) 

Nitrogen oxides are involved in many chemical reactions in the atmosphere with other 

compounds such as ozone, Volatile Organic Compounds (VOCs), free radicals, etc. (Seinfeld 

and Pandis, 2016). Nitrogen dioxides (NO2) being a part of nitrogen oxides (NOx), it is 

therefore difficult to model its dispersion without taking this chemistry into account.  

 How to include the nitrogen oxides chemistry in the CFD model while keeping a 

calculation time compatible with engineering purposes? Is it possible to know the NO2 

concentration on the basis of NOx concentration only? 
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The needs for engineering applications  

The interest of the model to be developed is not only limited to research but also, and especially 

in the context of this thesis, to its application for applied purposes. Many other questions can 

therefore be raised about how to use and adapt it to the complexity of reality: 

 Are the usual inlet conditions adequate enough for computational wind engineering in 

complex situations (highly built-up areas) and, if not, is it possible to improve them? 

 

 How to take into account all wind conditions, such as direction and intensity, when 

assessing annual concentrations with a CFD model? 

 

 Is it possible to facilitate engineering studies by using existing or new methods to assess 

air pollutant concentrations?  

 

 How can a CFD-RANS model be used for engineering purposes? 

 

The present Ph.D. thesis report intends to answer all of these questions. 

 

Purpose of the thesis 

This thesis was carried out as part of a Cifre (industrial agreements for training through 

research) project between the ANRT (national research technology association) and a 

Strasbourg-based company called AIR&D, which wanted to develop a 3D air quality model for 

use in engineering.  

This project is part of a multidisciplinary framework that includes knowledge in air quality, 

atmospheric chemistry and physics as well as fluid mechanics and numerical modelling. 
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It has two different but complementary main objectives: 

 To develop a 3D CFD model for urban air pollution modelling including the many 

processes that govern the transport of pollutants in the urban canopy layer, and to 

understand the current limitations of this type of model in an improvement approach.  

 

 To improve the use of CFD models for urban air pollution modelling for engineering 

purposes in technical contexts and illustrate their use for design, understanding and 

diagnosis purposes. 

To achieve these two goals, the word consisted in the development of a CFD-RANS. All 

phenomena governing air pollution dispersion such as the effects of vegetation, atmospheric 

stability, etc. were included. A validation of the model’s performance against experimental 

results found in the scientific literature is proposed. Finally, methodologies are detailed to 

improve the operationality of the model in technical contexts but also to show that such a model 

is viable for engineering purposes, and for different types of issues such as design, 

understanding and diagnosis. 

 

Thesis content 

The content of this thesis is developed in two parts. The first part is entitled “Tools development 

for air pollution assessment at urban scale” and mostly describes the development of the CFD 

model but also the methodologies designed in this thesis for technical purposes. The second 

part, entitled “Applications for urban planning: design, understanding, diagnosis and 

optimization”, is the application part where is developed the aspect of the CFD model applied 

to design, understanding and diagnosis purposes. More specifically, these parts include the 

following chapters: 

Part I: Tools development for air pollution assessment at urban scale 

Chapter 2 is about processing with the development and the use of the equations needed for 3D 

air quality modelling at urban scale. The state of the art of the concepts introduced previously 

such as the effects of atmospheric stability, turbulence, vegetation, etc. are developed and the 

way they are taken into account is explained. This part also includes numerous comparisons, 

between numerical and experimental results, performed to assess the model performances. 
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Chapter 3 is about pre-processing with the application of the equations developed in the 

previous chapter. The concepts of domain boundaries, mesh size and boundary conditions 

including wind profiles and emissions calculation are developed and addressed in an 

optimization approach for urban context purposes, in order to improve the quality of the results 

obtained for in situ modelling while limiting the calculation time required.  

Chapter 4 is about post-processing with the exploitation of the results. It describes numerous 

methodologies to assess mean annual air pollution concentration combining numerical results 

and wind roses. In particular, this chapter includes two methods to assess wind speed 

distribution based on wind roses data and three methodologies to compute mean annual 

concentrations based on numerical results and wind distributions. 

Chapter 5 is an extension of the exploitation of the results and describes methodologies that 

have been developed through this thesis work to improve air quality engineering studies. This 

chapter includes methods to facilitate the assessment of NO2 concentrations based on NOx data 

for both CFD results and sensors measurements. It also includes a methodology to assess 

monthly annual NO2 concentrations based on monthly data. 

Subsequently, the reader may refer to Figure 1.3, which will be repeated on a recurring basis 

to clarify the points covered in the various sections of this thesis. 

 
Figure 1.3 – Overview of the thesis content and the work presented 
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Part II: Applications for urban planning: design, understanding, diagnosis and optimization 

Chapter 6 illustrates the use of CFD models for design purposes. This chapter focuses on the 

study of the evolution of pollutant concentrations in step-down street canyons as a function of 

the building’s heights and the distance between them to provide new information to engineers 

and architects to achieve sustainable city objectives.  

Chapter 7 illustrates the use of the CFD model for understanding purposes. This chapter focuses 

on the study of the impact of wind conditions and heat exchange on noise barriers-induced 

pollutants reduction, with the objective of improving actual knowledge on noise barriers for 

atmospheric pollution reduction purposes. 

Chapter 8 illustrates the use of the CFD model for diagnosis purposes. A complete air quality 

diagnostic study is described, with both numerical modelling and in-field sensor measurements, 

to illustrate the use of the CFD model and all the methodologies previously presented for a real 

case study.  

Finally, Chapter 9 presents the conclusions and perspectives of this research work. 

 

Thesis results valuation 

A part of the results of this thesis have been valued through the following original research 

papers: 

Reiminger, N., Vazquez, J., Blond, N., Dufresne, M., Wertel, J., 2020. CFD evaluation of mean pollutant 

concentration variations in step-down street canyons. Journal of Wind Engineering and Industrial 

Aerodynamics 196, 104032. DOI: 10.1016/j.jweia.2019.104032 

Jurado, X.1, Reiminger, N.1, Vazquez, J., Wemmert, C., Dufresne, M., Blond, N., Wertel, J., 2020. 

Assessment of mean annual NO2 concentration based on a partial dataset. Atmospheric Environment 

221, 117087. DOI: 10.1016/j.atmosenv.2019.117087 
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of wind speed and atmospheric stability on the air pollution reduction rate induced by noise 

barriers. Journal of Wind Engineering and Industrial Aerodynamics 200, 104160. 

DOI: 10.1016/j.jweia.2020.104160 

Reiminger, N.1, Jurado, X.1, Vazquez, J., Wemmert, C., Dufresne, M., Blond, N., Wertel, J., 2020. 

Methodologies to assess mean annual air pollution concentration combining numerical results 

and wind roses. Sustainable Cities and Society, 59, 102221. DOI: 1016/j.scs.2020.102221 

Some of the results have also been presented to the scientific community through international 

conferences during the “European International Conference on Transforming Urban 

Systems – EICTUS 2019”, and are the following: 

Reiminger, N., Vazquez, J., Blond, N., Dufresne, M., Wertel, J., 2019. How pollutant concentrations 

evolve in step-down street canyons as a function of buildings geometric properties. Presented at the 

European International Conference on Transforming Urban Systems (EICTUS), 26–28 June 2019, 

Strasbourg, France. 

Reiminger, N., Vazquez, J., Blond, N., Dufresne, M., Wertel, J., 2019. How can noise barriers reduce 

pollutant exposure: an example of built area near a highway. Presented at the European International 

Conference on Transforming Urban Systems (EICTUS), 26–28 June 2019, Strasbourg, France. 
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Chapter 2:  

3D CFD solvers development 

for urban air pollution 

modelling 

  

2.1. Introduction 

This chapter presents the development of the 3D computational fluid dynamics solvers built for 

the purpose of air pollution modelling in urban areas and describes the choices of the model 

used. The state of the art regarding each physical and chemical phenomena to consider in the 

CFD model is developed and the ways to include them in the solvers are explained. The 

phenomena considered and described in this chapter are respectively the following:  

• The forced convection, and how to model a neutral atmosphere.  

• The mixed convection, to take into account thermal effects to model different 

atmospheric stability.  

• The impact of vegetation, on both flow and concentration fields.  

• The nitrogen oxides chemistry, for nitrogen dioxide concentration modelling.  

• The traffic-induced turbulence.  

This chapter also includes several comparisons between numerical and experimental results to 

assess the model performances. The main points covered in this chapter are highlighted in 

Figure 2.1. 
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Figure 2.1 – Main points covered in Chapter 2. 

 

The previous questions for which this chapter provides answers are as follows: 

 Is a CFD-RANS model sufficient to good reproduce wind speed in urban areas for 

computational wind engineering applications? What is the best turbulence model for 

CFD-RANS air pollution modelling? How to consider the effects of turbulence on the 

pollutants transport?  
 

 How to include thermal effects in the CFD code to model different atmospheric 

stability? Is a CFD-RANS model able to accurately reproduce effects of atmospheric 

stability on wind velocities and pollutant dispersion?  
 

 How to reproduce the effects of vegetation on both flow field and pollutant 

concentrations in a CFD model? Is such a model able to reproduce accurately flow field 

and pollutant concentration field in real in-situ contexts? 
 

 How to include traffic-induced turbulence in the CFD model? 
 

 How to include the nitrogen oxides chemistry in the CFD model while keeping a 

calculation time compatible with engineering purposes? 
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2.2. Forced convection solver: neutral atmosphere modelling 

This section deals with the development of the forced convection solver, i.e., a solver for neutral 

atmosphere modelling where only the wind effects have an impact on the airflow.  

2.2.1. Incompressible Navier-Stokes equations 

The incompressible Navier-Stokes equations are balance equations that come from the 

Newton’s second law applied to an incompressible fluid. They include two equations, the 

continuity (Eq. 2.1) and the momentum (Eq. 2.2) equation. The first equation describes the 

mass conservation in the system while the second equation, derived from the Cauchy 

momentum equation (see Appendix A for further details), describes the momentum 

conservation. These equations are used to describe the fluid motion and are given below: 

 �. � = 0 (Eq. 2.1) 
 

 
	�	
 + �. (��) = − 1� �� + ��� (Eq. 2.2) 

 

where � is the velocity, 
 the time, � the density, � the pressure and � is the kinematic viscosity. 

Navier-Stokes equations are used in many activity fields including hydraulic (water flows in 

pipes or open channels), aerodynamic (aircraft and vehicle design) but also in aeraulic for 

computational wind engineering and, in particular, for air pollutant dispersion modelling 

(Blocken, 2014).  

The incompressible version of Navier-Stokes equations should be used with caution. Indeed, 

while for liquids such as water the incompressibility is obvious, this is not the case for air. Air 

incompressibility can be verified using the Mach number (Eq. 2.3): for low subsonic Mach 

number (�� < 0.3), this assumption is true (Amiroudine and Battaglia, 2014; Anderson, 

2009). In other words, if the wind velocity is under ~100 m/s, the incompressible Navier-Stokes 

equations are valid for wind flow modelling. 

 �� = ��  (Eq. 2.3) 
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where �� is the Mach number, � is the velocity of the fluid and � is the speed of the sound 

(� ~ 343 �/�).  

 Since the wind speeds modelled will always be under 100 m/s, incompressible Navier-

Stokes equations were used for the forced convection solver. 

2.2.2. RANS methodology and turbulence closure schemes 

Several CFD methodologies exist to solve Navier-Stokes equations and it has been shown 

previously that the RANS methodology is the most appropriate for the purpose of air pollution 

modelling at urban scale.  

The Reynolds-Averaged Navier-Stokes equations are time-averaged equations of motion for 

fluid. The idea behind this method is that the instantaneous quantities, such as the velocity or 

the pressure, are decomposed in a time-averaged and a fluctuating quantity (Reynolds, 1895). 

The corresponding incompressible equations, (Eq. 2.4) and (Eq. 2.5), are therefore different 

from the previous incompressible Navier-Stokes equations and are given below:  

 ∇. � = 0 (Eq. 2.4) 
 

 

 
	�	
 + �. (��) = − 1� �� + ��� − ∇. �′�′!!!!! (Eq. 2.5) 

where � is the time-averaged velocity, 
 the time, � the density, � is the time-averaged pressure, � is the kinematic viscosity, �′ the fluctuating component of the velocity and �′�′!!!!! the Reynolds-

stress tensor. 

After time-averaging Navier-Stokes equations, a new term called the Reynolds-stress tensor 

appears (see Appendix B for further details). This new unknown term must be modelled in 

order to solve the RANS equations, which corresponds to the major issue of CFD-RANS 

modelling (Alfonsi, 2009). 

Several turbulence closure schemes do exist to model the turbulence for CFD-RANS purposes. 

It includes zero, one and two-equation models but also stress-equation models with both linear 

and nonlinear formulations (Alfonsi, 2009; Versteeg and Malalasekera, 2007). For CWE and 
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air pollution modelling, the most commonly used turbulence models are the different variants 

of the two-equation k-ε model, in particular the standard and the RNG models (Franke et al., 

2004). These models, being linear and isotropic, are known to have some limitations for highly 

turbulent cases. Nonlinear or anisotropic models such as the Reynolds Stress Model (RSM) 

could be used instead but are more time consuming and more difficult to converge.  

Authors have shown that the nonlinear RNG k-ε model yield not to great improvements over 

the linear model and, moreover, that the linear RNG k-ε model is not always making 

improvements over the standard k-ε (Papageorgakis and Assanis, 1999). However, other 

results obtained for six different cases show that the RNG model gives improvements over both 

the standard k-ε model and the RSM (Koutsourakis et al., 2012). There is therefore no 

definitive answer on which model to use for air pollution modelling. 

 Since there is no definitive answer on the turbulence model to choose for air quality 

modelling, only the k-ε turbulence models will be considered (including the standard 

and the RNG variants). 

One question arises: 

 Is a two-equation k-ε turbulence model sufficient to accurately reproduce velocity and 

concentration fields for air pollution modelling? Is the RNG variant giving more 

accurate results? The answers will be discussed later at the validation steps.  

2.2.3. Computation algorithm for unsteady flows 

In order to solve Navier-Stokes equations, a numerical algorithm is required to couple pressure 

and momentum quantities. This is generally done using SIMPLE, PISO or  PIMPLE algorithms: 

• SIMPLE: “Semi Implicit Method Of Pressure Linked Equation”, used for steady state 

analyses. 

• PISO: “Pressure Implicit Split Operator”, used for transient calculations and limited in 

time step depending on the Courant number. 

• PIMPLE: A combination of both PISO and SIMPLE algorithms, allowing for transient 

calculations with bigger Courant numbers than with the PISO algorithm. 
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According to Tominaga and Stathopoulos (2017), unsteady calculations can improve the 

results for the concentration field over a steady state calculation. Thus, the SIMPLE algorithm 

was excluded. 

PISO and PIMPLE algorithms use the Courant number to limit the calculation time steps. While 

the PISO algorithm is used for �" ≤ 1, the PIMPLE algorithm can be used for larger Courant 

numbers (�" > 1) (Holzmann, 2016). With the definition of the three-dimensional Courant 

number given in (Eq. 2.6), it is clear that bigger Courant numbers lead to bigger time steps and 

therefore lower calculation costs.  

 �" = ∆
 &' �()∆*+
,

+-. / (Eq. 2.6) 

where �" is the Courant number, ∆
 is the time step, �() is the magnitude of the fluid velocity 

in the 0th direction and ∆*+ is the length interval in the 0th direction. 

 Since the PIMPLE algorithm allows Navier-Stokes equations to be solved transiently 

with bigger time steps than other algorithms, this algorithm was used for the rest of the 

work. The OpenFOAM 6.0 pimpleFoam solver was therefore used as a basis for future 

modifications. 

2.2.4. Passive scalar transport and turbulent diffusivity 

An URANS (Unsteady RANS) methodology, using incompressible RANS equations with the 

PIMPLE algorithm, was adopted to solve the fluid motion. However, the solver used 

(pimpleFoam) does not allow pollutants to be transported in its current state and some 

modifications are needed.   

To allow pollutants to be transported, an advection-diffusion equation is needed. Since no 

chemical reactions are considered, the transported pollutant can be considered as a passive 

scalar (i.e., non-reactive scalar) and the corresponding transport equation is given below: 

 
	�	
  +  ∇. (��) −  ∇. (1∇�) =  2 (Eq. 2.7) 
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where � is the pollutant concentration, � is the velocity, 1 is the diffusion coefficient and 2 is 

the source term of emissions.  

The diffusion coefficient 1 corresponds to the total amount of diffusion and is the sum of the 

molecular diffusivity (13) and turbulent diffusivity (14). However, although molecular 

diffusivity is specific to the compound under consideration, the turbulent diffusivity depends 

on the turbulent kinetic energy and, therefore, directly on the flow and the case studied. Since 

the turbulent diffusivity coefficient is unknown, to consider the turbulent diffusivity in the 

advection-diffusion equation it is common to include a new dimensionless term, the turbulent 

Schmidt number. This number is defined as the ratio between the turbulent viscosity and the 

turbulent diffusivity (Tominaga and Stathopoulos, 2007) and the equation is given below: 

 5�4 = 6414 (Eq. 2.8) 

where 5�4 is the turbulent Schmidt number, 64 the turbulent viscosity and 14 the turbulent 

diffusion coefficient. 

With (Eq. 2.8), the advection-diffusion equation (Eq. 2.7) becomes: 

 
	�	
  +  ∇. (��) −  ∇. 781� + �
5�
9 ∇�: =  2 (Eq. 2.9) 

This last equation, commonly used for CFD air pollution modelling (Di Sabatino et al., 2007; 

Takano and Moonen, 2013; Wen and Malki-Epshtein, 2018), has been implemented in the 

pimpleFoam solver of OpenFOAM 6.0.  

 A new solver, called Forced Convection Solver (FCS), has been developed based on the 

pimpleFoam solver from OpenFOAM 6.0 where the turbulent advection-diffusion 

equation has been added to transiently solve the pollutant transport. This new solver 

needs to be compared to experimental data to ensure its validity.  

According to (Eq. 2.8), two new parameters are needed to compute the turbulent diffusivity. 

The turbulent viscosity 64 is already computed in the RANS equations and, especially, when 

solving the Reynolds stress tensor. The turbulent Schmidt number 5�4 needs nonetheless to be 
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specified, which is a big issue in CWE. Indeed, while commonly values are ranging from 0.7 

to 0.9, Tominaga and Stathopoulos (2007) showed that this number is most likely ranging 

from 0.3 to 1.2 and that this number could highly change pollutant concentrations modelled. 

Thus, particular attention has been paid to this parameter during this research work and the 

following question tried to be answered: 

 How much can the turbulent Schmidt number 5�4 change the concentrations modelled? 

Which is the best turbulent Schmidt number to choose? 

 

2.2.5. Model validation in case of forced convection 

Three experimental test cases were used to assess the performances of the forced convection 

model and to answer some questions raised previously. The experimental and numerical set-

ups as well as the results comparison are successively presented hereafter and a summary of the 

test cases with the associated objectives is given in Table 2.1. 

Table 2.1 – Summary of the three test cases used for the forced convection solver validation. 

Authors 2D 3D Buil. S.C. W.T. In-situ Objective 

Soulhac et 
al. (2001) 

      
Comparison between CFD and experimental data for a 

simple case of flow field in a regular street-canyon. 

Gamel 
(2015) 

      
Comparison between CFD and experimental data for a 

simple case of flow field around a building. 

CODASC 
database       

Comparison between CFD and experimental data for a more 
complex street-canyon case with a 3D flow field. 

(Buil.: Building, S.C.: Street-canyon, W.T.: Wind tunnel) 

 

2.2.5.1. Impact of the turbulence closure scheme on the turbulent Schmidt number 

The forced convection solver was first tested against experimental data from Soulhac et al. 

(2001). This test case has been chosen to have a first comparison against experimental data for 

a simple case (2D) of a street canyon that is on great interest for air pollution modelling 

(Vardoulakis et al., 2003). Two turbulence models were used, and the results were compared 

to assess their impact on velocities and pollutant concentrations. 
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Soulhac et al. (2001) studied in a wind tunnel the dispersion of a passive tracer emitted in the 

middle of a regular street canyon (i.e., a street where buildings are present on either side and 

where their height is equal to their distance from each other, ; = <). Their experimental set-

up was symmetrical in the direction transverse to the flow (=-direction) and they used a 

perpendicular wind direction (along the *-direction). Results are provided for both wind 

velocity and tracer concentration for different vertical profiles shown in Figure 2.2. The results 

are all given at = = 0 and are therefore two-dimensional. 

 

 
Figure 2.2 – Location of the vertical measurement profiles in the street canyon and dimensions of the canyon 

with ; = < = 0.1 m. 

 

Simulations were performed using the inlet velocity and turbulent kinetic energy profiles 

measured and given by Soulhac et al. (2001). A freestream outlet condition has been specified 

at the outlet, symmetry conditions were applied at the top and the lateral boundaries of the 

domain (2D simulation), and no-slip conditions with standard wall function were applied to all 

other boundaries including the building roofs and walls. Finally, the passive tracer emission 

was modelled by a line source along the middle of the street (* = 0) with a mass flow rate of 

10-4 µg/s. The recommendations given by Franke et al. (2007) has been followed concerning 

the minimal distances to have in the computational domain. A summary of the boundary 

conditions and the distances in the domain is given in Figure 2.3. 
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Figure 2.3 – Boundary conditions and domain size. 

 

The numerical geometry has then been meshed in order to allow the calculation to be performed. 

The meshing was done using the unstructured grid generator snappyHexMesh available with 

OpenFOAM. Three meshes were considered to carry out mesh sensitivity tests and include 

coarse meshes (5 mm), medium meshes (2.5 mm) and fine meshes (1.25 mm). Sensitivity of 

results to mesh size was studied using the Grid Convergence Index (GCI), which is an 

estimation of the numerical uncertainty with a 95% confidence level (Roache, 1994). The 

corresponding equation (Eq. 2.10) is given hereafter: 

 >�?@+AB CD+E = 3 |GH − G.|G. (IJ − 1)K. (Eq. 2.10) 

where G. are the fine grid results, GH the coarse grid results, I is the grid expansion ratio between 

the fine and the coarse grid and � is the order of the numerical scheme. 

The resulting >�?@+AB CD+E obtained between the 1.25 mm and 5 mm mesh sizes on the results 

of pollutant concentration is on average 2% and a maximum of 4%, corresponding therefore to 

a sufficient grid resolution. The meshes of 1.25 mm were therefore chosen, leading to =L = 25 

(see Section 3.2.2.1. for further details on the =L criterion), because they did not increase to 

much the calculation costs, leading to a total number of around 100,000 meshes. The typical 

dimension of the chosen cells is thus 0.0125 × H in the street canyon and an illustration of the 

meshes is presented in Figure 2.4.  
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Figure 2.4 – Mesh illustration (1.25 mm inside the street canyon and 5 mm outside). 

 

Simulations were performed using two turbulence models: the standard k-ε model (noted STD) 

and the RNG k-ε model (noted RNG). The resulting dimensionless velocity magnitude �/�DB@ 

as a function of the dimensionless height M/; is presented for four vertical profiles  in Figure 

2.5 (�DB@ = 5.3 m/s). Additional results can be found in Appendix C. 

Results show that the velocity profile outside the street canyon is well reproduced. The 

velocities inside the street canyon are also accurately reproduced with both turbulence models 

but are slightly different between the two models. The RNG turbulence model leads to overall 

better results although the differences are marginal. It can also be mentioned that results are 

more accurate on the windward side of the street (*/; ranging from 0.0 to 0.5) than on the 

leeward side (*/; ranging from -0.5 to 0.0). The numerical model is therefore able to 

accurately reproduce wind velocities in a 2D street canyon with the RNG k-ε turbulence model 

but also with the standard one.   
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Figure 2.5 – Comparison of dimensionless velocities between the numerical model and the experimental data of 

Soulhac et al. (2001) for STD and RNG turbulence models. 

 

 

Figure 2.6 – Comparison of dimensionless concentrations between the numerical model and the experimental 

data of Soulhac et al. (2001) for STD and RNG turbulence models and three turbulent Schmidt numbers. 
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Many turbulent Schmidt numbers have been considered to assess if the forced convection solver 

is able to accurately reproduced concentrations in the street canyon. Figure 2.6 shows the 

corresponding results for different 5�4 and the two turbulence models. Results are given in the 

following dimensionless form: M/; for the dimensionless height and �∗ for the dimensionless 

concentration according to (Eq. 2.11) with �O = 2.75 m/s, ; = 0.1 m, P = 1.25×10-3 m and Q3 = 10-4 µg/s, and are given for two locations, */; = 0.0 and 0.4. Further results can be found 

in Appendix C. 

 �∗ = �. �O. ;Q3/P  (Eq. 2.11) 

where �∗ is the dimensionless concentration, � is the dimensioned concentration, �O is the 

wind speed at M = ;, P is the pollutant injection length and Q3 is the pollutant emission rate. 

Several observations can be noticed in Figure 2.6. Firstly, the turbulent Schmidt number has a 

high impact on the concentrations modelled. Indeed, concentrations can be twice as high for a 5�4 variation of 0.2 for the RNG k-ε model. Secondly, the sensitivity is depending on the 

turbulence model used. For the case modelled, the variations over concentrations are more than 

twice smaller for the standard k-ε model compared to the RNG k-ε model for the same 5�4 

variation with respectively a maximal variation over concentrations of 100% and 25% between 

the two turbulence models. Finally, both turbulence models allow reproducing the 

concentration profiles when choosing the good 5�4. However, finding the best 5�4 is not simple, 

as this number also depends on the vertical profile considered (i.e., the location in the street 

canyon).  

To make this choice easier, and to better evaluate air quality model performances, many criteria 

based on statistical numbers have been suggested by Chang and Hanna (2004) and also Thunis 

et al. (2012). It includes the fractional bias (RS), the geometric mean bias (�>), the geometric 

variance (T>), the normalized mean square error (U�52), the fraction of predictions within a 

factor of two observations (RV�2), the normalized absolute error (UV2), and the Target. The 

corresponding equations are given in Appendix D. These criteria have been calculated for the 

previous results on concentrations and also for supplementary 5�4 not presented previously. 

The results are summarized in Table 2.2. 
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Table 2.2 – Evaluation of the forced convection solver performances over the data of Soulhac et al. (2001). 

 FB MG VG NMSE FAC2 NAE Target 

Standard k-ε model       

Sct = 0.4 0.076 1.079 1.269 0.006 1.350 12% 0.33 

Sct = 0.5 -0.014 0.986 1.213 0.000 1.344 12% 0.32 

Sct = 0.6 -0.085 0.919 1.184 0.007 1.345 17% 0.37 

Sct = 0.7 -0.142 0.868 1.184 0.020 1.360 22% 0.48 

RNG k-ε model       

Sct = 0.1 0.364 1.445 1.584 0.137 1.368 38% 0.67 

Sct = 0.2 0.044 1.045 1.266 0.002 1.371 10% 0.29 

Sct = 0.3 -0.100 0.905 1.171 0.010 1.340 15% 0.29 

Sct = 0.5 -0.319 0.725 1.221 0.104 1.445 35% 0.69 

Sct = 0.7 -0.433 0.644 1.453 0.196 1.540 45% 1.01 

Objective        

Target value 0 1 0 0 1 0% 0 

Target range -0.3 < x < 0.3 0.7 < x < 1.3 < 4 < 1.5 0.5 < x < 1.5 - < 0.5 

 

All the criteria presented in Table 2.2 do not allow to correctly discriminate the best 5�4 for the 

experimental case considered. For this case, the best criteria are the RS, the U�52, the Target 

and the UV2. The best corresponding 5�4 are : 5�4 = 0.5 for the standard k-ε turbulence model 

with a global error of 12% (UV2), and 5�4 = 0.2 for the RNG k-ε turbulence model with a 

global error of 10% where the results are illustrated in Figure 2.7. 

 

 

Figure 2.7 – Evolution of dimensionless concentrations inside and outside the street canyon with the RNG k-ε 

turbulence model and 5�4 = 0.2 
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The previous results have shed light on the following issues: 

 

 Is a CFD-RANS model sufficient to good reproduce wind speed in urban areas for 

computational wind engineering applications? What is the best turbulence model for 

CFD-RANS air pollution modelling?  
 

 

 Is a two-equation k-ε turbulence model sufficient to accurately reproduce velocity and 

concentration fields for air pollution modelling?  

 

 How much can the turbulent Schmidt number 5�4 change the concentrations modelled? 

Which is the best turbulent Schmidt number to choose? 

 

The conclusions are as follows:  
 

 

 

 The forced convection solver is able to reproduce well velocities and 

concentrations in a 2D street canyon with a global error of around 10% on 

concentrations when choosing the best turbulent Schmidt number. 
 

 Accurate results can be obtained on velocities and pollutant concentrations with 

both standard and RNG k-ε models. 
 

 The turbulent Schmidt number has a high impact on the concentrations 

modelled and does depend on the turbulence model chosen. The best turbulent 

Schmidt number in this case being 0.5 for the standard k-ε model and 0.2 for the 

RNG one. 
 

 The turbulent Schmidt number seems to be more sensitive when using the RNG 

k-ε model compared with using the standard k-ε model. 
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2.2.5.2. Impact of the geometry on the turbulent Schmidt number 

The forced convection solver was secondly tested against experimental data from Gamel 

(2015). This test case has been chosen for its simplicity (2D) but also because the configuration 

is different from the test case previously considered. The objective was to assess if the solver 

is able to accurately reproduce velocities and concentrations in a different configuration and, if 

the same best turbulent Schmidt number as previously (5�4 = 0.5) is obtained when using the 

standard k-ε turbulence model. 

Gamel (2015) studied in a wind tunnel the dispersion of a passive tracer emitted after a cubic 

obstacle which could be considered as a single building. Their experimental set-up was 

symmetrical in the direction transverse to the flow and they used a perpendicular wind direction. 

Results are provided for both wind velocity and tracer concentration for different vertical 

profiles shown in Figure 2.8. The results are all given at = = 0, and are therefore two-

dimensional. 

Simulations were performed using the same boundary conditions as described in Section 

2.2.5.1. and the passive tracer emission was modelled by a line source located at */; = 1.5 

with a mass flow rate of 3.206 g/s. Recommendations given by Franke et al. (2007) have been 

followed and a summary of the boundary conditions and the distances in the domain is given 

in Figure 2.9. 

 
Figure 2.8 – Location of the vertical measurement profiles after the cubic obstacle with ; = < = 0.1 m. 
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Figure 2.9 – Boundary conditions and domain size. 

 

The study on the mesh sensitivity with the GCI showed as previously that 5 mm meshes is a 

sufficient resolution. This resolution was adopted for the meshes in the overall domain except 

near the walls were 1.25 mm meshes were used to catch higher gradients giving a total number 

of around 150,000 meshes. It leads to =L ranging from 30 to 100. An illustration of the resulting 

grid is proposed in Figure 2.10.  

Simulations were performed using the standard k-ε model. The resulting dimensionless 

streamwise velocity �/�DB@ as a function of the dimensionless height M/; is presented for four 

vertical profiles in Figure 2.11 (�DB@ = 6.33 m/s).  

 

 
Figure 2.10 – Mesh illustration (1.25 mm near the 2D obstacle and the ground and 5 mm in the overall domain). 
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Figure 2.11 – Comparison of dimensionless velocities between the numerical model and the experimental data of 

Gamel (2005) with the standard k-ε turbulence model. 

 

According to Figure 2.11, the streamwise velocities are well reproduced by the solver, although 

slightly overestimated, for each vertical profile considered using the standard turbulence model 

k-ε. The numerical model is therefore able to accurately reproduce wind velocities after a 2D 

obstacle with the standard k-ε turbulence model.   

Five turbulent Schmidt numbers were considered to compare the concentration results against 

the experimental data. Figure 2.12 illustrates the evolution of the dimensionless concentration �∗ as a function of the dimensionless height M/; obtained with 5�4 = 0.8, 0.9 and 1.0. The 

dimensionless concentration was calculated using (Eq. 2.11) with �DB@ = 6.33 m/s the wind 

speed at ;DB@, ;DB@ = 0.55 m the wind tunnel height, P = 5×10-3 m and Q3 = 3.206 g/s. 

 



 
 

2.2.  Forced convection solver: neutral atmosphere modelling 
 

53 
 

 
Figure 2.12 – Comparison of dimensionless concentrations between the numerical model and the experimental 

data of Gamel (2005) with the standard k-ε turbulence model for three turbulent Schmidt numbers. 

 

Concentrations after the 2D obstacle are depending on the turbulent Schmidt number, with a 

maximal variation over concentrations of around 20% for the 5�4 variation considered 

(∆5�4 = 0.2). However, for this test case, increasing 5�4 is not only increasing the 

concentrations but can also decrease it. Indeed, as it can be seen in Figure 2.12, for M/; < 1.5 

the concentrations increase with 5�4 while for M/; > 1.5, they decrease slightly. This figure 

also shows that the best 5�4 do depend on the spatial location considered: while the best 5�4 

seems to be 0.8 for */; = 3, a turbulent Schmidt number of 1.0 seems to be a better choice 

for */; = 7. According to the previous observations, the turbulent Schmidt number has 

therefore a different impact on concentrations depending on the spatial location considered both 

in the streamwise direction * and in the vertical direction M. This number being the same in the 

whole computational domain, the best 5�4 is therefore a compromise and could be found using 

statistical indicators to evaluate its impact. These indicators or performance criteria, including 
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FB, MG, VG, NMSE, FAC2, NAE and Target have been calculated and the results are 

summarized in Table 2.3. 

Table 2.3 – Evaluation of the forced convection solver performances over the data of Gamel (2005) 

 FB MG VG NMSE FAC2 NAE Target 

Standard k-ε 
model      

Sct = 0.5 0.353 1.429 1.411 0.129 0.827 33% 0.36 

Sct = 0.7 0.178 1.196 1.429 0.032 0.789 17% 0.21 

Sct = 0.8 0.117 1.124 1.617 0.014 0.806 11% 0.16 

Sct = 0.9 0.067 1.070 1.967 0.005 0.830 8% 0.13 

Sct = 1.0 0.026 1.026 2.568 0.001 0.857 10% 0.12 

Objective        

Target value 0 1 0 0 1 0% 0 

Target range -0.3 < x < 0.3 0.7 < x < 1.3 < 4 < 1.5 0.5 < x < 1.5 - < 0.5 

 

As it can be seen in Table 2.3, all the criteria do not have the same tendencies. Indeed, while 

for the geometric variance VG, the best results are obtained with 5�4 = 0.5, for the geometric 

mean bias MG the best results are obtained with 5�4 = 1.0. These criteria should therefore not 

be used standalone but the global result of all the criteria should be considered instead. 

Considering all the criteria simultaneously, the best results are obtained with 5�4 = 1.0. If it is 

the minimal error over the experimental data that is required, then 5�4 = 0.9 is the best choice 

with an overall error of 8%, where the results are illustrated in Figure 2.13. 

 

Figure 2.13 – Evolution of dimensionless concentrations after the 2D obstacle with the standard k-ε turbulence 

model and 5�4 = 0.9 
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The previous results have shed light on the following issues: 

 

 Is a CFD-RANS model sufficient to good reproduce wind speed in urban areas for 

computational wind engineering applications?  
 

 

 Is a two-equation k-ε turbulence model sufficient to accurately reproduce velocity and 

concentration fields for air pollution modelling?  

 

 How much can the turbulent Schmidt number 5�4 change the concentrations modelled? 

Which is the best turbulent Schmidt number to choose? 

 

The conclusions are as follows:  
 

 The forced convection solver is able to reproduce well velocities and 

concentrations in a different configuration (after a 2D isolated building) with a 

global error of around 10% on concentrations when choosing the best turbulent 

Schmidt number. 
 

 The turbulent Schmidt number has an impact on the concentrations modelled 

and the best turbulent Schmidt number to choose depends on the spatial location 

considered, both on the streamwise and vertical directions. 
 

 The best turbulent Schmidt number for a given turbulence closure scheme could 

be different depending on the case considered (the best 5�4 was previously 0.5 

for the 2D street canyon while it is 0.9 for the 2D isolated building). 
 

 With the same variation over the turbulent Schmidt number as for the 2D street 

canyon (∆5�4 = 0.2), the same maximal variation over concentration (~20%) is 

obtained using the same turbulence model (standard k-ε). 
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2.2.5.3. Identification of weaknesses in isotropic models 

The forced convection solver was finally tested against experimental data from the CODASC 

database (COncentration DAta of Street Canyons). This test case has been chosen to have a 

final validation for a street-canyon case but with cross-flows (3D case). The objective was to 

assess if the solver is able to accurately reproduce concentrations in the same configuration as 

in Section 2.2.5.1. but in 3D and, if the standard k-ε turbulence model is sufficient for 3D 

modelling. 

The experiments have been performed in the Laboratory of Building and Environmental 

Aerodynamics at the Karlsruhe Institute of Technology (KIT). Several street-canyon test 

cases can be found in the CODASC database with different aspect ratios (i.e., different 

building heights and lengths between the buildings) and some cases with vegetation are 

also available. The case discussed below is the case where W = H (the distance between 

the two buildings is equal to their height) without vegetation in the street.  

 

 
Figure 2.14 – Boundary conditions and domain size. 

 

Simulations were performed using the same boundary conditions as described previously and 

the passive tracer emission was modelled by two volumetric sources located between the two 
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buildings with a mass flow rate of 100 µg/s. Recommendations given by Franke et al. (2007) 

have been followed and a summary of the boundary conditions and the distances in the domain 

is given in Figure 2.14. 

Three mesh sizes were considered to study the mesh sensitivity with the GCI including 5 mm, 

2.5 mm, and 1.25 mm. The results show that 2.5 mm meshes is not a sufficient grid resolution 

giving an average GCI of 13%. The 1.25 mm meshes, giving an average GCI of 5%, is 

nonetheless sufficient and has been adopted for the simulations leading to =L = 35 and around 

6.5 million meshes. This mesh size corresponds to the meshes near the building walls and in 

the whole street. An illustration of the resulting grid is proposed in Figure 2.15. 

 

 
Figure 2.15 – Mesh illustration (1.25 mm between the buildings and near the emission source and 5 mm in the 

overall domain) with “Wall A” the left blue wall and “Wall B” the right one. 

 

Six turbulent Schmidt numbers were considered to compare the concentration results against 

the experimental data. Figure 2.16 illustrates the evolution of the dimensionless concentration �∗ as a function of the dimensionless lateral distance in the canyon =/; for three altitudes M/; 

and at two */; locations (Wall A: -0.457 / Wall B: 0.457) obtained with 5�4 = 0.2, 0.3 and 0.4. 

The location of the experimental measurements is specified in blue in the figure for a better 

understanding. The dimensionless concentration was calculated using (Eq. 2.11) with 
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�DB@ = 4.63 m/s the wind speed at ;DB@, ;DB@ = 0.12 m the buildings height, P = 1.42 m and Q3 = 100 µg/s. Additional results can be found in Appendix E. 

 
Figure 2.16 – Comparison of dimensionless concentrations between the numerical model and the experimental 

data from the CODASC database (W = H) with the standard k-ε turbulence model. 

 

The agreement between the experimental data and the numerical results is again depending on 

the turbulent Schmidt number considered. According to the performance criteria summarized 

in Table 2.4, the best results are obtained for a turbulent Schmidt number ranging between 0.2 

and 0.3 with an error of around 25%.  

However, it can be seen in the Figure 2.16 that the best 5�4 to choose is not the same for the 

wall A as it is for the wall B. The performance criteria have therefore been calculated with a 

distinction between these two locations, and the results are given in Table 2.5. The results show 

that the error is not significatively different between 5�4 = 0.2 and 5�4 = 0.3 at the wall A with 

23% and 26% respectively. The error is significatively more different between these two 

turbulent Schmidt numbers at the wall B with 22% and 16% respectively. The best turbulent 

Schmidt number is therefore depending on the spatial location. 
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Table 2.4 – Evaluation of the forced convection solver performances over the CODASC dataset. 

 FB MG VG NMSE FAC2 NAE Target 

Standard k-ε model       

Sct = 0.2 0.089 1.093 1.206 0.008 0.976 22% 0.37 

Sct = 0.3 -0.075 0.927 1.127 0.006 1.084 24% 0.51 

Sct = 0.4 -0.170 0.843 1.126 0.029 1.186 27% 0.64 

Sct = 0.5 -0.288 0.748 1.167 0.085 1.296 36% 0.93 

Sct = 0.6 -0.365 0.691 1.216 0.138 1.382 43% 1.14 

Sct = 0.7 -0.130 0.646 1.271 0.193 1.465 49% 1.34 

Objective        

Target value 0 1 0 0 1 0% 0 

Target range -0.3 < x < 0.3 0.7 < x < 1.3 < 4 < 1.5 0.5 < x < 1.5 - < 0.5 

 

Table 2.5 – Evaluation of the forced convection solver performances over the CODASC dataset for 5�4  = 0.2 and 5�4  = 0.3 with distinction between the two data locations (Wall A and Wall B). 

 FB MG VG NMSE FAC2 NAE Target 

Wall A       

Sct = 0.2 0.106 1.112 1.290 0.011 0.818 23% 0.51 

Sct = 0.3 -0.080 0.923 1.165 0.006 0.986 26% 0.72 

Wall B        

Sct = 0.2 0.031 1.031 1.128 0.001 1.135 22% 0.42 

Sct = 0.3 -0.056 0.945 1.090 0.003 1.181 16% 0.30 

Objective        

Target value 0 1 0 0 1 0% 0 

Target range -0.3 < x < 0.3 0.7 < x < 1.3 < 4 < 1.5 0.5 < x < 1.5 - < 0.5 

 

According to the previous results, the forced convection solver is able to accurately reproduce  

pollutant dispersion in a 3D street canyon. However, it should be noticed in Figure 2.16 that 

two maximal values of concentrations are systematically reached according to the numerical 

results (at =/; = -1.5 and 1.5), but this is not the case in the experimental data. To understand 

the origin of this difference, streamlines have been drawn and the results are presented in Figure 

2.17. According to the results, the pollutants emitted at the edges of the street canyon seems to 

be dragged into recirculating flows directed towards the middle of the street. The pollutants 

emitted in the middle of the street (=/; = 0) are only dragged into vertical vortices before being 

released at the top of the downwind building which could explain lower concentrations at the 
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middle of the street compared to =/; = -1.5 and =/; = 1.5. However, this phenomenon is not 

existing in the reality according to the experimental results.  

 

 
Figure 2.17 – Illustration of streamlines and vortices in the street canyon for 3D view (A) and a 2D top view (B) 

 

The use of an isotropic turbulence model such as the standard k-ε model could explain these 

results, the turbulence being anisotropic in real life. To verify this hypothesis, new simulations 

were conducted using an anisotropic turbulence model, the Reynolds Stress Model (RSM), and 

the results are given in Figure 2.18 for 5�4 = 0.3. The previous results obtained with 5�4 = 0.2 

and 5�4 = 0.3 are also given for a better comparison.  

It can be seen in Figure 2.18 that the shape of the concentration profiles are closer to the 

experimental data with the RSM turbulence model than with the standard k-ε model, confirming 

the previous hypothesis. However, the absolute results are too far from the experimental data 

with 5�4 = 0.3. Using a lower turbulent Schmidt number in the common range of values (0.3 to 

1.2) will not sufficiently improve the results especially at the wall B location. The 

overestimation of the concentration at this location could be explained by an underestimation 

of the turbulent viscosity 64. The RSM was demonstrated to be improved before to be used for 

real applications but, the investigation is out of the scope of this thesis work nonetheless.  
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Figure 2.18 – Comparison of dimensionless concentrations between the numerical model and the experimental 

data with the standard k-ε turbulence model (STD, red curves) and the Reynolds stress model (RSM, purple 

curve). 

 

 The previous results have shed light on the following issues: 

 

 Is a CFD-RANS model sufficient to good reproduce wind speed in urban areas for 

computational wind engineering applications? What is the best turbulence model for 

CFD-RANS air pollution modelling?  
 

 

 Is a two-equation k-ε turbulence model sufficient to accurately reproduce velocity and 

concentration fields for air pollution modelling? Is the RNG variant giving more 

accurate results? 

 

 How much can the turbulent Schmidt number 5�4 change the concentrations modelled? 

Which is the best turbulent Schmidt number to choose? 
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The conclusions are as follows:  
 

 

 
 

2.3. Mixed convection solver: stable and unstable atmosphere 

modelling 

The forced convection solver described and validated in Section 2.2. is able to accurately 

reproduce wind profiles and pollutant dispersion in neutral atmosphere. However, this solver 

cannot reproduce the thermal effects which appear when the atmosphere is stable or unstable. 

It is therefore necessary to build a second solver, able to model non-neutral atmospheres.  

This section deals with the development of the mixed convection solver, i.e., a solver for non-

neutral atmosphere modelling where both wind effects and thermal variations have an impact 

on the airflow.  

 

 

 The forced convection solver is able to reproduce well concentrations in a three-

dimensional configuration with a global error of around  25% on concentrations 

when choosing the best turbulent Schmidt number. 
 

 The turbulent Schmidt number has an impact on the concentrations modelled 

and the best turbulent Schmidt number to choose depends on the spatial location 

considered. 
 

 Isotropic models such as the standard k-ε turbulence model can give overall 

good results in 3D but can lead to punctual differences compared to the reality.  

 

 The results also show that anisotropy does not significantly impact the flow. 
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2.3.1. Atmospheric stability and Richardson number 

The atmospheric stability can be described studying the sign of the potential temperature 

gradient 	X 	M⁄ , where M is a vertical and ascendant axis (Sportisse, 2008): 

• When 	X 	M⁄  > 0, the atmosphere is called stable. 

• When 	X 	M⁄  < 0, the atmosphere is called unstable, and an additional turbulence is 

generated from the thermal effects. 

• When 	X 	M⁄ = 0, the atmosphere is called neutral. 

Another way to qualify the stability of the atmosphere is the Richardson number. This 

dimensionless number, being the ratio between the buoyancy forces and the flow shear forces, 

also allow evaluating the intensity of the turbulence destruction due to thermal effects. The 

equation of the Richardson number is given in (Eq. 2.12) and corresponds to the most common 

form found for CFD purposes (Li et al., 2010; Uehara et al., 2000).   

 

 �0 = >I�Z² =  \Δ;�OH ^_O − _C`_a+D  (Eq. 2.12) 

where >I is the Grashof number, �Z is the Reynolds number, \ is the gravitational acceleration, Δ; is the distance between a reference height ; and the ground, �O is the reference velocity 

(which is the velocity at M = ;),  _a+D is the ambient temperature, _O is the temperature at M =  ;, and _C is the surface temperature of the ground.  

In the equation of the Richardson number, the temperature _ can be replaced by the potential 

temperature X, using (Eq. 2.13), to consider the normal decrease of the temperature with the 

altitude (Woodward, 1998). However, for urban scale modelling, since Δ; is generally small, 

the normal decrease of the temperature can be neglected, and it can be considered that X ≈ _. 

 X = _ − c. Δ; (Eq. 2.13) 

where c is the adiabatic lapse rate being around 0.01 K/km.  

In practice, for unstable cases, an additional turbulence is generated due to the thermal effects 

and �0 < 0. For stable cases �0 > 0, and, the mechanical turbulence is destroyed due to the 
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thermal effects when �0 > 1. For �0 ranging between 0 and 1, there is a competition between 

thermal and mechanical effects. Thus atmospheric stability have a high impact on the turbulence 

of the atmosphere, on the velocity field (Bottillo et al., 2014) and, therefore, on pollutant 

concentrations. It is especially the case in street canyons were mixed convection, i.e. the 

combination of forced and natural convection, can significatively change pollutant 

concentrations compared to forced convection alone (Allegrini et al., 2013; Wang et al., 

2011). Thermal effects, often neglected in CFD, must therefore be considered, and was 

implemented in the CFD solver to model stable and unstable atmosphere. For this purpose, the 

compressible Navier-Stokes equations must be considered in order to take into account the 

dependency of the air density with the temperature. Two question arise: 

 How much can thermal effects change the pollutant dispersion in urban areas ? Is the 

stable or unstable atmosphere leading to higher pollutant concentrations ? 

 

2.3.2. Compressible Navier-Stokes equations 

The compressible Navier-Stokes equations are balance equations that come from the Newton’s 

second law applied to a compressible fluid. Compared to their incompressible equivalents, they 

include three equations: the continuity (Eq. 2.14), the momentum (Eq. 2.15) and the energy 

(Eq. 2.16) equation. The temperature can be calculated from the thermal energy obtained in 

this last equation. 

 
	�	
 + �. (��) = 0 (Eq. 2.14) 

 

 � 8	�	
 + �. ��9 = −�� + �.  e2fB@@1(�)g − � h23 fB@@(�. �)i + �\ (Eq. 2.15) 

 

 
	�Z	
 + �. (��Z) + 	�j	
 + �. (��j) + �. (��) = �. ^kB@@�Z` + �\. �  (Eq. 2.16) 

where � is the velocity, � the pressure, � the density, Z the thermal energy, 1(�) the rate of 

strain tensor given in (Eq. 2.17), j the kinetic energy given in (Eq. 2.18), \ the gravitational 

acceleration, fB@@ the effective viscosity defined as the sum of molecular and turbulent viscosity 
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and kB@@ the effective thermal diffusivity defined as the sum of laminar and turbulent thermal 

diffusivities. 

 1(�) = 12 l�� + (��)mn (Eq. 2.17) 

 
 j ≡  |�|H/2 (Eq. 2.18) 

 The previous equations, from (Eq. 2.14) to (Eq. 2.18) are included in the 

buoyantPimpleFoam solver from OpenFOAM 6.0. Using this solver as a basis, all the 

points discussed from Section 2.2.2. to Section 2.2.4. (the use of a RANS 

methodology, the use of a PIMPLE algorithm and the implementation of the advection-

diffusion equation respectively) were applied and a new solver, which will be called 

Mixed Convection Solver (MCS), was obtained. With this new solver, thermal effects 

on the velocity field and turbulence are considered, and different atmospheric stability 

can be modelled. 

 

2.3.3. Model validation in case of mixed convection 

Two experimental test cases were used to assess the performances of the mixed convection 

solver in modelling different atmospheric stability, and to answer some questions raised 

previously. The experimental and numerical set-ups as well as the results comparison are 

successively presented hereafter and a summary of the test cases with the associated objectives 

is given in Table 2.6. 

 

Table 2.6 – Summary of the two test cases used for the mixed convection solver validation. 

Authors 2D 3D Buil. S.C. W.T. In-situ Objective 

Uehara et 
al. (2000) 

      
Comparison between CFD and experimental data for a 

simple regular street-canyon case with a slightly unstable 
atmospheric stability.  

Cui et al. 
(2016)       

Comparison between CFD and experimental data for an 
asymmetric case of buildings with a 3D flow field, 

indoor/outdoor exchanges, and an unstable atmospheric 
stability 

(Buil.: Buildings, S.C.: Street-canyon, W.T.: Wind tunnel) 
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2.3.3.1. Modelling an unstable atmosphere 

The mixed convection solver was first tested against experimental data from Uehara et al. 

(2000). This test case has been chosen to have a first comparison against experimental data for 

a simple case (2D) of street canyons with thermal effects. Only one turbulence model was used, 

the RNG k-ε model, since it led not to significant differences with the use of the standard one. 

The results were compared to assess the ability of the mixed convection solver to model an 

unstable atmosphere.  

Uehara et al. (2000) studied in a wind tunnel the evolution of the streamwise wind velocity 

and the temperature in the middle of a succession of regular street canyons (10 buildings with 

equal widths and heights: W = H = 0.1 m) for different Richardson numbers. Among the seven 

test cases available, an unstable case (�0 = -0.19) has been chosen, with therefore a thermal 

generation of turbulence, but a flow mostly under control of the mechanical effects. Their 

experimental set-up was symmetrical in the direction transverse to the flow (=-direction) and 

they used a perpendicular wind direction (along the *-direction). Results are provided for both 

streamwise velocity and temperature in the middle of the 5th street (between the 5th and the 6th 

building) as shown in Figure 2.19. The results are all given at * = 0 and = = 0. 

 
Figure 2.19 – Location of the vertical measurement profile. 

 

Simulations were performed using the inlet velocity profile measured and given by Uehara et 

al. (2000) and a temperature of _a+D = 292 K. A freestream outlet condition has been specified 

at the outlet and symmetry conditions were applied at the top and the lateral boundaries of the 

domain. No-slip conditions were applied to all other boundaries including the building roofs, 

walls and the ground. The wall temperature was fixed to _CDpqAE = 332 K. The recommendation 

from COST Action 732 guidelines has been followed (Franke et al., 2007) and a summary of 

the distances in the computational domain and the boundary conditions is given in Figure 2.20. 
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Figure 2.20 – Boundary conditions and domain size 

 

A study on the mesh sensitivity based on the grid convergence index was conducted. The GCI 

between 1.25 mm and 2.5 mm meshes gave a global error of less than 5%. However, it was 

shown previsouly that sometimes 2.5 mm meshes are not sufficient and to ensure the reliability 

of the results, 1.25 mm meshes has been selected and 5 mm meshes were used for M ranging 

from 2H to 15H to avoid too high calculation costs (10 < =L < 30). This grid resolution lead 

to a total number of 1.2 million meshes. An illustration of the grid is presented in Figure 2.21.  

 

 
Figure 2.21 – Mesh illustration (1.25 mm for M < 2H  and 5 mm in the rest of the domain). 

 

Simulations were performed using the RNG k-ε turbulence model. The dimensionless 

streamwise velocity �/�DB@ and the dimensionless temperature _∗ as a function of the 

dimensionless height M/; are presented in Figure 2.22 (�DB@ = 1.61 m/s). The dimensionless 

temperature was calculated according to (Eq. 2.19). 

 _∗ = _ − _a_C − _a (Eq. 2.19) 
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where _∗ is the dimensionless temperature, _ is the temperature, _a is the air temperature and _C is the ground temperature. 

 

 
Figure 2.22 – Comparison of the dimensionless streamwise velocity and the dimensionless temperature between 

the numerical model and the experimental data of Uehara et al. (2000). 

 

According to Figure 2.22, the streamwise velocity is globally accurately reproduced inside 

(M/; < 1) and outside (M/; > 1) the canyon, except near the ground. The differences between 

the numerical model and the experimental data at this location can be explained by the boundary 

conditions used. Indeed, a no-slip condition was used for the ground. In other words, a velocity 

of � = 0 m/s was applied at this boundary and is probably the cause of the differences with the 

experimental data for low altitudes.  

Regarding the temperature, the CFD model is able to accurately reproduce the dimensionless 

temperature profile with a slight overestimation for M/; < 0.1 and a very good agreement with 

experimental data for higher altitudes. A slight temperature spike is nonetheless observed 

around M/; = 0.9, but is also observed from other authors (Li et al., 2010). 
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The previous results have shed light on the following issues: 

 

 Is a CFD-RANS model sufficient to good reproduce wind speed in urban areas for 

computational wind engineering applications?  
 

 

 Is a CFD-RANS model able to accurately reproduce effects of atmospheric stability on 

wind velocities?  

 
The conclusions are as follows:  
 

 

 

2.3.3.2. Modelling a stable atmosphere with indoor/outdoor exchanges 

The mixed convection solver was then tested against experimental data from Cui et al. (2016). 

This experimental test case has been chosen for multiple reasons. Firstly, the test case 

corresponds to a complex situation including asymmetrical buildings, edge effects and 3D flow 

motions. Secondly, the results are given for both wind velocity and pollutant concentration 

considering local unstable atmosphere. Finally, this test case also allows assessing model 

accuracy for indoor/outdoor exchanges modelling. Only one turbulence model was used, the 

RNG k-ε model, and the results were compared to assess the ability of the mixed convection 

solver to model a more complex unstable atmosphere and indoor/outdoor exchanges. 

Cui et al. (2016) studied in a wind tunnel the evolution of the wind velocity and the pollutant 

concentration for a vertical profile between two buildings (* = P/2), and, for a horizontal 

profile inside a room in the downstream building (M = 5P/8). The ground between the two 

 The forced convection solver is able to reproduce with good concordance a 

streamwise velocity profile in a 2D street canyon configuration with thermally 

induced turbulence (unstable atmosphere). 
 

 The solver is able to reproduce with a very good accuracy a temperature profile 

in an unstable atmosphere. 
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buildings was heated to variable temperatures _C and the air in the wind tunnel was injected 

with a fixed temperature _a = 288 K, leading to 8 distinct Richardson numbers. Among the 

available test cases, a more unstable case than previously was used (�0 = -1.22) leading to a 

higher thermal generation of turbulence than previously. Their experimental set-up was fully 

3D with a higher downwind building and a room located inside of this building with two 

windows, one opened to the upwind building and the second opened to the outlet boundary. An 

emission source was also located on the roof of the upwind building at * = = = 0 where an 

emission rate of 0.087 g/s was applied. 

Simulations were performed using the same inlet velocity and turbulence profiles as used in 

Cui et al. (2016) with a ground temperature of _C = 423 K. A freestream outlet was specified 

for the outlet boundary and symmetry conditions were applied to lateral and top boundaries. 

No-slip conditions were specified to all other boundaries including buildings roofs, building 

walls and the ground. Finally, recommendation of Franke et al. (2007) were followed for the 

minimal distances in the computational domain. The experimental set-up with distances, 

boundary conditions, location of the emission source and the heated ground, and location of the 

experimental measurements profiles is presented in Figure 2.23. Further information can be 

found in the original paper.  

Mesh sensitivity tests were carried out using the grid convergence index. It was assessed for 

both outdoor (between the two buildings) and indoor (inside the downwind building room) 

environment. A GCI of less than 5% was obtained for meshes of 2.5 mm in the outdoor 

environment and 0.625 mm in the indoor environment compared to 5 mm and 1.25 mm meshes 

results respectively. This low numerical uncertainty and the high number of cells (7.3 millions) 

which results in high computational time lead to the selected mesh. The resulting =L is 50 in 

the outdoor environment and 15 in the indoor one. An illustration of the meshes for the outdoor 

and the indoor environment is presented in Figure 2.24 (A) and Figure 2.24 (B) respectively.  
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Figure 2.23 – Boundary conditions and domain size. 

 

 

 
Figure 2.24 – Mesh illustration of (A) the two buildings with the heated surface in orange and the emission 

source in red (mesh size of 2.5 mm) and (B) the indoor environment of the downwind building (mesh size of 

0.625 mm). 
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The dimensionless streamwise velocity �/�DB@ and the dimensionless concentration between 

the buildings (* =  P/2) as a function of the dimensionless height M/P are proposed in Figure 

2.25. The dimensionless concentration was calculated according to (Eq. 2.11) with �DB@ = 0.7 

m/s, ;DB@ = 0.08 m, P = 0.16 m and Q3 = 0.087 g/s according to Cui et al. (2016).  

The dimensionless streamwise velocity �/�DB@ and the dimensionless concentration in the 

downwind building room as a function of the dimensionless distance in the streamwise direction */P are presented in Figure 2.26. 

According to Figure 2.25, the wind profile is accurately reproduced by the numerical model. 

Indeed, numerical results are very close from experimental results, especially for M/P > 0.55. 

Velocities are nonetheless slightly underestimated for lower altitudes. Concerning the results 

on concentrations, it can be seen that the experimental results are well reproduced by the 

numerical model using the turbulent Schmidt numbers considered (ranging from 0.2 to 0.3) and 

the best results are obtained for 5�4 = 0.2.   

 
Figure 2.25 – Comparison of the dimensionless streamwise velocity and the dimensionless concentration 

between the numerical model and the experimental data of Cui et al. (2016), the red curves, in the outdoor 

environment. 
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According to Figure 2.26, there is a high overestimation of the wind velocity just after the first 

window (*/P = 1.0). The velocities are, however, very well reproduced starting from  */P = 1.1 

and up to the second window. In terms of concentrations, the experimental results are also well 

reproduced by the numerical model, especially with 5�4 = 0.25. It should finally be noted that, 

whichever the turbulent Schmidt number considered, the numerical model is globally giving a 

constant concentration along the room while the experimental concentration has some 

variations. These variations are nonetheless very small and globally included in the 

experimental uncertainties.  

 
Figure 2.26 – Comparison of the dimensionless streamwise velocity and the dimensionless concentration 

between the numerical model and the experimental data of Cui et al. (2016) in the outdoor environment. 

 

Finally, the performance criteria have been calculated to compare numerical and experimental 

concentrations distinguishing indoor and outdoor locations and the results are summarized in 

Table 2.7. According to these results, the best outdoor results are achieved with 5�4 = 0.2 

leading to an overall error or 8%. The results using 5�4 = 0.25 are also very good with an overall 

error of 10%. The best indoor results are obtained for 5�4 = 0.25 leading to a global error of 
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6%. The best turbulent Schmidt number considering both indoor and outdoor environments is 

therefore 5�4 = 0.25, leading to an overall error of less than 10%.  

According to the previous results, the mixed convection solver is able to very well reproduced 

wind profiles and concentration profiles in both outdoor and indoor environment for a highly 

unstable 3D case.  

 

Table 2.7 – Evaluation of the mixed convection solver performances over the data of Cui et al. (2016) in the indoor 

and the outdoor environment 

 FB MG VG NMSE FAC2 NAE Target 

RNG k-ε, outdoor       

Sct = 0.2 0.016 1.016 1.014 0.000 1.024 8% 0.27 

Sct = 0.25 -0.070 0.932 1.018 0.005 1.090 10% 0.32 

Sct = 0.3 -0.175 0.839 1.047 0.031 1.210 17% 0.57 

RNG k-ε, indoor        

Sct = 0.2 0.173 1.189 1.036 0.030 0.846 17% 2.27 

Sct = 0.25 -0.023 0.977 1.006 0.001 1.029 6% 1.01 

Sct = 0.3 -0.128 0.879 1.023 0.017 1.143 13% 2.01 

Objective        

Target value 0 1 0 0 1 0% 0 

Target range -0.3 < x < 0.3 0.7 < x < 1.3 < 4 < 1.5 0.5 < x < 1.5 - < 0.5 

 

The previous results have shed light on the following issues: 

 

 Is a CFD-RANS model sufficient to good reproduce wind speed in urban areas for 

computational wind engineering applications?   
 

 

 Is a two-equation k-ε turbulence model sufficient to accurately reproduce velocity and 

concentration fields for air pollution modelling?  

 

 How much can the turbulent Schmidt number 5�4 change the concentrations modelled? 

Which is the best turbulent Schmidt number to choose? 
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 Is a CFD-RANS model able to accurately reproduce effects of atmospheric stability on 

wind velocities and pollutant concentrations?  

The conclusions are as follows:  
 

 

 

2.4. Effects of vegetation on aerodynamics and pollutants transport 

Two distinct CFD solvers have been developed and include (1) the forced convection solver 

(FCS), an incompressible solver for neutral atmosphere modelling and, (2) the mixed 

convection solver (MCS), a compressible solver for non-neutral atmosphere modelling.  

This section deals with the inclusion of new terms in Navier-Stokes, turbulence, and pollutant 

transport equations to account for the effects of vegetation.  

 

2.4.1. Impact of vegetation on flow: wind speed and turbulence 

A first step to take vegetation into account in the forced and mixed convection solvers is to 

include its effects on the airflow that will inevitably lead to a modification of the pollutant 

dispersion. Indeed, it seems obvious that vegetation will have an impact on the airflow, firstly 

 The mixed convection solver is able to reproduce very well velocity and 

concentration profiles for a highly unstable 3D case. 
 

 The CFD solver is also able to model accurately indoor and outdoor exchanges. 
 

 The best results on concentrations are obtained using a turbulent Schmidt 

number of 0.25, leading to an overall error of 10%. 
 

 Isotropic models such as the standard RNG k-ε turbulence model are sufficient 

to give good results in 3D with thermal effects. 
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because of the trunks and branches that will stop the flow, but also because of the leaves that 

will slow it down with more or less impact depending on leaves density.  

The effects of vegetation on airflow and how to include them for CFD RANS modelling were 

well investigated by several authors including Katul et al. (2004), Dalpé and Masson (2009) 

and more recently by Santiago et al. (2017b) and Buccolieri et al. (2018). According to these 

authors, for CFD modelling, three new terms noted 5q [Pa/s], 5t [kg/m/s3] and 5u [kg/m/s4] 

need to be added in the Navier-Stokes momentum equation, in the turbulent kinetic energy 

equation and in the turbulence dissipation equation respectively. The corresponding equations 

are given hereafter: 

 5q = −��vk|�|�+  (Eq. 2.20) 

 

 5t = ��vkwxJ|�|, − xEy|�|z  (Eq. 2.21) 
 

 5u = ��vk {y w�|uxJ|�|, − �}uxEy|�|z  (Eq. 2.22) 

 

where � is the density, �v is the drag coefficient, k is the leaf area density (also noted PV1), � 

is the velocity, y is the turbulent kinetic energy, { is the turbulence dissipation rate, xJ is the 

fraction of mean kinetic energy converted into turbulent kinetic energy by means of drag 

(Buccolieri et al., 2018), xE is the dimensionless coefficient for the short-circuiting of the 

turbulence cascade (Buccolieri et al., 2018) and �|u and �}u are new turbulence model 

constants. 

It should be mentioned that the previous equations are given considering the density �. In the 

forced convection solver, as for any incompressible solver in OpenFOAM, this parameter 

cannot be found in the source code since the variable �/� is considered. The density is 

nonetheless considered in the mixed convection solver to consider buoyant effects. 

One questions arise: 

 Are the forced convection solver (FCS) and the mixed convection solver (MCS) able to 

accurately reproduce the flow field for cases with vegetation ? 
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Precision about ~� and � 

When including (Eq. 2.20) in the Navier-Stokes momentum equation, two new parameters 

appear and need to be specified: the drag coefficient �v [-] and the leaf area density k [m2/m3]  

(or PV1).  

• The drag coefficient is a dimensionless constant related to the aerodynamic features of 

the vegetation and usually ranges from 0.1 to 0.3. An average value of 0.2 is usually 

taken for CFD modelling (Buccolieri et al., 2018).  

• The leaf area density corresponds to the ratio between the leaves surface and the total 

volume of the vegetal. This parameter is a function of the altitude (M). A global 

parameter over the vegetal, called the leaf area index (PV?), can be calculated from it 

using (Eq. 2.23). The link between PV? and PV1(M) is given in Figure 2.27. 

 PV? = � PV1(M)�
� . �M 

 
(Eq. 2.23) 

where PV? is the leaf area index, PV1 is the leaf area density and ℎ is the vegetation height. 

 

Figure 2.27 – Link between LAI and LAD(z). 

 

There is no specific range for the leaf area density, this parameter being different for each 

vegetal species and also depending on the season. In practice, this parameter can be  assessed 

using light measurements (Stadt and Lieffers, 2000) or photographic methods (Meir et al., 

2000). However, in applied context it is not always possible to measure this parameter and 

some empirical relations has been developed and can be used instead (Lalic and Mihailovic, 

2004; Ross et al., 2000). As an example, the relation of Lalic and Mihailovic (2004) is given 

hereafter in (Eq. 2.24). 
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 PV1(M) = P3 8ℎ − M3ℎ − M 9A Z*� 7� 81 − ℎ − M3ℎ − M 9: 
 

(Eq. 2.24) 

 

where PV1(M) is the leaf area density, P3 is the maximal leaf area density, M3 the altitude 

where the maximal leaf area density is reached, ℎ is the vegetal height, M is the altitude and � a 

parameter equal to 6 for 0 ≤ M < M3 and to 0.5 for M3 ≤ M ≤ ℎ.  

 

Precision about ��, ��, ~�� and ~�� 

When including (Eq. 2.21) and (Eq. 2.22) in the turbulence equations, four additional 

parameters appear in addition to the drag coefficient and the leaf area density : xJ, xE, �|u and �}u. These parameters are all dimensionless constants which can be calculated using the 

following equations (Katul et al., 2004): 

 xE = ��µ 82k9H/, xJ + 3�t 
 

(Eq. 2.25) 

 

 �u| = �u} = �t � 2�u − ��µ6 82�9H, (�uH − �u.)� 

 

(Eq. 2.26) 

where xE is taken equal to 1 as in Katul et al. (2004) and Santiago et al. (2017b, 2017a), � = 0.05 (Dalpé and Masson, 2009) and �µ, �t, �u, �u. and �uH are turbulence model constants 

summarized in Table 2.8 for the standard k-ε turbulence model. 

Table 2.8 – Values of constants for the k-ε turbulence model in OpenFOAM. 

Model Cµ σk σε Cε1 Cε2 

Standard k-ε 0.09 1.0 1.3 1.44 1.92 

 

 The three terms of source and sink to consider the impact of vegetation on the airflow 

have been added in the FCS and MCS as well as all necessary constants for the 

numerical calculation.  
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 A python code has been developed to simplify the solver parametrization for simulations 

with multiple vegetation locations and different vegetation types (i.e., different PV1(M) 

and �v).  

 

2.4.2. Pollutant deposition 

The vegetation has an impact on the airflow which leads to a modification of the pollutant 

dispersion and, therefore, of the pollutant concentrations. However, the vegetation also has an 

impact directly on pollutant concentrations. Indeed, by means of a deposition on leaves, air 

pollutants can be removed by the presence of vegetation (Buccolieri et al., 2018).  

In CFD modelling, deposition can be considered including a sink term of concentration in the 

advection-diffusion equation (Buccolieri et al., 2018; Santiago et al., 2017b). The deposition 

sink term, noted 5E [kg/m3/s], is given in (Eq. 2.27). 

 5E = −kTE�  (Eq. 2.27) 
 

where k is the leaf area density, TE is the deposition velocity and � is the pollutant 

concentration. 

Slightly different formulations can also be found, as in Bruse (2007), where 5E is multiplied 

by another term, G�aJ, corresponding to a leaf capacity dependent scale factor. This parameter, 

ranging from 0 for a dirty leaf to 1 for a clean fresh leaf is usually set to a fixed value of 1 due 

to a lack of information and empirical data to assess it. When taking G�aJ = 1, it is assumed that 

all the leaves have a full filtering capacity and can therefore lead to an overestimation of the 

deposition effects.  

 

Precision about �� 

When including (Eq. 2.27) in the advection-diffusion equation, another new term need to be 

specified: the deposition velocity TE. The deposition velocity depends on the type of vegetation 

but also on the pollutant modelled. According to the review of Buccolieri et al. (2018), TE for 

vegetated surfaces is usually less than 1 cm/s for gases and more than 1 cm/s for particles with 
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high variations depending on the authors: for PM10, the deposition velocity ranges from 0.5 to 

10 cm/s while for PM2.5, the deposition velocity ranges from 0.02 cm/s to 30 cm/s. However, 

deposition velocities of around 1 cm/s or less are more frequent.  

For heavier particles, such as pollen, the deposition velocity becomes the settling velocity which 

is based on the Stokes’ drag law (Salesky et al., 2019). The corresponding equation is given 

in (Eq. 2.28). 

 �� = �J\�JH18fa+D  
 

(Eq. 2.28) 

where �� is the settling velocity, �J is the particle density, \ is the gravitational acceleration, �J is the particle diameter and fa+D is the air dynamic viscosity.  

Finally, it should also be noted that another way, called the resistance model, does exist for 

computing deposition velocity. The resistance model, as well described by Seinfeld and Pandis 

(2016), is based on electrical resistance analogy and conduct to two different velocity 

depositions for gazes and particles.   

 �ECa�B� = 1Ia + I� + I� 
 

(Eq. 2.29) 

 

 �EJaD4+��B� = 1Ia + I� + IaI��� + �� 
 

(Eq. 2.30) 

 

where �ECa�B� is the deposition velocity for gazes, �EJaD4+��B� is the deposition velocity for 

particles, Ia is the aerodynamic resistance, I� is the quasilaminar layer resistance, I� is canopy 

resistance, and �� is the settling velocity. The equation of these parameters can be found in 

Seinfeld and Pandis (2016). 

The resistance model has been used for microscale modelling as in the ENVI-met software 

(Bruse, 2007). However, according to Santiago et al. (2017b), since in urban areas the traffic 

emissions are located below the urban vegetation canopy, this model cannot give accurate 

results for microscale modelling as in forest configurations.  
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Two questions arise: 

 Are the forced and mixed convection solvers able to accurately reproduce pollutant 

concentrations with vegetation and deposition effects ? Is the resistance model able to 

give a correct estimation of the deposition velocity when this velocity is unknown ? 

 

 The sink term to consider the pollutant deposition due to vegetation has been added to 

the advection-diffusion equation in both the FCS and the MCS.   

 

 The deposition velocity �E can be directly specified in both CFD solvers and can also 

be calculated based on the resistance model added in the solvers. 

 

2.4.3. Pollutant resuspension 

Vegetation has an impact on pollutant concentrations due to changes in air flow and pollutant 

deposition effects. A final phenomenon can also occur and corresponds to the resuspension of 

pollutants deposited on plant surfaces (L. Chen et al., 2017).  

The pollutants resuspension is ranging from 4.5% to 12% for wind velocities ranging from 

3 m/s to 9 m/s according to (Nowak et al., 2013). In a recent study, pollutants resuspension 

has been included in CFD modelling as a volumetric source term (Hong et al., 2018). The 

resuspension source term, 5D [kg/m3/s], used by these authors is given in (Eq. 2.31). 

 5D = −kTD��+At  (Eq. 2.31) 
 

where k is the leaf area density, TD is the resuspension velocity and ��+At is the pollutant 

concentration deposited on vegetation surfaces 

Finally, there is not as much information for resuspension velocity as for deposition velocity 

and, according to Buccolieri et al. (2018), the pollutant resuspension is usually neglected in 

CFD simulations. 
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 The pollutant resuspension source term has not been yet included in the forced and 

mixed convection solvers since there is not much information about resuspension 

velocities. This term will be added later, in future developments. 

 

2.4.4. Model validation 

Two in situ experimental test cases were used to assess the performances of the forced and the 

mixed convection solver in modelling the impact of vegetation on airflow and pollutant 

concentrations, and to answer some questions raised previously. The experimental and 

numerical set-ups as well as the results comparison are successively presented hereafter and a 

summary of the test cases with the associated objectives is given in . Since the results were 

strictly the same between the forced and the mixed convection solver (no thermal effects 

modelled in both test cases), only the results obtained with the forced convection solver are 

presented.  

Table 2.9 – Summary of the two test cases used for the mixed convection solver validation. 

Authors 2D 3D W.T. In-situ Objective 

Irvine et al. 
(1997) 

    Comparison between CFD and in-situ experimental data on the evolution of 
the wind profile before, at the beginning and in a forest.  

Vermeulen 
et al. (2009)     Comparison between CFD and in-situ experimental data on the evolution of 

traffic-induced pollutants after a vegetative barrier. 

(W.T.: Wind tunnel) 

2.4.4.1. Modelling the effects of vegetation on flow 

The solver with vegetation was firstly tested against experimental data from Irvine et al. 

(1997). These experimental data have been chosen mainly because the experimentation was 

conducted in situ, in a real forest. The results were given only for the wind speed but allow a 

first assessment of the model accuracy with vegetation. For the turbulence modelling, it is the 

modified k-ε turbulence model (the standard model with source and sink terms due to 

vegetation) that has been used. 
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Irvine et al. (1997) studied the evolution of the wind velocity profile when entering a Sitka 

spruce forest at Hartwood Forest, in Northumberland, England. The forest was characterized 

by an averaged vegetation height of around  6 m (noted ;) and a density of approximately 

2,000 stems/ha uniformly planted. To do their measurements, they used four masts where three 

wind sensors were placed at different altitudes (M/; = 0.46, M/; = 1.00 and M/; = 2.00). One 

mast was placed before the forest (*/; = -6.1), the second was located at the forest edge 

(*/; = 0.0) and the two other were located inside the forest (*/; = 3.6 and */; =14.5). 

Additional information on the vegetation where available, like the drag coefficient (�v = 0.2), 

and the leaf area index (PV? = 2.15). Since no information about the leaf area density was 

available, it has been estimated using (Eq. 2.23) considering, as a first approach a uniform 

distribution and, as a second approach, a non-uniform distribution (noted “chosen PV1”) to 

represent a Sitka spruce shape. The PV1 distribution is illustrated in Figure 2.28 and respect 

the criterion PV? = 2.15.  

 

 
Figure 2.28 – Leaf area density with an uniform density (black line) and a chosen density (red line). 
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Simulations were performed using the inlet velocity profile measured before the forest at */; = -6.1. A freestream outlet was used for the outlet boundary and symmetry conditions were 

applied to the top and the lateral boundaries. The drag coefficient and the leaf area density were 

set to zero in all the domain except in the forest area where �v was set to 0.2 and the uniform 

or the chosen PV1 were specified. The recommendations of Franke et al. (2007) concerning 

the minimal distances in numerical domain are given as a function of a building height. Since 

in this case there are no buildings, the vegetation height ; was used instead with higher 

distances than recommended. The experimental set-up with distances, boundary conditions and 

the forest location, is presented in Figure 2.29. 

 
Figure 2.29 – Boundary conditions and domain size. 

 

Mesh sensitivity tests were carried out at the four mast locations on both PV1 distributions 

using the grid convergence index. The mesh insensitivity was difficult to reach in the vegetated 

area, probably because of the source and sink terms of momentum and turbulence. To reach a 

GCI of less than 5%, a degressive mesh size has been applied in the vertical direction which 

leads to a minimal mesh height of 0.65 m (at ground level), a maximal mesh height of 3.5 m (at 

the top boundary) and an intermediate mesh height of 1 m at the forest top. The corresponding =L at the ground level is around 9,000. A mesh length of 0.4 m in the streamwise direction was 

sufficient in both cases and a total number of 43,000 meshes was reached. An illustration of the 

resulting grid is given in Figure 2.30 with the two PV1 conditions illustrated.  
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Figure 2.30 – Mesh illustration for the uniform PV1 (left) and the chosen PV1 (right). 

 

The experimental and the numerical dimensionless velocity profiles �/�∗ as a function of the 

dimensionless height M/; are presented below in Figure 2.31 (�∗ = 0.5 m/s).  

 
Figure 2.31 – Comparison of the dimensionless streamwise velocity and the dimensionless concentration 

between the numerical model and the experimental data of Irvine et al. (1997). 
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According firstly to Figure 2.31 (A), it can be seen that the inlet profile is accurately maintained 

until the first mast (*/; = -6.1) for the three cases considered (without vegetation, with the 

uniform PV1 and with the chosen PV1). The results are strictly the same at this location 

understandably because this mast is located outside the forest.  

According to Figure 2.31 (B–D), it can be seen that the experimental measurements in the 

forest deviate from the without-vegetation profile and a maximal deviation is reached at the 

farthest mast from the forest edge. As a first result, it can be seen that using the uniform PV1 

distribution gives an overall good prediction of the wind velocity profile modification due to 

the vegetation, especially at */; = 0.0 and */; = 14.5. As a second result, using the chosen PV1 distribution gives overall the same results as the uniform distribution for the second and 

the fourth mast. However, it improves significatively the results at the third mast (*/; = 3.6). 

The previous results have shed light on the following issues: 
 

 Are the forced convection solver (FCS) and the mixed convection solver (MCS) able to 

accurately reproduce the flow field for cases with vegetation ? 
 

 Are these solvers able to reproduce accurately the flow field in real in-situ contexts? 

The conclusions are as follows:  

 

 The mixed and forced convection solvers are able to accurately reproduce a real 

wind velocity profile impacted by a dense vegetation (forest) in neutral 

conditions. 
 

 Accurate results were obtained using a uniform leaf area density distribution 

based on a measured leaf area index and a given drag coefficient. 
 

 Results were improved using a leaf area density distribution based on the tree 

theoretical shape. 
 

 Mesh-size independence is more sensitive with vegetation. 
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2.4.4.2. Modelling the effects of vegetation on the flow and pollutant deposition 

The solver with vegetation was secondly tested against experimental data from Vermeulen et 

al. (2009). These experimental data have been chosen because it was a true 3D experimentation 

done in situ where results were available on both wind velocity and pollutant concentrations on 

nitrogen oxides (NOx) and particulate matters (PM10) emitted from traffic. The modified k-ε 

turbulence model has been used to model the turbulence and, since no information on the 

deposition velocity was available, the resistance model has been tested to assess if it is able to 

give an accurate estimation of deposition velocities for microscale modelling. 

Vermeulen et al. (2009) studied the evolution of the wind velocity and the NOx and PM10 

dispersion in two areas, the first protected by a vegetative barrier, and the second directly 

exposed from the A50 highway emissions at Vaassen, Netherland. These areas were located 

side to side and the only difference was the presence of vegetation in one of them. Different 

sensors including 3D anemometers, 2D ultrasonic anemometers, NOx, O3 and PM10 

concentration sensors were placed after the vegetative barrier to study the evolution of wind 

velocity and pollutant concentrations as a function of the distance from the roadside. The same 

disposition has been used for the area without vegetation. Information on the type of vegetation 

(blackthorn, oak and ash) and the leaf area density distribution were available, but no 

information on the drag coefficient was given.  

Simulations were performed using an inlet velocity profile based on meteorological data given 

by Vermeulen et al. (2009) : wind speed of 3.5 m/s and a wind direction of 240° (data from 

June 26, 2018 between 1 p.m. and 4 p.m.). A freestream outlet has been applied to the outlet 

boundary and symmetry conditions were applied to the top and the lateral boundaries of the 

domain. The drag coefficient and the leaf area density were set to zero in the whole domain 

except in the meshes were vegetation was present. Traffic-related emissions of 365 g/km/h and 

5 846 g/km/h for PM10 and NOx respectively were specified at the road location according to 

the traffic information and emission factors given by Vermeulen et al. (2009). Finally, the 

resistance model also needs two parameters which was not given in the test case : the air surface 

temperature (_�) and the solar radiation (>). The values of  _� = 20°C and > = 126 W/m² has 

been used according to data from SolarGIS in June in Vaassen.  
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Recommendations of Franke et al. (2007) were followed for the minimal distances in the 

numerical domain considering ; = 14 m, the vegetation height, as the reference height. The 

experimental setup with distances, boundary conditions, the vegetation and the road locations 

is given in Figure 2.32. Further details on the geometry can be found in Vermeulen et al. 

(2009). 

 
Figure 2.32 – Boundary conditions and domain size. 

 

Mesh sensitivity tests were carried out in the area of interest. To ensure a grid convergence 

index of less than 5%, meshes of 0.8 m in the * and = directions and 0.2 m in the M direction 

were used which lead to a total of 12.9 million meshes and =L = 1,850. It should be noted that, 

as for the previous test case, a higher resolution in the vertical direction was needed than for 

the other directions which was not the case before for the validation steps without vegetation. 

An illustration of the resulting grid also showing the leaf area density is given in Figure 2.33. 

 

 
Figure 2.33 – Mesh illustration with the leaf area density used. 
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A comparison between the experimental and numerical results is given in Figure 2.34. 

Particularly, this comparison is about (A) wind velocity without vegetation and wind velocity 

with vegetation for two different drag coefficients and (B) NOx and (C) PM10 concentrations 

with vegetation as a function of the turbulent Schmidt number. The vegetation is located at a 

distance ranging from 5 to 8 m from the road. 

 

 

Figure 2.34 – Comparison of the streamwise velocity with and without vegetation and the NOx and PM10 

concentrations between the numerical model and the experimental data of Vermeulen et al. (2009). 
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According to Figure 2.34 (A), it can firstly be seen that the reference velocity (the velocity 

without vegetation) is globally in the uncertainty ranges of the experimental data. It should, 

however, be noted that the velocity modelled is almost constant with the distance to the road 

when for the experimental data the velocity is firstly decreasing and then increasing.  

This figure is also showing the evolution of the wind velocity with vegetation for two drag 

coefficients. Since no drag coefficient where specified in the test case, an average drag 

coefficient value of 0.2 (Buccolieri et al., 2018) was firstly used. The modelled velocities are 

in the uncertainty ranges before the vegetation (* = 3 m) and far from it (* = 87 m). However, 

just after the vegetation (* = 13 m and * = 38 m), the velocity is highly overestimated. This 

result can be explained by the choice of �v = 0.2 which correspond to an average value for 

multiple vegetation species. However, higher values can be found in the literature such as �v = 0.8 (Cao et al., 2012) or �v = 1.2 (Gromke and Ruck, 2007). The value of �v = 0.4 has 

then secondly been set. With this value, better results are obtained for * = 13 m and * = 38 m 

without changing too much the results for the two other locations. It should finally be noted 

that the shape of the wind velocity evolution is well reproduced.  

The evolution of the NOx concentration as a function of the distance from the road is illustrated 

in Figure 2.34 (B). The numerical results are presented for three turbulent Schmidt numbers 

including 5�4 = 0.5, 0.7 and 0.9. According to the comparison with the experimental data, the 

best overall results are obtained using 5�4 = 0.9. With this turbulent Schmidt number, NOx 

concentrations are in the uncertainty ranges for the first three measurement locations. The 

concentration at the fourth location is, however, underestimated as for the two other turbulent 

Schmidt numbers used. An explanation for this observation can be the use of a constant 

turbulent Schmidt number in the whole domain. Indeed, * = 87 m is far from the vegetation 

barrier were the turbulent viscosity and, therefore, turbulent dispersion of the nitrogen oxides 

may be overestimated due to the turbulence model. A higher turbulent Schmidt number may be 

required at this location to overcome this overestimation of the turbulent viscosity.  

Then, the evolution of the PM10 concentration is given in Figure 2.34 (C) as a function of the 

distance from the road. Numerical results are given for three turbulent Schmidt numbers 

including 5�4 = 0.3, 0.5 and 0.7. The best results are obtained with 5�4 = 0.3, with a slight 

overestimation of the concentration at the second location. The best turbulent Schmidt number 
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assessed for the PM10 (0.3) is therefore not the same and is far from the best value for the NOx 

(0.9). This difference is difficult to explain since the turbulent diffusion is theoretically 

depending to the turbulence and not to the transported species. It should, however, be noted that 

an overestimation of the NOx emissions or an underestimation of the PM10 emissions can also 

conduct to that kind of difference which is one explanation. Additionally, both NOx and PM10 

were modelled as passive scalar without consideration of molecular mass, which can also be an 

explanation of these differences. 

Finally, the previous results cannot give the certitude that the resistance model gave good 

deposition velocities since the turbulent Schmidt number has also an impact on pollutant 

dispersion. Nonetheless, the trends of the concentration evolution with the distance from the 

road were globally accurate whatever the turbulent Schmidt number considered. It can therefore 

be supposed that, when the deposition velocity is unknown and when this parameter is not 

assessable, the resistance model can be used instead. The user should nevertheless be aware of 

the limitations of this model for microscale modelling, as discussed in Santiago et al. (2017b).   

The previous results have shed light on the following issues: 
 

 Are the forced convection solver (FCS) and the mixed convection solver (MCS) able to 

accurately reproduce the flow field for cases with vegetation ? 
 

 Are these solvers able to reproduce accurately flow field and pollutant concentration 

field in real in-situ contexts? 
 

 Are the forced and mixed convection solvers able to accurately reproduce pollutant 

concentrations with vegetation and deposition effects ? Is the resistance model able to 

give a correct estimation of the deposition velocity when this velocity is unknown ? 
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The conclusions are as follows:  
 

 

 

2.5. Nitrogen oxides chemistry 

As discussed in the first chapter, nitrogen dioxide (NO2) has been selected as one of the highest 

priority air pollutants by the World Health Organization. It is therefore important to monitor it, 

as well as to model it. Although it is possible to directly measure the nitrogen oxide 

concentrations, it is more difficult to model it due to several chemical mechanisms in the 

atmosphere. This section deals with nitrogen oxides chemistry and how to include it for 

numerical modelling purposes. 

2.5.1. Main mechanisms on nitrogen dioxide transformation in the troposphere 

Several chemical mechanisms involve nitrogen dioxides in the troposphere and include 

reactions with ozone, free radicals, volatile organic compounds (VOCs) and formaldehyde 

(Bliefert and Perraud, 2008). A schematic representation of these mechanisms taken from 

Aumont (2015) is given in Figure 2.35. According to this figure, it can be seen that only the 

 The mixed and forced convection solvers are able to accurately reproduce a real 

wind velocity streamwise profile impacted by a vegetative barrier in neutral 

conditions. The choice of the drag coefficient is nonetheless crucial. 
 

 Accurate results were obtained on NOx and PM10 dispersion considering the 

impact of the vegetation on the air flow and on the pollutant dispersion 

(deposition on the vegetation). The results are, as for the previous test cases, 

dependent of the turbulent Schmidt number used. 
 

 The resistance model was used because no specific deposition velocities were 

specified in the test case. According to the results, when no other options are 

available, the resistance model can be useful to assess deposition velocity, but 

it is important to be aware of the model limitations for microscale modelling. 
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ozone acts directly on the nitrogen dioxides. Free radicals, volatile organic compounds and the 

formaldehyde act indirectly on the nitrogen dioxides through the catalytic cycle.  

 

 
Figure 2.35 – Schematic representation of the main mechanisms involving nitrogen dioxides in the troposphere 

(Aumont, 2015). 

 

According to the literature, complex mechanisms such as described in Figure 2.35 can be 

included in computational fluid dynamics software. Indeed, Kim et al. (2012) incorporated in 

a CFD solver a full O3–NOx–VOC chemical system including 343 reactions and 110 chemical 

species. Simpler mechanisms were also studied such as the Reduced Chemical Scheme (RCS) 

with 136 reactions and 51 chemical species (Bright et al., 2013).  

According to the previous authors, it is therefore possible to compute nitrogen dioxides 

concentrations (NO2) considering other chemical species such as nitrogen oxides 

(NOx = NO + NO2) ozone (O3) or VOCs. However, these complex mechanisms increase 

significatively the calculation costs which can be twice higher compared to a standard 

simulation with non-reactive species (Sanchez et al., 2016). For engineering purposes, since it 

is necessary to minimize calculation costs, it is essential to find other ways to compute 

accurately NO2 concentrations. Finally, because emissions are computed for NOx species rather 

than NO2, it is especially important to be able to compute NO2 concentrations from NOx 

concentrations to compare numerical results with regulatory standards (see Section 3.3.3. for 

further details on emission calculation).  
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2.5.2. The photostationary steady state equilibrium (PSS) 

An alternative of taking into account a full chemical mechanism and a simpler approach is to 

consider the photostationary steady state equilibrium (PSS). This equilibrium is based on 

reactions involving NO2, NO and O3 given in (Eq. 2.32) to (Eq. 2.34). According to these 

equations, the concentrations of the different species are balanced depending on a photolysis 

rate coefficient �. and two chemical rate constants yH and y, (Bliefert and Perraud, 2008). 

This series of equations lead to a “null cycle” where there are no changes in the species 

concentrations and, since the ozone is very reactive and the dioxygen abundant, the ozone can 

be assumed in steady state leading to the photostationary steady state, and the Leighton 

relationship can be derived (Leighton, 1961). This equation is given in (Eq. 2.35). 

 U�H + ℎ. � ��→  U� + �  (Eq. 2.32) 
 

 � + �H + � t → �, + � 
 

 
(Eq. 2.33) 

 U� + �, t¡→ U�H + �H 
 

 
(Eq. 2.34) 

where U�H is the nitrogen dioxide specie, U� is the nitric oxide specie, � is the oxygen specie, �H is the dioxygen specie, �, is the ozone specie, � is a given specie acting like a contact 

partner, ℎ. � are photons, �. is the photolysis rate coefficient and yH and y, are two chemical 

rate constants. 

 l�,n¢££ = �. lU�Hn¢££y,  lU�n¢££ 
 

(Eq. 2.35) 

 

where l�,n¢££, lU�Hn¢££ and lU�n¢££ are the O3, NO2 and NO concentrations at the 

photostationary steady state respectively, �.  is the photolysis rate coefficient and y, is the 

chemical rate constant of the reaction involving NO and O3. 

The Leighton relationship basically used to assess tropospheric O3 concentrations on the basis 

of nitrogen oxides concentrations can be used inversely to assess the proportion of NO and NO2 

in the total amount of NOx. In order to use it, it is nonetheless necessary to specify the ozone 

concentration and to compute �. and y,. 
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The chemical rate constant 

The chemical rate constant y, [ppb-1/s] is the rate at which nitric oxide and ozone are 

transformed into nitrogen dioxide and dioxygen. It is a first-order kinetic constant which can 

be calculated following (Eq. 2.36) as a function of the temperature _ [K] (Hanrahan, 1999). 

 y, = 15.33_ . ZK.|}�m  
 

 
(Eq. 2.36) 

where y, is the chemical rate constant and _ the temperature in Kelvin. 

 

The photolysis rate coefficient 

The photolysis rate coefficient �. [s-1] is the rate at which nitrogen dioxide is photolyzed into 

nitric oxide and oxygen according to (Eq. 2.32). By definition, the photolysis rate coefficient, 

also called photolysis frequency, can be calculated by integrating a product involving the solar 

actinic flux for a given wavelength (Dickerson et al., 1982). However, for engineering 

purposes, it is difficult to use this definition because it needs numerous parameters usually 

assessed with measurements. According to Wiegand and Bo (2000), an alternative way based 

on empirical expressions does exist and the photolysis frequency can be computed as a function 

of two constants and the zenithal angle following (Eq. 2.37). 

 �. = V. Z(K¤.�B� ¥ )  (Eq. 2.37) 
 

where �. is the photolysis frequency, X is the zenithal angle and V and S two constants. 

It should be noted that the constants V and S are different depending on the authors, and a 

summary of the different values found in the literature is proposed in Table 2.10. 

 

Table 2.10 – V and S coefficients for photolysis frequency calculation 

Source V S 

Dickerson et al. (1982) 0.0167 0.575 

Parrish et al. (1983) 0.0130 0.360 

Lattuati (1997) 0.0155 0.526 
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Using (Eq. 2.36) and (Eq. 2.37), it is finally possible to use the Leighton relationship to assess 

the NO2 concentrations based on NOx and O3 concentrations. This methodology, leading to 

analytical solutions, is about twice less time consuming than considering full chemical 

mechanisms (Sanchez et al., 2016).  

Still according to these authors, in winter and for low ozone concentrations (~5 ppb), the PSS 

lead to less than 2% of errors compared to full chemical mechanisms for VOC/NOx ratios of 

0.5 and 0.2 and the PSS is therefore more suitable for engineering purposes. However, they also 

found that in summer, when ozone concentrations are higher than 10 ppb and solar radiation 

are high, the error increase to reach more than 15% for VOC/NOx ratios of 0.5, and the PSS is 

not sufficient anymore. Finally, according to AASQAs data, the mean annual ozone 

concentrations are higher than 10 ppb over the French country. The PSS is therefore not 

sufficient to compute NO2 concentrations from NOx concentrations in France. 

 Since a full chemical mechanism greatly increases calculation costs, no such mechanism 

has been implemented in the forced or the mixed convection solvers.  

 

 The photostationary steady state equilibrium equations have been included in the forced 

and the mixed convection solvers as a first basis of a simple chemical mechanism. 

 
On question arises: 

 

 As the PSS is not sufficient to calculate NO2 concentrations from NOx concentrations 

in France, are there alternatives to avoid increasing calculation costs? 

The answer to the question is the topic of Chapter 5. 

 

2.6. Consideration of traffic-induced turbulence 

Finally, a last phenomenon which can modify pollutant dispersion and therefore the pollutant 

concentrations can be described and correspond to the traffic-induced turbulence. This last 

section of the second chapter introduces this phenomenon and explains how to include it in the 

numerical models.  
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2.6.1. The vehicle-induced turbulence (VIT) 

When vehicles travel along a road, an overpressure is created at the front of the vehicle and a 

depression at the rear. These overpressure and depression results in new fluid motions which 

induced traffic-related turbulence due to vehicle movements. This particular generation of 

turbulence called VIT (Vehicle-Induced Turbulence) can modify the pollutants dispersion since 

it modifies the fluid motion and the local turbulence.  

The vehicle induced turbulence is depending on multiple parameters such as the number of road 

lanes, the number of vehicles travelling on each lane, etc. (Kastner-Klein et al., 2001). In 

addition, the preponderance of its impact depends on the wind velocity (Di Sabatino et al., 

2007). Indeed, a measurement campaign done in Nantes, France has shown that for a street 

canyon and for a wind velocity of 1.1 m/s at the roof level, the vehicle-induced turbulence 

become preponderant compared to the wind-induced turbulence (Vachon et al., 2002). It is 

therefore interesting to include the VIT in the CFD solvers to avoid underestimation of 

turbulence for low wind velocities. 

 

2.6.2. Modelling the phenomenon 

Klein et al. (2000) proposed to model the vehicle-induced turbulence as a supplementary 

source term of turbulent kinetic energy. This source term, noted �m [kg/m/s3], can directly be 

included in the TKE equation as done more recently by Thaker and Gokhale (2016), and it 

formulation is given in (Eq. 2.38). 

 �m = ��EVm¦m�§,S;  
 

(Eq. 2.38) 

 

where �m is the source term of turbulent kinetic energy due to vehicles, � is the density, �E is 

the drag coefficient of the vehicle, Vm is the frontal vehicle area, ¦m is the number of vehicles 

per unit length of the street, �§ is the vehicle velocity, S is the width of the street and ; is a 

characteristic height.  

Some authors have also directly modelled the vehicle motion using mobile mesh in the vehicle 

direction to quantify the VIT for complex traffic scenarios (Kim et al., 2016). They showed 
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that the overall VIT of multiple vehicles can be calculated by superimposing the VIT of each 

vehicle without any consideration of the distances between them. Their results are interesting 

especially because it gives insight to ease the set of the parameters of the VIT in (Eq. 2.38). 

 The Vehicles-Induced Turbulence (VIT) has an impact on pollutant dispersion due to 

modifications of the turbulence and, thus, the airflow. This phenomenon was not yet 

included in the forced and mixed convection solver. However, it is planned to add it in 

future developments of the solvers. 

 

2.7. Conclusion of the chapter 

One of the main objectives of this thesis work was to develop a CFD-RANS model for the study 

of the atmospheric pollutants transport in urban environments intended for an operational 

audience dealing with engineering issues.  

The bibliographic analysis and the resulting state of the art presented in this chapter showed 

that several phenomena can be considered to model pollutant dispersion in urban areas. In 

particular, the effects of the forced convection, the mixed convection, the vegetation, the 

nitrogen oxides chemistry and the vehicle-induced turbulence have been discussed. It should 

be noted that other phenomena can be found in the literature such as wet deposition, heavy 

particle transportation, etc. but were not addressed in the scope of this thesis. 

Based on the state of the art, two OpenFOAM 6.0 CFD-RANS solvers using the PIMPLE 

algorithm have been developed : (1) an incompressible solver called Forced Convection Solver 

(FCS) intended for neutral atmosphere modelling (no thermal effects) and (2) a compressible 

solver called Mixed Convection Solver (MCS) intended for stable or unstable atmosphere 

modelling (with thermal effects such as buoyancy). The effects of vegetation on the air flow 

and the pollutant deposition were added to both solvers but the resuspension effects was not yet 

included. Additionally, a simple chemical mechanism called Photostationary Steady State 

(PSS) was also included, but alternatives to compute NO2 concentrations from NOx 

concentrations are still required to avoid the uncertainties of the PSS in France (see Chapter 5 

for further details). More complex chemical mechanisms were not considered to avoid 
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increasing calculation costs. Finally, the vehicle-induced turbulence was not yet coded, and it 

impacts not assess, but is planned for future developments.  

A part of the questions raised in Chapter 1 and in the current chapter were also answered. The 

corresponding questions and their respective answers are the following: 

 Is a CFD-RANS model sufficient to good reproduce wind speed in urban areas for 

computational wind engineering applications?  

 

A CFD-RANS model can give accurate results on wind speed and pollutant dispersion 

in urban areas for computational wind engineering applications and pollutant dispersion 

assessment. According to the results of the solvers presented in this chapter, overall 

errors ranging from 10 to 25% can be expected.  

 

 What is the best turbulence model for CFD-RANS air pollution modelling? Is a two-

equation k-ε turbulence model sufficient to accurately reproduce velocity and 

concentration fields for air pollution modelling? Is the RNG variant giving more 

accurate results? 

 

Anisotropic turbulence models such as the Reynolds Stress Model (RSM) may improve 

the results on pollutant concentrations. However, isotropic models such as the standard 

and the RNG k-ε turbulence models are sufficient to reach accurate results for 

engineering purposes on both flow field and pollutant concentrations. 

 

 How to consider the effects of turbulence on the pollutants transport? How much can 

the turbulent Schmidt number 5�4 change the concentrations modelled? Which is the 

best turbulent Schmidt number to choose?  

 

The effects of turbulence on the pollutant dispersion can be included in CFD-RANS 

modelling considering a turbulent diffusivity in the advection-diffusion equation. This 

turbulent diffusivity involves an additional parameter, the turbulent Schmidt number 

(5�4), systematically taken constant in the numerical domain and usually ranging from 

0.2 to 1.3. The best turbulent Schmidt number to choose depends on the case considered 
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but also on the turbulence model used, the standard k-ε turbulence model leading to less 

sensitive results on concentrations compared to the RNG model. For the cases 

considered in this chapter, the bests 5�4 ranged from 0.2 to 0.9 with the majority between 

0.2 and 0.3.  

 

 How to include thermal effects in the CFD code to model different atmospheric 

stability? Is a CFD-RANS model able to accurately reproduce effects of atmospheric 

stability on wind velocities and pollutant dispersion?  

 

Thermal effects such as buoyancy and, therefore, the atmospheric stability, can be 

included in CFD-RANS modelling by considering the compressible Navier-Stokes 

equations with the energy equation. Accurate results can be obtained on flow, 

temperature and pollutant concentration fields using isotropic turbulence models and 

mixed convection solvers. 

 

 How to reproduce the effects of vegetation on both flow field and pollutant 

concentrations in a CFD model? Is such a model able to reproduce accurately flow field 

and pollutant concentration field in real in-situ contexts? Is the resistance model able 

to give a correct estimation of the deposition velocity when this velocity is unknown ? 

 

The effects of vegetation on the wind speed, the turbulence and the pollutant 

concentration (pollutant deposition and resuspension) can also be included in CFD-

RANS modelling. Such model including vegetation phenomena is able to accurately 

reproduce wind velocities and pollutant concentrations observed in real in situ 

situations. The resistance model for deposition velocity calculation can be used in 

absence to other ways to assess this parameter, but it is important to keep in mind that 

this model was not designed for micro-scale modelling.  

Regarding other findings: Apart from the initial questioning of this thesis, it has also been 

shown that CFD-RANS modelling can give accurate results for outdoor/indoor pollutant 

exchanges modelling in urban areas.  
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The availability of specific CFD-RANS solvers is the first step to model air pollution dispersion 

in urban areas. However, a second important step is necessary to use them for engineering 

purposes and in situ applications. Indeed, it is necessary to define, discuss and improve if 

possible, the computational domain dimensions, the meshing, and the boundary conditions. 

These points are the subject of the Chapter 3.  
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Chapter 3:  

Modelling air quality in urban areas: 

computational domain and boundary 

conditions 

  

3.1. Introduction 

Air pollution in urban areas can be assessed using computational fluid dynamics (CFD) and 

various phenomena can be considered and accurately reproduced. CFD solvers are only one 

part of the issue of modelling air pollution in urban areas. Another part is about the 

computational domain and the boundary conditions that are necessary for the solver to run and 

that can significatively change the results. This chapter, dedicated to these two points, gives an 

overview of the state-of-the-art on the strategies to choose the domain extension, the meshing, 

but also to provide the boundary conditions in the particular case of full-scale CFD modelling. 

Development and studies over some of these points are also discussed. In particular, mesh 

sensitivity tests are carried out at the emission location to ensure grid independence where the 

pollutant is emitted. The CFD solver is coupled to the 1D Canopy Interface Model (CIM, 

Mauree 2014) to improve the inlet boundary conditions in urban areas especially in the 

engineering context. The main points discussed in this chapter are highlighted in Figure 3.1. 
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Figure 3.1 – Main points covered in Chapter 3. 

 

A question, previously issued in Chapter 1, and for which this chapter provides answers is 

recalled below. Additional questions will be issued and answered in this chapter. 

 Are the usual inlet conditions adequate enough for computational wind engineering in 

complex situations (highly built-up areas) and, if not, is it possible to improve them? 

 

3.2. Computational domain 

3.2.1. Domain extension, a compromise between accuracy and calculation costs 

3.2.1.1. The COST Action 732 guidelines 

For numerical modelling, it is necessary to define a computational domain in which the 

equations will be solved. Computational fluid dynamics is no exception to the rule, and the 

domain extension, i.e. the minimum distances in all three dimensions within the computational 

domain, must be chosen carefully. Indeed, choosing too low distances can conduct to edge 

effects and, thus, numerical errors while choosing too large distances conduct to higher 

calculation costs. For engineering applications, there is therefore a need to achieve the best 

compromise between results accuracy and calculation costs.  
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According to the literature, it is mainly the recommendations from COST Action 732 guidelines 

(Franke et al., 2007) that are followed concerning the domain extension. These 

recommendations are well accepted by the scientific community (Blocken, 2015, 2014) and 

can be find in numerous papers dealing with air flow and pollutant dispersion modelling in 

urban areas using CFD (Allegrini et al., 2013; Santiago et al., 2019, 2017b).  

The recommendations on the minimal distances to have in the computational domain are based 

on a characteristic length, ;, which is the height of the tallest building in the domain and are 

summarized in Table 3.1.  

Table 3.1 – Summary of the recommendations of Franke et al. (2007) 

Minimal distance between the area  
of interest and the… 

Recommendations of 
Franke et al. (2007) 

…inlet boundary 5 to 8 × ; 

…outlet boundary 15 × ; 

…lateral boundaries 5 × ; 

…top boundary 5 × ;  
(over the highest building) 

 

The recommendations of the COST Action 732 guidelines are a good basis for the minimal 

distances to apply in the numerical domain. However, it is obvious that in the case of a really 

high building, the dimensions will highly increase leading to high calculation costs. Some 

questions can therefore be raised such as should we only consider the height of the highest 

building? Or should we consider the average height of the buildings? These questions can be a 

good starting point for further studies to improve applicability of CFD to air pollution in applied 

contexts. One question has nonetheless been addressed in this thesis and is the following: 

 Which height should we considered when there is not any building? 

 

3.2.1.2. Assessment of the minimal vertical distance in the domain in absence of buildings 

For the purpose of this thesis, a study was conducted to assess the minimal vertical distance that 

should be applied in the numerical domain in absence of buildings. To this end, an empty 

numerical domain of 200 m width and 600 m long was built with different domain heights 
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;v (16 m, 32 m, 48 m, 80 m, 96 m and 128 m). A surface source of emission was specified 

100 m after the inlet boundary to simulate traffic-induced emissions, and the same boundary 

conditions as used previously in Chapter 2 were used. The inlet velocity and turbulence profiles 

suggested by Richards and Norris (2011) were specified with a wind speed of 1.5 m/s at 10 m 

height (see Section 3.3.1. for further details on these profiles). This information is summarized 

in Figure 3.2. 

The grid sensitivity was firstly checked and, according to the results on the grid convergence 

index, meshes of 0.5 m near the ground and 1 m in the rest of the domain were used.  The results 

on concentrations were secondly compared for four different horizontal profiles at M = 1 m, 3 m, 

10 m and 20 m starting from the source of emission and finishing 50 m before the outlet 

boundary, and the relative errors on concentrations compared to the results obtained with a 

domain height of ;v = 128 m are presented in Table 3.2.  

 

 
Figure 3.2 – Boundary conditions and domain size. 

 

Table 3.2 – Relative error for the different horizontal profiles as a function of the domain height.  

Domain height, ;v [m] 16 32 48 80 96 128 M = 1 m 231% 23% 4% 1% 1% - M = 3 m 243% 26% 6% 1% 1% - M = 10 m 280% 30% 8% 2% 1% - M = 20 m - 41% 10% 2% 1% - 
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According to Table 3.2, even without any obstacle, the results are sensitive to the domain height 

with more than 100% of difference on concentration when comparing the results with ;v = 16 m and;v = 128 m. Then, the relative error decrease with the increase of the domain 

height to reach less than 10% for ;v = 48 m and 1% for ;v = 96 m.  

 A minimal domain height of 96 m should be used in absence of obstacles. Thus, for full 

scale modelling in presence of obstacles, this minimal distance should also be applied 

and according to these results, it is suggested to use the maximal height between 

96 m and 5 × ; rather than only 5 × ;. 

 

3.2.2. Domain meshing 

3.2.2.1. Usual meshing and consideration of the turbulent boundary layer  

The numerical domain being established, it is then necessary to define the size of the mesh 

where the different equations will be solved. The question of the mesh is, in a way, similar to 

the question of the size of the domain. Indeed, the use of small mesh sizes will guarantee a 

certain quality of the results but will lead to a higher number of meshes and, consequently, to 

calculation costs, whereas larger meshes will reduce calculation costs but may lead to numerical 

errors.  

The choice of the mesh size is therefore very important and can be done considering the 

theorical mesh size needed to compute both velocity and turbulent variables in the turbulent 

boundary layer near the walls, using a dimensionless parameter noted =L. The definition of this 

parameter is given in (Eq. 3.1). 

 =L = �∗ =� 
 

(Eq. 3.1) 

where = is the distance to the wall, � is the kinematic viscosity and �∗ is the friction velocity. 

For RANS simulations, gradients in areas close to the wall are usually modelled using wall 

functions and the first layer of cells near the wall must include the boundary layer, leading to a =L criterion ranging from 30 to 500 (Versteeg and Malalasekera, 2007). Based on these two 
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extremum, it is possible to compute the theorical wall spacing needed using (Eq. 3.2) (see 

Appendix G for further details). 

 ∆� = e 20.026g.H  =L f.,.|
(��).,.| PK ..|  

 

(Eq. 3.2) 

Where ∆� is the wall spacing,  =L the dimensionless criterion, f the viscosity, � the density, � the velocity and P the turbulent reference length.  

The theorical wall spacing range based on =L = 30 and =L = 500 were calculated for several 

wind velocities considering f = 18.5×10-6 kg.m-1.s-1, � = 1.225 kg.m-3 and P = 10 m (a given 

averaged building height). The results are presented in Table 3.3. 

Table 3.3 – Theorical wall spacing based on the =L criterion 

Wind speed [m.s-1] 1 2 3 4 5 ∆� for =L = 30 [m] 0.010 0.006 0.004 0.003 0.002 ∆� for =L = 500 [m] 0.172 0.091 0.062 0.048 0.039 

 

According to the results, a wall spacing of a few millimeters to a few tens of centimeters is 

needed for wind velocities ranging from 1 m/s to 5 m/s. However, a resolution of few 

millimeters is never used in practice for full scale modelling since it would lead to very high 

calculations costs and resolutions leading to =L > 500 are most likely to be used (Allegrini et 

al., 2015). The finest grid resolution find in scientific literature is about 0.25 m but is used for 

specific situations such as consideration of thermal mechanisms (Allegrini et al., 2015) or 

chemical mechanisms (Kim et al., 2012). Otherwise, a resolution of 0.5 m near the emission 

sources and 1 m near the walls and buildings is globally used (Di Sabatino et al., 2007; Flores 

et al., 2013; Sanchez et al., 2017; Vranckx et al., 2015) and sometimes even more (Baik et 

al., 2003; Kim et al., 2014). 

The point of mesh size was also discussed by Franke et al. (2007). They made the 

recommendation of having (1) at least 10 cells of free space between buildings and (2) at least 

10 cells in the three directions defining the volume of the building. These recommendations has 

been followed by some researchers (Santiago et al., 2017a).  
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Franke et al. (2007) also specified that the meshes must ideally be equidistant and hexahedral. 

Few questions arise from this work: 

 How to improve calculation efficiency by using small mesh sizes without increasing too 

much the total number of meshes? 

 

 Is 0.5 m a sufficient mesh size at the emission sources, as used by several researchers? 

 

 What is the impact of the injection height at the emission sources? 

 

3.2.2.2. Improving calculation efficiency through vertical refinement 

The question of the mesh size was very important in the context of this thesis. Indeed, for 

engineering applications, it is necessary to obtain a good compromise between calculation 

efficiency and results accuracy.  

To reach this compromise we firstly chose to use 1 m meshes and a greater refinement of 0.5 m 

near the walls and the buildings to better catch strong gradients, this choice being consistent 

according to the previous section. Secondly, a progressive increase of the mesh size with 

altitude is used until reaching meshes of 16 m for the highest altitudes. An example of the mesh 

size evolution with altitude is given in Table 3.4 and an illustration is presented in Figure 3.3. 

 Table 3.4 – Evolution of the mesh size with altitude 

Mesh size [m] 0.5 1 2 4 8 16 

Altitude [m] 0 to 2 2 to 14 14 to 24  24 to 40 40 to 64 64 to 96 
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Figure 3.3 – Illustration of the mesh size evolution with altitude. 

 

In this example, a total number of 2.2 million meshes was reached for a numerical domain area 

of 7.5 ha (300 m × 250 m) and a domain height of 96 m, which needed less than one calculation 

day to reach convergence with the forced convection solver, confirming its applicability to 

engineering studies. 

It should be highlighted that the example of mesh size evolution given in Table 3.4 is not 

applicable to every situation. In this example, the maximum height of the buildings was 10 m, 

which explains why the mesh sizes begin to be greater than 1 m for altitudes greater than 14 m. 

For higher buildings and more complex situations, the mesh refinement will have to be done at 

greater heights. Lastly, this choice on the evolution of the mesh size with the altitude does not 

dispense mesh sensitivity tests which must be routinely carried out. 

 A way to improve calculation efficiency through vertical mesh refinement has been 

presented and can be used for future full-scale studies. Mesh sensitivity tests must, 

however, be systematically conducted to ensure the results reliability.  
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3.2.2.3. Assessment of the impact of meshing at the emission source 

The mesh size at the emission source is often finer than the mesh size in the global domain and 

is generally taken as 0.5 m for full-scale modelling (see Section 3.2.2.1. for the references). 

However, there is no explicit justification on why choosing this mesh size and not a finer 

refinement. Thus, a study has been conducted to ensure that 0.5 m is a sufficient mesh resolution 

at the emission source. 

A fictitious area with three buildings and a “L-shaped” road with a 10 mg/s emission rate was 

considered. Recommendation of Franke et al. (2007) were followed using a domain height of 

96 m and the mesh size evolution presented in Section 3.2.2.2. was applied. Four cases were 

examined that only differ by the mesh size at the emission source (1 m, 0.5 m, 0.25 m and 

0.125 m), the mesh size in the rest of the domain being strictly identical. An illustration of the 

four cases is given in Figure 3.4. It should be noted that the same injection height was applied 

in all four cases to avoid multi-parameter comparison explaining why there is one layer of 1 m 

meshes, two layers of 0.5 m meshes, etc. Finally, a wind profile following a power law was 

used with �DB@ = 6 m/s and k = 0.3 (see Section 3.3.1. for further details on the power law).  

The results obtained for the different cases were compared for four given altitudes: 2 m, 4 m, 

6 m and 8 m. An illustration of the results obtained at 2 m is given in Figure 3.5. According to 

these results, a noticeable difference can be seen between the first two cases (1 m and 0.5 m 

meshes), especially for the highest concentrations which are more present for the case with 1 m 

meshes. For finer refinements, the differences are less perceptible, and a quantitative 

comparison is needed. These observations are the same for the three other altitudes considered. 

 
Figure 3.4 – Illustration of the four cases considered with from the left to the right, 1 m, 0.5 m, 0.25 m and 

0.125 m meshes at the emission source. 
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Figure 3.5 – Comparison of the results at M = 2 m for the different mesh size considered at the emission source. 

 

To have a better comparison, the averaged relative difference was calculated using (Eq. 3.3), 

for the four altitudes (2, 4, 6 and 8 m) and considering the results with 0.125 m meshes as a 

reference. The resulting averaged relative differences are summarized in Table 3.5. 

 

 �1!!!! l%n = 1U ' ©�DB@(*, =) − �3B��(*, =)©�DB@(*, =) 
(,« × 100 

 
(Eq. 3.3) 

 

where �1!!!! is averaged relative error, U is the number of points considered, �DB@(*, =) is the 

concentration at a the (*, =) location using 0.125 m meshes at the emission source and �3B��(*, =) is the concentration at a the (*, =) location using 1, 0.5 or 0.25 m meshes at the 

emission source. 
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Table 3.5 – Averaged relative difference for the 0.25, 0.5 and 1 m grid resolution and different altitudes 

(reference: 0.125 m grid resolution). 

Altitude 
Averaged relative difference 

1 m 0.5 m 0.25 m 

2 m 10.1% 1.7% 1.9% 

4 m 18.0% 2.1% 2.0% 

6 m 12.4% 1.6% 1.8% 

8 m 4.9% 1.3% 1.9% 

Average 11.3% 1.7% 1.9% 

 

The results presented in Table 3.5 show as previously supposed that 1 m is not a sufficient grid 

resolution at the emission source leading to averaged relative differences ranging from 5% to 

18% depending on the altitude considered. Comparable differences are, however, obtained for 

the 0.5 m and 0.25 m meshes with averaged differences ranging from 1% to 2%. According to 

these results, meshes of 0.5 m at the emission source is a sufficient resolution.  

 A mesh sensitivity study has been done on the mesh size at the emission source. The 

results show that 0.5 m meshes which are usually used is a sufficient resolution and 1 m 

meshes must be avoided at the emission sources. 

 

3.2.2.4. Assessment of the impact of injection height at the emission source 

Finally, the injection height is also an important point. The traffic-related pollutants are emitted 

from tailpipes usually close to the ground. However, in CFD models, emissions are usually 

specified as source terms in meshes specified by the operator. Thus, for a given mass of 

pollutants, increasing the injection height will increase the total volume were pollutants are 

emitted and, therefore, decrease the pollutant concentrations.  

A study on the injection height sensitivity has been performed. The numerical domain and the 

boundary conditions were the same as in Section 3.2.2.3. with 0.5 m meshes at the emission 

source. Three injection heights were considered including 0.5 m, 1 m and 2 m, and are 

illustrated in Figure 3.6. 
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Figure 3.6 – Illustration of the three cases considered with a respective injection height of 0.5 m, 1 m and 2 m. 

 

As done in the previous section, the results obtained for the different cases were compared for 

four given altitudes including 2, 4, 6 and 8 m and an illustration of the results obtained at 2 m 

is given in Figure 3.7. According to these results, slight differences can be observed between 

the cases with an injection height of 1 m and 2 m, but no real differences can be observed for 

the cases with 0.5 m and 1 m.  

The averaged relative difference was calculated using (Eq. 3.3), for the four altitudes and 

considering the results with an injection height of 0.5 m as a reference. The results are 

summarized in Table 3.6.  

 

 
Figure 3.7 – Comparison of the results at z = 2 m for the different injection heights considered. 
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Table 3.6 – Averaged relative difference at different altitudes for the 1 m and 2 m injection heights 

(reference: 0.5 m injection height. 

Altitude 
Averaged relative difference 

1 m 2 m 

2 m 1.6% 39.0% 

4 m 1.4% 25.3% 

6 m 1.3% 23.8% 

8 m 1.1% 21.8% 

Average 1.3% 27.5% 

 

The results presented in Table 3.6 show that there are no significative differences between the 

results obtained with an injection height of 0.5 m and 1 m. However, the differences between 

the results obtained with an injection height of 0.5 m and 2 m are high, ranging between 20% 

and 40% depending on the altitude considered. These differences were not observed in the 

results presented in Figure 3.7 and are mainly obtained for low concentrations. According to 

these results, injection heights of 0.5 m or 1 m can be used without particular distinction. For 

future studies, injection heights of 0.5 m will be used. 

 A sensitivity study over the injection height has been done. The results show that there 

are no significative differences between choosing 0.5 m or 1 m for the injection height. 

Higher injection heights lead nonetheless to significative differences. For the purpose 

of this thesis, injections heights of 0.5 m are used considering that traffic exhausts 

emissions are emitted at less than 50 cm from the ground, where vehicle’s tailpipe are 

located. 

 

3.3. Boundary conditions 

3.3.1. Usual boundary conditions 

The question of the boundary conditions is an important point and is closely linked to the 

numerical domain definition. Indeed, boundary conditions are values or functions that are 

specified at the boundaries of numerical models to consider the effects of phenomenon occuring 

outside the domain but having an impact inside it. The boundary conditions must therefore be 

carefully chosen to avoid altering the model results. 
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For computational wind engineering, five specific boundaries are usually considered : the inlet 

boundary, the outlet boundary, the lateral boundaries, the top boundary and the walls 

boundaries. The usual conditions used for each of these boundaries are described hereafter. 

Inlet boundary conditions 

The conditions at the inlet boundary are chosen to describe the inflow and, more precisely, the 

wind and turbulence profiles entering in the numerical domain. To describe these profiles, two 

sets of equations are available in the literature.  

The first set of equations is described by Tominaga et al. (2008). The equations for the wind 

velocity, the turbulent kinetic energy and the turbulence dissipation rate are respectively given 

in (Eq. 3.4), (Eq. 3.5) and (Eq. 3.6). The wind velocity equation given in (Eq. 3.4), is better 

known as the power law profile. 

 �(M) = �DB@ h MMDB@i
 

 
(Eq. 3.4) 

 

 y(M) = l�(M)?(M)n² 
 

(Eq. 3.5) 

 

 {(M) = ky(M)�®.H �DB@MDB@ h MMDB@iK.
 

 
(Eq. 3.6) 

 

where �(M) is the velocity, M is the altitude, �DB@ is the reference velocity at the reference 

altitude MDB@, k is the power law exponent, y(M) is the turbulent kinetic energy, ?(M) the 

turbulent intensity, {(M) the turbulence dissipation rate and �® a model constant (usually 0.09). 

The turbulent intensity ?(M) is needed to calculate the turbulent kinetic energy, this parameter 

can be calculated using (Eq. 3.7). 

 ?(M) = 0.1 8 MM¯9(KK�.�})
 

 
(Eq. 3.7) 

where M¯ is the boundary layer height which can be determined by the terrain category 

according to Tominaga et al. (2008). 

The second set of equations is described by Richards and Norris (2011). The equations for the 

wind velocity, the turbulent kinetic energy and the turbulence dissipation rate are respectively 
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given in (Eq. 3.8), (Eq. 3.9) and (Eq. 3.10). The wind velocity equation given in (Eq. 3.8), is 

better known as the log law profile. 

 �(M) = �∗°tKu ±� 8 MM�9 
 

(Eq. 3.8) 

 

 y(M) = �∗H��® 
 

(Eq. 3.9) 

 

 {(M) = �∗,°tKuM 
 

(Eq. 3.10) 

where �(M) is the velocity, �∗ is the friction velocity, °tKu is the von Kármán constant implied 

by the k-ε model, z is the altitude, M� the roughness length, y(M) the turbulent kinetic energy, {(M) the turbulence dissipation rate and �® a model constant (usually 0.09). 

The friction velocity can be calculated from a specific velocity �� at a reference height ℎ using 

(Eq. 3.11) derived from (Eq. 3.8), and °tKu can be calculated using (Eq. 3.12).  

 �∗ = °tKu��ln (ℎ/M�) 
 

(Eq. 3.11) 

 

 °tKu = ´(�uH − �u.)�u��® 
 

(Eq. 3.12) 

where �u., �uH and �u are turbulence model constants. 

Using the standard k-ε turbulence model (�u. = 1.44, �uH = 1.92, �u = 1.3 and �® = 0.09) leads 

to °tKu = 0.433 which is slightly higher than the usual von Kármán constant (° = 0.41). 

According to Richards and Norris (2011), °tKu should be preferred than ° but using the usual 

constant will not lead to significant differences despite adjustments will occur on the flow 

development. Finally, it should be noted that some variations of (Eq. 3.8) and (Eq. 3.10) can 

be found in the literature, for example in Richards and Hoxey (1993) where M = Mµ + M�.  

 Both of these sets of equations are used according to the literature and are available in 

OpenFOAM. Unless otherwise stated, the set of equations given by Richards and 

Norris (2011) is used for the purpose of this thesis. 
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Outlet boundary condition 

At the outlet boundary, open boundary conditions are usually applied such as constant static 

pressure or any velocity which has to satisfy a null gradient (Franke et al., 2007). In 

OpenFOAM, the corresponding outlet boundary condition for external flow is the free stream 

condition.  

Lateral boundary condition 

The lateral boundaries are usually set to symmetry conditions which enforce a parallel flow. 

Using these conditions assumed nonetheless that the flow is parallel to the lateral boundaries 

and that a sufficient distance is taken between them and the buildings (Franke et al., 2007). 

The symmetry condition is also already available in OpenFOAM libraries.  

Top boundary condition 

According to Richards and Hoxey (1993), a constant shear stress following (Eq. 3.13) must 

be applied over the top boundary layer to maintain the boundary layer profiles in the numerical 

domain.  

 
f4�u

�{�M = − ��∗|�uM  
 

(Eq. 3.13) 

 

where f4 is the turbulent dynamic viscosity, { is the turbulence dissipation rate, � is the density, �∗ is the friction velocity, M is the altitude and �u a constant related to the turbulence model. 

This recommendation has been discussed by Franke et al. (2007) and later enhanced by 

Richards and Norris (2011). However, since this condition is not usually available in CFD 

software, a symmetry condition is generally used instead (Hargreaves and Wright, 2007).  

 This condition is not yet available in OpenFOAM and further work is necessary to 

include this specific condition and is planned for future developments. A symmetry 

condition is used instead as a top boundary condition since this condition is frequently 

used in the literature, lead to accurate results.  
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Wall boundary condition 

At the wall boundaries (the ground and the building walls), no slip conditions (� = 0 m.s-1) are 

usually applied for the velocity. In addition, wall functions are needed to consider smooth and 

rough walls that are usually implemented in CFD software for sand-roughened surfaces using 

a roughness height y�. The issue of using sand-grain roughness wall functions instead of 

functions using the roughness height M� (also noted =�) has been well discussed by Blocken et 

al. (2007). In OpenFOAM, a specific library built for atmospheric flows modelling is available 

and include roughness height wall functions. For the purpose of this thesis, this type of wall 

function is used rather than sand-grain roughness wall functions. 

 

3.3.2. Improving inlet boundary conditions with 1D/3D models coupling 

3.3.2.1. The issue of modelling continuous urban areas with finite size numerical domains 

The usual inlet velocity and turbulence boundary conditions for CWE have been previously 

introduced with the power law and the log-law profiles. These boundary conditions, although 

adequate for flat terrains, are nevertheless not suitable in the urban canopy. Indeed, according 

to the results of Coceal et al. (2007), the streamwise velocity is highly impacted by the presence 

of multiple obstacles and the log or power-law profiles are only reached for higher altitudes 

than the obstacles heights. More recently, the same observations were noted by Mauree et al. 

(2017b) as a result of vertical meteorological measurements performed in a university campus 

in Switzerland. Thus, one important question arises when modelling airflow and pollutant 

dispersion in urban areas: how many buildings must be considered in the numerical domain to 

reach consistent velocity and turbulence profiles from the usual inlet boundary conditions? 

Unfortunately, the answer is not available in the literature and some studies need therefore to 

be done in this sense.  

This point was not studied for the purpose of this thesis. However, some investigations were 

conducted to improve the inlet boundary conditions (velocity and turbulence profiles) for 

engineering purposes, i.e., improving the inlet profiles directly at the boundary rather than 

finding the minimal number of buildings needed to reach consistent profiles in the numerical 

domain. To this end, a coupling has been considered and the 1D Canopy Interface Model (CIM) 

has been retained for this purpose.  
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3.3.2.2. Assessing CFD inlet conditions with the Canopy Interface Model 

The Canopy Interface Model (CIM) is a Fortran coded software developed during the Ph.D. 

thesis of Mauree (2014). The idea behind this model was to build an interface between urban 

climate mesoscale models and building energy microscale models. For this purpose, and as an 

example, CIM has been coupled with the meteorological mesoscale model WRF (Weather 

Research and Forecasting). The software has, however, not yet been coupled with microscale 

models such as CFD models which is the issue addressed here.   

Briefly, CIM is able to reproduce spatially averaged wind velocity profiles but also turbulent 

kinetic energy (TKE) and temperature profiles from given inlet conditions (wind 

velocity/direction and air temperature) which are modified by the presence of buildings (with 

their given dimensions and surface temperatures) located in a given urban area. By considering 

both air and surface temperatures, the model is therefore able to reproduce these profiles under 

different atmospheric stability: stable, neutral and unstable atmospheres. Further details on the 

model, the hypothesis and the governing equations can be found in Mauree (2014) and Mauree 

et al. (2017a).  

The interest behind a CIM/CFD coupling is illustrated hereafter. Figure 3.8 (A) shows that, 

when modelling a given area of interest in an urban environment using CFD, several buildings 

can be located outside of the numerical domain. In this case, using a power or a log-law wind 

profile at the inlet boundary can lead to false results. To avoid this issue, two possibilities are 

available: 

• The first possibility, illustrated in Figure 3.8 (B), is to increase the numerical domain 

size to include several buildings upwind of the area of interest. These buildings will 

impact the power or log-law profile and will therefore lead to better results in the area 

of interest. This possibility has nonetheless two major problems, it is firstly not 

currently possible to know how many buildings are needed upwind and, secondly, it 

will inevitably lead to bigger numerical domains and, thus, higher calculation costs. 
 

• The second possibility, illustrated in Figure 3.8 (C), is to keep the numerical domain 

used in Figure 3.8 (A) but changing the inlet conditions for CIM’s outputs, these 
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outputs being obtained considering the upwind buildings in the Canopy Interface 

Model. This second option is better for engineering purposes since it will lead to more 

accurate results without increasing the calculation costs and could even decrease them.  

It should be noted that an intermediary possibility also exists considering both few buildings 

upwind and the changing the inlet conditions for CIM’s outputs but was not considered in this 

work. 

 
Figure 3.8 – Illustration of the CIM/CFD coupling interest with (A) the issue of not modelling upwind buildings, 

(B) a solution involving an increase in the domain size and (C) a solution involving the use of CIM. 

 

3.3.2.3. Comparison of a velocity profiles computed with CIM and RANS CFD. 

The Canopy Interface Model was validated against CFD results (Mauree et al., 2017a). Indeed, 

these authors showed good agreements between the model and Large Eddy Simulations (LES) 

results. They also showed that accurate results can be obtained using CIM compared to in situ 

measurements (Mauree et al., 2017b). However, since the aim of a CIM/CFD coupling here is 

to reproduce averaged CFD results using CIM, it is necessary to check beforehand whether the 

results of the CFD software currently in use can be obtained and for which accuracy. A 

comparison between CIM and CFD results has therefore been firstly done.  
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To do this comparison, an area located in Schiltigheim, France has been considered. The 

buildings in this area were numerically reproduced and an illustration is given in Figure 3.9.  

 

Figure 3.9 – Illustration of the numerical domain used to compare CIM and CFD results. 

 

The simulation has been performed using the forced convection solver without any pollutant 

source and considering the log-law profile with �(M) = 3 m/s for M = 10 m. The initial 

conditions in CIM were chosen to obtain, without any building, the same log-law profile than 

used as the inlet boundary condition in the CFD model. Then, the buildings characteristics were 

set in CIM.  

The Canopy Interface Model is a 1D model giving results as a function of the altitude M. Thus, 

there is no discretization according to the other Cartesian coordinates * and =. In a given urban 

area, it is therefore not possible to specify each building individually, and a “representative” 

building must be specified instead as illustrated in Figure 3.10. This illustration shows that for 

a given urban environment, with numerous building dimensions (S( and S«) and street 

dimensions (<( and <«) shown in (A), a representative building with its own dimensions as 

well as a representative street must be defined (B). These representative building and street 

dimensions can then be set in CIM for several altitudes chosen by the operator.  
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Figure 3.10 – Illustration on how to set up buildings characteristics in CIM with (A) the actual building 

configuration and (B) the representative building defined in CIM. 

 

For this comparison, two CIM setup cases were compared : a first case with constant building 

and street dimensions with the altitude and a second case with a variable evolution of these 

dimensions. The representative building and street dimensions as a function of the altitude are 

summarized in Table 3.7. 

 

Table 3.7 – Building and street dimensions set in CIM for the two cases considered (left: case 1 / right: case 2). 

Height [m] S( [%] S« [%] <( [%] <« [%]  Height [m] S( [%] S« [%] <( [%] <« [%] 

1 

11 11 89 89 

 1 11 11 89 89 
3  3 11 11 89 89 
5  5 11 11 89 89 
7  7 11 11 89 89 
9  9 8 8 92 92 
11  11 6 6 94 94 
13  13 4 4 96 96 
15  15 4 4 96 96 
17 

0 0 100 100 
 17 2 2 98 98 

19  19 1 1 99 99 
21  21 0 0 100 100 

 

The wind velocities obtained with the CFD solver were spatially averaged in the * and = 

directions to allow a comparison with the CIM wind profiles computed. The results are 

presented in Figure 3.11 (A). The results obtained with both CIM and the CFD solver show 

the same trends, especially for the first case with constant building and street dimensions as a 

function of the altitude. However, the velocities computed with CIM are lower than the 

velocities obtained with the CFD solver. CIM is actually not conservative on the flow rate and 
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allow loss of movement quantities on a domain at the top of grid domain. Thus, for a given 

velocity condition set in CIM, two given couples of building and street dimensions lead 

logically to two different velocity profiles but also to two distinct flow rates. CFD is by nature 

conservative. The non-conservation of the flow rate by CIM is the origin of the differences 

observed between the two models.  

 
Figure 3.11 – Comparison of the velocity profiles obtained with both CIM and the CFD solver with (right) and 

without (left) the same flow rate. 

 

In order to illustrate the effect of the flow rate, the CFD model was also run with a lower wind 

velocity (��-.� 3 = 2.3 m/s), but the same flow rate. The results are presented in Figure 3.11 

(B). The results obtained with CIM for the first case are almost equal to the results obtained 

with the CFD solver, especially for the lower altitudes (M < 20 m) with less than 5% of relative 

difference. The differences increase for higher altitudes but are still under 10%. When 

considering a variable evolution of the building and street dimensions as a function of the 

altitude (case 2), the differences are higher but are kept under 10%. Finally, one of the most 

important point to consider in this comparison is that the velocity profiles were obtained with 
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CIM in tens of seconds compared to the CFD solver which needed almost one day of 

computation using 48-core CPUs.  

 CIM is able to reproduce velocity profiles obtained with the forced convection solver, 

a RANS CFD solver, in no time. However, special care must be taken to faithfully 

reproduce CFD profiles with CIM since it is not conservative. 

 

3.3.2.4. CIM/CFD coupling to improve CFD inlet conditions 

A coupling between the Canopy Interface Model and the forced convection solver has been 

considered, since CIM is able to accurately reproduce wind profiles obtained with the CFD 

solver. In order to assure the viability of such a coupling, it is lastly necessary to compare results 

obtained with CFD alone and with CFD using CIM to compute the inlet boundary conditions. 

The same urban area as used before has been considered for this comparison with this time 

pollutants emitted from a road with an emission rate of 20 mg/s. Three cases illustrated in 

Figure 3.12 were considered and are the following: 

- Case 1 : the full numerical domain was considered, with all the buildings, and a log-law 

profile (��-.� 3 = 2.3 m/s) has been set at the inlet boundary; this case being the 

reference. 
 

- Case 2 : the full numerical domain was considered, but the first line of building in the 

streamwise direction was deleted, and a log-law profile (��-.� 3 = 2.3 m/s) has been 

set at the inlet boundary; this case being the control case. 
 

- Case 3 : the numerical domain was reduced and starts after the first line of deleted 

buildings with the CIM’s outputs as the inlet boundary conditions following 24 m steps 

(a CIM profile is computed each 24 m in the direction transverse to the flow); this case 

being the CIM/CFD coupling case. 
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Figure 3.12 – Illustration of the three cases considered with (A) the case 1 with all buildings, (B) the case 2 with 

reduced buildings and logarithmic inlet BC and (C) the case 3 with reduced buildings and CIM inlet BC (BC: 

Boundary Condition). 

 

Before comparing the results on pollutant concentrations, a first comparison can be done on the 

velocity field especially at the location where the buildings were deleted in the case 2 and 3. 

This comparison is presented in Figure 3.13. According to this figure, it can be seen that the 

velocity field obtained with CIM and showed in Figure 3.13 (C) is closer than the velocity field 

using directly a log-law profile (B) compared to the reference (A). In other words, the coupling 

seems working as expected on predicting the actual CFD velocities where the buildings were 

deleted.  

 
Figure 3.13 – Comparison of the velocity field in the area where the buildings were deleted for (A) the case 1, 

(B) the case 2 and (C) the case 3. 
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The results on pollutant concentrations obtained for these cases are presented in Figure 3.14. 

According to Figure 3.14 (A) and Figure 3.14 (B), differences can be observed when deleting 

the first line of buildings in the streamwise direction (the main differences are highlighted by 

white arrows). The results obtained using the CIM/CFD coupling, shown in Figure 3.14 (C), 

are for their part closer to the reference (A), showing that the removal of the first line of 

buildings has been compensated by the use of CIM. Lastly, it should be noted that using the 

meshing discussed in Section 3.2.2. lead to around 7.25 million meshes for the cases 1 and 2 

and around 5.5 million meshes for the case 3. In this case, using the coupling CIM/CFD allowed 

to decrease the calculation time approximatively by 20%. 

 
Figure 3.14 – Results on pollutant concentrations for the three cases considered with (A) the case 1, (B) the case 

2 and (C) the case 3. 

 

 A CIM/CFD coupling allows the possibility of removing buildings in the computational 

domain, decreasing the computation costs needed without altering significatively the 

results on pollutant concentrations. Such a coupling allows therefore also to better 

consider buildings outside of the numerical domain and, therefore, improve the inlet 

boundary conditions. 
 

 The results about CIM/CFD coupling are encouraging but the study must be extended 

to other wind directions and other urban areas to ensure their accuracy in general cases.   
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3.3.3. Traffic-related emissions 

It is not possible to consider air pollution modelling in urban areas without discussing the 

consideration and calculation of emissions. As discussed previously, emissions are specified in 

the numerical model by the means of a source term in the advection-diffusion equation (see 

Section 2.2.4. for further details). These emissions can be specified simultaneously in any grid 

cell at any location in the computational domain including low altitudes, for traffic-related 

emissions, and higher altitudes, as an example for industrial or residential chimney-related 

emissions. Emission rates from chimneys are usually known, especially for the industrial sector, 

and need generally not to be computed. However, the traffic-related emissions are more difficult 

to know and involve numerous parameters. The assessment of traffic-related emissions is 

therefore an important issue in air pollution modelling in urban areas. 

Traffic-related emissions correspond to around 55%, 25% and 35%, respectively for NOx, PM10 

and PM2.5 pollutants, of the total emissions of these pollutants in the Paris region in France 

(AIRPARIF, 2016). For other regions such as the Grand-Est region in East France, these 

percentages are lower but are still significative with for example 50% of NOx traffic-related 

emissions (ATMO Grand-Est, 2017). It is therefore necessary to accurately assess traffic-

related emissions in order to limit errors in the numerical model results. The question is: 

 How to assess traffic-induced emissions? 

The European Environment Agency (EEA) publishes each three- or four-years guidebooks 

entitled “EMEP/EEA air pollutant emission inventory”, the last published in 2019. These 

guidebooks are precious documents for both researchers and engineers since they give a lot of 

information about emissions for several activity sectors, including notably energy and 

particularly road transport.  

Traffic-related exhaust emissions 

According to these guidebooks, traffic-related exhaust emissions are composed of hot and cold 

emissions which can be calculated for three different tiers. Equations for hot and cold exhaust 

emissions calculation using Tier 3, the highest tier for exhaust emissions, are given in (Eq. 

3.14) and (Eq. 3.15) respectively (EEA, 2019a).  
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 2O¶m(0, y, T) = U(y) × �(y) × ZO¶m(0, y, T) 
 

(Eq. 3.14) 

 

 2·¶¸v(0, y, T) = x(0, y) × U(y) × �(y) × ZO¶m(0, y, T) × &Z·¶¸vZO¶m ¹+,t − 1/ 
 

(Eq. 3.15) 

 

where 2O¶m(0, y) are hot emissions (considering all warm running vehicles) for the pollutant 0, 
vehicle technology y and a vehicle speed T, 2·¶¸v(0, y) the extra exhaust emissions to cold vehicle’s 

contribution, U(y) is the number of vehicles considered, �(y) is the travelled distance, x(0, y) is 

the fraction of distance driven with a cold engine, ZO¶m(0, y, T) the hot emission factor and Z·¶¸v ZO¶m⁄ |+,t is the cold/hot emission quotient. 

The equation for hot emission factors calculation is a function of the vehicle’s speed and is given below 

in (Eq. 3.16). 

 ZO¶m(0, y, T) = k(0, y). TH + x(0, y). T + º(0, y) + »(0, y) T¼{(0, y). TH + ½(0, y). T + ¦(0, y) . (1 − �R(0, y)) 
 

(Eq. 3.16) 

  

where ZO¶m(0, y, T) is the hot emission factor, T is the vehicle speed, k(0, y) to ¦(0, y) are constant 

parameters for a given pollutant 0 and a vehicle technology y and �R(0, y) is a reduction factor. The 

different constants and the reduction factors can be found in EEA (2019b). 

Finally, the total amount of exhaust emission 2B(�aq�4(0, T) for a pollutant 0 and vehicle’s speed T can 

be calculated following (Eq. 3.17). 

  2B(�aq�4(0, T) =  ' 2;�_(0, y, T) + 2��P1(0, y, T)t  
 

(Eq. 3.17) 

Note : the vehicle technology y consider vehicle type (small passenger car, heavy-duty trucks, etc.), fuel 

type (petrol, diesel) and Euro Standard (EURO I, EURO II, etc.). 

Other traffic-related emissions (road, tyre and break wear) 

For particulate matters (PM), it is not only important to consider exhaust emissions but also 

emissions due to the road, vehicle and break wear. To assess these emissions, the European 

Environment Agency also gave numerous equation not given here but which can be found in 

EEA (2019c). 
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Lastly, several information is needed to compute traffic-related emissions according to the EEA 

guidebooks. While some information can be easily obtained for a given road such as the 

travelled distance, the vehicles speed and the total number of vehicles, other information can 

hardly be known such as the ratio between petrol and diesel fuels, the number of vehicles in 

each category (car, trucks, etc.), the Euro Standards, etc. Assuming that statistically these 

parameters are the same at the local as at the country level, data on a country's vehicle fleet can 

be used. For the purpose of this thesis, the data for the French metropolitan fleet in 2017 given 

by the CITEPA (Centre Interprofessionnel Technique d'Etudes de la Pollution Atmosphérique, 

or in Interprofessional Technical Centre for Air Pollution Studies in English) were used for 

traffic-related emissions calculation (CITEPA, 2019). These data are summarized in Table 3.8 

and Table 3.9.  

 

Table 3.8 – Proportion of the different European Standards per type of vehicle (P: petrol / D: diesel). 

Type EURO I EURO II EURO III EURO IV EURO V EURO VI 

Passenger cars (P) 6.8% 8.1% 14.2% 28.2% 27.4% 15.4% 

Passenger cars (D) 2.5% 4.4% 14.0% 39.3% 31.0% 8.8% 

Light commercial vehicles (P) 5.3% 7.1% 13.2% 21.0% 36.2% 17.2% 

Light commercial vehicles (D) 5.2% 9.5% 21.8% 28.9% 29.1% 5.6% 

Buses (D) 1.6% 8.6% 16.3% 17.2% 27.0% 29.3% 

Heavy-duty trucks (P) 1.9% 13.0% 21.0% 13.7% 16.8% 33.6% 

Heavy-duty trucks (D) 0.1% 3.3% 17.5% 17.5% 27.7% 33.8% 

L-category (P) 1.9% 38.1% 45.2% 14.8% - - 

 

Table 3.9 – Proportion of petrol and diesel per type of vehicle and proportion of the type of vehicle. 

Type Proportion of petrol Proportion of diesel Proportion of the type 

Passenger cars 36.7% 63.3% 73.6% 

Light commercial vehicles 18.2% 81.8% 16.7% 

Buses 0% 100% 0.3% 

Heavy-duty trucks 0.2% 99.8% 1.9% 

L-category 100% 0% 7.5% 

Total 37.5% 62.5% 100% 
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3.3.4. Background concentration 

Finally, the last point to address concerning computational domain and boundary conditions is 

about the background concentration. The background concentration is usually defined as the 

pollutant concentration resulting from all other pollution sources in the city, i.e. not considered 

in the simulation, and from long-range transport such as regional or even further sources 

(Vranckx et al., 2015). The background concentration has no direct impact on the simulations, 

since it is usually taken into account as post processing after calculation convergence. However, 

the background concentration representing from 50% to 70% of the total concentration 

(Gómez-Losada et al., 2016a), this concentration has a great impact on the final results and a 

false estimation of the background concentration can lead to misleading final numerical results. 

The question is therefore the following: 

 How to assess background concentrations? 

The background concentration is usually obtained using background monitoring stations 

generally located either in a place without too much local emission sources or at the top of 

buildings at a sufficient height to avoid including local traffic-related emissions. Such stations 

are frequently found in big cities as in Strasbourg, with two background stations downtown and 

three stations out of the city center according to ATMO Grand-Est data. However, such stations 

are not always available and other stations as traffic or urban stations can be the only way to 

assess background concentration.  

The pollutant concentrations monitored with traffic or urban stations are, in theory, higher 

compared to the background concentrations since these stations are usually located in areas 

with several local emission sources and at low altitudes. A proposition to assess background 

concentrations from this type of station is to only consider concentration monitored during the 

night, for example between 2:00 A.M. and 5:00 A.M. In this way, the concentration of 

pollutants from local sources from the previous day has time to abate and same-day traffic-

related pollutants have still only been emitted to a limited extent. 

Another proposition suggested by Gómez-Losada et al. (2016a), is to use statistical models 

such as the Hidden Markov Model (HMM). According to these authors, a probability density 
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function (PDF) based on one year of daily averaged concentrations can be described by normal 

distributions. Using the HMM, it is possible to find the different possibilities which best 

describe the PDF using one to several normal distributions. Finally, the number of normal 

distributions needed to obtain the best interpolation of the PDF is determined by the Bayesian 

Information Criterion (S?�) which give the lower value. The number of normal distributions 

corresponds then to the number of distinct clusters describing the PDF (clusters corresponding 

to the background concentration, traffic contribution, etc.) and, according to this methodology, 

the value of the background concentration is given by the lowest mean of the normal 

distributions assuming that the lowest distribution is the background concentration.  

Gómez-Losada et al. gave all the necessary information, such as R source code, to carry out 

their approach on different data (Gómez-Losada et al., 2016b). Thus, this methodology has 

been applied for example to NO2 data from two monitoring stations in Strasbourg named “STG 

Est” and “STG Clémenceau” from 2007 to 2016 provided by ATMO Grand-Est1 to ensure its 

applicability. As an example of result, the interpolation giving the lowest S?� for the STG Est 

station in 2015 is given in Figure 3.15. 

 

 
Figure 3.15 – Application of the Hidden Markov Model methodology to assess NO2 background concentration 

from 2015 STG Est station data. 

 
1 Data provided under the reference WK-ADM-COE-17-1372 
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This figure shows that the best description of the data monitored during 2015 at the STG Est 

station is obtained using two normal distributions with means of 20.0 µg/m3 and 36.2 µg/m3, 

the minimal mean being the background concentration. 

A summary of the background concentrations from 2007 to 2016 for the STG Est and STG 

Clémenceau stations assessed with the HMM methodology is given in Table 3.10. This table 

also summarize statistical indicators over the datasets such as the three quartiles and the 

averaged concentration.  

 

Table 3.10 – NO2 background concentrations assessed using HMM methodology over STG Est and STG 

Clémenceau dataset and statistical indicators. 

Station Year 
Background 

[µg/m3] 
1st quartile 

[µg/m3] 
2nd quartile 

[µg/m3] 
3rd quartile 

[µg/m3] 
Average 
[µg/m3] 

STG 
Clémenceau 

2007 50.2 47.0 58.0 69.0 59.2 

2008 43.7 45.0 58.8 69.5 58.6 

2009 44.5 43.8 54.0 68.0 56.6 

2010 50.0 45.0 56.0 67.0 56.9 

2011 45.5 46.0 54.0 66.0 56.3 

2012 40.8 43.0 53.0 62.5 54.3 

2013 43.6 42.0 50.5 61.0 52.4 

2014 38.6 40.0 49.0 60.0 50.7 

2015 43.6 40.0 49.0 58.0 49.8 

2016 43.6 38.6 46.4 55.2 48.0 

STG 
Est 

2007 26.0 25.0 33.0 43.0 34.7 

2008 20.3 22.0 31.0 40.0 32.1 

2009 23.2 22.0 31.0 42.0 33.4 

2010 19.5 22.0 30.0 39.0 31.4 

2011 19.5 22.0 31.0 41.0 31.8 

2012 22.1 20.0 28.0 38.0 29.7 

2013 17.3 19.0 26.0 34.5 28.0 

2014 17.3 19.0 25.0 33.0 26.6 

2015 20.0 19.0 25.0 34.0 26.8 

2016 16.2 17.5 24.4 32.6 26.1 

 

According to these data for the considering stations and years, the background concentration 

assessed using the HMM methodology is always under the median (2nd quartile) and the 
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averaged concentration. Furthermore, the background concentrations are fluctuating around the 

1st quartile with more or less 10% of difference.  

Lastly, the Hidden Markov Model methodology is easily applicable for operational purposes.  

 The background concentration usually assessed with background monitoring stations, 

is an important parameter in air pollution modelling since it can significatively change 

the final results on concentrations. 
 

 If no such stations are available, the background concentration can be estimate using 

other type of stations (rural, urban, etc.) assuming that this concentration is reached 

during the night or, with statistical methodologies such as the Hidden Markov Model 

methodology.   

 

3.4. Conclusion of the chapter 

When doing computational fluid dynamics, and more broadly numerical modelling, it is 

necessary to accordingly set up the model to avoid bad results and misleading interpretations.  

The bibliographic analysis presented in this chapter showed that several points must be 

considered to best set up the model, and includes the meshing, the domain extension, and the 

boundary conditions. 

All of these points were discussed in this chapter and improved when it was both necessary and 

possible. The main results are summarized below: 

 

 Which height should we considered when there is not any building? 

 

The COST Action 732 guidelines are a good starting point to ensure sufficient distance 

in the numerical model in the streamwise, lateral and vertical dimensions to avoid side 

effects. However, it has been shown that a minimal domain height of 96 m should be 

used even in absence of obstacles to avoid result variations, this minimal height being 

therefore also necessary when modelling obstacles such as buildings. 
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 How to improve calculation efficiency by using small mesh sizes without increasing too 

much the total number of meshes? Is 0.5 m a sufficient mesh size at the emission sources, 

as used by several researchers? 

 

Meshes in the vicinity of wall surfaces shall normally satisfy a =L criterion ranging from 

30 to 500. However, this range cannot be reached for full scale modelling without 

increasing too much the number of cells in the numerical domain and, therefore, the 

calculation costs. The best compromise is to use 1 m meshes in the area of interest and 

larger meshes as altitude increases. Finest refinements such as 0.5 m can be used near 

the wall surfaces such as near the buildings but, in any case, this refinement must at 

least be used at the emission source, which also corresponds to a good injection height.  

 

 Are the usual inlet conditions adequate enough for computational wind engineering in 

complex situations (highly built-up areas) and, if not, is it possible to improve them? 

 

The boundary conditions are generally always the same with symmetry conditions at 

the lateral and top boundaries, open boundary conditions at the outlet and no-slip 

conditions at the wall surfaces. There is, nevertheless, an exception at the inlet boundary 

were both power and log-law profiles can be considered. However, such conditions may 

be unsuitable for densely built urban areas modelling where a model coupling can 

improve the inlet conditions, as with the Canopy Interface Model.  

 

 How to assess traffic-induced emissions? 

 

Since it is a major source of air pollution in urban areas, the traffic-related emissions 

must be calculated as fine as possible to avoid any misleading result. To do so, the 

European Environment Agency produced guidebooks which can be followed to 

calculate traffic-related emissions due to vehicle exhausts but also road, tyre and brake 

wear.   
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 How to assess background concentrations? 

 

The background concentration should be considered when modelling air pollution in 

urban areas with CFD since it is the only way to consider external and long-range 

pollutant sources. This concentration is usually assessed using background monitoring 

stations but can also be assessed using urban of traffic station assuming that the 

background concentration is reached during the night, or, using a Hidden Markov Model 

methodology. 

With both specific CFD solvers and all the necessary information for their parametrization, it 

is now possible to assess air pollution in urban areas. However, it is currently not possible to 

use such a model to compare with regulatory values such as annual standards since 

methodologies to do so are still required. This point is the subject of the Chapter 4. In the same 

way, the issue of calculating NO2 concentrations from NOx concentrations without using the 

PSS or any chemical mechanism has not been addressed yet. This point is the subject of the 

Chapter 5. 
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Chapter 4:  

Methodologies to assess mean annual 

air pollution concentration combining 

numerical results and wind roses 

  

This chapter has been published as an original research paper in the Sustainable Cities and 

Society journal: 

 Reiminger, N.1, Jurado, X.1, Vazquez, J., Wemmert, C., Dufresne, M., Blond, N., Wertel, J., 

2020. Methodologies to assess mean annual air pollution concentration combining 

numerical results and wind roses. Sustainable Cities and Society, 59, 102221. 

https://doi.org/10.1016/j.scs.2020.102221 

Annual standards and guidelines given by the European Union and the World Health 

Organization cannot be directly compared with CFD results, these results being obtained for 

specific wind directions and velocities. This chapter presents (1) methodologies to assess 

continuous wind speed distribution based on wind roses data and (2) methodologies to assess 

mean annual concentrations based on numerical results and wind distributions. These 

methodologies, illustrated with CFD results, can be used for any other type of numerical model 

and are of relevance for engineering purposes, allowing the comparison between numerical 

results and annual regulatory standards.  

 
1 These authors contributed equally to the paper. 
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The points covered in this chapter are highlighted in Figure 4.1. 

 
Figure 4.1 – Main points covered in Chapter 4. 

 

Particularly, the following question is addressed in this chapter: 

 How to take into account all wind conditions, such as direction and intensity, when 

assessing annual concentrations with a CFD model? 

 

4.1. Introduction 

Over the past decades, outdoor air pollution has become a major issue, especially in highly 

densified urban areas where pollutant sources are numerous and air pollutant emissions high. 

In order to protect people from excessive exposure to air pollution, which can cause several 

diseases (Anderson et al., 2012; Kim et al., 2015), the World Health Organization (WHO) 

have recommended standard values that must not be exceeded for different pollutants such as 

nitrogen dioxide (NO2) and particulate matter (EU, 2008; WHO, 2017) to protect population 

health, and the European Union (EU) decided to respect the same or other standards depending 

on the air pollutants. Among the different types of values given as standards, studies have 

shown that annual standards are generally more constraining and harder to reach than the other 

standards (Chaloulakou et al., 2008; Jenkin, 2004; Yuan et al., 2019). 
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In the meantime, recent studies have shown that the indoor air quality is strongly correlated 

with the outdoor one: while for nitrogen dioxide a 5% increase in indoor air pollutant 

concentrations can be expected for only a 1% increase in outdoor concentrations (Shaw et al., 

2020), for particulate matters such as PM2.5 the outdoor concentration can contribute from 27% 

to 65% of the indoor concentration (Bai et al., 2020). Being able to assess outdoor pollutant 

concentrations is therefore a necessity to improve air quality in the outdoor built environment, 

but also in the indoor one (Ścibor et al., 2019). 

Annual concentrations can be assessed using both on-site monitoring and numerical modeling. 

On site monitoring requires measurements over long periods to be able to assess mean annual 

concentrations of pollutants, although a recent study has shown that mean annual concentration 

of NO2 can be assessed using only one month of data (Jurado et al., 2020), which significantly 

reduces the measurement time required. Monitoring nonetheless has other limitations: it does 

not allow assessing the future evolution of the built environment or pollutant emissions, thus, 

limiting its applicability to achieve the smart sustainable cities of the future as defined by Bibri 

and Krogstie (2017). Numerical modelling can overcome these limitations and can help define 

new strategies to improve air quality in cities combining wind data, various air pollution 

scenarios and urban morphologies (Yang et al., 2020). Among the several models currently 

available, Computational Fluid Dynamics (CFD) has shown great potential for modeling 

pollutant dispersion from traffic-induced emissions by including numerous physical 

phenomena such as the effects of trees (Buccolieri et al., 2018; Santiago et al., 2019; Vranckx 

et al., 2015) and heat exchanges (Qu et al., 2012; Toparlar et al., 2017; Wang et al., 2011) 

on the scale of a neighborhood. However, this type of numerical result cannot be directly 

compared with the  annual standards. Methodologies designed to assess mean annual 

concentrations based on numerical results can be found in the literature (Rivas et al., 2019; 

Solazzo et al., 2011; Vranckx et al., 2015), but further work is required to improve them and 

assess their limits. 

The aim of this study is to provide tools and methodologies to assess mean annual 

concentrations based on numerical results and wind rose data to improve air quality in built 

environment and cities. It is firstly to evaluate whether it is possible to assess continuous wind 

speed distributions based on wind rose data. To do so, a statistical law called Weibull 

distribution is compared with a new sigmoid-based function built for the purpose of this study. 
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Secondly, it is to present and compare a discrete methodology usually used to assess mean 

annual concentrations based on numerical results with a continuous methodology built for the 

purpose of this study, and to discuss their respective advantages and limitations.  

 

4.2. Material and methods 

4.2.1. Meteorological data 

4.2.1.1. Data location 

This work uses wind velocity and wind direction data from four cities in France. These cities 

were chosen to cover most of France to obtain representative results and include the cities of 

Strasbourg (Grand-Est region), Nîmes (Occitanie region), Brest (Bretagne region) and Lille 

(Hauts-de-France region). In particular, the data were obtained from the stations named 

Strasbourg-Entzheim, Nîmes-Courbessac, Brest-Guipavas and Lille-Lesquin, respectively. The 

location of these stations and their corresponding regions is presented in Figure 4.2. 

 

 
Figure 4.2 – Location of the different meteorological stations used. 
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4.2.1.2. Data availability 

The data used in this work were provided by Météo-France, a public institution and France’s 

official meteorology and climatology service. The data are mainly couples of wind velocity and 

wind direction over a twenty-year period from 1999 to 2018, except for the Strasbourg-

Entzheim station where it is a ten-year period from 1999 to 2008. The data were obtained via a 

personal request addressed to Météo-France and were not available on open-access. A summary 

of the information of the stations is presented in Table 4.1, with the time ranges of the data and 

the number of data available (the coordinates are given in the World Geodetic System 1984). 

  

Table 4.1 – Summary of the available data. 

Station Data availability 

Location Latitude Longitude Altitude Time range 
Number of 
valid cases 

Number of 
missing cases 

Brest - Guipavas 48°27’00”N 4°22’59”O 94 m 1999 - 2018 29,171 45 

Lille - Lesquin 50°34’12”N 3°05’51”E 47 m 1999 - 2018 29,185 31 

Nîmes - Courbessac 43°51’24”N 4°24’22”E 59 m 1999 - 2018 29,214 2 

Strasbourg - Entzheim 48°32’58”N 7°38’25”E 150 m 2009 - 2008 29,199 25 

 

All the data were monitored from wind sensors placed 10 meters from the ground and the wind 

frequencies are available for each wind direction with 20° steps for two distinct wind 

discretizations: a “basic” discretization giving wind frequencies for 4 velocity ranges (from 0 

to 1.5 m/s, 1.5 to 3.5 m/s, 3.5 to 8 m/s and more than 8 m/s), illustrated in Figure 4.3 (A); and 

a “detailed” discretization giving wind frequencies by 1 m/s steps except between 0 and 0.5 m/s, 

illustrated in Figure 4.3 (B). The “basic” discretization is a common format mostly found in 

wind roses (possibly with different velocity ranges) while the “detailed” data are less common 

and more expensive.  

The wind roses for each meteorological station considered in this work and based on the “basic” 

4-velocity-range discretization described in Figure 4.3 (A) are provided in Figure 4.4. This 

figure shows how the monitoring locations considered in this study give distinct but 

complementary information, with for example many high velocities at Brest compared to 

Strasbourg and Nîmes, where almost no velocities were monitored over 8 m/s, and with 

dominant wind directions at Nîmes and Strasbourg compared to the other stations. 
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Figure 4.3 – Examples of data for Strasbourg and a 200° wind direction with (A) only 4 ranges of velocities and 

(B) the detailed data discretized in 18 ranges. 

 

 
Figure 4.4 – Wind roses for each location considered. 

 

4.2.1.3. Wind data interpolation functions 

A two-parametric continuous probability function, the Weibull distribution, mainly used in the 

wind power industry, can be used to describe wind speed distribution (Kumar et al., 2019; 

Mahmood et al., 2019). The equation of the corresponding probability density function is given 

in (Eq. 4.1). 
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 G(�) = yc e�cgtK. ZK(§/¾)¿
 

 
(Eq. 4.1) 

where � is the wind velocity, y is the shape parameter and c is the scale parameter of the 

distribution, with y and c being positive. 

For the purpose of this study, a 5-parametric continuous function was built to determine the 

“detailed” wind discretization based on the “basic” 4-velocity-range wind discretization. This 

function, called Sigmoid function, based on the composition of two sigmoid functions, is given 

in (Eq. 4.2). The two functions will be compared in the results section. 

 G(�) = k. 8−1 + 11 + x.. ZKÀ�.§ + 11 + xH. ZÀ .§9 
 

(Eq. 4.2) 

 

where k, x., xH, º. and ºH are positive parameters. 

 

4.2.2. Numerical model 

Simulations were performed using the unsteady and incompressible solver pimpleFoam from 

OpenFOAM 6.0. A Reynolds-Averaged Navier-Stokes (RANS) methodology was used to solve 

the Navier-Stokes equations with the RNG k-ε turbulence model, and the transport of 

particulate matter was performed using a transport equation. This solver was validated 

previously in Reiminger et al. (2020c).  

The area chosen to illustrate the methodologies discussed in this paper is located in 

Schiltigheim, France (48°36'24", 7°44'00"), a few kilometers north of Strasbourg. This area, as 

well as the only road considered as an emission source in this study (D120, rue de la Paix), are 

illustrated in Figure 4.5 (A). PM10 traffic-related emissions were estimated at 1.39 mg/s using 

daily annual mean traffic and were applied along the street considering its length in the 

numerical domain (200 m), its width (9 m) and an emission height of 0.5 m to take into account 

initial dispersion. 

The recommendations given by Franke et al. (2007) were followed. In particular, with ; being 

the highest building height (16 m), the distances between the buildings and the lateral 



 
Chapter 4: Methodologies to assess mean annual air pollution concentration combining 
numerical results and wind roses 
 

144 
 

boundaries are at least 5;, the distances between the inlet and the buildings as well as for the 

outlet and the buildings are at least 5; and the domain height is around 6;. An illustration of 

the resulting 3D sketch is presented in Figure 4.5 (B). A grid sensitivity test was performed 

and showed that hexahedral meshes of 1 m in the study area and 0.5 m near the building walls 

are sufficient, leading to a more comparable resolution than other CFD studies (Blocken, 2015) 

and leading to a total number of around 800,000 cells. The resulting mesh is illustrated in Figure 

4.6.  

 

 

Figure 4.5 – Illustration of (A) the area of Strasbourg modeled with the road considered for the traffic-related 

emissions (white dashed lines), and (B) the corresponding area built in 3D for the numerical simulations with the 

emission source (red). 

 

No-slip conditions (U = 0 m/s) were applied to the building walls and ground, and symmetry 

conditions to the lateral and the top boundaries. A freestream condition was applied to the 

outlet boundary, and neutral velocity, turbulent kinetic energy and turbulent dissipation 

profiles suggested by Richards and Norris (2011) were applied to the inlet boundary.  
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Figure 4.6 – Illustration of the meshes in the computational domain with the emission source (red), with 0.5 m 

meshes near the buildings and 1 m in the study area. 

 

A total of 18 simulations were performed using the same wind velocity (U10 m = 1.5 m/s) but 

with different wind directions from 0° to 340° using a 20° step. Since the simulations were 

performed in neutral conditions and without traffic-induced turbulence, the dimensionless 

concentration �∗ given in (Eq. 4.3) is a function only of the wind direction (Schatzmann and 

Leitl, 2011). In other words, this means that considering the previous hypothesis, and for a 

given emission and building configuration (leading to constant ;. P Q⁄  ratio), only one 

simulation is needed for each wind direction simulated. The pollutant concentrations for a non-

simulated wind velocity � can therefore be computed using (Eq. 4.4). 

 �∗ = �. �. ;. PQ  
 

(Eq. 4.3) 

where �∗ is the dimensionless concentration, � is the concentration, � the wind velocity, ; 

the characteristic building height and Q/P the source strength of emission. 

 �q = �DB@ . �DB@�  
 

(Eq. 4.4) 

where �q is the pollutant concentration for the wind velocity � not simulated and �DB@ the 

pollutant concentration for the simulated wind velocity �DB@.  
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4.3. Results 

4.3.1. Wind data interpolation 

4.3.1.1. Comparison between the Weibull distribution and the sigmoid function 

The best fitting parameters of the two functions were determined for the whole dataset using a 

non-linear solver and the “basic” 4-velocity-range wind data. The solver was set up to solve 

equation (Eq. 4.5) for the four-velocity ranges [0, 1.5[, [1.5, 4.5[, [4.5, 8[ and [8, +∞[ for both 

the Weibull and the sigmoid functions. This equation reflects that the sum of the frequencies 

between two wind velocities (i.e. the area under the curve) must be equal to the frequency given 

in the “basic” 4-velocity-range wind data. Since the sigmoid function has five parameters, a 

fifth equation to be solved was added only for this function and corresponds to (Eq. 4.6). With 

this equation, it is assumed that the wind frequency tends toward 0% when the wind speed tends 

toward 0 m/s, as for the Weibull distribution.   

 � G(�). �� = �
a RT�la;�l  

(Eq. 4.5) 

 

 G(0) = 0 
 

(Eq. 4.6) 

 

where G(�) is the Weibull or the sigmoid function and RT�la;�l is the wind frequency given in 

the 4-velocity-range data for wind velocities ranging from � included to Â excluded. 

Figure 4.7 (A–D) shows a comparison between the Weibull distribution, the sigmoid function 

and the “detailed” 18-velocity-range data for one wind direction of each meteorological station. 

According to these figures, the two functions generally give the same trends, and both appear 

to give a good estimation of the “detailed” wind data. However, depending on the case, the 

Weibull function can provide improvements in comparison to the sigmoid function, as in Figure 

4.7 (A), or vice versa, the sigmoid function can provide improvements in comparison to the 

Weibull function, as in Figure 4.7 (D).  
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Figure 4.7 – (A–D) Weibull distribution and sigmoid function results compared to the detailed meteorological 

wind frequency data for one wind direction at each station considered and (E) a notched box plot of the mean 

error over one wind direction with all station 

 

To better compare the two functions, a notched box plot of the mean error over one wind 

direction is given in Figure 4.7 (E). According to this figure, the sigmoid function gives 

generally better results compared to the Weibull distribution, with a lower maximal error 

(30.0% and 33.1% respectively); a lower first quartile (8.1%% and 9.5%% resp.); a lower third 

quartile (13.8% and 14.5% resp.); a lower mean (11.7% and 13.5% resp.); and a lower median 

(10.6% and 12.4% resp.). The differences are, however, small and may not be significant, 

especially for the median because the notches slightly overlap. These differences between the 

Weibull distribution and the sigmoid function are also location dependent, with for example 

better prediction of the wind distribution in Strasbourg using the sigmoid function and an 

equivalent prediction in Brest. Finally, it should be noted that both functions can lead to 

underestimations of the lower wind velocity frequencies, as shown in Figure 4.7 (A) and (D).  

According to the previous results, the Weibull distribution and the sigmoid function can 

accurately reproduce the “detailed” wind distribution based on a “basic” 4-velocity-range 

discretization with an average error of around 12% over the four stations considered in France. 
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They can nonetheless lead to underestimations of the low wind velocity frequencies, for which 

the highest pollutant concentrations appear.  

 

4.3.1.2. Optimization of the sigmoid function interpolation for low wind velocities 

The parametrization of the sigmoid function, called standard sigmoid function, was modified 

to improve the estimation of the low wind velocity frequencies in order to avoid 

underestimating pollutant concentrations.  

Based on all the meteorological data considered in this study, it was found that the 

underestimation of low wind velocity frequencies occurs mostly when the frequency of the first 

velocity range is lower than the frequency of the second velocity range. In this specific case, 

the optimized sigmoid function still needs the equation (Eq. 4.5) for the four-velocity ranges 

given in the “basic” wind data, but equation (Eq. 4.6) is replaced by equation (Eq. 4.7); 

otherwise, the previous parametrization using equations (Eq. 4.5) and (Eq. 4.6) is kept. 

 G(0) = RT�l�;l RT�l�,lRT�l,Ãl 
 

(Eq. 4.7) 

 

where RT�l�,l is the wind frequency for the first range of velocities given in the 4-velocity-

range data and RT�l,Ãl is the wind frequency for the second range of velocities (e.g., in this 

study k = 1.5 and x = 4.5). 

The methodology for the optimized sigmoid function is illustrated in Figure 4.8 (A–B): when 

the frequency of the first velocity range is higher than the second, as in Figure 4.8 (A1), the 

standard parametrization of the sigmoid function can be used because the low wind velocity 

frequencies are estimated accurately, as in Figure 4.8 (A2), when the frequency of the first 

velocity range is lower than the second, as in Figure 4.8 (B1), the standard parametrization 

leads to underestimations of low wind velocity frequencies and the optimized parametrization 

should be used instead, leading to a better estimation of the frequencies, as shown by the blue 

curve in Figure 4.8 (B2) compared to the red curve. 
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Figure 4.8 – (A–B) Illustration of the optimized sigmoid function methodology and (C) comparison with the 

standard sigmoid function results. 

 

The improvements with the optimized sigmoid function compared to the standard function were 

assessed and the results are presented in Figure 4.8 (C). For this comparison, only the wind 

directions where the optimized function was applied are considered (49 wind directions within 

the 78 previously used)  and the errors compared to the “detailed” 18-velocity-range data were 

calculated for the low wind velocity frequencies (between 0 and 3.5 m/s). According to this 

figure, the optimized sigmoid function gives improvements over the standard sigmoid function 

with a lower maximal error (41.0% and 44.4% respectively); a lower first quartile (9.2% and 

12.9% resp.); a lower third quartile (22.4% and 25.5% resp.); a lower mean error (15.2% and 

19.4% resp.); and a lower median (13.0% and 19.6% resp.). The improvements using the 

optimized function are significative, in particular for the median since the box plot notches do 

not overlap; they are also location dependent. A global improvement of the wind distribution 

prediction ranging between 20% and 45% is observed in Strasbourg, Lille and Nîmes while no 

improvement is observed in Brest.  
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According to the previous results, using the optimized sigmoid function can improve the 

reproduction of the “detailed” wind distribution based on a “basic” 4-velocity-range compared 

to the standard sigmoid function, especially for low wind velocities.  

4.3.2. Mean annual concentration assessment 

4.3.2.1. Discrete methodology with intermediate velocities 

Initially, mean annual concentrations based on the CFD results can be calculated using a 

discrete methodology. This methodology considers that the mean annual concentration at a 

given location is composed of several small contributions of different wind velocities and wind 

directions. The mean concentration over one wind direction can be calculated with equation 

(Eq. 4.8) and the mean annual concentration with equation (Eq. 4.9). A similar methodology 

can be found in Solazzo et al. (2011) or in Rivas et al. (2019). 

 �E̅ = ∑ �E,D . GE,DAD-.∑ GE,DAD-. + ��C 
 

(Eq. 4.8) 

 

 �̅ = ∑ �E̅. GEAE-.∑ GEAE-.  
 

(Eq. 4.9) 

 

where �E̅ is the mean concentration over one wind direction, �E,D is the concentration for a 

given wind direction � and a given wind velocity range I, GE,D is the frequency for a given wind 

direction and a given wind velocity range, ��C is the background concentration, �̅ is the mean 

annual concentration and GE the total frequency of a given wind direction. 

With this methodology, it is necessary to choose a wind velocity in each velocity range for 

which the concentration will be calculated based on the CFD result. A simple choice is to 

consider an intermediate velocity, noted �+, corresponding to the average between the minimal 

and the maximal value of the velocity range (e.g., for the velocity range [1.5, 4.5[, the 

intermediate value is 3 m/s).  

A comparison of results for this methodology is given in Figure 4.9 with distinct cases 

considering (A) the “basic” 4-velocity-range frequencies, (B) the “detailed” 18-velocity-range 
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frequencies, (C) the frequencies calculated with the sigmoid function, and (D) the frequencies 

calculated with the optimized sigmoid function. No background concentration is considered in 

this study to permit better comparison of the results and the CFD results used as inputs for the 

methodologies were strictly the same.  

 
Figure 4.9 – Mean annual concentrations without background concentration based on (A) the “basic” 4-velocity-

range monitoring data, (B) the “detailed” 18-velocity-range monitoring data, (C) the sigmoid interpolation data 

and (D) the optimized sigmoid interpolation. 

 

Initially, it can be seen that using the “basic” 4-velocity-range data leads to an underestimation 

of the concentrations compared to the case using “detailed” 18-velocity-range data by around 

19%. When calculating the “detailed” wind velocity distribution based on the “basic” data with 

the sigmoid function, the difference is reduced to 12.9%. Finally, the best results are obtained 

when using the optimized sigmoid function with an underestimation of 3.4%. According to 

these results, using the “basic” 4-velocity-range frequencies can give an estimation of the mean 

annual concentrations but is not sufficient to reach good accuracy compared to the mean annual 

concentration calculated with the “detailed” wind velocity distribution. However, using the 
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sigmoid function and especially the optimized variant significatively improves the results, 

leading to almost the same results as those obtained with the “detailed” wind velocity 

distribution. 

 

4.3.2.2. Discrete methodology with representative velocities 

The previous methodology used to compute annual concentrations, which was easy to set up, 

nonetheless has  certain weaknesses that mostly concern the choice of the wind velocity for 

which the concentrations will be calculated, based on the CFD results. Using an intermediate 

velocity �+ corresponding to the average between the minimal and the maximal value of the 

velocity range can lead to underestimations of the mean annual concentrations. Indeed, in doing 

so, it is implicitly assumed that the concentration is constant with the wind velocity in a given 

wind velocity range. However, the concentration is not constant within a velocity range, 

especially when this range is large. A function describing the evolution of the concentration 

depending on the wind speed is therefore needed. As an example, for neutral atmosphere usually 

assumed in CFD, the concentration evolves hyperbolically with velocity according to equation 

(Eq. 4.4). The representative velocity over one velocity range, considering the hyperbolic 

evolution of the concentration, is given in (Eq. 4.11) as a result of (Eq. 4.10) and (Eq. 4.4). 

 

 
12 � �(�). ��§ÆÇÈ

§Æ)É =  � �(�). ��§Ê
§Æ)É  

 
(Eq. 4.10) 

 

 �D = Ë 21�3a(H + 1�3+AH 

 

(Eq. 4.11) 

 

where �3a( and �3+A are respectively the maximal and the minimal velocities of the velocity 

range, �D is the representative velocity of the velocity range and �(�) the equation describing 

the evolution of the concentration as a function of the wind velocity, i.e. equation (Eq. 4.4). 

The representative velocities �D were calculated with equation (Eq. 4.11) and compared to the 

intermediate velocities �+. It is noteworthy that for a velocity range with a minimal velocity of 

0 m/s, it is mathematically not possible to compute the representative velocity due to the domain 
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definition of the function. A choice is therefore required; for the purpose of this study, the same 

ratio �D/�+  as for [0.5, 1.5[ was considered. 

According to the results summarized in Table 4.2 for wind velocities ranging from 0 to 6.5 m/s, 

the intermediate velocity can be much higher than the representative velocity for low velocities. 

For example, for wind velocities ranging from 0.5 to 1.5 m/s, the intermediate velocity of 1 m/s 

is almost twice as high as the representative velocity of 0.67 m/s. For higher velocity ranges, 

such as [2.5, 3.5[ or more, the differences can be neglected. This last statement is true for 1 m/s 

steps between the minimal and the maximal velocities of the velocity range but can become 

wrong for higher velocity steps.  

 

Table 4.2 – Comparison between the intermediate velocity �+ and the representative velocity �D  (*: the 

representative velocity was calculated considering the same ratio �D/�+ as for [0.5, 1.5[ ). 

�3+A [m/s] 0 0.5 1.5 2.5 3.5 4.5 5.5 

�3a( [m/s] 0.5 1.5 2.5 3.5 4.5 5.5 6.5 

�+ [m/s] 0.25 1.00 2.00 3.00 4.00 5.00 6.00 

�D [m/s] 0.1675* 0.67 1.82 2.88 3.90 4.92 5.94 

�D/�+ 0.67* 0.67 0.91 0.96 0.97 0.98 0.99 

 

Figure 4.10 shows a comparison of the mean annual concentrations when using the 

intermediate velocity and when using the representative velocity, based on the “detailed” 18-

velocity-range wind distribution. According to the results, using the intermediate velocity leads 

to considerable underestimations of the mean annual concentrations compared to the use of the 

representative velocity. The underestimation is about 20%. When using the discrete 

methodology presented in Section 4.3.2.1. it is suggested to use the representative velocity 

instead of the intermediate velocity to better take into account the hyperbolic evolution of the 

pollutant concentrations with the wind velocity to avoid underestimating the concentrations.  
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Figure 4.10 – Comparison of the mean annual concentrations based on the “detailed” 18-velocity-range wind 

distribution using (A) the intermediate velocity and (B) the representative velocity. 

 

Lastly, it should be noted that the representative velocities given previously were calculated 

with the assumption of equation (Eq. 4.4) applied to equation (Eq. 4.10). If the function 

describing the evolution of the concentration with the wind speed would change, e.g. for other 

types of numerical models or atmospheric conditions, equation (Eq. 4.10) would need to be 

solved again with the new function to have a representative velocity adapted to the conditions 

and the numerical model considered.  

 

4.3.2.3. Continuous methodology using the sigmoid function 

For the last approach, mean annual concentrations based on CFD results can be calculated using 

a continuous methodology. This methodology is a combination of equation (Eq. 4.4), 

describing the evolution of pollutant concentration with wind velocity, and equation (Eq. 4.2), 

describing the evolution of wind velocity frequency with wind velocity. The equation to 

compute the mean annual concentrations continuously for a given direction is given in (Eq. 

4.12). The annual concentration can then be calculated using (Eq. 4.9). 

 �E̅ = Ì �(�). G(�). ��LÍ� Ì G(�). ��LÍ� + ��C 
 

(Eq. 4.12) 
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where �E̅ is the mean annual concentration for a given wind direction, �(�) is the function 

describing the evolution of the concentration with the wind velocity, G(�) is the function 

describing the evolution of the wind velocity frequency with the wind velocity, and ��C is the 

background concentration.  

Taking equation (4) for �(�) and equation (2) for G(�) leads to a mathematical problem. Indeed, �(�) is not defined for � = 0 and the limit of �(�). G(�) tends toward infinity when � tends 

toward 0. To avoid this problem, equation (Eq. 4.13) is suggested instead of equation (Eq. 

4.12). With this equation, it is considered that a minimal velocity (�3+A) exists for which the 

pollutant concentration will no longer increase when the wind velocity decreases. This 

hypothesis can be justified by the additional effects, such as traffic-induced turbulence (Vachon 

et al., 2002) and atmospheric stability (Qu et al., 2012) that may participate in pollutant 

dispersion for low wind velocities or become preponderant. We suggest applying a constant 

pollutant concentration for wind velocities ranging from 0 to �3+A and suggest using �3a( =  �(�3+A). The choice of �3+A is particularly important when using the optimized 

sigmoid function.  

 �E̅ = �3a(. Ì G(�). ��§Æ)É�Ì G(�). ��LÍ�  +  Ì �(�). G(�). ��LÍ§Æ)ÉÌ G(�). ��LÍ� + ��C 

 
(Eq. 4.13) 

 

where �E̅ is the mean annual concentration for a given wind direction, �3a( is the maximal 

concentration accepted for the calculation, �3+A is the velocity under which �(�) is considered 

equal to �3a(, G(�) is equation (Eq. 4.2), �(�) is equation (Eq. 4.4) and ��C is the background 

concentration. 

Figure 4.11 shows a comparison between the discrete methodology with the representative 

velocities and the continuous methodology using the optimized sigmoid function. It can be seen 

that the results of the discrete methodology given in Fig. 10. (A) can be reached by the 

continuous methodology. Nonetheless, the difference of 5% reached using �3+A = 0.01 m/s can 

increase when changing the value of �3+A: lower values will lead to higher concentrations 

whereas higher values will lead to lower concentrations. The value of �3+A must therefore be 

chosen carefully.  



 
Chapter 4: Methodologies to assess mean annual air pollution concentration combining 
numerical results and wind roses 
 

156 
 

 
Figure 4.11 – Comparison  of the mean annual concentrations (A) based on the “detailed” 18-velocity-range 

wind distribution and using the intermediate velocity, and (B) based on the optimized sigmoid function and �3+A = 0.01 m/s. 

 

4.4. Discussion 

This study provides tools to assess wind velocity distributions based on “basic” data and mean 

annual air pollutant concentrations based on CFD results. Additional work should be done to 

improve the methodologies and the major issues are discussed hereafter.  

The capability of the Weibull and the sigmoid functions to describe wind velocity distribution 

was assessed based on wind data from four meteorological stations in France. All of these 

stations were located in peri-urban environments close to large French cities. It is necessary to 

take into account that the results, and especially the interpolation-related errors, might be 

different for other types of stations such as urban and rural stations, and for other countries with 

different wind characteristics. In particular, the optimization suggested for the sigmoid function 

may not be suitable for different countries or type of station. Further works are therefore 

required in this direction. 

The mean annual atmospheric pollutant concentrations can be calculated using a discrete 

methodology as done by Solazzo et al. (2011) or Rivas et al. (2019). However, this 

methodology has two major problems. The first concerns the choice of wind velocity for which 

the pollutant concentrations will be calculated: choosing an intermediate velocity is a simple 
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approach which can lead to considerable underestimations of pollutant concentrations, and it is 

better to use a representative velocity instead, as suggested in this paper. Using the 

representative velocity requires, however, making a choice for the first velocity range. The 

second problem concerns the velocity step used to build the wind velocity ranges: the result 

depends on the velocity step used, especially for the lower wind velocities for which a decrease 

in the velocity-step leads to higher mean annual concentrations. To avoid these two problems, 

a continuous methodology has been developed. This methodology does not have an intrinsic 

limitation, but dependent on the function describing the evolution of the concentration as a 

function of wind velocity. If we consider a hyperbolic evolution of the concentration with wind 

velocity, it is necessary to choose a minimal value of velocity for which it is considered that 

lower velocities will not increase the concentrations due to compensatory phenomena (traffic-

induced turbulence, atmospheric stability, etc.). The value of the minimal velocity is open to 

discussion and assessing this value is outside the scope of this paper. Further works are required, 

for example with infield measurement campaigns and comparisons between mean annual 

concentrations monitored and calculated with the continuous methodology. Lastly, two 

methodologies therefore exist, a discrete and a continuous with the discrete one being easier to 

implement in a code. However, we suggest using the continuous methodology if the user can 

describe the evolution of the concentration with the wind speed using a given piecewise 

continuous function. The discrete methodology can also be employed but, when an intermediate 

velocity is used, the user should be aware that the assumption of a constant pollutant 

concentration within velocity the range is made. To avoid this assumption, the user could 

consider a representative velocity instead, with as an example a linear evolution of the 

concentration between the limits of the velocity ranges.   

Finally, it should be noted that the methodologies to assess mean annual concentrations were 

addressed using CFD results implying a neutral case but can be used for any numerical results 

as long as a function describing the evolution of the concentration with the wind velocity is 

available.  
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4.5. Conclusion 

The objectives of this study were to provide methodologies; (1) to assess wind velocity 

distribution based on “basic” data, and (2) to assess mean annual air pollutant concentrations 

based on numerical results. Three methodologies for each objective were described and 

compared throughout this paper and the main conclusions are as follows: 

(1.a) The Weibull distribution and the sigmoid function can both accurately reproduce 

“detailed” 18-velocity-range wind distribution based on “basic” 4-velocity-range wind 

data with an average error of 12%. These functions can nonetheless underestimate the 

frequencies of low velocities. 

(1.b) The optimized sigmoid function improves the wind distribution results over the 

standard sigmoid function, especially for low wind velocities. 

(2.a) Using “basic” 4-velocity-range wind data and the discrete methodology can provide an 

estimation of the mean annual concentrations but is not sufficient to achieve high 

precision, leading to a difference of around 19% compared to the use of  “detailed” 

18-velocity-range wind data. Using the sigmoid function instead, based on the “basic” 

wind data improves the mean annual concentration results with a global error of less 

than 4%.  

(2.b) When using the discrete methodology to assess mean annual concentrations, it is 

suggested to use a representative velocity of the function describing the evolution of 

pollutant concentrations with the wind velocities instead of an intermediate velocity. 

The intermediate velocity leads to underestimations of mean annual concentrations, 

especially when using CFD results with a neutral case hypothesis where the 

concentration evolves hyperbolically with the wind velocity. 

(2.c) Mean annual concentrations can be assessed using a continuous methodology that does 

not have any of the limitations of discrete methodologies. It is, however, limited by 

the function describing the evolution of the concentrations with the wind velocities, 

which leads to the need to choose a minimal velocity when using the sigmoid function.   



 
 

4.5.  Conclusion 
 

159 
 

Finally, the methodologies presented in this paper can be used for outdoor air quality study 

purposes, which is a relevant starting point for improving both outdoor and indoor air quality 

and, therefore, a key-point to achieve smart sustainable cities. These results give insights to 

researchers and engineers on how to assess wind velocity distribution and mean annual 

concentrations for comparison with annual regulatory values given by the EU, the WHO or any 

other organization, and further works could be done to compare the results of the methodologies 

with monitored data. 
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Chapter 5:  

Assessment of mean annual NO2 

concentration based on a partial dataset  

  

This chapter has been published as an original research paper in the Atmospheric Environment 

journal: 

Jurado, X1, Reiminger, N.1, Vazquez, J., Wemmert, C., Dufresne, M., Blond, N., Wertel, J., 

2020. Assessment of mean annual NO2 concentration based on a partial dataset. 

Atmospheric Environment 221, 117087. DOI: 10.1016/j.atmosenv.2019.117087 

When monitoring air pollutant concentrations, it can be difficult to compare the results of the 

measurement campaign with annual regulatory standards. Indeed, for nitrogen dioxides (NO2), 

only partial data can be available (such as some month of data) or only information on nitrogen 

oxides (NOx) concentrations. This chapter presents methodologies to assess mean annual NO2 

concentrations based on partial datasets including (1) methodologies to assess NO2 

concentrations from NOx concentrations and (2) a methodology to assess mean annual NO2 

concentrations based on one-month measurement periods. These methodologies were built to 

be used on sensor measurements in applied purposes but, they can also be applied on numerical 

results such as CFD results for engineering and research purposes.  

The points covered in this chapter are highlighted in Figure 5.1. 

 
1 These authors contributed equally to the paper. 
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Figure 5.1 – Main points covered in Chapter 5. 

 

Particularly, the following question is addressed in this chapter: 

 Is it possible to facilitate engineering studies by using existing or new methods to assess 

air pollutant concentrations?  
 

 As the PSS is not sufficient to calculate NO2 concentrations from NOx concentrations 

in France, are there alternatives to avoid increasing calculation costs? 

5.1. Introduction 

While many measures are implemented to improve air quality, atmospheric pollution still 

exceeds the thresholds of health standards. Next to  particulate matter or ozone, nitrogen dioxide 

(NO2) has been selected as an air pollutant with the highest priority whose monitoring must be 

routinely carried out (WHO, 2005). Nitrogen oxides are known to be a source of respiratory 

symptoms and diseases (Kagawa, 1985), and they are also harmful to the environment as they 

play the role of precursor in nitric acid production, leading to acid rains (Likens et al., 1979). 

These air pollutants are mainly due to anthropogenic sources. Indeed Thunis (2018) showed 

that in several cities in Europe, NOx is mainly emitted by transport and industrial sources, with 

varying contributions depending on the city. For example, in dense urban areas such as Paris, 
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56% of NOx comes from traffic-related emissions and 18% from the tertiary and residential 

sectors (AIRPARIF, 2016).  

Nitrogen dioxide (NO2) is, with nitric oxide (NO), one of the two components forming nitrogen 

oxides. In the European Union (EU) and more generally around the world, NO2 is the most 

measured component. Indeed, NO2 can have significant harmful effects on health, inducing 

numerous diseases like bronchitis, pneumonias, etc. (Purvis and Ehrlich, 1963), but it can also 

increase the risks of viral and bacterial infections (Chauhan et al., 1998).  

To obtain standard values for the purposes of comparison, the European Union (EU) and the 

World Health Organization (WHO) have issued critical values that should not be exceeded to 

protect the public from the health effect of gaseous NO2. For this purpose, two standard values 

have been enforced : a hourly mean of 200 µg/m3 and an annual mean of 40 µg/m3 not to exceed 

given by both the WHO (WHO, 2017) and the EU (Directive 2008/50/EC). Studies have 

shown that the annual standard is generally more stringent than the hourly one (Chaloulakou 

et al., 2008; Jenkin, 2004). However, year-round measurements are needed to gather 

concentrations values that can be compared directly to this standard. This requirement is not a 

constraint when monitoring stations are located permanently in one area. Nonetheless, it 

becomes constraining when the objective is to evaluate urban planning projects over a limited 

period: the heterogeneity of urban areas requires controls related to the standard at several key 

locations where no permanent stations have been installed and where only temporary 

measurements are economically viable. Moreover, these temporary measurements may only 

provide information on NOx concentrations but no direct information on NO2. Thus, one 

question arises in such situation: how can annual mean NO2 concentrations be determined using 

only a short measurement period of NO2 or NOx concentrations? 

The Leighton relationship provides information on the ratio between NO and NO2 

concentrations as a function of O3, a chemical constant rate and a photolysis rate considering 

the photochemical steady state (Leighton, 1961). Unfortunately, it was demonstrated that using 

this method with more than 10 ppb of O3 leads to an increasing error by not taking into account 

VOC chemistry (Sanchez et al., 2016). Different methods were proposed to evaluate the 

photolysis rate (Wiegand and Bo, 2000), but computing an annual representative photolysis 

rate can still lead to a wrong evaluation of the seasonal dependencies between NOx and NO2. 
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Numerical computation based on complex chemical mechanisms involving more than 300 

reactions with more than 100 species gives more accurate evaluations of NO2 (Bright et al., 

2013; Kim et al., 2012). Nevertheless, when NO2 concentration measures are missing there is 

little chance that this information is known on other species such as VOCs. However, such 

information is needed in the numerical computations. 

Furthermore, seasonal variability of NO2 and NOx concentrations differs considerably between 

summer and winter because NO2 concentrations depend on photolysis conditions, and NOx 

molecules play a role in several chemical mechanisms in the troposphere, involving ozone (O3) 

and volatile organic compounds (VOC) (Seinfeld and Pandis, 2016). Robert-Semple et al. 

showed that there is a relative standard deviation of more than 50% when calculating the mean 

annual concentrations of both NO2 and NOx (Roberts–Semple et al., 2012). Moreover, 

Kendrick et al. showed that there is a seasonal variability in NO2 concentration even with 

constant hourly seasonal traffic (Kendrick et al., 2015). Thus, these results show that a few 

months of NO2 monitoring are generally not representative of a mean annual concentration 

despite existing only slight seasonal variations of the main source, namely traffic-related 

emissions. 

The aim of this study is first to evaluate whether one-parameter methods without any explicit 

chemical mechanism found in the literature are sufficiently accurate to determine NO2 

concentrations based on monitored NOx data in France. The second aim is to present a method 

capable of providing the mean annual NO2 concentration from one-month period of monitoring. 

  

5.2. Material and methods 

5.2.1. Study location 

This work uses NO2 and NOx concentrations monitored in a large number of regions in France, 

including from North to South: Hauts-de-France, Grand-Est (Strasbourg region), Ile-de-France 

(Paris region), Pays de la Loire, Auvergne-Rhône-Alpes and Provence-Alpes-Côte d’Azur. 

These areas were chosen for the availability of data and to better cover the minimum and 

maximum latitudes and longitudes of France. The location of these regions is presented in 

Figure 5.2.  
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Figure 5.2 – Location of the different study areas used. 

 

5.2.2. Data availability 

The data used in this work were obtained via the open access database provided by the different 

air quality monitoring authorities known as AASQA, the French acronym for “Approved Air 

Quality Monitoring Associations”. In particular, the data were provided by the organizations 

Atmo Hauts-de-France (Hauts-de-France), Atmo Grand-Est (Strasbourg region), AIRPARIF 

(Paris region), Air Pays de la Loire (Pays de la Loire), Atmo Auvergne-Rhône-Alpes 

(Auvergne-Rhône-Alpes), Atmo PACA (Provence-Alpes-Côte d’Azur) and Atmo Nouvelle-

Aquitaine (Aquitaine Limousin Poitou-Charentes). The data are mainly mean annual NO2 and 

NOx concentrations over a five-year period from 2013 to 2017, but other data such as hourly 

measured concentrations for the Strasbourg region in 2018 were also obtained. Additional 

contacts were also made with AIRPARIF to obtain more specific data for the Paris Region like 

hourly measured concentrations from 2013 to 2017 with their corresponding uncertainties. A 

summary of the available data, corresponding to about 270 different sensors, is presented in 

Table 5.1. 
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Table 5.1 – Summary of the available data. 

Region 
Data availability  

(years) 

NOx  NO2  
Number of stations 

A M H A M H 

Ile-de-France (Paris) 2013 - 2017   ●   ● ≈ 40 

Grand-Est (Strasbourg) 2018   ●   ● ≈ 50 

Hauts-de-France 2013 - 2017 ●   ●   ≈ 15 

Pays de la Loire 2013 - 2017 ●   ●   ≈ 50 

Auvergne Rhône-Alpes 2013 - 2017 ●   ● ●  ≈ 60 

Provence-Alpes-Côte d’Azur 2013 - 2017 ●   ● ●  ≈ 25 

Aquitaine Limousin Poitou-Charentes 2013 - 2017 ●   ● ●  ≈ 30 

 

5.2.3. Data range 

The annual and monthly concentrations range from 10 to 340 µg/m3 for NOx and from 5 to 

95 µg/m3 for NO2, considering the complete dataset (all years, types and locations of stations 

included). According to these wide ranges, different types of stations were considered in this 

work including rural, suburban, urban and traffic stations. The dataset for the Paris region 

comprises 2% rural, 13% suburban, 54% urban and 31% traffic stations. The type of station 

was not always directly provided in the global France dataset. Thus, the percentage of each type 

of station was estimated based on the range of concentrations for each type of station in Paris. 

The corresponding results were 29%, 22%, 31% and 18% for rural, suburban, urban and traffic 

stations, respectively. 

 

5.2.4. Monitoring method 

The EU imposes a maximal uncertainty of 15% on AASQA for individual measurements 

averaged over the period considered regarding the limit values monitored by sensors. Thus, to 

satisfy the requirements, all AASQA use the same monitoring method in accordance with this 

constraint. 

The reference method used for the measurement of nitrogen dioxide and oxides of nitrogen is 

known as chemiluminescence. Two chemiluminescence methods exist: on the one hand, 

chemiluminescence based on luminol reaction, and, on the other hand, chemiluminescence 

based on NO/O3 reaction. The second method is the one used in France. In particular 
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AIRPARIF uses the AC32M EN model from ENVE and the 42i model from THERMO 

SCIENTIFIC.  

The principle of the method was well-described by Navas et al. (1997) and is based on a 

reaction between NO and O3 (Eq. 5.1). This reaction produces an excited nitrogen dioxide 

(NOH∗ ) that emits infrared radiations when returning to a stable state (Eq. 5.2). The luminous 

radiation emitted and then measured is directly proportional to the NO concentration.  

 NO + O, → NOH∗ + OH 
 

(Eq. 5.1) 

 NOH∗ → NOH + hν  (Eq. 5.2) 

To obtain information on the NOx concentration, it is first necessary to convert all the NO2 into 

NO before the measurement. After that, the resulting NO corresponding to the initial NO and 

the NO derived from NO2 are measured and the NOx concentration is obtained. Combining both 

the measured NO and NOx concentrations provides the NO2 concentration. Thus, the 

uncertainties on NO2 measurement are higher than those on NO or NOx because the results are 

obtained from both NO and NOx measurements. 

Based on the work of Navas et al., this kind of technique has very low detection limits, making 

it a good tool for evaluating the concentration of nitrogen compounds for atmospheric purposes 

(Navas et al., 1997). According to a personal communication with AIRPARIF, the maximal 

uncertainty on the mean annual NO2 concentration from 2015 to 2017 was lower than 10% with 

a mean uncertainty of 6%. 

 

5.2.5. Empirical methods to convert concentration from NOx to NO2 

Several one-parametric empirical methods can be found in the literature to give an estimation 

of NO2 concentration based on NOx concentration. Three methods were compared with the 

entire France dataset: 

• Derwent and Middleton function, a polynomial-logarithmic function linking hourly 

averaged NOx and NO2 concentrations for NOx concentrations in the range of 9.0 to 

1145.1 ppb (Derwent and Middleton, 1996). 
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• Romberg et al. function, a rational function linking annual averaged NOx and NO2 

(Romberg et al., 1996). 

• Bächlin et al., another rational function linking annual averaged NOx and NOx (Bächlin 

et al., 2008). 

According to the above authors, the corresponding equations are (Eq. 5.3), (Eq. 5.4) and (Eq. 

5.5) respectively, with the hourly averaged NOx and NO2 concentrations noted lU�(n� and lU�Hn� and annual averaged NOx and NO2 for the two other functions noted lU�(na and lU�Hna. All concentrations presented below are in µg/m3 and V = ±"\.�(lU�(n�/1.91). 

 

 lU�Hn� = &2.166 − lU�(n�1.91 (1.236 − 3.348V + 1.933VH − 0.326V,)/ × 1.91 
 

(Eq. 5.3) 

 

 lU�Hn = 103. lU�(nalU�(na + 130 + 0.005 × lU�(na 
 

(Eq. 5.4) 

 

 lU�Hn = 29. lU�(nalU�(na + 35 + 0.217 × lU�(na 
 

(Eq. 5.5) 

 

For the purpose of this work, mean annual concentrations were used instead of hourly averaged 

concentrations for the Derwent and Middleton function. 

 

5.3. Results 

5.3.1. Evaluation of annual NO2 concentration based on NOx data 

5.3.1.1. Best fitting function in France 

Figure 5.3 shows the evolution of mean annual NO2 concentration as a function of the mean 

annual NOx concentration considering the total dataset (measurements from 2013 to 2017 for 

the six regions considered and all types of station included). The three empirical methods cited 

previously are also plotted.  
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Figure 5.3 – Evolution of NO2 concentration as a function of NOx concentration and comparison with empirical 

functions. 

 

To obtain a better comparison between the three functions, predicted NO2 concentrations 

calculated with measured NOx concentrations were plotted against measured NO2 

concentrations. The corresponding results are presented in Figure 5.4 with the first bisector 

corresponding to ideal results. As shown in Figure 5.4 (C), the function from Bächlin et al. is 

the most appropriate for high NO2, thus high NOx concentrations. However, based on Figure 

5.4 (A) and Figure 5.4 (B) the results for lower NO2 concentrations (less than 50 µg/m3) are 

better when using the function proposed by Derwent and Middleton, and Romberg et al. 

Considering the difference between the predicted and measured concentrations, the function of 

Derwent and Middleton is the most appropriate with a deviation of less than 8%, whereas that 

of Romberg et al. leads to a deviation of 9.5%. Moreover, in this work, the function of Romberg 

et al. tends to slightly underpredict NO2 concentrations. When choosing between two functions 

giving about the same deviation, the precautionary approach is to choose the function that 

overestimates NO2 rather than the one which underestimates it. Hence, in France, Derwent and 

Middleton’s function has been chosen and is advised by the authors to assess the NO2 

concentrations based on NOx data. This is especially the case for the monitoring both in urban 

and rural sites. It should also be noted that these comparisons included several years of 

measurements and locations (various latitudes and longitudes), thus in principle giving 
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independence to these parameters. However, for high NO2 concentrations (higher than 70 

µg/m3) the method fits less and less well.  

 
Figure 5.4 – Comparison between predicted and measured NO2 concentrations for (A) the Derwent and 

Middleton function, (B) the Romberg et al. function, and (C) the Bächlin et al. function. 
 

5.3.1.2. Application to Paris region 

The information obtained in the Paris region was more detailed and included uncertainties as 

well as the type of station. Figure 5.5 presents the mean annual NO2 concentration for the Paris 

region dataset as a function of NOx concentration with a distinction between the different types 

of station. Derwent and Middleton’s function is also plotted.  

 

 
Figure 5.5 – Evolution of NO2 concentration as a function of NOx concentration for the Paris region dataset and 

comparison with Derwent and Middleton’s function. 
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These results show that in accordance with previous observations, the best range of application 

for Derwent and Middleton’s function is for NOx concentrations lower than 80 µg/m3. As can 

be seen in Figure 5.5. this limit corresponds to the difference between urban and traffic stations 

for Parisian region. Thus, Derwent and Middleton’s method applies best for rural, suburban and 

urban stations whereas the results are less accurate for traffic. Indeed, there are 92% of the data 

that are within the uncertainties range both in the countryside and in urban areas, while for 

traffic data it falls to 71%. The mean error on predicted NO2 concentrations is 9% with a 95th 

percentile of 27%.  

 

5.3.2. Seasonal variability of NO2 concentration 

The seasonal variability of NO2 was studied using the Paris region dataset. Hourly NO2 

concentrations were averaged for each station and each year of data, giving five mean 

concentrations per station and per year (one annual concentration and four seasonal 

concentrations). Figure 5.6 (A) shows the differences between seasonal mean NOx 

concentrations for each couple of year and station. Figure 5.6 (B) shows the evolution of 

seasonal NO2 concentrations as a function of the annual NO2 concentration for the same year 

of measurement.  

 
Figure 5.6 – Comparison between seasonal NOx concentrations for a given station and year of measurement in 

the Paris region (A) and the evolution of the annual NO2 concentration as a function of seasonal NO2 

concentrations (B). 
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According to Figure 5.6 (A), NOx concentrations are strongly dependent on the season. Indeed, 

although summer and spring NOx concentrations are similar, the concentrations are higher in 

winter and autumn by up to a factor of 2. These differences can be explained by several 

disparities between these seasons: lower boundary layer height, lower temperatures and new 

sources of emission due to residential heating, increased emissions by cold-started vehicles, etc. 

Since the results show that NOx concentrations are higher in winter and autumn, for a given 

NOx concentration the seasonal NO2 concentrations should also be higher in autumn and winter 

than in summer and spring. However, the results for the Paris region show a different trend. 

The result in Figure 5.6 (B) indicates a change of behavior when the annual NO2 concentration 

increases, with the summer and spring NO2 concentrations becoming higher than in autumn and 

winter. These results can be associated with those of other authors. Indeed, Kendrick et al. 

showed that NO2 concentrations are higher in winter and autumn than in spring and summer, 

with a mean annual NO2 concentration lower than 80 µg/m3 and for three different types of 

station (Kendrick et al., 2015). On the contrary, Mavroidis and Ilia showed that for a traffic 

station (i.e. giving high NO2 concentrations), NO2 concentrations are generally higher during 

the summer and spring months than in autumn and winter, with in their case a mean annual NO2 

concentration higher than 80 µg/m3 (Mavroidis and Ilia, 2012). Thus, the evolution of seasonal 

NO2 concentrations as a function of annual NO2 concentration is not well represented by a linear 

method unable to catch these varying trends and is much better fitted by a quadratic one. With 

this interpolation, the spring and summer results are described by a concave quadratic function 

whereas the autumn and winter ones are described by a convex quadratic function. In this case, 

these concavities and convexities result in a NO2 concentration of about 80 µg/m3, where the 

seasonal NO2 concentrations are equal to the annual NO2 concentration. This concentration of 

80 µg/m3 corresponds to the value for which, in the case of a measurement station giving an 

annual average NO2 concentration lower than this value, the concentrations for winter and 

autumn are higher than the spring and summer concentrations. Therefore, to obtain maximized 

measurements in order to assess an upper limit on annual NO2 concentration over a short period 

of time, the measurements should be carried out in winter, in case where an annual 

concentration of less than 80 µg/m3 is expected, otherwise measurements should be carried out 

in summer. 
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These observations are consistent with those of other research papers, despite being counter 

intuitive on the first point of view. Indeed, a previous observation was that NOx concentrations 

are higher during autumn and winter, in theory giving higher NO2 concentrations. Moreover, in 

summer and spring, the zenithal angles are generally lower, leading to increased photochemistry 

with higher photolysis, including NO2 photolysis, and the production of radicals. As shown in 

Figure 5.7 (A), O3 concentrations are globally much lower in autumn than in winter, and in 

winter than in spring and summer. These concentrations are about the same between spring and 

summer. Figure 5.7 (B) gives supplementary information on how much ozone is available to 

react with NO2, by giving the evolution of the ratio of the seasonal O3 concentration over the 

seasonal NO2 concentration as a function of the seasonal NO2 concentration.  

The first observation is that more O3 molecules are available in spring and summer than in 

winter and autumn for any NO2 concentration. This statement is always true even when the 

seasonal NO2 concentration increases, leading to a systemic reduction of available O3. For 

example, for a seasonal NO2 concentration of 15 µg/m3, the ratio of seasonal O3 concentration 

over seasonal NO2 concentration is around 3 for autumn, 4 for winter and almost 5 for spring 

and summer. Increasing the seasonal NO2 concentration to 30 µg/m3 gives ratios of 1 and 1.5 

for autumn and winter respectively and almost 2 for both spring and summer. The explanation 

of why the seasonal NO2 concentration is higher in spring and summer than in winter and 

autumn for high NO2 concentrations can be obtained from these two observations. For low NO2 

concentrations, O3 is readily available and the reaction is not limited by the O3 concentration 

but by several other factors that lead to the commonly accepted result: NO2 concentrations are 

higher in winter and autumn than in spring and summer. However, when the NO2 concentration 

increases, O3 becomes less and less available until reaching a state in which it becomes the 

limiting reagent of the production reaction of NO2 from NOx. This state is reached earlier in 

winter and autumn than in spring and summer, leading to a higher NO2 concentration in summer 

and spring than in autumn and winter. 
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Figure 5.7 – Evolution of the seasonal O3 concentration as a function of the annual O3 concentration (A) in the 

Paris region and the evolution of the ratio between seasonal O3 and NO2 concentrations as a function seasonal 

NO2 concentrations (B). 

5.3.3. Assessment of annual NO2 concentration 

5.3.3.1. Assessment of annual NO2 concentration from monthly NO2 concentration 

As mentioned above with regards to seasonal variability, seasonal concentrations cannot be 

used directly as an annual concentration. However, they seem to fit a trend and it may be 

possible to assess the annual mean concentration from a short period of measurement. 

The NO2 concentrations over the Paris region were first averaged for each month and then 

compared with annual NO2 concentrations. The results, presented with black circles in Figure 

5.8, show that, like seasonal NO2 concentrations, monthly averaged NO2 concentrations as a 

function of annual NO2 concentrations seem to be better fitted by a quadric function than by a 

linear function. These fittings are also presented with black lines in Figure 5.8. as well as the 

polynomial interpolation coefficients, and the mean error between measured data and 

interpolation, also in black. The polynomial equation corresponds to (Eq. 5.6) with lU�Hna and lU�Hn3 being the annual mean NO2 concentration and the monthly averaged NO2 

concentration respectively in µg/m3, and � and Â the different polynomial coefficients for each 

month.  

 lU�Hna = �. lU�Hn3² + Â. lU�Hn3 
 

(Eq. 5.6) 
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The polynomial methods obtained have different concavities and convexities, consistent with 

those obtained for seasonal variability. The maximum convexity is obtained around December 

and January, corresponding to the transition from autumn to winter. The maximum concavity 

is obtained around June and July, corresponding to the transition from spring to summer. Lastly, 

minimal concavity and convexity is obtained around March and September, corresponding to 

the transition from winter to spring and from summer to autumn, respectively. For these months, 

monthly averaged NO2 concentrations are almost equal to annual NO2 concentrations. 

According to these polynomial methods, the maximal mean error is around 15% and 

corresponds to December, and the minimal mean error is around 7% and corresponds to March. 

The mean error averaged over all months is below 10%.  

These polynomial methods can be used to assess the annual NO2 concentration based on only 

one month of measurements. However, the problem is that measurements from the first day to 

the last day of a month are required. If one month of data is acquired that overlaps two distinct 

months, say from 15th January to 15th February, the interpolation is no longer appropriate. An 

additional study was carried out to change from discrete to continuous interpolation. To achieve 

this, the resulting polynomial coefficients � and Â were plotted as a function of the month with 

1 corresponding to January and 12 to December. Figure 5.9 shows the corresponding results.  

As shown in Figure 5.9, both coefficients � and Â seem to follow a cyclic trend. However, the 

evolution of the coefficients is inversed with a minimal value of � around June, corresponding 

to a maximal value of Â. On the contrary, the maximal value of � is reached around January, 

corresponding to a minimal value of Â. Considering the trends of � and Â observed, a Gaussian 

function was used to obtain continuous values bringing two new coefficients, k and x, 

respectively, corresponding to the coefficients obtained from the continuous method. The 

corresponding equations for k and x are (Eq. 5.7) and (Eq. 5.8), respectively, with � being 

the month corresponding to the available data (e.g. � = 1 for the data from the first to the last 

day of January, � = 3.5 for the data from the middle of March to the middle of April, etc.).  

 k = 0.0033 − 0.0102. exp ×−(� −  6.5749)²8.6962 Ø 
 

(Eq. 5.7) 
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 x = 0.6945 + 0.8708. exp ×−(� −  6.7076)²7.4328 Ø 
 

(Eq. 5.8) 

 

The new curves obtained for each month with (Eq. 5.6), and the calculated k and x 

corresponding to � and Â respectively, are presented in red dashed lines in Figure 5.8, in 

addition to the corresponding values of k and x, R2 and the mean error (ME) compared to the 

Paris data. When comparing these new curves with the previous ones obtained with � and Â, 

they are globally the same except for May and November, for which the curves start to deviate 

from each other for high monthly NO2 concentrations. Nonetheless, the mean error for these 

two months is still acceptable, with in both cases a mean error of less than 10%. The mean 

errors for each month are approximatively equal between both cases and give an overall error 

of 10% and a maximal error of 16% in December.  
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Figure 5.8 – Interpolation of annual NO2 concentration as a function of monthly NO2 concentration. 
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Figure 5.9 – Interpolation of a and b coefficients (for each year considered and the subsequent mean) and 

resulting continuous α and β coefficients. 

 

Table 5.2 – Global results of the polynomial discrete method over regions in southern France and improvements 

compared to the direct utilization of monthly concentrations as annual concentrations. 

Region Year 

Number of 

stations 

with a full 

year of data 

Annual 

mean 

direct 

error (%) 

Annual mean 

discrete 

method error 

(%) 

Improvement 

between direct 

and discrete 

method error (%) 

Mean 

annual 

direct error 

(%) 

Mean 

annual 

discrete 

method 

error (%) 

Mean 

improvement 

(%) 

Aquitaine 

Limousin 

Poitou-

Charentes 

2013 31 29 17 41 

30 17 43 

2014 29 27 15 46 

2015 29 32 17 46 

2016 35 28 16 44 

2017 29 32 19 42 

Auvergne-

Rhône-

Alpes 

2013 50 29 18 39 

30 18 40 

2014 65 29 17 41 

2015 58 30 18 39 

2016 68 30 20 35 

2017 57 30 19 38 

Provence-

Alpes-Côte 

d’Azur 

2013 21 19 14 27 

19 13 31 

2014 22 19 12 38 

2015 29 19 13 29 

2016 27 20 14 26 

2017 27 18 12 31 
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In view to assessing the reliability of the equations, the polynomial methods were applied to 

several regions of France, including Aquitaine Limousin Poitou-Charentes, Auvergne-Rhône-

Alpes and Provence-Alpes-Côte d’Azur from 2013 to 2017. For each month of these years, the 

mean annual NO2 concentrations were calculated based on each month of data. The discrete 

polynomial methods were used here because the information was available for each month. The 

calculated annual concentrations were then compared to the measured concentrations and a 

mean error was obtained. The mean errors are summarized in Table 5.2. This table also gives 

information on the error obtained when the monthly NO2 concentration is taken directly as an 

annual NO2 concentration (called direct approach), and on the improvements between this 

direct approach and the approach using the suggested methods. For the three regions 

considered, the mean error using the discrete method is higher than for the Paris region, ranging 

from 12% to 20%. The errors obtained when using the direct approach range from 18% to 32%. 

The improvement between the two approaches depends on the regions considered and ranges 

from 26% to 46% with an overall improvement of 38%. According to these results, the method 

presented in this paper is reliable and can be used outside the Paris region in France. Overall, 

this simple applicable polynomial method improves the results in comparison to a direct 

approach by up to a factor two.  

 

5.3.3.2. Assessment of annual NO2 concentration from monthly NOx concentrations 

The final study was performed to give an estimation of the total error when calculating annual 

NO2 concentration using monthly measured NOx data. To manage this, data for the Paris region 

for the year 2017 were used. Firstly, the monthly NO2 concentrations were calculated based on 

monthly NOx concentrations measurements using the Derwent and Middleton function (Eq. 

5.3). Then, annual NO2 concentrations were calculated using (Eq. 5.6), (Eq. 5.7) and (Eq. 5.8).  
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Figure 5.10 – Comparison between calculated and measured annual NO2 concentrations for the Paris region from 

2013 to 2017 (A) and for the Paris region based on monthly 2017 NOx concentrations (B). 

The resulting annual NO2 concentrations were plotted against measured annual NO2 

concentrations and are presented in Figure 5.10 (B). The previous results for Paris from 2013 

to 2017 and for which the calculated annual NO2 concentrations are based on monitored 

monthly NO2 concentrations are also provided in Figure 5.10 (A). According to Figure 5.10 

(A), a global error of 10% for Paris region is obtained and it can also be seen that the maximal 

errors occur for the highest NO2 concentrations. The same observation can be made when 

comparing this result with those for Paris assessed with the monthly NOx concentrations for 

2017. The global error in this case increases but does not exceed 15%.  

 

5.4. Discussion 

The seasonal variability of NO2 concentrations was shown and leads to higher or lower seasonal 

NO2 concentrations compared to annual NO2 concentrations. An explanation for these 

observations was proposed and seems to be linked to the seasonal variability of ozone 

concentrations as well as the seasonal variability of available ozone to react with NO2. 

However, this link must be quantified to better explain the phenomenon and evaluate if these 

observations can be fully generalized. The first hypothesis is that this phenomenon may only 

be generalizable to countries whose seasonal variability in ozone concentrations are like those 
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observed in France. Thus, in countries having other types of seasons like Indonesia, with only 

a dry and a monsoon season or India, with winter, summer, monsoon and post-monsoon 

seasons, the results would be very different, and the equations presented in this paper may not 

be relevant. However, it may be possible to apply the methodology and adapt the coefficients 

of the equations to obtain good results in these countries. Nevertheless, this would require long 

periods of measurements. 

It should also be noted that for some specific periods, monthly NO2 concentrations are 

representative of annual NO2 concentrations. Indeed, averaging monthly concentrations 

measured in March, April, September or October could give good estimations of the mean 

annual concentrations directly. For these months, it might not be necessary to use the previous 

methodology to assess the annual NO2 concentration. 

Lastly, the different equations obtained that could be used to assess annual NO2 concentrations, 

were built for and applied to regions having around the same latitudes, from 43° to 50°. For a 

very different latitude, the coefficients of the equations might not be optimized, and greater 

errors could occur.  

 

5.5. Conclusion 

The assessment of annual NO2 concentrations with partial data was studied from two main 

approaches. The first one was to determine the annual mean NO2 concentration with only 

annual mean NOx concentration information. The second was to determine the annual mean 

NO2 concentration with only a one-month period measurement. The main conclusions are as 

follows: 

(a) Three functions giving annual NO2 concentrations based on NOx data were compared. 

These functions correspond to the methods of Derwent and Middleton, Romberg et 

al., and Bächlin et al. The results show that the method proposed by Derwent and 

Middleton is the better suited to assess the annual NO2 concentration based on NOx 

concentrations for several regions of France and for several years both for rural and 

urban areas in particular. However, this method has some limitations for high NOx 

concentrations and gives less accurate results for traffic stations with annual NOx 
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concentrations higher than 70 µg/m3. The global error of this method for the regions 

of France considered is around 8%. 
 

(b) NO2 concentrations are seasonally variable and depend on the concentrations of NOx 

and their ratio with VOC concentrations, and on the photochemistry conditions. 

Hence, making it impossible to give an annual concentration directly from a seasonal 

concentration: for annual NO2 concentrations lower than 80 µg/m3, summer and 

spring NO2 concentrations are lower than autumn and winter concentrations; for 

higher annual NO2 concentrations, it is the summer and the spring NO2 concentrations 

that become higher than the autumn and winter concentrations. Thus, to evaluate an 

upper limit on annual NO2 concentration over a short period of time, measurements 

should be done in winter if an annual concentration of less than 80 µg/m3 is expected, 

otherwise they should be carried out in summer 
 

(c) Monthly NO2 concentrations follow the same variability trends as the seasonal 

concentrations which were quantified for each month. A discrete function was 

proposed to assess annual NO2 concentrations based on monthly NO2 concentrations, 

yielding a global error of 10% for the Paris region. The corresponding function was 

made continuous using two Gaussian methods to facilitate its use, leading also to a 

global error of 10% for the Paris region. The discrete methods applied to the southern 

regions of France yielded an overall error of 15% and provided an improvement 

ranging from 26% to 46% compared to the utilization of the direct approach. 
 

(d) Using both the Derwent and Middleton method and the quadratic equations method 

both presented in this work it is possible to assess annual NO2 concentrations from 

monthly NOx concentrations measurements. Those methods led to an overall error of 

15% for the Paris region for the year 2017. 

All the results and observations discussed in this paper concern NOx and NO2 concentrations 

and it was shown that interesting results can be obtained to reduce measurement periods and 

estimate NO2 concentrations from NOx data without introducing any chemical considerations. 

This methodology could be extended to other pollutants like particulate matter, which even if 

not highly chemically active, are subject to specific phenomena like deposition, resuspensions, 

etc. 
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Chapter 6:  

Design – CFD evaluation of mean 

pollutant concentration variations in 

step-down street canyons 

  

Abstract 

This chapter has been published as an original research paper in the Journal of Wind 

Engineering and Industrial Aerodynamics: 

Reiminger, N., Vazquez, J., Blond, N., Dufresne, M., Wertel, J., 2020. CFD evaluation of mean 

pollutant concentration variations in step-down street canyons. Journal of Wind Engineering 

and Industrial Aerodynamics 196, 104032. DOI: 10.1016/j.jweia.2019.104032 

Numerical models can be used for practical purposes to study the evolution of air pollutant 

concentrations for various scenarios such as traffic evolution, built environment evolution, etc. 

This chapter shows how a computational fluid dynamics software can be used for building 

design purposes to limit pollutant concentrations in urban areas. In particular, the evolution of 

pollutant concentrations in step-down street canyons as a function of the building characteristic 

lengths (building height and the distance between the buildings) is studied, and constructive 

recommendations are given. 

The points covered in this chapter are highlighted in Figure 6.1. 
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Figure 6.1 – Main points covered in Chapter 6. 

 

Particularly, the following question is addressed: 

 How can a CFD-RANS model be used for engineering purposes? 

 

6.1. Introduction 

Air quality has become a major concern, especially in urban areas where air pollutant sources 

are numerous and population density is high. Air quality is influenced by traffic-related 

emissions and the local atmospheric environment which is highly dependent on street geometry. 

Indeed, narrow streets surrounded by high buildings are more often subject to high pollutant 

concentrations than wide streets with lower building heights, due to poorer ventilation. An 

estimation of pollutant concentrations in streets depending on building configurations could 

help urban planners to understand the impacts of street geometry on air quality and provide 

keys to making suitable choices to lessening air pollution levels, as one of the key point 

discussed by Bibri and Krogstie (2017) in order to achieve smart sustainable cities of the 

future. 
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The effects of street geometry on pollutant dispersion have already been studied extensively 

with both experimental (Gerdes and Olivari, 1999; Hotchkiss and Harlow, 1973; Pavageau 

and Schatzmann, 1999; Vardoulakis et al., 2003) and numerical methods (Aristodemou et 

al., 2018; Bijad et al., 2016; Santiago and Martin, 2005; Tominaga and Stathopoulos, 2017; 

Vardoulakis et al., 2003) and also at full-scale with in situ measurements (Qin and Kot, 1993; 

Vardoulakis et al., 2002). Some authors have even studied the effects of roof shape on 

pollutant dispersion (Takano and Moonen, 2013; Wen and Malki-Epshtein, 2018). However, 

most of these works were conducted in symmetrical street canyons using buildings with the 

same height. Indeed, streets surrounded by buildings of the same height do exist although streets 

with different building heights, so-called asymmetrical street canyons, are found more often. 

Addepalli and Pardyjak (2015) studied cases of step-down street canyons with a taller building 

on the leeward side and showed that there are significant modifications of flow patterns 

depending on building height and street width ratios. Xiaomin et al. (2006) performed a similar 

work with different kinds of streets, including deep and wide symmetrical streets and step-up 

and step-down asymmetrical streets, and showed that there are three major types of regimes in 

street canyons depending on height and width ratios, especially in the case of step-down street 

canyons. In spite of the several studies already done, and although there is a need for urban 

planners and decision makers, quantitative information on how concentrations evolve with the 

modification of street geometry is still lacking. Thus, further work is required in this direction.  

The aim of this work is to provide information on how mean pollutant concentrations 

quantitatively evolve in a step-down street canyons. More specifically, it is to assess the 

evolution of concentration in the street according to two specific ratios: the ratio of the leeward 

building height to the windward building height (;1/;2), and the ratio of the street width to 

the windward building height (</;2). This assessment is carried out using computational fluid 

dynamics (CFD) simulations. 
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6.2. Numerical model 

6.2.1. Computational domain and boundary conditions 

Figure 6.2 shows the computational domain of the street canyon, the dimensions of interest, 

the localization of the different boundary conditions and the emission source as well as the 

domain size. 

 

Figure 6.2 – Sketch of the computational domain 

 

In this study, ;1 corresponds to the height of the leeward building, ;2 corresponds to the height 

of the windward building, < corresponds to the width between the two buildings and P 

corresponds to the length of the street. Here, we study the case of long canyons (P/< > 7) 

(Vardoulakis et al., 2003) with the assumption that the interactions in the =-direction are 

negligible. To ensure this assumption a 3D simulation was computed for this study, and the 

results were compared to 2D results. Using a street canyon with P/< = 10, it was found that 

the differences between 2D and 3D simulation are fewer than 8% for |=| ≤ 3; with = =  0; 

the center plane of the street. For 3; < P/< < 5;, differences are still acceptable but can reach 

20% (more details can be found in Appendix F). According to this results, all simulations were 

done in 2D in order to reduce calculation costs. 

We followed the recommendations given by Franke et al. (2007) concerning the boundary 

conditions and the domain size: the inlet boundary is placed 7 × ;2 away from the canyon; a 
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symmetry condition is applied at the top and the lateral boundaries, with the top placed 6 × ;2 

away from the roofs of the buildings; the outlet boundary is placed 15 × ;2 away from the 

street to allow for flow development using a freestream outlet, and no-slip conditions were 

applied to all the other boundaries (roofs/walls of the buildings and the ground).  

Lastly, traffic exhaust is modelled by a line source along the middle of the street (* = 0) where 

a source term of emission is added in the pollutant transport equation. The source term 

corresponds to a mass flow rate chosen to 1.10-4 µg/s. 

 

6.2.2. Governing equations 

CFD simulations were carried out in OpenFOAM 5.0. Since in real contexts, full steady state is 

not always reached, all the simulations were performed using the unsteady pimpleFoam solver 

which is able to capture time instabilities. Reynolds-averaged Navier-Stokes (RANS) 

methodology was used to solve the continuity and the momentum equations throughout the 

computational domain by considering air as an incompressible fluid. This assumption can be 

made because of the low wind velocities (< 5 m/s) giving Mach numbers under 0.3 (Anderson, 

2009). The corresponding continuity (Eq. 6.1) and momentum (Eq. 6.2) equations are given 

below: 

 
	�!+	*+ = 0 

 
(Eq. 6.1) 

 

 
	�!+	
 + 	(�!+�!Ù)	*Ù = − 1� h	�!	*+i + � h 	H�!+	*Ù	*Ùi − 	�Úµ�Ûµ!!!!!!	*Ù  

 
(Eq. 6.2) 

 

where �!+ and �+µ are the ith mean and the fluctuating velocities, respectively, *+ is the 0th 

Cartesian coordinate,  �! is the mean pressure and � is the kinematic viscosity. 

Using RANS to solve turbulent flows requires choosing a turbulence model to solve the 

Reynolds stress tensor �Úµ�Ûµ!!!!!! (Eq. 6.3). The RNG k-ε turbulence model proposed by Yakhot et 

al. (1992) was chosen for turbulent closure because the numerical results fitted well with the 

experimental data (see Section 6.3.2. for further details) The corresponding equations for 
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turbulent kinetic energy (Eq. 6.4) and turbulent dissipation rate (Eq. 6.5) of the RNG model 

are given below. Taking � = 0 and using the correct constants, these equations also correspond 

to the standard k-ε turbulence model. 

 �Úµ�Ûµ!!!!!! = 23 y»+Ù − �4 h	�!+	*Ù + 	�!Ù	*+i 
 

(Eq. 6.3) 

 

 
	y	
 + �!Ù 	y	*Ù = 		*Ù h�4�t

	y	*Ùi + �4 h	�!+	*Ù + 	�!Ù	*+i 	�!+	*Ù − { 
 

(Eq. 6.4) 

 
 

 
	{	
 + �!Ù 	{	*Ù = 		*Ù h�4�u

	{	*Ùi + {y h�u.�4 h	�!+	*Ù + 	�!Ù	*+i 	�!+	*Ù − �uH{i − � 
 

(Eq. 6.5) 

 

 � =  �®¦,(1 − ¦/¦�)1 + x¦, {Hy  
 

(Eq. 6.6) 

 

 �4 = �® y²{  
 

(Eq. 6.7) 

 

where ¦ = 5y/{ and 5H = 25+Ù5+Ù the mean strain tensor, �!+ is the ith mean velocity, *+ is the 0th Cartesian coordinate, � is the kinematic viscosity, k is the turbulent kinetic energy, { is the 

turbulent dissipation rate, »+Ù is the Kronecker delta and �4 is the turbulent viscosity. All the 

other parameters are model constants given in Table 6.1 for both k-ε turbulence models 

(standard and RNG). 

 

Table 6.1 – Turbulence model constant values 

Model Cµ Cε1 Cε2 σk σε η0 β 

Standard k-ε 0.09 1.45 1.9 1.0 1.3 - - 

RNG k-ε 0.085 1.42 1.68 0.72 0.72 4.38 0.015 

 

Pollutants are considered as passive scalars since no chemical effects are solved in this study. 

The equation governing advection-diffusion for the passive pollutant dispersion given in 
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OpenFOAM was modified to take into account turbulent diffusivity. The corresponding 

equation is given below: 

 
	�	
  +  	(�+�)	*+  −  		*+ 7813 + �45�49 	�	*+:  =  2 

 
(Eq. 6.8) 

where � is the pollutant concentration, 13 is the molecular diffusion coefficient, 5�4 is the 

turbulent Schmidt number and 2 is the source term of the pollutants (emissions).  

The ratio �4 5�4⁄  corresponds to the turbulent diffusion coefficient. The value of 5�4 is constant 

throughout the computational domain and fixed at 0.2. This value was chosen for the validation 

step (see Section 6.3.2. for further details). 

 

6.2.3. Numerical settings 

Second order schemes were adopted for all the gradient, divergent and Laplacian terms. In 

particular, for the Laplacian terms we used the ‘Gauss linear corrected’-scheme which is an 

unbounded second order conservative scheme, the second order ‘Gauss linear’-scheme for the 

gradient terms and the ‘Gauss linearUpwind’-scheme for the divergent terms, the latter scheme 

being an unbounded upwind second order scheme.  

All the simulations were run until the convergence was reached. To ensure the convergence of 

the simulations, the values of the streamwise velocity � and the pollutant concentration � were 

monitored for several points all over the canyon. Since all the simulations reached steady-state, 

they were stopped when the values monitored were constant over time. Moreover, at the end of 

the simulations all the residuals were under 10-5. 

6.3. Model validation 

The model was validated versus the experimental wind tunnel data proposed by Soulhac et al. 

(2001). This experiment setup consists of a regular street canyon with H1/H2 = 1 and W/H2 = 1 

with a gas released continuously at the center of the street. A summary of the boundary 

conditions used for this validation is given in Table 6.2. A comparison between experimental 

and numerical streamwise velocity was made to evaluate mesh sensitivity; another comparison 



 
Chapter 6: CFD evaluation of mean pollutant concentration variations in step-down street 
canyons 
 

192 
 

between experimental and numerical pollutant concentrations was made to find the turbulent 

Schmidt number which gave the best results compared to the experiment. 

 

Table 6.2 – Summary of the boundary conditions 

Inlet 

Experimental velocity profile which corresponds to a power law profile with  � = �DB@ 8 ��ÊÜÝ9
, where �DB@ = 5.54 m/s is the velocity at MDB@, MDB@  = 0.63 m is the reference height, k = 0.127 is the power law exponent and z the height from the ground. y = 1.5(�?)², with ? ≈ 0,16. �ZK. Þ⁄  the turbulent intensity, with �B = �. ;/6 the Reynolds number 

where � = 4.43 m/s is the mean inlet velocity, ; = 0.6 m is the injection height and 6 = 1.56.10-5 m²/s 

is the kinematic viscosity. { = �®�,ß} t�,à�  with �® = 0.085 the CFD constant, and ± the turbulence length taken as equal to the 

injection height (0.6m). 
The inlet profiles start from the upwind roof height (z=0) and end at the domain top height (M =  6;2). 

Outlet Freestream outlet 

Top Symmetry plane 

Lateral surfaces Symmetry plane 

Ground and 
building surfaces 

No slip condition (� = 0 m/s) 

Emission Line source with emission rate 2 = 1.10-4 µg/s localized at the middle of the street 

 

6.3.1. Mesh sensitivity 

Mesh sensitivity tests were carried out and compared to the experimental streamwise velocity 

results to find the best compromise between the precision of the numerical results and 

calculation costs.  

Figure 6.3 shows this comparison for three localized velocity profiles: on the leeward side of 

the street (*/; = -0.2), in the middle of the street (*/; = 0.0) and on the windward side of the 

street (*/; = 0.2). Three mesh-dependent results are proposed and the grid expansion ratio 

between the coarse and the medium grid and between the medium and the fine grid is 2. 

Velocities and heights are proposed in dimensionless form, corresponding to �/�3a( with �3a(  = 5 m/s and M/; with ; = 0.1 m, respectively.  

The results show good agreement between the experimental and numerical data whatever the 

mesh refinement considered. There is a noticeable difference in the numerical results between 
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the coarse and the medium mesh in the street canyon (M/; < 1). The difference between the 

medium and the fine meshes is almost imperceptible apart from the low heights for which the 

fine mesh results are closer to the experimental results. Thus, in the light of these results, the 

fine mesh grid was adopted, and an illustration of the selected meshing is provided in Figure 

6.4. 

 
Figure 6.3 – Vertical distribution of numerical streamwise velocities for different mesh refinements compared to 

Soulhac et al. (2001) experimental data. 

 

 
Figure 6.4 – Illustration of the selected meshes. 
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An additional mesh sensitivity study was performed on the variable of interest �, the pollutant 

concentration, using the Grid Convergence Index (GCI) methodology proposed by Roache 

(1994). This methodology is used to assess the mesh-related errors of a given mesh grid in view 

of the fine and coarse grid results and depending on the grid expansion ratio and the order of 

the numerical scheme used. The GCI for fine mesh grid error evaluation is given below: 

 >�?@+AB CD+E = 3 |GH − G.|G. (IJ − 1)K. 
 

(Eq. 6.9) 

 

where G. and GH are the results using the fine and coarse grid, respectively (here G. = �@+AB and  GH = ��paD�B), I is the grid expansion ratio between the fine and the coarse grid and � is the 

order of the numerical scheme. 

The grid convergence index for the fine grid was calculated for 370 points uniformly distributed 

in the street canyon with � = 2 (second order schemes) and I = 4 (the fine mesh is four times 

smaller than the coarse mesh). The corresponding mean >�?@+AB CD+E is 2% and the maximum 

4%, thus corresponding to a sufficient grid resolution. The typical dimension of the chosen cells 

is 0.0125 × ;2. 

6.3.2. Turbulent Schmidt number 

According to Tominaga and Stathopoulos (2007), the optimal values of the turbulent Schmidt 

number 5�4 are widely spread between 0.2 and 1.3 and have a considerable influence on 

pollutant mass transfer. Thus, 5�4 must be chosen with care. To make this choice, several 

simulations were performed for 0.1 < 5�4 < 0.7 with steps of 0.1 and the results were compared 

with the experimental data.  

Figure 6.5 shows the results for three localized concentration profiles: close to the leeward 

building (*/; = -0.4), in the middle of the street (*/; = 0.0) and close to the windward 

building (*/; = 0.4). The three closest numerical results compared to the experiment are shown 

and differ only by the turbulent Schmidt number used: 0.1, 0.2 and 0.3. Concentrations and 

heights are proposed in dimensionless form. The same dimensionless form as before was used 

for the heights (M/;) and the dimensionless concentration was obtained using (Eq. 6.10). 
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 �∗ = �. �O . ;H. P/Q3 
 

(Eq. 6.10) 

where �∗ is the dimensionless concentration, � is the concentration, �O is the velocity just over 

the windward building (0.05 × ;2 over the roof) and far from the canyon in the experimental 

setup of Soulhac et al. (2001) with �O = 2.75 m/s, ;H is the windward building height, P is the 

pollutant injection length and Q3 is the pollutant emission rate. 

The results show good agreement between the numerical and experimental data for 5�4= 0.2. 

Regarding this turbulent Schmidt number, for the leeward side there is generally an 

overestimation of the concentrations in the upper part of the street and an underestimation in 

the lower part of street while there is a general underestimation for the windward side. The 

numerical results are less accurate with 5�4 = 0.1 and 5�4 = 0.3, so the value of 0.2 was kept for 

the rest of the study. Using this turbulent Schmidt number, the mean normalized absolute error 

over the experimental profiles was 10%. The corresponding 95th percentile was less than 30% 

and the maximal differences between the experimental and numerical results occurred near the 

ground. 

 
Figure 6.5 – Vertical distribution of numerical dimensionless concentrations for different Sct compared to 

Soulhac et al. (2001) experimental data. 
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The models used in the present paper (RANS and RNG k-ε) give a global underestimation of 

the turbulent momentum diffusion leading to low turbulent 5�4. The turbulent Schmidt number 

taken as 0.2 is in coherence with other authors results who took a low 5�4 as 0.3 for the same 

models (Tominaga and Stathopoulos, 2007). It should be noted that the value of 0.2 could not 

be the best for all the geometric ratios considered in this work. However, it was decided to 

always use the same 5�4 in the whole study, which is a common practice done by the scientific 

community (Takano and Moonen, 2013 ; Wen and Malki-Epshtein, 2018 ; Cui et al., 2016),  

in order to only compare the influence of the geometric properties of the buildings on the mean 

concentrations and to avoid multi parameter comparisons. 

 

6.4. Effects of street dimensions on mean concentrations 

Exactly the same conditions as defined previously were used for the present study, except for 

the geometric properties of the street and in particular ;1 and <. To study the mean 

concentrations in the street canyon, several couples of height ratios ;1/;2 and width ratios </;2 were considered. The present work is limited to a step-down street canyon configuration 

where ;1/;2 > 1.0. The following height ratios were used: 1.0, 1.2, 1.4, 1.6, 1.8 and 2.0. For 

each of these height ratios, 5 width ratios were considered: 0.6, 0.8, 1.0, 1.2 and 1.4, giving a 

total number of 30 simulations and an overall idea of how could evolve mean concentrations in 

step-down street canyons. This number does not include certain particular cases that were also 

simulated when the results were strongly different between two cases (e.g. when for a given 

width ratio, two successive height ratios results in two different regimes). A case table of all the 

ratios considered in this work is proposed in Table 6.3. 
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Table 6.3 – Case table of all geometric ratios considered (● : couples of ratios initially considered, ○ : specific 

cases considered aftermath). 

W/H2 
0.6 0.8 1.0 1.2 1.4 

H1/H2 

2.0 ● ● ● ● ● 

1.9      

1.8 ● ● ● ● ● 

1.7      

1.6 ● ● ● ● ● 

1.5  ○    

1.4 ● ● ● ● ● 

1.3   ○ ○ ○ 

1.2 ● ● ● ● ● 

1.1 ○ ○    

1.0 ● ● ● ● ● 

 

Figure 6.6 shows the localization of the mean concentrations studied in this paper. Here, we 

study: 

- The concentration averaged all over the street (in the < × ;2 area), 

- The mean concentration on a vertical profile placed 0.1 × ;2 from the windward 

building facade (concentration averaged for the ;2 height) and another vertical profile 

placed 0.1 × ;2 from the leeward building facade (concentration averaged for the ;2 

height). These mean concentrations are relevant for people living in the buildings near 

the street. 

- The mean concentration for a horizontal profile placed 0.1 × ;2 from the ground 

(concentration averaged for the < length). This mean concentration is relevant for 

pedestrians in the street. 
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Figure 6.6 – Localization of the mean concentrations studied. 

 

All the concentrations will be given in dimensionless form. The dimensioned concentrations 

could also be retrieved using (Eq. 6.10) with �O = 2.75 m/s, ;H = 0.1m, P = 0.0025 m and Q3 = 1.10-4 µg/s. 

 

6.4.1. Vorticity and recirculation regimes in the street canyon 

Flow velocities and recirculation patterns have a significant impact on pollutant dispersion and 

thus on pollutant concentrations inside and outside the street canyon. The modifications of flow 

velocities and recirculation patterns are caused solely by the geometric properties of the street 

(;1/;2 and </;2) as all the simulations were run using the same velocity inlet profile. 

Out of the total number of simulations performed, three types of recirculation regimes were 

found. Figure 6.7 shows an example of each regime with the velocity vectors and the 

corresponding =-vorticity á« given by equation (Eq. 6.11). These three regimes stand out due 

to their number of recirculation zones inside and outside the canyon.  

 á« =  	�(	M − 	��	*  
 

(Eq. 6.11) 

 

Regime A corresponds to a big single vortex localized in the canyon. For this regime, vorticity 

is globally positive in the canyon, which means that the vortex rotates clockwise. Regime B 

corresponds to two vortices, one large vortex in the canyon and a second localized mostly over 
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the canyon and the windward building. The large vortex in the canyon is very similar to that of 

regime A, but here the vorticity is mostly negative, and the vortex rotates counterclockwise. 

The second vortex localized outside the canyon rotates clockwise. Regime C corresponds to 

three vortices, two contra-rotative vortices localized in the canyon and the third vortex mostly 

localized over the windward building. This regime appears to be a combination of regimes A 

and B, with the clockwise-vortex of regime A in the low part of the street and the 

counterclockwise-vortex of regime B situated just over it. The same clockwise-outside-vortex 

of regime B is also observed.  

 

 
Figure 6.7 – Recirculation patterns, velocity vectors and y-vorticity for different geometric ratios H1/H2 and W/H2. 

 

Xiaomin et al. (2006) gave the critical value of ;1/;2 for several </;2 corresponding to 

the limit between regime A and regime B/C without distinction between B and C. Their results 

are compared with those of the present study for </;2 from 0.6 to 1.4 and are shown in Figure 

6.8 with the gray area corresponding to the switching area between regime A and regime B/C. 

The boundary conditions were the same between both studies.  

The results obtained after the simulations showed a trend similar to that of the results of 

Xiaomin et al. (2006). The critical value of ;1/;2 increases when the distance between the 

buildings increases and the zone of change between regime A and regime B/C is quite similar 

for both studies. However, critical values seem to be reached sooner according to our results 
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(i.e. for smaller ;1/;2) with a maximal difference of 0.1 compared to the results of Xiaomin 

et al. (2006). 

 
Figure 6.8 – Comparison of regime changing zones between the present study and the results of Xiaomin et al. 

(2006) using RNG and standard k-ε turbulent closure. 

 

Some simulations were rerun using the turbulent conditions of Xiaomin et al. (2006), that is, 

using the standard k-ε turbulent closure. The results, also presented in Figure 6.8, show this 

time perfect concordance between both studies. Thus, turbulent closure schemes have an 

influence on the critical values of ;1/;2. This difference between critical values when using 

standard k-ε or RNG k-ε are, however, quite small with a maximum difference of 0.1 for the 

ratio ;1/;2.  

 

6.4.2. Impact of the regimes on pollutant dispersion 

Three examples of pollutant dispersion in the street canyon for each regime are shown in Figure 

6.9. The overall concentrations in the street canyons being very different between the three 

regimes, the color scale is different for each of them. The velocity vectors are provided in order 

to better understand the differences in the concentration fields for the three regimes.  
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Figure 6.9 – Three examples of dimensionless concentrations in a street canyon for each type of regime. 

 

The evolution of the concentration field, the overall magnitude of concentration, and the most 

impacted building are directly linked with the type of regime being established. In regime A, 

the pollutants released at ground level are mostly dispersed towards the leeward building due 

to the single clockwise vortex established in the street. In regime B, the apparition of a second 

vortex due to the increase of the leeward building height and the decrease of the distance 

between building leads to a change in the dispersion of pollutants. The vortex in the street being 

in this case counterclockwise, the most impacted building became the windward building. 

Moreover, concentrations are overall higher in this case and it seems to be the consequence of 



 
Chapter 6: CFD evaluation of mean pollutant concentration variations in step-down street 
canyons 
 

202 
 

the clockwise vortex localized just above which is driving a part of the pollutants which left the 

street to the street again. For the last regime, regime C, both buildings are highly impacted.  

The difference with the regime B is not only the apparition of a third vortex, but the fact that 

two vortices are localized in the street between the buildings. Due to this two vortices, the 

pollutants released at ground level are dispersed to the leeward building but, because of the 

second vortex in the canyon, they are more homogenized in the low part of the street and seem 

to be more stagnant. It should also be noted that global velocities in the street tend to decrease 

with the increase of the leeward building height and the decrease of the distance between 

building which also conduct to higher pollutant concentrations. 

 

6.4.3. Mean concentration in the street canyon 

Initially, the results were studied by considering the mean concentrations of the whole street. 

Figure 6.10 shows the dimensionless street averaged concentrations (i.e. the mean 

concentration of the < × ;2 surface) proposed for several ;1/;2 and </;2 ratios and the 

different types of regime are also specified.  

 

Figure 6.10 – Dimensionless street averaged concentrations according to the ratio H1/H2 and W/H2. 
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The results show that the evolution of mean concentrations is highly dependent on the type of 

regime in place. The mean concentrations are indeed highest when regime C is in place and 

lowest when regime A is in place.  

In regime A, for a given distance between buildings (i.e. a given </;2), the mean 

concentrations are the same whatever the height of the leeward building. Thus, only the distance 

between buildings has an impact on the mean concentrations in the street. For a fixed leeward 

building height, the mean concentrations in the street increase when the distance between 

buildings decrease. This increase is not constant and becomes higher when ratio </;2 

decreases. For example, the mean concentration increases by 23% between </;2 = 1.2 and </;2 = 1.0 and then by 37% between </;2 = 1.0 and </;2 = 0.8. Lastly, for the ;1/;2 

and </;2 ratios studied in this work, the factor between the lowest and the highest mean 

concentration for regime A is equal to 2.  

In regime B, the evolution of the mean street concentrations is dependent on both ratios ;1/;2 

and </;2: for a given leeward building height, the mean street concentrations increase when 

the distance between the buildings decreases; for a given distance between buildings, the mean 

concentration increases when the leeward building height increases. In addition, the increases 

between mean concentrations are not constant and become higher when ;1/;2 increases and </;2 decreases. The factor between the highest and lowest mean concentrations in the case 

of regime B is around 5. 

In regime C, the evolution of the street mean concentrations is also dependent on both ratios ;1/;2 and </;2 but is no longer monotonous. Indeed, for a given distance between the 

buildings, the mean street concentrations first increase and then become constant. If the leeward 

building height is high enough, this mean concentration can then decrease. In this third case, a 

maximal mean concentration is reached. Mean street concentrations are highest for this regime 

with, in the worst-case concentrations, 50 times that of the regular case ;1/;2 = </;2 = 1.0. 

Lastly, considering the whole series of simulations run in this study, for a given ;1/;2 ratio, 

the mean concentrations increase as the distance between buildings decreases, whatever the 

three regimes observed. The evolution of the mean concentrations for a given </;2 is 

nevertheless dependent on the regime.  
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6.4.4. Mean concentration on the building sides 

The results were then studied considering only the windward and the leeward building sides. 

Figure 6.11 shows the dimensionless windward side averaged concentrations (i.e. the mean 

concentrations averaged over the windward profile) proposed for several ;1/;2, and </;2 

ratios and the different types of regime are also specified. Figure 6.12 gives the same 

information, but considering the dimensionless, averaged leeward side concentrations (i.e. the 

mean concentrations averaged over the leeward profile). 

 

 
Figure 6.11 – Dimensionless windward profile 

averaged concentrations according to the ratios 

H1/H2 and W/H2. 

 
Figure 6.12 – Dimensionless leeward profile 

averaged concentrations according to the ratios 

H1/H2 and W/H2. 

As can be seen in Figure 6.11 and Figure 6.12, the evolution of the mean concentrations on 

the two building sides are similar. However, the mean concentrations could be higher or lower 

on the windward side, depending on the recirculation regimes.  

In Regime A, for a given distance between buildings (i.e. a given </;2 ratio), the mean 

leeward and windward concentrations are constant whatever the ;1/;2 ratio. However, the 

mean concentration values are different, with concentrations globally twice as high on the 

leeward side. This observation is linked to the characteristics of regime A. Indeed, for all the 

cases in which regime A occurs, a large clockwise rotating vortex appears which spreads the 

pollutants released at ground level to the leeward side. 
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In regime B, the mean concentrations are no longer constant for a given distance between 

buildings but depend on both ratios ;1/;2 and </;2. This time the mean concentrations are 

higher on the windward side according to the counterclockwise vortex occurring in regime B, 

which spreads the pollutants released at ground level to the windward side. The mean 

concentrations on the windward side are globally three times higher than those of the leeward 

side. 

In regime C, the mean concentrations still depend on both ratios ;1/;2 and </;2 and the 

concentrations are much higher than in regime B. The mean concentrations are globally higher 

on the leeward side, but this is not always true. Indeed, for ;1/;2 = 2.0 and </;2 = 0.8, the 

mean windward concentration is higher. It is much more difficult to interpret this difference 

than those of the two previous regimes because two vortices are localized in the canyon in this 

case. However, in this case the vortex is clockwise and localized near the emission source. The 

pollutants released near the ground are thus initially spread to the leeward side and it is only 

afterwards that the second vortex spreads them to the windward side. This explains why the 

mean concentrations are mostly higher on the leeward side than on the windward side. 

Finally, if we focus on how the mean concentrations evolve when the regimes change (e.g. 

when switching from regime A to regime B), there is a notable difference between the windward 

and leeward sides. Indeed, for a switch from regime A to regime B, whereas the mean 

concentrations increase by a factor 6 on the windward side, the concentrations on the leeward 

side are almost equal. Moreover, on the leeward side, the mean concentration observed in the 

case of regime B did not increase much when ;1/;2 increased or </;2 decreased compared 

to the windward side. 

 

6.4.5. Mean concentration at ground level 

Finally, the results were studied at ground level and Figure 6.13 shows the dimensionless 

ground averaged concentrations (i.e. the mean concentrations averaged over the ground profile) 

proposed for several ;1/;2 and </;2 ratios; the different types of regime are also specified.  
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Figure 6.13 – Dimensionless ground profile averaged concentrations according to ratio H1/H2 and W/H2. 

 

At ground level, the evolution of mean concentrations is similar for the leeward profile and the 

whole street: regime A leads to constant mean concentrations for a given distance between 

buildings; regime B leads to mean concentrations depending on both the distance between 

buildings and difference in height between the two buildings; regime C leads to the same 

observation as regime B, the difference being that for a given distance between buildings, a 

maximal mean concentration is reached, after which this concentration decreases with the 

increase in the difference in height between the two buildings. 

 

6.5. Discussion 

Choices were made regarding the turbulence model used as well as the isothermal assumption 

taken to fulfil this work. These choices could affect the presented results and are worth 

discussing about.  

Based on comparison with experimental data, the RNG turbulence model was selected. This 

model is an isotropic linear k-ε based model that is known to have some limitations for highly 

transient cases, especially in a wake of a body, including flows behind the leeward walls of 

street canyons. To avoid such problems, non-linear turbulence models or anisotropic models 

such as the Reynolds Stress Model (RSM) should be used. However, these models are time 
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consuming and are more difficult to converge. In addition, they seem to give not as much 

improvements as expected in the case of isolated buildings or street canyons. Indeed, 

Papageorgakis and Assanis (1999) showed that the linear RNG k-ε turbulence model gives 

significant improvements compared to the standard turbulence model for recirculatory flow 

such for backward facing step cases. Moreover, according to the same authors, the non-linear 

RNG turbulence model is not very attractive, yielding not to great improvements. Finally, 

Koutsouarakis et al. (2012) showed for six street canyons with different aspect ratios that the 

RNG turbulence model gives the best performances for each case compared to the standard 

turbulence model as well as compared to RSM. 

The whole study was conducted considering neutral (isothermal) conditions since ambient and 

wall temperatures were considered equal. Thus, only the forced convection due to the wind was 

considered. More complex cases could appear when the building walls are heated by solar 

radiations conducting to unstable conditions where natural convection appears. For this cases, 

results in terms of recirculation regimes or pollutant concentrations can be different. Wang et 

al. (2011) studied the cases of leeward, ground, and windward heated walls in a regular street 

canyon and compared the results with the neutral case (without wall heating). They found that, 

except for the case of the windward heated wall, the recirculation pattern in the street is always 

the same. Concentrations are different depending on the case, but they are always lower than 

for the neutral case. These results are confirmed by Allegrini et al. (2013) who did the same 

work with several wind speed and also simulated a case where all walls are heated. This case 

also leads to the same recirculation pattern as for the neutral case. According to these results, it 

could be said that the results given in this study are not only good for one considering neutral 

cases but are also a good first approximation of thermally unstable cases. Pollutant 

concentrations being greater for the neutral case than for the unstable case leading thus to a 

safer approach. 
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6.6. Conclusion 

The effects of step-down street canyon geometric properties on recirculation patterns and mean 

pollutant concentrations in a street were studied with a CFD model. This study considered 6 

height ratios ;1/;2 (from 1.0 to 2.0 with a 0.2 step) and 5 width ratios </;2 (from 0.6 to 1.4 

with a 0.2 step). The main conclusions are as follows: 

 

(a) Three types of regimes can occur as a function of both the height and width ratios of the 

street. Flow velocities and direction in the street, and thus pollutant concentrations, 

depend heavily on the type of regime being established. The three types of regime were 

characterized by the number of vortices established and their direction: regime A 

corresponded to a single clockwise vortex in the canyon; regime B corresponded to a 

counter-clockwise vortex in the canyon and a clockwise vortex over the windward 

building; regime C corresponded to two contra-rotating vortices in the canyon and a 

clockwise vortex over the windward building. 

 

(b)  The critical values of ;1/;2 corresponding to a change in the type of regime for a 

given width ratio were determined. The critical values obtained were differed as a 

function of the turbulence closure scheme used. These differences were never greater 

than 0.1 when using standard or RNG k-epsilon turbulence schemes. 

 

(c) Whatever the mean concentration considered (in the whole canyon, at pedestrian level 

or near the building faces), the mean concentrations were lowest in the case of regime 

A and highest in the case of regime C. Regime B therefore corresponded to an 

intermediary state.  

 

(d) The mean concentrations increased globally as differences in building height increased 

(;1/;2 ratio), and with the decrease of street width (</;2), except for the case of 

regime A where the evolutions of mean concentrations depended only on street width. 

 

(e) The quantitative evolution of the mean pollutant concentration in the whole street at 

pedestrian level and near the building faces was proposed. 
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As a summary, in order to have a good ventilation in step-down street canyons and in the 

perspective of reducing mean pollutant concentration of the whole street at pedestrian level and 

near building faces, we recommend choosing carefully the height ratio ;1/;2 as well as the 

width ratio </;2 in order to be in the case of a regime A. 

These conclusions and results were obtained for a given type of street canyon and they should 

be extended to consider other types such as step-up street canyons and wider and deeper 

canyons. Moreover, these results were obtained considering flat roofs. However, this type of 

roof is not the only kind of roof used for buildings and further works should be carried out to 

obtain information on other types of roof. 
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Chapter 7:  

Understanding – Effects of wind speed and 

atmospheric stability on the air pollution 

reduction rate induced by noise barriers 

  

This chapter has been published as an original research paper in the Journal of Wind 

Engineering and Industrial Aerodynamics: 

Reiminger, N., Jurado, X., Vazquez, J., Wemmert, C., Blond, N., Dufresne, M., Wertel, J., 2020. Effects 

of wind speed and atmospheric stability on the air pollution reduction rate induced by noise 

barriers. Journal of Wind Engineering and Industrial Aerodynamics 200, 104160. 

https://doi.org/10.1016/j.jweia.2020.104160 

Numerical models are valuable tools which can be used to understand the effects of various 

phenomenon (thermal effects, effects of vegetation, etc.) on air pollutants dispersion. This 

chapter shows how a computational fluid dynamics software can be used for understanding 

purposes to limit pollutant concentrations in urban areas. In particular, the impact of noise 

barriers on the reduction of air pollution after the barriers is studied for multiple meteorological 

scenarios including various wind speeds, wind directions and atmospheric stabilities.  

The points covered in this chapter are highlighted in Figure 7.1. 
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Figure 7.1 – Main points covered in Chapter 7. 

Particularly, the following questions are addressed in this chapter: 

 How can a CFD-RANS model be used for engineering purposes? 
 

 How much can thermal effects change the pollutant dispersion in urban areas ? Is the 

stable or unstable atmosphere leading to higher pollutant concentrations 

 

7.1. Introduction 

Nowadays, more than one in two people live in urban areas with 82% in the United States and 

74% in Europe, and this percentage will continue growing to reach 68% worldwide in 2050 

(United Nations, 2019). Traffic-related emissions can reach high levels in such areas, 

particularly near heavy-traffic roads. Concentrations of air pollutants such as nitrogen dioxide 

(NO2) and particulate matter (PM) can reach high values in the vicinity of this kind of road and 

lead to several diseases (Anderson et al., 2012; Kagawa, 1985; Kim et al., 2015). In addition, 

it has been shown that people living near these roads are more likely to be at risk (H. Chen et 

al., 2017; Finkelstein et al., 2004; Petters et al., 2004). In Europe, emissions and therefore 

concentrations of air pollutants are expected to decrease in the future as air quality regulations 

increase and actions are taken (European Commission, 2013). Nevertheless, it will take time 
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to achieve a significant decrease and, in the meantime, many people will still live in areas where 

air quality is poor. It is now necessary to find ways to limit exposure to air pollution for people 

living near busy roads and to better understand solutions that have already been found, like 

noise barriers. 

Noise barriers are civil engineering elements located along roadways and designed to protect 

inhabitants from noise pollution. These elements, often placed between heavy-traffic roads and 

residences, also have a beneficial impact on air quality. Indeed, several authors have 

investigated the efficiency of noise barriers in reducing atmospheric pollutant concentrations 

behind the barriers using in-field (Baldauf et al., 2008, 2016; Finn et al., 2010; Hagler et al., 

2012; Lee et al., 2018; Ning et al., 2010), wind tunnel (Heist et al., 2009) measurements and 

numerical models (Bowker et al., 2007; Hagler et al., 2011; Schulte et al., 2014). Some 

authors have studied the effects of barrier heights and distances on pollution reduction (Amini 

et al., 2018; Gong and Wang, 2018). Other authors have studied the effects of barrier shapes 

and locations on improving the reduction of atmospheric pollutants (Brechler and Fuka, 2014; 

Enayati Ahangar et al., 2017; Wang and Wang, 2019). However, although some of these 

works have been performed by considering different atmospheric stabilities, knowledge is 

lacking on how the combination of wind conditions and thermal effects can affect pollutant 

reductions behind barriers. Further work is thus required in this direction. 

The aim of this work is to study the combined effects of wind and thermal effects on the 

reduction of pollutant concentrations behind the noise barrier. The scope of the study is limited 

to the study of the effects of the noise barriers and doesn’t include the possible effects of 

buildings before and after the barriers. More specifically, computational fluid dynamics (CFD) 

simulations are used to assess the evolution of the concentration reduction rate behind noise 

barriers for several wind speeds and atmospheric stabilities, ranging from very unstable to stable 

conditions, including all the intermediate conditions (unstable, slightly unstable, neutral and 

slightly stable).  
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7.2. Description of the study 

This paper examines the impact of wind speed and atmospheric stability on the reduction of 

downwind air pollution induced by the presence of noise barriers. It is therefore necessary to 

define two recurring parameters: the Richardson number and the concentration reduction rate. 

The thermal effects can be quantified using the Richardson number noted �0. The 

corresponding equation taken from (Woodward, 1998) is given in (Eq. 7.1). 

 �0 =  \;�OH (_O − _â)_a+D  
 

(Eq. 7.1) 

 

where \ is the gravitational acceleration [m.s-2], ; is the noise barrier height [m], �O is the 

reference velocity (which is the velocity at M = ; in this study) [m.s-1],  _a+D is the ambient 

temperature [K], _O is mean air temperature at M = ; [K], and _â is the surface temperature of 

the heated ground [K]. The difference _O − _â will be noted ∆_ in the following.  

The Richardson number is also an indicator of atmospheric stability: �0 = 0 corresponds to 

isothermal (neutral) cases, �0 < 0 corresponds to unstable cases, and �0 > 0 to stable cases. A 

better discretization of atmospheric stability, related to Pasquill’s stability classes, also exists 

(Woodward, 1998) and is summarized in Table 7.1. 

Table 7.1 – Atmospheric stability correlated with the Richardson number (Woodward, 1998). 

Atmospheric stability Richardson number 

Very unstable �0 < −0.86 

Unstable −0.86 ≤ �0 < −0.37 

Slightly unstable −0.37 ≤ �0 < −0.10 

Neutral −0.10 ≤ �0 < 0.053 

Slightly stable 0.053 ≤ �0 < 0.134 

Stable 0.134 ≤ �0 
 

The reduction of the pollution behind the noise barriers compared to an area without these 

barriers is quantified using an indicator called concentration reduction rate (���) given in (Eq. 

7.2). 
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 ��� (%) = h1 − �A��DB@i × 100 
 

(Eq. 7.2) 

where �A� is the concentration with a noise barrier [kg.m-3] and �DB@ is the reference 

concentration corresponding to the same case but without noise barriers [kg.m-3]. 

The ��� provides information on both the positive and negative impact of noise barriers 

(��� > 0 means that noise barriers reduce downwind pollution; ��� < 0 means that noise 

barriers increase downwind pollution) and their effectiveness (��� = 40% means that the 

concentration behind noise barriers is reduced by 40% compared to the same case without 

them).  

 

7.3. Numerical model 

7.3.1. Governing equations 

Simulations were performed using the buoyantPimpleFoam solver from OpenFOAM 6.0. This 

transient solver is able to resolve Navier-Stokes equations for buoyant and turbulent flows of 

compressible fluids including the effects of forced convection (induced by the wind) and natural 

convection (induced by heat transfers).  

A Reynolds-averaged Navier-Stokes (RANS) methodology was used to resolve the equations. 

When using this methodology, a new term called Reynolds stress tensor appear and it is 

necessary to choose a turbulence model to resolve it. The RNG k-ε turbulence model proposed 

by Yakhot et al. (1992) has been selected because it gives significant improvements compared 

to the standard turbulence model for recirculatory flows (Papageorgakis and Assanis, 1999), 

whereas anisotropic models such as the Reynolds Stress Model (RSM) may not improve the 

results (Koutsourakis et al., 2012) for a higher calculation cost and more calculation 

instabilities. 

The corresponding continuity (Eq. 7.3), momentum (Eq. 7.4) and energy (Eq. 7.5) equations 

are given below: 

 
	�	
 + �. (��) = 0 

 
(Eq. 7.3) 



 
Chapter 7: Effects of wind speed and atmospheric stability on the air pollution reduction rate 
induced by noise barriers 
 

216 
 

 

 � 8	�	
 + �. ��9 = −�� + �.  e2fB@@1(�)g − � h23 fB@@(�. �)i + �\ 
 

(Eq. 7.4) 

 

 
	�Z	
 + �. (��Z) + 	�j	
 + �. (��j) + �. (��) = �. ^kB@@�Z` + �\. � 

 
(Eq. 7.5) 

 

 1(�) = 12 l�� + (��)mn  
(Eq. 7.6) 

 

 j ≡  |�|H/2   
(Eq. 7.7) 

where � is the velocity [m.s-1], � the pressure [kg.m-1.s-2], � the density [kg.m-3], Z the thermal 

energy [m2.s-2], 1(�) the rate of strain tensor given in (Eq. 7.6), j the kinetic energy given in 

(Eq. 7.7) [m2.s-2], \ the gravitational acceleration [m.s-2], fB@@ the effective viscosity defined 

as the sum of molecular and turbulent viscosity [kg.m-1.s-1] and kB@@ the effective thermal 

diffusivity defined as the sum of laminar and turbulent thermal diffusivities [kg.m-1.s-1]. 

 
No chemical reactions are considered in this study. Thus, the equation governing passive scalar 

transport (Eq. 7.8) has been added to the solver. This advection-diffusion equation is given 

hereafter: 

 
	�	
  + �. (��) −  �. 7813 + �45�49 ��:  =  2 

 
(Eq. 7.8) 

where C is the pollutant concentration [kg.m-3], 5�4 is the turbulent Schmidt number [-], 13 is 

the molecular diffusion coefficient [m2.s-1], �4 is the turbulent diffusivity [m2.s-1] and 2 the 

volumetric source term of the pollutants (emissions) [kg.m-3.s-1].  

Each simulation was performed using second order schemes for all the gradient, divergent and 

Laplacian terms. The streamwise velocity � and the pollutant concentration � were monitored 

for several locations behind the downwind noise barrier and the results were checked to ensure 

that each simulation has converged. At the end of the simulations, all the residuals were under 

10-5. 
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7.3.2. Computational domain and boundary conditions 

This study focuses on the concentration reduction rates induced by the presence of noise 

barriers. Thus, to quantify this reduction, two distinct cases have to be considered in terms of 

computational domain: a case with noise barriers and a case without them. Figure 7.2 shows a 

sketch of the computational domain and the boundary conditions used for the case with noise 

barriers. The second case is strictly the same but without the noise barriers. 

The recommendations given by Franke et al. (2007) were followed concerning the boundary 

conditions and domain size. The inlet boundary is localized 10; before the upwind noise 

barrier where velocity, turbulence and temperature profiles are specified using a perpendicular 

wind direction, unless otherwise stated. The outlet boundary is placed 40; behind the 

downwind noise barrier with a freestream condition to allow the flow to fully develop. 

Symmetry conditions are applied for the upper and lateral limits, with the top of the calculation 

domain placed 20; from the ground and the lateral limits located 20; from each other. No-

slip conditions are applied to any other boundaries including the ground and the two noise 

barriers, where the temperature can be specified to simulate stable and unstable cases. Finally, 

traffic exhausts are modeled by two volumetric sources along the =-direction, with a width of 1.4; each, and over one mesh height (0.25 m) where an emission source term is added in the 

pollutant transport equation. A mass flow rate of 100 g/s is used for all the simulations 

performed. Further information can be found in Table 7.2. 

 
Figure 7.2 – Sketch of the computational domain with H = 5 m. 
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Table 7.2 – Summary of the boundary conditions. 

Inlet 

Velocity and turbulence profiles are calculated according to Richards and Hoxey 
(1993) and Richards and Norris (2011): � = q∗ã ±� e ��äg   (Eq. 7.9)       y = q∗ �·µ   (Eq. 7.10)        { = q∗¡ã.�    (Eq. 7.11) 

with � the wind velocity, y the turbulent kinetic energy (TKE), { the dissipation 
of TKE, �∗ the friction velocity, ° the von Kármán constant taken to 0.41, M the 
altitude, M� the roughness height taken as 0.5 m, and �® a CFD constant taken as 

0.085.  
 
Fixed temperature: _a+D = 293 K. 

Outlet Freestream outlet. 

Top Symmetry plane. 

Lateral surfaces Symmetry plane. 

Ground and noise 
barriers surfaces 

No-slip condition (� = 0 m/s). 
Fixed temperature (_â) depending on the case studied. 

Emission Surface source with emission rate Q3 = 100 g/s. 

 

The most part of the simulations have been carried out considering à perpendicular incident 

wind angle (90°) with respect to the noise barrier, but some simulations were also performed 

with a 60° incident angle. The boundary conditions were the same in both configurations and 

Figure 7.3 presents how the incidence angle is defined. 

 
Figure 7.3 – Definition of the wind incidence angle. 
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Mesh sensitivity tests were carried out to ensure that the results are fully independent of mesh 

size. Successive simulations were performed with different mesh sizes and the Grid 

Convergence Index (GCI) methodology (Roache, 1994) was used to assess the mesh-related 

errors on both the flow field and the concentration field. Mean GCIs of 2% and 1% were 

obtained for flow and concentration fields, respectively, when comparing the results from mesh 

sizes of 0.5 m and 0.25 m. Thus, a mesh size of 0.5 m was considered sufficient to avoid 

excessive calculation costs and was used for the study. This mesh size corresponds to the 

meshes localized between an altitude of M = 0 and M = 2;. However, greater refinement was 

applied near the noise barrier walls and the road because of the strong gradients that can occur 

in these areas. This mesh size resulted in a total of 2.6 million meshes and an illustration of the 

meshes selected is provided in Figure 7.4. The meshing was done using the unstructured grid 

generator snappyHexMesh available with OpenFOAM. 

 

 
Figure 7.4 – Grid selected for computation. 

 

Several simulations were performed to study the combined effects of wind speed and thermal 

effects on the concentration reduction rate behind the barriers. All the simulations performed 

with their specific conditions (�O and ∆_) and their corresponding Richardson numbers are 

given in Table 7.3. Each of these conditions was simulated twice to obtain results with and 

without noise barriers to calculate the concentration reduction rates. A total of 64 simulations 

were carried out including:  
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• 24 simulations for the neutral case (6 simulations for each of the three turbulent 

Schmidt numbers considered to assess their impact on the concentration reduction 

rates and 6 supplementary simulations for a non-perpendicular case); 

• 20 simulations for the stable cases; 

• 20 simulations for the unstable cases. 

All the results were extracted at the center of the computational domain along =/; = 0 with */; = 0 corresponding to the end of the downwind noise barrier wall.  

Finally, the turbulent Schmidt number (5�4) is a dimensionless number found in air pollution 

CFD to consider the effect of turbulent diffusivity. However, this number is widely spread 

between 0.2 and 1.3, depending on the situation studied, and can significantly change the results 

in terms of concentration (Tominaga and Stathopoulos, 2007). To assess the effect of this 

parameter on noise barrier studies, three Sct were considered: 0.3, 0.7 and 1.1.  

Table 7.3 – Summary of the simulations performed with wind velocity and thermal conditions (∆_ = _O − _â) 

and their corresponding Richardson numbers. 

UH [m/s] 1.18 1.96 3.15 5.51 7.87 

Ri [-]       

0  ΔT = 0 K  ΔT = 0 K ΔT = 0 K  

0.06     ΔT = 10 K  

0.17    ΔT = 10 K ΔT = 30 K ΔT = 62 K 

0.33   ΔT = 7.5 K ΔT = 19.5 K   

0.50   ΔT = 11.5 K ΔT = 29.5 K   

1.20  ΔT = 10 K ΔT = 27.5 K    

-0.06     ΔT = -10 K  

-0.17    ΔT = -10 K ΔT = -30 K ΔT = -62 K 

-0.50   ΔT = -11.5 K ΔT = -29.5 K   

-0.75   ΔT = -17.5 K ΔT = -44.5 K   

-1.20  ΔT = -10 K  ΔT = -71 K   

 

7.3.3. Model validation 

The numerical model was compared against the experimental data proposed by Cui et al. 

(2016) because they provided results on both velocity and the concentration field for a complex 

3D situation. Indeed, the experiment setup consists of two buildings with the downwind 
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building being higher than the upwind building. A gas is released at the top of the upwind 

building and the ground between the two buildings is heated to simulate several atmospheric 

stabilities and heat exchanges. The downwind building is opened and closed by two windows 

to simulate indoor/outdoor pollutant exchanges. 

Figure 7.5 shows the comparison between the experimental data and the numerical model used 

in this study for an unstable case where �0 = -1.22 (�@DBB �4DBa3 = 0.7 m/s and ∆_ = -135 °C) 

and for a vertical profile localized between the two buildings. These results are presented in a 

dimensionless form that can be found in the paper of Cui et al. (2016). The results show good 

agreement between the numerical model and the experimental data on both velocity and 

concentration profiles, with a mean difference of 6% between the experimental and numerical 

concentration profiles. The numerical model is therefore capable of accurately reproducing 

velocity and concentration profiles in a 3D case with a high thermal gradient. According to 

these results, the numerical model was considered validated for the purpose of this study.  

 
Figure 7.5 – Vertical distribution of dimensionless velocity and concentration for �0 = -1.22 given by Cui et al. 

for the wind tunnel measurements (Cui et al., 2016), and comparison with the CFD model used for this study 

with 5�
 = 0.25. 
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7.4. Results 

7.4.1. Study without thermal effects 

7.4.1.1. Turbulent Schmidt number sensitivity 

The evolution of the ��� behind the barriers for the three 5�4 considered and for four altitudes 

(M = 0.25;,  0.50;, 0.75; and 1.00;) are presented in Figure 7.6 as a function of the 

dimensionless distance from the downwind noise barrier */;, with M = 0.25; the pedestrian 

level corresponding particularly to the size of a child (1.25 m). The results show considerable 

variability for the concentration reduction rate as a function of the turbulent Schmidt number 

and no general trend can be observed. Indeed, while for 5�4 = 1.1 and M = 0.25; the ��� is 

globally higher than for other turbulent Schmidt numbers, for the three other altitudes the ��� 

is not globally higher. Additionally, while the ��� is globally lower with 5�4 = 0.3 and M = 0.25;, this observation is no longer true for the other altitudes. Moreover, the turbulent 

Schmidt number has also an impact on the distance after the barriers were there is a positive 

impact of the noise barriers (��� > 0), this distance being higher for higher 5�4. 

 
Figure 7.6 – Evolution of the concentration reduction rate behind the downwind wall as a function of Sct and for 

several altitudes with the same wind profile (�O = 1.18 m/s). 
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According to these results, it is important to state that the turbulent Schmidt number is also a 

very sensitive parameter when studying the impacts of noise barriers and its choice should be 

considered carefully, especially when performing quantitative studies. For the rest of this paper, 

and since no information or studies to determine the best turbulent Schmidt number for noise 

barrier studies are available an intermediate turbulent Schmidt number of 0.7 is used, as in 

Tominaga and Stathopoulos (2017), and the results are presented qualitatively rather than 

quantitatively.      

 

7.4.1.2. Impact of wind speed and wind direction on the ��� in neutral atmosphere 

The impact of wind speed and wind direction on the concentration reduction rate was first 

studied in neutral atmosphere, thus, considering only forced convection (i.e. convection due to 

the wind). 

Figure 7.7 shows the evolution of the pollutant concentrations behind the barriers for the cases 

with and without barriers (A) and the corresponding concentration reduction rates (B) as a 

function of the wind speed at M = 0.25;. According to Figure 7.7 (A), regardless of the wind 

speed and for M = 0.25;, pollutant concentrations were generally higher without the noise 

barrier than with it. Additionally, concentrations changed inversely with wind speed, leading to 

lower concentrations for higher wind speeds. The concentrations were thus different as a 

function of this parameter. However, as depicted in Figure 7.7 (B), the ��� is the same 

whatever the wind speed considered and this is also true for the other altitudes considered 

(M = 0.5;, 0.75; and 1.00;). This result is linked to the fact that, for a given wind direction 

and without thermal stratification, the concentration was inversely proportional to the wind 

velocity (Schatzmann and Leitl, 2011). Thus, since the concentration evolved in the same way 

with wind speed both with and without noise barriers, the ��� remained unchanged for a given 

wind direction under neutral conditions. 
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Figure 7.7 – Evolution of the concentrations with and without noise barriers (A) and the concentration reduction 

rates (B) as a function of wind speed for a perpendicular wind direction at M = 0.25;. 

 

The effects of the wind direction under neutral conditions were also investigated and the results 

are presented in Figure 7.8 for a perpendicular wind (90°) and a wind oriented at 60°. Figure 

7.8 (A) shows that for the 60° case, the concentrations are lower with the noise barriers and 

higher without the noise barriers compared to the perpendicular case. This inevitably leads to a 

lower ��� for the perpendicular case, as shown in Figure 7.8 (B) for M = 0.25; and M = 0.75;. 

The same result was obtained for M = 0.50; and M = 1.00;. Therefore, the ��� are higher for 

oblique wind directions. 

 

Figure 7.8 – Evolution of the concentrations with and without noise barriers (A) and the concentration reduction 

rates (B) as a function of the wind direction and for a given wind speed (�O = 3.15 m/s). 
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According to the previous results, when studying the ��� behind noise barriers for neutral 

cases, it is necessary to study only one wind speed for each wind direction. Moreover, if the 

minimal ��� is assessed, the study can be reduced to only one direction. Indeed, the 

perpendicular direction leads to the lowest ��� while the non-perpendicular directions lead to 

higher ���. 

 

7.4.2. Study with thermal effects 

7.4.2.1. Evolution of the ��� as a function of the atmospheric stability 

The concentration reduction rate was then studied considering mixed convection: forced 

convection induced by wind speed and natural convection induced by thermal stratifications. 

The ��� was therefore studied as a function of the Richardson number which includes wind 

speed (�O) and thermal variations (∆_).   

The first results are presented in Figure 7.9 for three different Richardson numbers: (A) �0 = 0.17 corresponding to a stable atmosphere; (B) �0 = 0 corresponding to a neutral 

atmosphere; and (C) �0 = -0.17 corresponding to a slightly unstable atmosphere, for the same 

wind conditions (perpendicular wind with �O = 3.15 m/s). Thus, ∆_ is the only variable here. 

For the three cases considered, the concentration is highest directly behind the barriers 

(* = 0 m), just above them (ℎ = 5 m) and generally decreases as the distance from the barrier 

increases or the height decreases. However, the concentrations are different depending on the 

case. Indeed, the concentrations are lowest for the stable case (A) and highest for the slightly 

unstable case (C). The neutral case (B) leads to intermediate results but closer to the unstable 

one. For a given wind speed and direction, thermal effects therefore have a high impact on the 

concentration behind the barriers and seem to have a greater impact for ∆_ > 0 than for ∆_ < 0. 
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Figure 7.9 – Evolution of the concentration behind the downwind barrier as a function of the temperature 

variation in the same wind conditions (perpendicular wind, �O = 3.15 m/s). 

The evolution of the ��� as a function of the distance from the downwind barrier was studied 

for several atmospheric stabilities by changing both the wind speed (UH) and the thermal 

variation (∆T). The results for �0 = -1.20, -0.17, -0.06, 0.00, 0.06, 0.17 and 1.20 are given in 

Figure 7.10 for M = 0.25; (A), 0.50; (B), 0.75; (C) and 1.00; (D). Further results are 

presented in Figure 7.10 (E) and correspond to the ��� averaged over M for M ranging from 0 

to 5 m giving global information along the height of the noise barriers.  

As can be seen in Figure 7.10, the evolution of the ��� follow the same trends. Indeed, for all 

the altitudes considered and also for the ��� averaged over M = ;, the results for the neutral 

case are bounded by the results for the stable cases and the unstable cases: the unstable cases 

lead to lower ���� compared to the neutral case, with the lowest ��� being obtained for the 

highest unstability level (�0 = -1.20). On the contrary, the stable cases lead to higher ���� with 
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the highest ��� being obtained for the highest stability level (�0 = 1.20). However, the 

evolution of the ��� according to the level of stability or unstability is not equivalent between 

the two cases. Indeed, whereas the results are different for the three unstable cases presented in 

Figure 7.10, the ��� for the two highest stable cases (�0 = 0.17 and �0 = 1.20) are very similar. 

Furthermore, the ��� changes more quickly as a function of the Richardson number for the 

stable cases than for the unstable cases, which is consistent with the previous results discussed 

in relation with Figure 7.9. Thus, atmospheric stability has an impact on the ���, leading to 

higher CRRs for stable cases (�0 > 0), quickly reaching maximum values, while lower ���� 

are obtained for unstable cases (�0 < 0) and no maximum values were reached for the 

Richardson numbers considered in this study.  

Figure 7.10 also shows that the ��� not only depends on the distance from the barriers but 

also on their height. For a given atmospheric stability, the ��� decreases with height and can 

reach negative values corresponding to an increase in pollutant concentration due to the barriers. 

These observations are related to the heights at which the plumes spread in both configurations, 

with and without the barriers. Indeed, without the noise barriers the plume spreads along the 

ground, leading to lower concentrations at M = ;, while with the noise barriers the plume 

spreads from the top of the barriers and the concentrations are generally lower at ground level 

compared to the case without barriers.   
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Figure 7.10 – Evolution of the concentration reduction rates for 4 given altitudes (A—D) and averaged over the 

noise barrier height (E) as a function of the distance from the downwind barrier and for several Richardson 

numbers. 
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7.4.2.2. Conservation of the ��� with the Richardson number 

It has been shown previously that the concentration reduction rate for a given wind direction is 

constant when considering only forced convection (neutral atmosphere) due to an inversely 

proportional link between the pollutant concentrations and the wind speed. However, this link 

is no longer valid when considering both forced and natural convection. The question was then 

to assess if the ��� is still constant for stable and unstable cases. To answer this question, 

several simulations were performed for numerous Richardson numbers but with distinct couples 

of wind speed and thermal variations. The Richardson numbers considered were �0 = -1.20, 

-0.75, -0.50, -0.17, -0.06, 0.00, 0.06, 0.17, 0.33, 0.50 and 1.50.  

Figure 7.11 (A) shows the evolution of the CRR for three couples of �O and ∆_ leading to �0 = -0.17 (slightly unstable atmosphere) while Figure 7.11 (B) shows the evolution of the ��� for two couples giving �0 = 0.50 (stable atmosphere). According to Fig. Figure 7.11 (A), 

the ��� can be constant for a given �0. Indeed, with �0 = -0.17, while the pollutant 

concentrations are not the same for the three couples of �O and ∆_ considered, the ��� is 

quasi-constant (± 3%). However, this observation is not true for all the Richardson numbers 

according to Figure 7.11 (B), which shows that for �0 = 0.50 the ���� are significatively 

different for the two couples of �O and ∆_ considered. Thus, the ��� can be constant for a 

given �0 but this is not generalizable.  

 
Figure 7.11 – Evolution of the concentration reduction rate for �0 = -0.17 (A) and �0 = 0.50 (B) as a function of 

wind speed (�O) and thermal variation (∆_) at M = 0.25; and M = 0.50;. 
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The Richardson numbers for which the ��� can be considered constant were assessed and the 

results are presented in Figure 7.12. The results show that, for a Ri ranging from -0.50 to 0.17, 

the variation over the CRR is less than 3% and the ��� can be considered as constant for a 

given �0. For Richardson numbers outside this range, the variation over the ��� for a given �0 
can reach 15% for a �0 ranging from -0.75 to -0.5 and 30% for a �0 ranging from -0.75 to -1.20 

and from 0.17 to 1.20. According to these results, for a given �0 ranging from -0.50 to 0.17, a 

unique couple of �; and ∆_ must be considered when assessing the concentration reduction 

rates behind noise barriers in non-neutral cases. 

 
Figure 7.12 – Conservation of the concentration reduction rate with the Richardson number. 

 

7.5. Discussion 

This study provides better understanding of how noise barriers can reduce air pollution and how 

this reduction can vary with wind conditions and atmospheric stability. Additional work can be 

done to further improve this understanding and is discussed below, as is the relevance of these 

results.  

This study considered only one noise barrier configuration, with two walls of the same height 

placed on either side of a heavy-traffic road. Further studies could be performed to verify if the 

results obtained for this configuration are generalizable, for example for noise barriers with 

only one upwind or downwind wall and also with a combination of solid and vegetative barriers, 

but also in presence of buildings before and after the barriers. Additionally, the height of M = 0.25; (1.25 m) was considered to study the evolution of the ��� at the pedestrian level, 

which corresponds to the size of a child. The results were not provided for the size of adult 
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people (M = 0.35; = 1.75 m). However, results at this height can be approximated using both 

results at M = 0.25; and M = 0.50;, for example by the means of a linear interpolation such as 

given in equation (Eq. 7.12). 

 ����.,}O = 0.6 × ����.H}O + 0.4 × ����.}�O 
 

(Eq. 7.12) 

where ����.,}O is the ��� at z = 0.35H, ����.H}O is the ��� at z = 0.25H and ����.}�O is 

the ��� at z = 0.50H. 

As shown in this paper, the turbulent Schmidt number has a different impact on the ��� 

depending on the location. There is no specific trend in the vicinity of the noise barrier. Indeed, 

there is an increase in the ��� when 5�4 increases at the height of the noise barrier while at 

ground level little variations are found. However, farther from the noise barrier, trends can be 

identified: the ��� systematically increases with increasing 5�4, whatever the height 

considered.  

It was shown that for a given �0 ranging from -0.50 to 0.17, variations over the ��� are 

negligible. Moreover, the evolution of the ��� as a function of distance from the downwind 

barrier seemed to follow the same trends, as the curves appear the same. Thus, it may be 

possible to find relationships between the ��� and the Richardson number in the range -0.50 

to 0.17. If such relationships can be found, it will allow estimating all the ���� in this �0 range 

by performing only one simulation, or with only one in-field measurement.  

Finally, according to the results of this study, further studies can be simplified. Indeed, for 

future studies in neutral atmosphere (without thermal variations), they could be reduced to only 

wind direction and noise barrier configuration studies when assessing the evolution of the ���. 

For studies including mixed convection (with thermal variations), for a �0 ranging from -0.50 

to 0.17, only one couple of wind speed and thermal variation is needed to assess the evolution 

of the ���. 
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7.6. Conclusion 

The effects of wind speed and atmospheric stability on the concentration reduction rate (���) 

of air pollutants induced by noise barriers were studied with a validated CFD model. This study 

considered both numerous wind conditions (wind speed and direction) and thermal variations, 

leading to different atmospheric stabilities ranging from very unstable cases to stable cases. 

Several CFD simulations were carried out and the main conclusions are as follows: 

(a)  When no thermal variations are considered, i.e. for a neutral atmosphere, the evolution 

of the ��� depends only on the wind direction: wind speed changes the pollutant 

concentrations behind the barriers but this parameter does not change the ���.  
 

(b) A non-perpendicular wind direction leads to higher pollutant concentrations without 

noise barriers and lower concentrations with the barriers compared to perpendicular 

cases. The ���� are therefore minimal for a perpendicular wind.  
 

(c) The ��� decreases with height due to the different locations of the plume for the two 

cases with and without noise barriers. The global ��� decreases with distance from the 

downwind barrier.  
 

(d) The ��� obtained with forced convection (neutral atmosphere) is bounded by the ��� 

obtained with mixed convection (stable and unstable atmospheres): higher ���� are 

obtained in stable conditions (�0 > 0) while lower ���� are obtained in unstable 

conditions (�0 < 0).  
 

(e) For a given Richardson number ranging from -0.50 to 0.17, the ��� is constant with a 

variation of less than 3%. For numbers outside this range the variation increases to 15% 

for a �0 ranging from -0.75 to -0.5 and 30% for a �0 ranging from -1.20 to -0.75 and 

from 0.17 to 1.20.  

Finally, these results give insights to researchers and civil engineers to better understand 

variations of air pollutant concentrations behind noise barriers, for example for carrying out 

further assessment studies on the impact of noise barriers on the reduction of air pollution, and 

for in-field monitoring campaigns. 
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Chapter 8:  

Diagnosis and optimization – 

In-situ application 

  

8.1. Introduction 
 

The application of CFD such as for design and understanding purposes has been demonstrated 

through the previous chapters. However, no case study of air quality assessment was yet 

proposed. This chapter is devoted to illustrating the operationality of CFD for studying air 

quality in urban areas as well as the applicability of the methodologies developed in this thesis 

and how they all fit together. The points covered in this chapter are highlighter in Figure 8.1. 

 
Figure 8.1 – Main points covered in Chapter 8. 
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This chapter provides answers to the following questions: 

 How can the pervious methodology to assess mean annual NO2 concentrations from 

monthly NO2 concentrations be used in applied context? 
 

 How can a CFD-RANS model be used for engineering purposes? 
 

 How can the pervious methodology to assess mean annual concentrations based on CFD 

results be used in applied context? 
 

 To what extent does this type of study provide recommendations for construction to 

limit exposure to air pollution? 

 

8.2. Context of the study 

8.2.1. Study location 

The study selected for illustration purposes corresponds to an air quality study done in 2019 in 

Ostwald, France. The city of Ostwald is located in East France in the Grand-Est region 

(formerly known as Alsace region) in the Bas-Rhin department. This city, located south of 

Strasbourg and including around 13,000 inhabitants for a surface area of 7.11 km² according to 

the city website, is crossed by a major traffic artery, the A35 highway. With a daily vehicle 

flow rate of more than 100,000 veh/day, this highway corresponds to a major source of traffic-

related emissions in Ostwald which can lead to poor air quality, especially for inhabitants living 

in its vicinity. In order to accommodate an ever-increasing number of inhabitants, new 

dwellings are constantly being built, which limits the number of areas suitable for construction. 

Areas initially not intended for residential use, or located close to high-traffic roads, become 

the only areas that can be built on with their resulting share of interrogations, especially about 

air quality.  

The case study presented hereafter corresponds to a residential area located just next to the A35 

highway. A satellite image of the area studied is given in Figure 8.2. For reasons of anonymity, 

the precise location of the study and the people involved will not be disclosed. 
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Figure 8.2 – Satellite image of Ostwald with the area studied (in red) and the highway (yellow arrow). 

 

8.2.2. Comparison with urban scale air quality results 

Outdoor air quality is the subject of numerous metrological and numerical investigations in the 

world. In France, the study of air quality is devoted to the AASQAs (Associations Agréées de 

Surveillance de la Qualité de l'Air), particularly in large cities. Most of air quality studies are 

based on mesoscale or urban scale models to produce annual maps of the average annual 

concentration of pollutants throughout the territories. Only few studies are developed using 

CFD models because of their time consumption, but also because their applications need 

specific expertise in fluid dynamics. 

ATMO Grand Est is the AASQA located in the Grand Est region (eastern France) and produces 

studies over the “Eurométropole de Strasbourg”. Concerning numerical modelling, different 

types of models are used, and each kind of simulation is dedicated to a specific application 

regarding its spatial resolution.  

They provide several types of results including: 

• Air quality simulations at regional scale, with mesoscale models driving to regional air 

quality plans and population forecasting. 

• Air quality urban scale simulations to guide urban planning. 

• CFD simulations to guide architectural designs for specific requests. 

20 m 
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Figure 8.3 corresponds to Gaussian-based urban modelling results provided by ATMO Grand 

Est1 in 2017. These maps allow the outdoor air quality to be gauged at urban scale, i.e. at the 

city level, and particularly in the area of interest highlighted by a black arrow. According to 

these figures, with around 32, 22 and 17 µg/m3 for NO2, PM10 and PM2.5 respectively, annual 

standards given by the European Union (respectively 40, 30 and 20 µg/m3) were not exceeded 

during 2017. The WHO guidelines for particulate matters (20 and 10 µg/m3 for PM10 and PM2.5 

respectively) were nonetheless exceeded. The number of days on which the daily averaged 

PM10 concentration of 50 µg/m3 PM10 was exceeded also complied with the standard value set 

by the European Union (< 35 days/year). 

 

 
Figure 8.3 – Regional modelling results according to ATMO Grand Est with 2017 annual concentrations in (A) 

NO2, (B) PM10 and (C) PM2.5 and (D) the number of days with PM10 exceedance of 50 µg/m3. 

 
1 Data provided under the reference WK-ADM-COS-18-0481 
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8.2.3. Aim of the study 

The Gaussian model results presented in the previous section show that area of interest is 

subject to poor air quality due to the presence of the highway nearby: while the EU annual air 

quality standard and target values were not exceeded in 2017, the WHO guidelines were 

exceeded for particulate matter. For non-flat terrain (Kumar et al., 2015), as well as for low-

level sources such as traffic-related emissions and for high densely built-up areas (Bady, 2017), 

Gaussian models are poor in predicting pollutant concentrations. These results alone may 

therefore not be sufficient to conclude on the air quality in the studied area, as they do not 

account for local air pollution dispersion phenomena induced by the presence of buildings of 

different sizes, orientations and heights Reiminger et al. (2020c) or noise barriers along the 

highway that can drastically modify pollution dispersion (Baldauf et al., 2008; Finn et al., 

2010; Hagler et al., 2012; Reiminger et al., 2020a).  

The aim of the study was the evaluation of the added value of CFD modelling and the 

methodologies developed to air quality assessment. The work was divided in two parts: 

 On the one hand, the evaluation of the current on-site air quality by the means of a 

monthly air quality monitoring campaign on NO2, PM10 and PM2.5.  
 

 On the other hand, the evaluation of annual NO2, PM10 and PM2,5 concentrations based 

on microscale modelling using computational fluid dynamics in order to consider the 

effects of buildings and, particularly, the noise barriers on the dispersion of the highway 

traffic-related emissions. 

 

8.3. Winter air quality monitoring campaign 

Monitoring campaigns has the disadvantage of requiring time, and does not allow the study of 

mobility, emissions and building evolution scenarios. However, they have the great advantage 

of reporting what is actually happening, and it is why it has been used to assess the current on-

site air quality.  
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An air pollution measurement sensor supplied by Hager Services was installed in the study area 

for one month during winter, from 11/20/2019 to 12/19/2019. It was placed on a wire mesh (see 

Figure 8.4 below) at human height (approximately 1.5 m above ground level) and 

approximately 60 m from the noise barrier of the A35 highway. The sensor measures nitrogen 

dioxide (NO2) and particulate matters (PM10 and PM2.5). 

  

 

Figure 8.4 – Location of the sensor in the studied area with a photography of the sensor (left) and a satellite view 

from Geoportail (right). 

8.3.1. Results of the monitoring campaign 

The evolution of NO2, PM10 and PM2.5 concentration monitored from 11/20/2019 to 12/19/2019 

are presented in Figure 8.5 (the uncertainties of the sensors are around ± 20% for 

NO2 > 40 µg/m3 and ± 15% for PM > 15 µg/m3). A summary of some statistical indicators 

including the three quartiles, the 95th percentile and the averaged concentration is also provided 

in Table 8.1. 

 

Table 8.1 – Global results from the winter air quality monitoring campaign 

Pollutant 
Concentration [µg/m3] 

1st quartile 2nd quartile 3rd quartile 95th percentile Average 

NO2 24 28 32 44 30 

PM10 25 27 27 28 26 

PM2.5 15 16 16 18 16 

 

59.5 m 

Scale 1 : 1,000 
0 20 m 

Sensor 



 
 

8.3.  Winter air quality monitoring campaign 
 

239 
 

 
Figure 8.5 – Evolution of the NO2, PM10 and PM2.5 concentrations from 11/20/2019 to 12/19/2019. 

 

 Measurements show that the NO2 concentration at the sensor site exceeded the annual 

EU limit value of 40 µg/m3 several times. However, the average NO2 concentration did 

not exceed 30 µg/m3, which is 25% below the annual limit value and the air quality 

target/guideline set by the EU and the WHO. It is also important to note that the 3rd 

quartile (i.e., 75th percentile) of concentrations also did not exceed the value of 40 

µg/m3. Finally, no concentrations exceeded 200 µg/m3. 
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 For PM10, concentrations did not exceed the annual limit value of 40 µg/m3. The average 

PM10 concentration was lower than 30 µg/m3 which is 25% below the annual EU limit 

value. The EU air quality objective of 30 µg/m3 was also reached, but not the WHO air 

quality guideline of 20 µg/m3. The 3rd quartile of concentrations also did not exceed the 

value of 40 µg/m3. Finally, no daily concentration exceeded 50 µg/m3. 
 

 Lastly, PM2.5 concentrations exceeded the EU annual limit value of 25 µg/m3 once. The 

average PM2.5 concentration did not exceed 20 µg/m3, which is 20% below the annual 

EU annual limit value. However, the EU/WHO air quality target/guideline of 10 µg/m3 

was not achieved during the measurement campaign. Finally, the 3rd quartile of 

concentrations also did not exceed the value of 25 µg/m3.  

The comparisons given above can rightly be discussed. Indeed, the concentration values 

obtained during the measurement campaign are not annual values. The annual standards given 

by the EU and WHO were used for the sole purpose of having a reference for comparison, and 

it is not only because the monthly concentrations monitored did not exceed the annual standards 

that the annual concentrations will also do so. However, it should be noted that the measurement 

campaign was done during winter, a season usually known to have higher air pollutant 

concentrations due to higher emissions (cold-started vehicles, individual and district heating, 

etc.). Thus, it can be assumed that the annual concentrations will be lower than the 

concentrations measured during this campaign and, therefore, will also comply with the limit 

values. 

 

8.3.2. Assessment of the corresponding mean annual NO2 concentration 

A methodology given by Jurado et al. (2020) to assess annual NO2 concentration based on 

monthly concentration has been presented in Chapter 5. This methodology was applied to the 

results of the measurement campaign presented in the previous section firstly to assess the 

annual NO2 concentration and, secondly, to illustrate practically the methodology. The 

methodology is based on three equations recalled below: 

 lU�Hna = k. lU�Hn3² + x. lU�Hn3 
 

(Eq. 8.1) 
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where lU�Hna is the annual assessed NO2 concentration [µg/m3], lU�Hn3 the monthly 

monitored NO2 concentration [µg/m3] and � [m3/µg] and Â [-] two parameters depending on 

the measurement campaign period (see the equations below).  

 k = 0.0033 − 0.0102. exp ×−(� −  6.5749)²8.6962 Ø 
 

(Eq. 8.2) 

 

 x = 0.6945 + 0.8708. exp ×−(� −  6.7076)²7.4328 Ø 
 

(Eq. 8.3) 

 

where � is the month corresponding to the measurement campaign and can be a float for 

measurement campaigns overlapping two months. 

The campaign was conducted from November 20, 2020 to December 19, 2020, leading to � = 11.67 and, therefore, k = 2.78×10-3 m3/µg and x = 0.663 according to (Eq. 8.2) and (Eq. 

8.3). 

With these parameters, we have lU�Hna = 22.4 µg/m3. However, the uncertainties of the 

methodology must be considered and especially the uncertainties over December which gave 

the highest deviation (15%). Finally, it leads to lU�Hna = 22.4 ± 3.4 µg/m3. 

The annual assessed NO2 concentration is, as assumed previously, lower than the monthly 

monitored NO2 concentration. This result will be compared latter with the numerical results to 

see if anything consistent can be obtained between this methodology and the numerical model. 

 

8.4. CFD assessment of annual mean concentrations 

The numerical modelling method chosen for this study is a Computational Fluid Dynamics 

method (CFD), using an Unsteady Reynolds-Averaged Navier-Stokes methodology (URANS). 

This method allows the complete resolution of the wind speed calculation equations without 

the simplifying assumptions required for other simpler models (i.e. considering a uniform 

velocity profile, steady state, etc.). As a result, the wind speed at each point of the model is 

computed in three dimensions, taking into account the presence and the particular layout of the 

building (dimensions, orientation, heights, etc.). The complexity of the flow and also the 
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turbulence linked to the presence of obstacles (buildings) is finally taken into account in the 

evolution of the pollution plume. 

 

8.4.1. Numerical domain 

8.4.1.1. Creation of the 3D geometry 

The first step in the modelling process is the creation of the numerical domain with all existing 

buildings. The area of interest has then been reproduced in 3D using the Salome software and 

3D data given in open access by the “Eurometropole de Strasbourg”. This study also requires 

the consideration of buildings external to the development project, i.e. located upstream (noise 

barriers), downstream and on the edges of the study area, as these can significantly impact the 

numerical results. Finally, it should be noted that the recommendations given by the COST 

Action 732 guidelines were followed (see Section 3.2.1. for further details). The resulting 

geometry is illustrated in Figure 8.6. 

Then, the resulting domain has been decomposed into grids in all the three dimensions using 

1 m meshes in the area of interest and a finer refinement of 0.5 m near the ground and the 

obstacles (buildings, noise barriers, etc.) to allow the resolution of flow and transport equations 

(see Section 3.2.2. for further details on meshing). An illustration of the resulting grid is given 

in Figure 8.7 which lead to a total number of around 3 million cells, a grid sensitivity of less 

than 5% according to the grid convergence index and =L = 350 included in the usual range 

(from 30 to 500, see Section 3.2.2.1. for further information). 
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Figure 8.6 – Illustration of the 3D geometry obtained. 

 

 
Figure 8.7 – Illustration of the grid obtained. 

8.4.1.2. Solver and boundary conditions 

For this study, only the Forced Convection Solver described in Section 2.2. was considered 

since no methodology to compute annual concentration based on non-neutral CFD results are 

yet available.  

The recommendations of the COST Action 732 guidelines were also followed concerning the 

boundary conditions. In particular, the following boundary conditions were used: 
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• Inlet boundary: the log law velocity profile and it corresponding turbulent kinetic 

energy and dissipation profiles given by Richards and Norris (2011) with �� = 1.5 m/s 

for the reference height of ℎ = 10 m.  
 

• Outlet boundary: an open boundary with a constant static pressure set to the 

atmospheric pressure. 
 

• Top and lateral boundaries: symmetry conditions to enforce a parallel flow. 
 

• Wall boundaries: no slip conditions.  

A full description of the boundary conditions above-mentioned can be found in Section 3.3.  

 
Figure 8.8 – Illustration of the wind directions carrying pollutants from the highway to the area of interest and 

considered for the simulations. 

 

Finally, since the A35 highway is the only significant source of traffic-related emissions near 

the area, the simulations can be restrained to the sole wind directions carrying pollutants from 

the highway to the area of interest. Considering a 20° step, it corresponds to 8 wind directions 

from 260° North to 40° North which are illustrated in Figure 8.8.  
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8.4.1.3. Emissions assessment 

Emissions were calculated on the basis of methods proposed by the European Environment 

Agency (EEA) in their guidebook entitled "EMEP/EEA Air pollutant emission inventory 

guidebook 2016" (see Section 3.3.3. for further details). In particular, the following methods 

were used: 

• Tier 3 method for engine-related emissions of NOx, PM10 and PM2.5 considering both 

hot and cold emissions. 

• Tier 2 method for PM10 and PM2.5 emissions related to brake, tyre and road wear. 

 

In order to calculate traffic-related emissions with the EEA methodology, the following 

assumptions were made: 

• The French metropolitan fleet in 2017 given by the CITEPA in terms of the share of 

different vehicles and technologies (see Table 3.8 and Table 3.9) considering 10% of 

heavy-duty trucks according to the DIREST (Interdepartmental Directorate of Eastern 

Roads). 

• A road of 400 m long was considered which corresponds to the length of the road in the 

computational domain with a 0% slope.  

• A load of heavy-duty trucks of 50% considering one half of unloaded trucks and one 

half fully loaded. 

• A cold start share of 30% because of the proximity of the highway access roads and 

nearby dwellings. 

The last data needed corresponds to the speed and the number of vehicles. The A35 highway is 

known to have high variations in these two parameters due to its proximity with the Strasbourg 

City where traffic jams are common during weekday rush hours. Thus, considering daily 

averaged speed and number of vehicles could lead to high underestimations of the emissions. 

To prevent that, hourly averaged speed and number of vehicles were considered instead 

distinguishing between weekdays (WD), Saturdays/holiday eve (SAT) and Sundays/holidays 

(SUN). These data, near the area of interest and for the year 2018, were obtained from the 

DIREST and are presented in Figure 8.9. This figure shows that variations over the vehicle’s 
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speed is mostly observed during weekdays around 8:00 A.M. and 5:00 P.M. where pikes of 

vehicle numbers are also recorded. 

 
Figure 8.9 – Counting and speed of vehicles on the A35 highway next to the area of interest according to the 

type of day and the travelled direction. 

Emissions in NOx, PM10 and PM2.5 were calculated based on the previously cited methods and 

assumptions for each hour of each type of day and travelled directions. The resulting emissions 

in both travelled directions were then summed for each hour of each type of day to consider 

simultaneously both directions of traffic. Finally, the weighted hourly averaged emissions were 
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calculated taking into account the number of occurrences on the different types of days per year 

and a representative averaged daily emission related to traffic was obtained.  

The corresponding emissions are 348 mg/s, 28 mg/s and 21.5 mg/s, respectively for NOx, PM10 

and PM2.5 pollutants, and where specified in the computational domain in the first layer of cells 

adjacent to the highway. 

 

8.4.1.4. Background concentration 

Simulation results are composed of background pollution from unmodelled external sources 

and concentrations from the sources included in the simulation. The background concentrations 

selected for this study correspond to the annual averaged concentrations in 2018 available for 

specific background stations near Ostwald managed by ATMO Grand Est.  

Particularly, we have: 

• The stations “STG Est” and “STG Ouest” for the nitrogen dioxides NO2, with 

respectively 25 µg/m3 and 19 µg/m3 in 2018, leading to an average value of 22 µg/m3. 

• The station “STG Nord” for PM10 with 21 µg/m3 in 2018. 

• The station “STG Est” for PM2.5 with 14 µg/m3 in 2018. 

Note: A methodology suggested by Gómez-Losada et al. (2016a) based on the Hidden Markov 

Model was previously described in Section 3.3.4. with the aim of assessing background 

concentrations from non-background stations. It was shown that the results of this methodology 

are fluctuating around the 1st quartile of concentrations with more or less 10% of difference. It 

should be noted that the first quartiles of concentrations obtained during the monitoring 

campaign were 24 µg/m3, 25 µg/m3 and 15 µg/m3 respectively for NO2, PM10 and PM2.5 which 

are, considering a variation of 10%, really close to the actual background concentrations. 

Additionally, the other suggested methodology considering monitored data during the night 

(from 2:00 A.M. to 5:00 P.M.) lead to closer results to those from the background stations with 

21 µg/m3, 21 µg/m3 and 12 µg/m3 respectively for NO2, PM10 and PM2.5. 
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8.4.2. Results of the numerical study 

8.4.2.1. Impact of the noise barriers and the buildings on the fluid flow 

An illustration of the evolution of the wind speed and the wind directions (velocity vectors) is 

proposed in Figure 8.10. This figure shows how obstacles such as the noise barriers or the 

buildings can highly impact the fluid flow. As an example, it can be observed that the velocities 

can become twice lower downstream the highway than upstream for the same altitude, and 

several tens of meters are needed to recover the initial wind speed. Moreover, while the wind 

direction is globally directed to the highway (south direction), the global direction of the wind 

direction after the highway tends to be southwesterly and numerous recirculation areas can be 

observed. 

 

 
Figure 8.10 – 3D view of the evolution of the wind speeds and directions for an inlet wind direction of 0° north 

and an initial wind speed of 1.5 m/s at 10 meters high. 

 

8.4.2.2. Assessment of the mean annual concentrations 

The results on pollutant concentrations cannot be directly compared to the regulatory values 

and the guidelines given by the European Union and the World Health Organization. Indeed, 

these results are wind speed and wind direction dependent while the regulatory values and the 
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guidelines are not. It is therefore necessary to combine all numerical results in order to obtain 

concentration values comparable with these standards. It is particularly necessary to have an 

idea of the annual concentrations. 

The annual concentrations based on the CFD results were assessed according to the 

methodology of Reiminger et al. (2020b) described in Chapter 4. Firstly, the wind distribution 

of each wind direction considered was assessed based on the wind rose data given by Météo-

France at the nearest meteorological station from the area of interest (see Section 4.3.1. for 

further details), the wind rose being proposed in Figure 8.11. Secondly, based on the wind 

distributions previously obtained, the NO2, PM10 and PM2.5 mean annual concentrations were 

assessed using the continuous methodology (see Section 4.3.2. fort further details). It should 

also be noted that a part of the CFD results was obtained in terms of NOx concentrations and 

not NO2. The NO2 concentrations were calculated using the methodology described in Section 

5.3.1. and based on the modelled NOx results. The annual concentrations finally obtained are 

presented in Figure 8.12. 

 

 
Figure 8.11 – Wind rose, Entzheim meteorological station, 1991-2010, data from Météo-France [m/s] 
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Figure 8.12 – Annual NO2, PM10 and PM2.5 concentrations modelled for different altitudes with the area planned 

to be built delimited with dashed lines. 
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The results presented in the previous figures show that, in the studied area, NO2 mean annual 

concentrations are more variable than PM10 and PM2.5 annual concentration. The main results 

are as follows: 

• Regarding NO2: A mean annual concentration of around 40 µg/m3 is obtained for 7 m 

and 12 m high in the vicinity of the downwind noise barriers which correspond to the 

non-constructible area. In the area planned to be built, which is highlighted in the 

previous figures, NO2 annual concentrations are ranging from 25 µg/m3 to 32 µg/m3 

depending on the distance from the highway. Also, in this area, annual concentrations 

decrease with the altitude and lead to maximal annual NO2 concentrations of around 

27 µg/m3 for 12 m high nearest to the highway. 
 

• Regarding PM10: A maximal mean annual concentration of 23 µg/m3 is observed in 

the area planned to be built.  
 

• Regarding PM2.5: A maximal mean annual concentration of 16 µg/m3 is observed in 

the area planned to be built.  

It is important to note that in the non-constructible area near the highway, concentrations tend 

to increase with altitude due to the plume coming from the top of the downwind noise barrier. 

The observation is different in the area planned to be built, where higher elevations result in 

lower concentrations. Finally, whatever the pollutant under consideration, concentrations are 

lowering the further away from the highway. 

Lastly, a comparison can be made between the annual NO2 concentration previously assessed 

based on the winter monitoring campaign and the annual NO2 concentrations modelled. The 

value of 22.4 ± 3.4 µg/m3 previously obtained as a result of the methodology presented in 

Chapter 5 applied to the winter monitoring campaign is really close to the annual NO2 

concentration modelled where a value of around 25 µg/m3 is obtained. This result is very 

promising, since it shows a strong concordance between a methodology applied to experimental 

field data and methodologies applied to a CFD-type numerical model. 
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8.5. Conclusions 

8.5.1. Conclusion of the study and recommendations 

The aim of the study was: 

1. On the one hand, the evaluation of the current on-site air quality by the means of a 

monthly air quality monitoring campaign on NO2, PM10 and PM2.5.  
 

2. On the other hand, the evaluation of annual NO2, PM10 and PM2,5 concentrations based 

on microscale modelling using computational fluid dynamics in order to consider the 

effects of buildings and, particularly, the noise barriers on the dispersion of the highway 

traffic-related emissions. 

The conclusions of the study are as follows: 

1. (a) Mean concentrations measured between the 20th of November 2019 and the 19th of 

December 2019 during the winter campaign (30, 26 and 16 µg/m3 for NO2, PM10 and 

PM2.5 respectively) did not exceed the annual EU regulatory values. In addition, the 

values corresponding to the 3rd quartile of concentrations also did not exceed them. 
 

(b) The air quality guidelines and targets set by the EU and the WHO are met for NO2 

during the measurement campaign as well as the EU target for PM10. 
 

(c) The air quality guidelines set by the WHO for PM10 and PM2.5 were exceeded during 

the monitoring campaign. 
 

2. (a) In terms of annual concentrations and according to the results proposed by ATMO 

Grand Est in 2017, the study area was subject to pollutant concentrations lower than the 

regulatory values given by the European Union with mean annual concentrations of 

around 32 µg/m3 for NO2, 22 µg/m3 for PM10 and 17 µg/m3 for PM2.5. 
 

(b) According to the CFD results, the maximum mean annual concentrations of NO2, 

PM10 and PM2.5 in the area planned to be built are 32, 23 and 16 µg/m3 respectively, 

which is below the annual regulatory values set by the European Union of around 20 to 
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40% depending on the pollutant considered. This finding, which is consistent with the 

results proposed by ATMO Grand Est, is valid up to an altitude of 12 m.  
 

(c) The air quality guidelines and target set by the European Union and the World Health 

Organization are respected for NO2. The air quality target set by the European Union 

for PM10 is also met. 
 

(d) The air quality guidelines set by the WHO for PM10 and PM2.5 are exceeded. 

On the basis of the in-situ measurement campaign as well as the numerous 3D simulations 

carried out, the area planned to be built complies with European regulations from the point of 

view of air quality. However, air pollution is responsible for effects on health and it is important 

to limit the exposure to pollution of future people living in this area. Recommendations can 

then be made in this regard. 

According to both urban scale ATMO Grand Est and microscale CFD results, air pollution is 

the higher near the highway and decreases with increasing distance. Based on this observation, 

it is recommended to place air intakes for ventilation on the face(s) of the building(s) facing 

south-southeast. A double flow type ventilation system with an efficient filtration system is 

recommended to limit the contribution of pollutants to the indoor air in the dwellings. In the 

same vein, balconies will have to be placed on the south-southeast side of the buildings. Such 

arrangements could also be made on the north side if loggia-type airtightness devices are 

provided. 

The CFD results have shown an additional information which was not possible to know with 

the urban scale model: air pollution is globally increasing with the altitude due to the noise 

barrier. Thus, it can be recommended that the dwellings must have no more than two levels 

(ground floor and first floor). Attics may be developed as long as the regulations in force in the 

local urban plan are respected regarding maximum heights under gutters (7 m) and overall 

(12 m). 

Finally, recommendations can also be made concerning terraces and gardens. To protect people, 

the mask effect of the dwellings can be used. To do so, gardens and terraces should be placed 

in the south-south-eastern part of the plots as close as possible to the buildings. To go further, 

they might be bordered by impermeable (wooden or glass palisades, etc.) or almost 
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impermeable surfaces (hedges or dense permanent vegetation, i.e. also present in winter) in 

order to limit the input of pollutants to the gardens. When using plants, it is preferable to choose 

non-allergenic plants. 

 

8.5.2. Conclusion of the chapter 

The aims of this chapter were to illustrate the operationality of CFD for studying air quality in 

urban areas as well as the applicability of the methodologies developed in this thesis and how 

they all fit together. To do so, full-scale study has been conducted in Ostwald, France, with the 

aim of assessing air quality in an area planned to be built located near a major highway.  

The whole chapters presented in the first part of this thesis have contributed to the completion 

of this study. Indeed, the Forced Convection Solver described and validated in Chapter 2 has 

been used with many concepts discussed in Chapter 3 including computational domain 

extension, boundary conditions, emissions, and background concentration. Then, the 

methodologies developed in Chapter 5 were used, firstly to convert modelled NOx 

concentrations into NO2 concentrations and, secondly, to assess the annual NO2 concentration 

based on a one-month monitoring campaign done in winter. The methodologies described in 

Chapter 4 were lastly used to assess the wind distribution based on basic wind rose data and to 

put together all CFD results in order to have annual concentrations to compare with regulatory 

values. With these results, several recommendations were issued to limit the exposure of future 

inhabitants.  

Finally, this chapter has shown the interest of CFD modelling to assess air quality in urban areas 

but also the interest of the different methodologies developed in this thesis. 
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Chapter 9:  

General conclusion and beyond 

  

9.1. General conclusion 

The aim of this thesis was the development and the validation of Computational Fluid Dynamics 

(CFD) solvers and new methodologies to assess air quality in urban areas, intended for an 

operational audience dealing with engineering issues. 

In the first part of this thesis, new CFD solvers as well as tools and methodologies were 

developed considering the scientific state-of-the-art and the engineering needs. 

Regarding the development of CFD solvers for air pollution modelling 

The choice was made to RANS-CFD (Reynolds-Averaged Navier-Stokes) and, especially, 

Unsteady RANS (URANS) in order to guarantee calculation times and, therefore, calculations 

costs consistent with engineering requirements. Two OpenFOAM based URANS-CFD solvers 

were developed including a solver for incompressible flows intended for neutral atmospheres 

modelling, called the Forced Convection Solver, and a solver for compressible flows intended 

for stable and unstable atmospheres modelling, called the Mixed Convection Solver. Additional 

phenomena were included is both codes with the effects of vegetation on the air flow and also 

on the pollutant (deposition) as well as the photostationary steady-state equilibrium. Both 

solvers were proven based on seven wind tunnel and in-situ test cases which included 2D and 

3D configurations as well as thermal and vegetation effects, and the results showed that the 

model performed well. Modelled concentrations with less than 10% of error can be obtained 
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with accurate and reliable representation of the velocity field and also, accurate indoor/outdoor 

exchanges modelling using isotropic turbulence models such as the standard k-ε turbulence 

model. 

Regarding the use of CFD solvers to assess air quality in urban areas 

Research and improvements have been undertaken on the computational domain and the solver 

parametrization since the state-of-the-art showed that several issues can be attributed to these 

points. The COST Action 732 guidelines gave adequate recommendations in terms of minimal 

distances to include in the computational domain, nonetheless, it has been shown that a vertical 

distance of at least 96 m must be considered even in absence of buildings. It was shown that 

meshing satisfying a =L criterion ranging from 30 to 500 cannot be obtained without drastically 

increasing calculations times. However, 1 m hexametric cells in the area of interest and a finer 

refinement 0.5 m near the walls and at the emission source is a good compromise between 

calculation speed and mesh size, leading to grid independent results. Concerning boundary 

conditions, they can be highly improved especially for the inlet boundary by considering a 

coupling with 1D models such as the Canopy Interface Model which will compute reliable wind 

velocity and turbulence profiles consistent with such profiles found in urban areas. Lastly, 

emissions must be calculated with care using as an example the European Environment Agency 

guidebooks, and background concentrations carefully chosen to avoid final errors in the 

numerical results. 

Regarding existing and new methodologies to assess air quality at urban scale 

In order to make CFD modelling fully operational for engineering purposes, existing 

methodologies were proven, and several tools and new methodologies were developed 

The Derwent and Middleton law, a one-parameter function to assess annual nitrogen dioxide 

(NO2) concentrations based on annual nitrogen oxides (NOx) concentrations, has been proven 

based on five years of monitored data in several regions in France. This function can be used 

instead of the Photostationary Steady-State equilibrium (PSS) in the CFD solver since it needs 

only one parameter, the NOx concentration, and lead to less than 10% of error. 
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A new methodology using a quadratic and two gaussian-based functions was developed with 

the aim of assessing annual NO2 concentrations with only one month of data. This methodology, 

leading to a maximal error of 15% and an overall one of around 10%, is highly relevant for 

numerical modelling, since it can for example be used to assess annual background 

concentrations quickly based on only one month of concentrations monitored with background 

stations. 

A 5-parameters sigmoid function was developed to assess continuous wind distributions based 

on simplified and discrete data such as available with wind roses. This new function gives 

overall improvements over the Weibull distribution usually used and leads to an averaged error 

of 12% on wind distributions for four given wind roses in France. An optimization of this 

function was also developed in order to better assess some particular wind distributions, leading 

to lower errors. 

The limits of discrete methodologies to assess annual concentrations based on punctual 

numerical results as well as their implicit assumptions were lastly discussed, and alternative 

methodologies were presented. It includes a variation over the discrete methodology 

considering representative velocities instead of intermediate velocities to avoid 

underestimations of pollutant concentrations, and a new continuous methodology to assess 

mean annual concentrations illustrated with CFD results. 

Regarding the use of the CFD solvers and methodologies for design, understanding and 

diagnosis purposes 

In the second part of this thesis, the CFD solvers as well as the methodologies developed were 

used to illustrate the interest and the powerfulness of such tools for urban planning design, 

understanding and diagnosis purposes. 

The Forced Convection Solver has illustrated the potential of CFD solvers for design purposes 

through street canyons modelling. In particular, the effects of geometric properties of a step-

down street canyon, which included buildings height and street width, were studied. The results 

showed that the recirculation patterns in the streets can change when the upwind building height 

increase and/or when the street width decrease, leading to a significant increase in the mean 

concentrations in the street.  
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The Mixed Convection Solver, for his part, has illustrated the usefulness of CFD solvers for 

understanding purposes through modelling the impact of noise barriers on pollutant dispersion. 

The evolution of the pollutant concentrations after the downwind noise barrier was studied as 

a function of the wind speed and the temperatures, thus, the atmospheric stability. The results 

showed that noise barriers can decrease pollutant concentrations, but differently depending on 

the atmospheric stability, the stable case leading to higher concentrations decreases. This study 

also showed that, for atmospheres neither too stable nor too unstable, results are only depended 

on the Richardson number.  

Lastly, a real in-situ study involving many of the tools and the methodologies presented in this 

thesis demonstrated that the CFD model is able to evaluate air quality at the neighbourhood 

scale. Beyond the scope to explain how the concepts, the tools and the methodologies may be 

interconnected, and work together, few recommendations were proposed to reduce exposure to 

air pollution. It appears that the use of 3D CFD modelling to assess air pollution at urban scale 

is primordial to help architectural design. Surface air quality mapping may not be sufficient to 

define sustainable urban planning. A summary diagram of these interconnections is finally 

presented in Figure 9.1. 

9.2. Beyond this thesis 

The numerical solvers, the concepts and the methodologies developed and discussed in this 

thesis have been thought for operational applications in an applied context, particularly for 

engineering purposes, to be able to assess accurately air pollution in urban areas at microscale 

to guide planners and decision makers’ choices. Their field of application is, however, broader, 

and can be extended to all aspects of applied and theoretical research. From a general 

perspective, several possible follow-up can be considered beyond this thesis, both scientific 

(numerical and experimental) and industrial: 

From a numerical point of view: 

• Including the effects of Vehicles Induced Turbulence (VIT) in the numerical solvers to 

consider the traffic effects on the airflow and the pollutants dispersion. In doing so, it 

will be necessary to verify the applicability of the methodology presented in this thesis 
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to assess the annual concentrations and, especially, to verify if the function describing 

the evolution of the concentration with the wind speed remains valid. 
 

• Deepen the use of anisotropic turbulence models such as the Reynolds Stress Model 

(RSM) to consider the anisotropic nature of turbulence. It will be necessary to include 

the new turbulence parameters in the pollutant transport equation and, in particular, in 

the turbulent diffusion term. 
 

• Generalizing the use of 1D models, such as the Canopy Interface Model (CIM), to 

improve the inlet boundary conditions when modelling densely built urban areas. In is 

particularly to verify if the results obtained in this thesis can be generalized for any wind 

condition (speed and direction) and any urban area. Later, this coupling should also be 

verified by including a variation in atmospheric stability. 
 

• Applying the methodologies presented in this thesis, and especially the methodology to 

assess mean annual concentrations, to other computational fluid dynamics models such 

as the Large-Eddy Simulation (LES) to ensure that their applicability is not restrained 

to Reynolds-Averaged Navier-Stokes (RANS) modelling. 
 

• Coupling the Mixed Convection Solver (MCS) with a radiation model. The MCS is able 

to consider thermal variations, and therefore different atmospheric stability, that can 

modify the airflow and the pollutants dispersion, but air and surface temperatures need 

to be specified. A radiation model is therefore necessary to compute these temperatures 

from meteorological and solar data.  

From an experimental point of view: 

• Monitoring annual air pollutant concentrations and meteorological data such as wind 

speed, wind direction, air temperature, solar radiation, etc. in an urban area to perform 

a final in-situ validation of the Forced and Mixed Convection Solvers (FCS/MCS) also 

implying the various methodologies proposed in this thesis.  
 

• Monitoring air pollutant concentrations and meteorological data including thermal data 

(air temperature, solar radiation, etc.) in vegetated areas to validate the combined effects 

of vegetation and thermal stratification in the CFD solvers. 
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Figure 9.1 – Summary diagram of the concepts, tools and methodologies interconnections. 
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From an industrial point of view: 

• Applying the concepts, solvers and methodologies presented in this thesis to assess air 

quality in other areas planned to be built for architecture purposes by making 

recommendations on building heights and morphologies to limit future inhabitants’ 

exposure. 

 

• Using the solvers and the methodologies to model other pollutants not considered in this 

thesis such as black carbon or sulfur dioxide (SO2) but also heavier air pollutants such 

as allergenic particles (pollen) considering an adjustment of the transport equations in 

the solvers. 
 

• Modelling larger urban areas to find out the limits of CFD models and, in particular, to 

what extent it is relevant to use them in terms of calculation costs and speed. 
 

• Applying the Forced and Mixed Convection Solvers (FCS/MCS) to other fields of 

applications including urban pedestrian comfort, indoor/outdoor exchanges as well as 

indoor air quality assessments.  
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RESUME ETENDU EN FRANÇAIS 

Modélisation 3D de la pollution de l’air à l’échelle urbaine 
 

 

 

 

 

 

1. Introduction 

La qualité de l’air est devenue au fil des années un enjeu de taille en France et dans le monde. 

En 2016, ce n’est pas moins de 8 millions de personnes qui sont décédées des suites à une trop 

forte exposition à la pollution de l’air (WHO, 2016a, 2016b), ce qui correspond à 7.6% des 

décès totaux dans le monde cette année-là. Toujours en 2016, en France, c’est 

approximativement 48 000 personnes qui sont décédées prématurément suite à une exposition 

aux particules fines de type PM2.5 (Santé Publique France, 2016). Au-delà du seul aspect léthal 

engendré par la pollution de l’air, cette pollution cause également de nombreuses maladies 

(Anderson et al., 2012; Chauhan et al., 1998; Kagawa, 1985; Kim et al., 2015) et affecte 

aussi l’environnement (Likens et al., 1979).  

Pour pallier ce problème, l’Union Européenne (UE), mais aussi plus globalement 

l’Organisation Mondiale de la Santé (OMS), ont mis en place des valeurs réglementaires ainsi 

que des valeurs cibles de concentrations en polluants à ne pas dépasser (EU, 2008; WHO, 

2017). Parmi les différents polluants ciblés, le dioxyde d’azote (NO2) et les particules fines 

(PM) ont été reconnus comme étant de la plus haute importance (WHO, 2005). En France, des 

Plans de Protection de l’Atmosphère (PPA) ont vu le jour et de nombreuses actions ont été 

entreprises afin de respecter ces valeurs réglementaires et protéger les populations.  
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Parmi les méthodes utilisées pour évaluer les concentrations en polluants auxquels sont 

exposées les populations, la modélisation numérique a connu un réel essor durant les dernières 

années en permettant de pallier à certains inconvénients de la seule mesure sur site (données 

ponctuelles, temps d’acquisition nécessaire, représentation spatiale limitée, etc.). De nombreux 

modèles existent pour modéliser la pollution de l’air (Korsakissok, 2009; Michelot et al., 

2015). Parmi ceux-ci, la mécanique des fluides numériques (CFD, Computational Fluid 

Dynamics) a montré un réel intérêt pour la modélisation à micro échelle (à l’échelle du quartier) 

sur des distances allant de 100 m à 1 km (Korsakissok, 2009), offrant des résultats plus 

probants en présence de bâtiments que de simples modèles gaussiens à cette échelle (Bady, 

2017). De plus, de nombreux phénomènes physiques et chimiques tels que les effets de la 

végétation, ou encore les effets de la stabilité atmosphérique sur le transport des polluants de 

l’air peuvent y être modélisés.  

Cette thèse fait partie d’un cadre multidisciplinaire incluant des notions de qualité de l’air, de 

chimie, mais aussi de physique atmosphérique ainsi que mécanique des fluides et de 

modélisation numérique, et est restreinte au développement de modèles CFD pour la 

modélisation de la dispersion des oxydes d’azote et des particules fines en milieu urbain. Elle 

a deux principaux objectifs qui se complètent : (1) un objectif purement scientifique en 

développant un modèle 3D pour la modélisation de la pollution de l’air à l’échelle urbaine et en 

y incluant tous les phénomènes pouvant impacter la dispersion des polluants dans les villes ; 

(2) un objectif technique en améliorant l’applicabilité de ce type de modèle à des fins 

d’ingénieur dans des contextes techniques de conception, compréhension et diagnostic.  

 

2. Modélisation CFD de la qualité de l’air à l’échelle du quartier 

2.1. Développement de nouveaux codes de calcul CFD 

La modélisation CFD de la dispersion des polluants de l’air en zone urbaine nécessite la prise 

en compte de nombreux phénomènes tels que la stabilité atmosphérique liée aux échanges 

thermiques, l’impact de la végétation sur l’écoulement, mais également sur le transport des 

polluants, la chimie atmosphérique, etc. Ces différents phénomènes sont illustrés en Fig. 1. 

Dans le cadre de cette thèse, deux nouveaux modèles CFD basés sur la bibliothèque 

OpenFOAM ont été développés pour pouvoir modéliser les différentes stabilités 
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atmosphériques et plusieurs modules ont également été développés pour inclure les 

phénomènes additionnels liés à la végétation et de chimie atmosphérique. Ces modèles, leurs 

équations directrices et leurs hypothèses sous-jacentes sont résumés ci-après. 

 

Fig. 1 – Illustration des processus physiques et chimiques gouvernant l’évolution des polluants atmosphériques 

dans la canopée urbaine. 

 

2.1.1. Le cas isotherme des atmosphères neutres 

Le premier modèle qui a été développé, et nommé Solveur à Convection Forcée (Forced 

Convection Solver, FCS), s’est basé sur le solveur pimpleFoam de la bibliothèque OpenFOAM. 

Ce dernier, destiné à la modélisation des écoulements de fluides incompressibles et turbulent 

est tout à fait désigné pour la modélisation des écoulements d’air en atmosphère neutre. En 

effet, d’une part l’air peut être considéré comme un fluide incompressible pour des vitesses 

inférieures à 100 m/s, car conduisant un nombre de Mach inférieur à 0.3 (Amiroudine and 

Battaglia, 2014; Anderson, 2009) et, d’autre part, l’écoulement de l’air dans l’atmosphère est 

fortement turbulent (Sportisse, 2008). Les équations directrices résolues par ce solveur 

correspondent aux équations de Navier-Stokes pour un fluide incompressible et sont données 
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ci-dessous avec l’équation de conservation de la masse (1) et de conservation de la quantité de 

mouvement (2).  

 �. � = 0 (1) 
 

 
	�	
 + �. (��) = − 1� �� + ��� (2) 

 

avec � la vitesse, 
 le temps, � la masse volumique, � la pression et � la viscosité cinématique. 

Plusieurs méthodologies existent en mécanique des fluides numérique afin de résoudre ces 

équations et inclus les méthodes DNS (Direct Numerical Simulation), LES (Large-Eddy 

Simulation) et RANS (Reynolds-Averaged Navier-Stokes). Dans le cadre de ce travail, la 

méthodologie RANS a été retenue, car étant la plus appropriée à la modélisation dans un 

contexte d’ingénierie et pour des échelles allant de la centaine de mètres au kilomètre 

(Korsakissok, 2009; Michelot et al., 2015). L’idée derrière cette méthodologie et de 

transformer les quantités instantanées (vitesse, pression, etc.) en une composante moyenne et 

une composante fluctuante. Les équations précédentes, respectivement (1) et (2), sont alors 

remplacées par les équations ci-après, respectivement (3) et (4). 

 ∇. � = 0 (3) 
 

 
	�	
 + �. (��) = − 1� �� + ��� − ∇. �′�′!!!!! (4) 

 

avec � la composante moyennée de la vitesse, 
 le temps, � la masse volumique, � la 

composante moyennée de la pression, � la viscosité cinématique, �′ la composante fluctuante 

de la vitesse et �′�′!!!!! le tenseur des contraintes de Reynolds.  

L’utilisation d’une méthodologie de type RANS entraine l’apparition d’un nouveau terme, le 

tenseur des contraintes de Reynolds, qui nécessite alors l’utilisation d’un schéma de fermeture 

des flux turbulents. Ces schémas, ou modèles de turbulence sont de plusieurs types et les plus 

communément utilisés en modélisation atmosphérique sont les modèles isotropiques à deux 

équations de type k-ε avec en particulier les modèles standard et RNG (Franke et al., 2004). 
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Enfin, ce solveur en l’état ne permet que le calcul de l’écoulement d’air. Une nouvelle équation 

a donc dû être implémentée afin de résoudre le transport de polluants et correspond à l’équation 

d’advection-diffusion turbulente (5) donnée ci-dessous et fréquemment retrouvée dans la 

littérature scientifique (Di Sabatino et al., 2007; Takano and Moonen, 2013; Wen and Malki-

Epshtein, 2018). 

 
	�	
  +  ∇. (��) −  ∇. 781� + �
5�
9 ∇�: =  2 (5) 

 

avec � la concentration en polluants, 
 le temps, � la vitesse, 13 le coefficient de diffusion 

moléculaire, �4 la viscosité turbulente,  5�4 le nombre de Schmidt turbulent et 2 le terme source 

d’émissions. 

Il est finalement nécessaire de noter que le nombre de Schmidt turbulent, 5�4, est un paramètre 

important afin de tenir compte de la diffusion turbulente, mais n’est pas calculable. De plus, la 

valeur de ce paramètre varie généralement entre 0.3 et 1.2 et impacte significativement le 

résultat final Tominaga and Stathopoulos (2007). Sa valeur doit donc être choisie avec soin 

et, le plus souvent, après comparaison avec des résultats de référence. 

 

2.1.2. Le cas des atmosphères stables et instables 

Le second modèle qui a été développé, et nommé Solveur à Convection Mixte (Mixed 

Convection Solver, MCS), s’est basé sur le solveur buoyantPimpleFoam de la bibliothèque 

OpenFOAM. 

Ce solveur est très similaire à celui utilisé précédemment pour le modèle à convection forcée à 

la différence qu’il s’affranchit de l’hypothèse d’incompressibilité du fluide et qu’il permet la 

modélisation des échanges thermiques au sein de l’atmosphère rendant alors possible la 

modélisation d’atmosphères stables et instables.  

Les équations de Navier-Stokes incompressibles données précédemment sont alors remplacées 

par leurs homologues compressibles présentées ci-après avec l’équation de conservation de la 

masse (6), de la quantité de mouvement (7) et de l’énergie (8).  
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	�	
 + �. (��) = 0 (6) 

 

 � 8	�	
 + �. ��9 = −�� + �.  e2fB@@1(�)g − � h23 fB@@(�. �)i + �\ (7) 

 

 
	�Z	
 + �. (��Z) + 	�j	
 + �. (��j) + �. (��) = �. ^kB@@�Z` + �\. �  (8) 

 

Avec � la vitesse, 
 le temps, � la pression, � la masse volumique, Z l’énergie thermique, 1(�) 

le tenseur des déformations précisé en (9), j l’énergie cinétique précisée en (10), \ 

l’accélération de pesanteur, fB@@ la viscosité effective définit comme étant la somme entre la 

viscosité moléculaire et turbulente et kB@@ la diffusion thermique effective définit comme étant 

la somme des diffusions thermiques laminaire et turbulente. 

 1(�) = 12 l�� + (��)mn (9) 

 
 j ≡  |�|H/2 (10) 

Comme pour le cas du solveur à convection forcée, la méthodologie RANS est utilisée afin de 

résoudre les équations du solveur à convection mixte et l’équation d’advection-diffusion 

turbulente a été implémentée dans le code de calcul afin de pouvoir résoudre le transport des 

polluants atmosphériques. 

 

2.1.3. Autres phénomènes considérés 

Au-delà des considérations de stabilité atmosphérique, d’autres phénomènes peuvent avoir un 

impact sur le transport des polluants dans l’atmosphère. En l’occurrence, la végétation 

(Buccolieri et al., 2018), la chimie des oxydes d’azote (Seinfeld and Pandis, 2016) et la 

turbulence induite par les véhicules (Vachon et al., 2002) sont communément cités comme 

étant des phénomènes ayant des impacts significatifs sur les concentrations en polluants 

atmosphériques et devant donc être considérés. 
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Des modules ont été ajoutés aux deux solveurs cités précédemment afin de prendre en compte 

les effets de la végétation ainsi qu’une chimie simplifiée des oxydes d’azote et un descriptif des 

équations directrices pour ces différents phénomènes est donné ci-après. La turbulence induite 

par les véhicules n’a cependant pas pu être traitée dans les délais impartis. 

 

Prise en compte des effets de la végétation sur le transport des polluants 

La végétation peut agir de plusieurs façons sur le transport des polluants dans l’air. Parmi les 

différents phénomènes existants, certains ont déjà été bien investigués dans le cadre de la 

modélisation CFD comme par exemple l’impact de la végétation sur l’écoulement de l’air et la 

génération de turbulence (Buccolieri et al., 2018; Dalpé and Masson, 2009; Katul et al., 

2004; Santiago et al., 2017b). D’après ces auteurs, ces effets peuvent être modélisés par l’ajout 

de termes source et puit dans l’équation du moment, de l’énergie cinétique turbulente et du taux 

de dissipation de l’énergie turbulente. Les termes source/puit correspondants sont 

respectivement donnés ci-après en (11), (12) et (13). 

 5q = −��vk|�|�+  (11) 

 

 5t = ��vkwxJ|�|, − xEy|�|z  (12) 
 

 5u = ��vk {y w�|uxJ|�|, − �}uxEy|�|z  (13) 

 

avec � la masse volumique, �v le coefficient de trainée, k la densité du feuillage (également 

noté PV1), � la vitesse, y l’énergie cinétique turbulente, { le taux de dissipation de la 

turbulence, xJ la fraction d’énergie cinétique convertie en énergie cinétique turbulente par les 

effets de trainée (Buccolieri et al., 2018), xE un coefficient sans dimensions pour tenir compte 

des courts-circuits dans les cascades de turbulence (Buccolieri et al., 2018) et �|u et �}u deux 

nouvelles constantes de turbulence.  

Au-delà de l’impact sur l’écoulement de l’air, la végétation a également un impact direct sur la 

concentration en polluants par dépôt sur les surfaces végétalisées. Ce phénomène peut 

également être modélisé comme un terme puit de concentration (Buccolieri et al., 2018; 

Santiago et al., 2017b) selon l’équation (14). 
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  5E = −kTE�  (14) 
 

avec k la densité du feuillage, TE la vitesse de dépôt et � la concentration en polluants. 

Enfin, une partie des polluants déposés sur les surfaces végétalisées peuvent également être 

remis en suspension et ce phénomène peut être modélisé à l’aide d’un terme source de 

concentration (Hong et al., 2018) donné ci-dessous en (15). 

 5D = −kTD�EéJp�é  (15) 
 

avec k la densité du feuillage, TD la vitesse de remise en suspension et �EéJp�é la concentration 

en polluant déposé sur la surface végétalisée. 

Ce phénomène de remise en suspension n’étant actuellement que très peu étudié, seuls les effets 

de la végétation sur l’écoulement, la turbulence et le dépôt ont été implémentés dans le cadre 

de cette thèse. Ainsi, les termes 5q et 5E ont été inclus aux deux solveurs de calcul (FCS et 

MCS), et un nouveau modèle de turbulence incluant les termes 5t et 5u a été développé sur la 

base du modèle standard k-ε. 

 

Prise en compte d’une chimie simplifiée des oxydes d’azote 

Dans l’atmosphère, les oxydes d’azote (NOx) sont impliqués dans de nombreux mécanismes 

chimiques avec d’autres composés tels que l’ozone (O3), des radicaux libres, les composés 

organiques volatils (COV), le formaldéhyde, etc. (Bliefert and Perraud, 2008). Le dioxyde 

d’azote (NO2), faisant l’objet de contraintes réglementaires européennes et OMS, ne peut donc 

être directement modélisé, car les concentrations résultantes pourraient être biaisées par la non-

prise en compte de ces mécanismes. 

Des mécanismes complexes de chimie troposphérique ont déjà été inclus par le passé dans des 

modèles de CFD (Bright et al., 2013; Kim et al., 2012; Sanchez et al., 2016). Cependant, 

inclure ces mécanismes dans les modèles de mécanique des fluides numérique augmente 

considérablement les temps de calcul jusqu’à un facteur deux (Sanchez et al., 2016), les 

rendant incompatibles avec le domaine de l’ingénierie où la nécessité d’obtenir des résultats 

rapidement et à moindre coût est primordiale.  
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Il existe toutefois une alternative, moins coûteuse en termes de temps de calcul, et qui permet 

la prise en compte d’une chimie simplifiée des oxydes d’azote : l’équilibre photochimique. 

L’équation régissant cet équilibre, appelée équation de Leighton (Leighton, 1961), est donnée 

ci-dessous en (16). 

 l�,n¢££ = �. lU�Hn¢££y,  lU�n¢££ 
 

(16) 

 

avec l�,n¢££, lU�Hn¢££ et lU�n¢££ les concentrations en ozone, dioxyde d’azote et monoxyde 

d’azote à l’équilibre photochimique respectivement, �.  le taux de photolyse du dioxyde d’azote, y, la constante cinétique de la réaction impliquant le monoxyde d’azote et l’ozone. 

Les constantes �. et y,  sont quant à elle calculable à l’aide des équations (17) et (18). 

 y, = 15.33_ . ZK.|}�m  
 

 
(17) 

avec y, la constante cinétique en ppb-1/s et la _ température en K.  

 �. = V. Z(K¤.�B� ¥ )  (18) 
 

avec �. le taux de photolyse du dioxyde d’azote, X l’angle zénithal solaire et V et S deux 

constantes pouvant varier selon les auteurs (V = 0.0167 et S = 0.575 d’après Dickerson et 

al. (1982), V = 0.0130 et S = 0.360 d’après Parrish et al. (1983) ou encore d’après Lattuati 

(1997) V =  0.0155 et S = 0.526). 

L’équation de Leighton permet de calculer de façon analytique les concentrations en NO2 sur 

la base des concentrations en NOx et O3, ce qui n’augmente que marginalement le temps de 

calcul nécessaire. Les équations (16), (17) et (18) ont donc été implémentées dans les deux 

solveurs de calcul. Il reste toutefois important de noter que l’équilibre photochimique ne permet 

pas un calcul des concentrations en NO2 aussi fin que la prise en compte des mécanismes 

complexes cités précédemment, et pour cause, une erreur supérieure à 15% entre ces deux 

modèles chimiques peut être observée pour des températures estivales, des concentrations en 

ozone supérieures à 10 ppb et un rapport VOC/NOx de 0.5 (Sanchez et al., 2016). Une 

alternative est donc nécessaire pour calculer de façon plus fiable les concentrations en dioxyde 

d’azote (Cf. Section 3.3). 
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Prise en compte de la turbulence induite par les véhicules 

La turbulence induite par les véhicules (VIT, Vehicle-Induced Turbulence) dépend de 

nombreux paramètres tels que le nombre de voies de circulation, de véhicules, etc. (Kastner-

Klein et al., 2001) et sa prépondérance varie en fonction de la vitesse du vent (Di Sabatino et 

al., 2007). Ce phénomène peut être modélisé comme un terme source supplémentaire dans 

l’équation de l’énergie cinétique turbulente (Klein et al. 2000). Ce terme source, noté �m, est 

donné ci-dessous en (19). 

 �m = ��EVm¦m�§,S;  
 

(19) 

 

avec �m le terme source de turbulence induite par les véhicules, � la masse volumique du fluide, �E le coefficient de trainée du véhicule, Vm la surface frontale du véhicule, ¦m le nombre de 

véhicules par unité de longueur de route, �§ la vitesse des véhicules, S la largeur de la route et ; une hauteur caractéristique.  

2.2. Notions de domaine de calcul et de conditions aux limites pour la modélisation CFD 

à l’échelle urbaine 

En mécanique des fluides numérique, et plus généralement en modélisation numérique, le choix 

du modèle est d’une importante capitale. Cependant, sa paramétrisation, mais aussi les 

hypothèses de calcul nécessaires peuvent engendrer une variation importante dans les résultats 

du modèle et doit donc également être renseignée et choisie avec soin. Dans le cadre de cette 

thèse, un travail important a été consacré aux notions de domaine de calcul (dimensions du 

domaine, maillage, etc.), conditions aux limites, émissions ainsi qu’à la concentration de fond 

en polluants.  

 

2.2.1. Domaine de calcul 

Le domaine de calcul correspond au volume dans lequel les différentes équations vont être 

résolues. Le choix du domaine de calcul est crucial, car, si ce dernier est trop grand, les temps 

de calcul nécessaires peuvent devenir très importants et, à l’inverse, si il est trop petit, des effets 

de bords altérant la qualité des résultats peuvent être observés. 
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Afin de limiter le temps de calcul nécessaire tout en conservant la qualité des résultats du 

modèle, des recommandations nommées « COST Action 732 guidelines » ont été formulées 

(Franke et al., 2007). En considérant que ; est la hauteur du bâtiment le plus haut dans le 

domaine, une distance minimale de 5; doit être appliquées entre les bâtiments et les parois 

latérales du domaine, la paroi supérieure et la paroi en amont des bâtiments. Une distance 

supérieure de 15; doit être appliquée entre les bâtiments et la sortie du domaine de calcul, mais 

cette distance peut être réduite si l’intérêt n’est pas porté sur l’évolution du fluide en aval de la 

zone. Ces recommandations, communément admises par la communauté scientifique (Blocken, 

2015, 2014) sont souvent retrouvées dans les divers travaux portant sur la modélisation CFD 

de la pollution de l’air (Allegrini et al., 2013; Santiago et al., 2019, 2017b).  

Une étude réalisée dans le cadre de cette thèse a toutefois montré que, en l’absence de bâtiments, 

les résultats dans le domaine de calcul variaient avec le choix de la hauteur du domaine jusqu’à 

atteindre une hauteur de 96 m. Ces résultats suggèrent qu’en plus de la recommandation d’une 

distance minimale de 5; entre les bâtiments et la hauteur du domaine, une distance minimale 

de 96 m doit également être vérifiée. 

Au-delà de la dimension du domaine de calcul, le choix du maillage est également très 

important. En effet, des mailles trop grandes peuvent entrainer des erreurs numériques tandis 

que des mailles trop petites garantiront une certaine qualité dans les résultats obtenus, mais 

entraineront également un temps de calcul plus élevé.  

De façon générale en mécanique des fluides numérique, la taille des mailles est choisie en 

utilisant un indicateur sans dimensions noté =L. Cet indicateur qui dépend de la vitesse de 

l’écoulement, du type de fluide, mais également de la taille des mailles doit être compris entre 

30 et 500 pour la modelisation RANS (Versteeg and Malalasekera, 2007). Cependant, pour la 

modélisation grandeur nature de zones urbaines, respecter ces valeurs entraine une taille de 

maille allant de quelques millimètres à quelques centimètres pouvant entrainer des temps de 

calcul très importants. De ce fait, des mailles entrainant un =L supérieur à 500 sont 

généralement utilisées (Allegrini et al., 2015) avec en règle générale des mailles de 1 m dans 

la zone d’intérêt et de 0.5 m à proximité des murs des bâtiments, du sol et des sources 

d’émissions (Di Sabatino et al., 2007; Flores et al., 2013; Sanchez et al., 2017; Vranckx et 

al., 2015). 
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Des études réalisées dans le cadre de cette thèse ont montré qu’une telle résolution (0.1 m et 

0.5 m à proximité des parois et des sources d’émission) est suffisante à l’obtention de résultats 

insensibles à la taille des mailles tout en entrainant un nombre de mailles et donc un temps de 

calcul raisonnable pour des applications au domaine de l’ingénierie.  

 

2.2.2. Conditions aux limites 

Conditions usuelles 

Les conditions aux limites sont des valeurs ou des fonctions spécifiées au niveau des limites du 

domaine de calcul. Elles sont entre autres spécifiées afin de prendre en compte les phénomènes 

extérieurs au domaine de calcul, mais agissant à l’intérieur de celui. 

En mécanique des fluides numérique appliquée à la qualité de l’air, les conditions aux limites 

au niveau des parois latérales du domaine ainsi que du toit sont presque toujours les mêmes et 

correspondent à une condition de symétrie. Cette condition est choisie afin de créer un tunnel 

artificiel afin de guider l’écoulement de la face d’entrée d’air vers la face de sortie, il est donc 

nécessaire d’avoir une distance suffisante entre ces parois et la zone d’intérêt afin d’éviter de 

contraindre l’écoulement et donc, de biaiser les résultats (Franke et al., 2007). La condition au 

niveau des murs des bâtiments (et autres obstacles) ainsi que du sol est une condition de non-

glissement entrainant une vitesse nulle. La condition au niveau de la face de sortie est quant à 

elle une condition de pression constante entrainant un gradient de vitesse nul (Franke et al., 

2007).  

La condition au niveau de la face d’entrée est enfin sujette à variation selon les auteurs et on 

trouvera d’une part ceux qui utilisent une condition dite « en loi puissance » et ceux qui utilisent 

une condition dite « logarithmique ». 

La condition en loi puissance est décrite par Tominaga et al. (2008). Les équations de la 

vitesse, de l’énergie cinétique turbulente ainsi que de la dissipation d’énergie cinétique 

turbulente sont données en (20), (21) et (22). 
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 �(M) = �DB@ h MMDB@i
 

 
(20) 

 

 y(M) = l�(M)?(M)n² 
 

(21) 

 

 {(M) = ky(M)�®.H �DB@MDB@ h MMDB@iK.
 

 
(22) 

 

 ?(M) = 0.1 8 MM¯9(KK�.�})
 

 
(23) 

avec �(M) la vitesse, M l’altitude, �DB@ la vitesse de référence à l’altitude de référence MDB@, k 

le coefficient de la loi puissance, y(M) est l’énergie cinétique turbulente, ?(M) est l’intensité 

turbulente calculée avec (23), {(M) le taux de dissipation de l’énergie cinétique turbulente, �® 

une constante CFD (généralement égale à 0.09) et M¯ la hauteur de la couche limite qui peut 

être déterminée suivant le terrain d’après Tominaga et al. (2008). 

La condition logarithmique est décrite par Richards and Norris (2011). Les équations de la 

vitesse, de l’énergie cinétique turbulente ainsi que de la dissipation d’énergie cinétique 

turbulente sont données en (24), (25) et (26). 

 �(M) = �∗°tKu ±� 8 MM�9 
 

(24) 

 

 y(M) = �∗H��® 
 

(25) 

 

 {(M) = �∗,°tKuM 
 

(26) 

avec �(M) la vitesse, �∗ la vitesse de friction, °tKu la constante de von Kármán impliquée par 

le modèle k-ε, z l’altitude, M� la longueur de rugosité, y(M) l’énergie cinétique turbulente, {(M) 

le taux de dissipation de l’énergie cinétique turbulente et �® une constante CFD (généralement 

égale à 0.09). 
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La vitesse de friction peut être calculée sur la base d’une vitesse �� à une hauteur ℎ donnée en 

utilisant l’équation (27) dérivée de l’équation (24) et °tKu peut être calculé en utilisant 

l’équation (28) sur la base des constantes �u., �uH et �u du modèle de turbulence. 

 �∗ = °tKu��ln (ℎ/M�) 
 

(27) 

 

 °tKu = ´(�uH − �u.)�u��® 
 

(28) 

Les deux types de conditions aux limites de vitesse et turbulence en entrée du domaine de calcul 

sont disponibles dans OpenFOAM. Sauf mention contraire, la condition logarithmique donnée 

par Richards and Norris (2011) est préférée dans le cadre de cette thèse. 

 

Amélioration de la condition aux limites en entrée du domaine de calcul 

Les conditions d’entrée citées précédemment sont régulièrement utilisées dans la littérature 

comme condition d’entrée de vent en zones urbanisées ou non. Ces conditions, bien 

qu’adéquates pour des terrains plats sans grands obstacles, ne sont cependant pas adaptées dans 

la canopée urbaine. En effet, en zones urbaines, les profils de vitesse en présence de bâtiments 

sont fortement modifiés et diffèrent des profils logarithmiques ou de type puissance qui ne sont 

atteints que pour des altitudes bien supérieures à celle du bâti (Coceal et al., 2007). Les mêmes 

observations ont été faites plus récemment par Mauree et al. (2017b), sur la base de résultats 

de campagnes de mesures réalisées sur un campus universitaire en Suisse.  

Afin de spécifier des profils de vitesse et de turbulence plus cohérents en entrée du domaine de 

calcul, deux options sont possibles : (1) déterminer le nombre minimal de bâtiments à mettre 

en amont de la zone d’intérêt afin de passer d’un profil logarithmique à un profil impacté par le 

bâti ou, (2), spécifier en condition d’entrée des profils de vitesse et turbulence pré-impacté par 

le bâti. Dans le cadre de cette thèse, la seconde option a été étudiée et, pour cela, un couplage 

avec un modèle 1D nommé CIM (Canopy Interface Model) a été étudié.  

Le modèle CIM, conçu dans le cadre de la thèse à Mauree (2014), est un code de calcul 

développé en langage Fortran et capable de reproduire des profils 1D de vitesse, de turbulence 
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et de température en zone urbaine sur la base de conditions de vent (vitesse, direction, 

température) impactées par la présence de bâtiments.  

Avant de coupler le modèle CIM au modèle CFD, des profils de vitesse obtenus par ces deux 

modèles ont été comparés pour une zone urbaine donnée afin de vérifier la capacité de CIM à 

reproduire un profil de vitesse calculé en CFD. Les résultats de cette comparaison sont proposés 

en Fig. 2 et ce pour deux cas de figure : cas 1, où CIM est paramétré avec une évolution 

constante des dimensions des bâtiments selon l’altitude et, cas 2, où CIM est paramétré avec 

une évolution variable des dimensions des bâtiments selon l’altitude. 

 

 

Fig. 2 – Comparaison entre les profils de vitesse obtenus avec la CFD et avec le modèle CIM (à gauche avant 

égalisation des flux, à droite après égalisation des flux). 
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Les premiers résultats de comparaison, présentés en Fig. 2 (A), montrent que le profil de vitesse 

obtenu avec le modèle CIM a une allure très proche de celui obtenu en CFD notamment dans 

le cas 1. Les vitesses sont cependant plus fortes avec le modèle CFD qu’avec le modèle CIM. 

Ce constat est normal, car le modèle CIM est en réalité non conservatif sur le flux pour 

permettre une perte de quantité de mouvement dans le domaine. Ainsi, pour une condition de 

vitesse donnée, une modification des dimensions des bâtiments entrainera des profils de vitesse 

avec des flux différents. Afin de pouvoir comparer les résultats des deux modèles à flux 

identique, la simulation CFD a été relancée avec une vitesse plus faible correspondant au même 

flux que celui obtenu avec CIM. Les résultats correspondants sont proposés en Fig. 2 (B). Les 

résultats obtenus avec CIM dans le cas 1 ne diffèrent que de l’ordre de 5% par rapport au modèle 

CFD pour les plus basses altitudes (M < 20 m) et de 10% au-delà. Le modèle CIM est ainsi 

capable de reproduire des profils de vitesse similaires à ceux que l’on peut obtenir avec le 

modèle CFD à convection forcée. Ces résultats sont d’autant plus intéressants que le temps de 

calcul pour leur obtention était de l’ordre de quelques dizaines de seconds pour CIM contre près 

d’un jour sur 48 cœurs CPU en CFD.  

Compte tenu des résultats précédents, le modèle CIM a été couplé avec le modèle CFD à 

convection forcée et une nouvelle comparaison a été réalisée afin de comparer les résultats 

obtenus sur la dispersion des polluants. Trois cas ont été considérés et sont illustrés en Fig. 3 : 

• Cas 1 : un domaine numérique complet est considéré avec un profil logarithmique de 

vent en entrée du domaine (cas de référence). 
 

• Cas 2 : le domaine numérique précédent est considéré avec les mêmes conditions 

d’entrée, mais la première ligne de bâtiment a été supprimée (cas de contrôle). 
 

• Cas 3 : le domaine numérique a été réduit entre l’entrée du domaine et les bâtiments et 

débute après la première ligne de bâtiments supprimée dans le cas 2. Les résultats du 

modèle CIM appliqués à la première ligne de bâtiments (non pris en compte dans le 

domaine numérique) et suivant un pas de 24 m dans la direction transverse à 

l’écoulement ont été pris comme condition d’entrée du modèle CFD (cas de couplage 

CIM/CFD).  

 



 
 

 2. Modélisation CFD de la qualité de l’air à l’échelle du quartier 
 

279 
 

 
Fig. 3 – Illustration des trois cas considérés avec (A) le cas 1 avec tous les bâtiments, (B) le cas 2 avec la 

première ligne de bâtiments supprimée et les mêmes conditions d’entrée et (C) le cas 3 où le domaine numérique 

a été réduit et les conditions obtenues avec CIM ont été utilisées en entrée. 

 

 
Fig. 4 – Comparaison des champs de vitesse dans la zone où les bâtiments ont été supprimés pour (A) le cas 1, 

(B) le cas 2 et (C) le cas 3. 

 

Avant de comparer les résultats sur les concentrations, une première comparaison peut être 

réalisée sur le champ de vitesse au niveau d’un plan vertical et transverse à l’écoulement pris 

au niveau de la ligne de bâtiments supprimée (Cf. Fig. 4). Ces résultats montrent que le champ 

de vitesse obtenu avec le couplage CIM/CFD (cas 3) est proche de celui obtenu pour le cas de 
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référence (cas 1). Le cas 2 entrainant en toute logique des résultats très différents, constants sur 

toute la largeur du domaine (absence de bâtiments et condition logarithmique en entrée du 

domaine). 

 
Fig. 5 – Comparaison des résultats sur les concentrations en polluants pour les trois cas considérés avec (A) le 

cas 1, (B) le cas 2 et (C) le cas 3. 

 

Les résultats sur les concentrations en polluants sont enfin présentés en Fig. 5. D’après les Fig. 

5 (A) et Fig. 5 (B) des différences peuvent être observées sur les concentrations en polluants 

modélisées lorsque l’on supprime la première ligne de bâtiments dans la direction de 

l’écoulement (les principales différences sont précisées par les flèches blanches). Les résultats 

obtenus après couplage CIM/CFD et présentés en Fig. 5 (C) sont pour leur part plus proches 

de la référence, montrant que la suppression de la première ligne de bâtiments a été compensée 

par l’utilisation de CIM. Enfin, il faut noter que le maillage utilisé dans le cas 1 et 2 est composé 

de 7,25 millions de mailles contre 5.5 millions pour le cas 3. Le couplage CIM/CFD a ainsi 

permis de diminuer le nombre de mailles ce qui a diminué de 20% le temps de calcul nécessaire. 
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2.3. Validation des modèles CFD 

Les différents modèles CFD développés dans le cadre de cette thèse ont été validés sur un total 

de 7 cas tests. Un résumé des cas tests est proposé dans le Tableau 1. Dans le cadre de ce 

résumé étendu, seul un cas test est présenté et correspond au cas test de Cui et al. (2016). Ce 

dernier a été retenu, car il correspond au cas test le plus complexe parmi tous ceux étudiés. En 

effet, ce cas test comprend des bâtiments asymétriques, et effets de bords au niveau des 

bâtiments et des structures d’écoulement 3D. De plus, les résultats expérimentaux sont donnés 

à la fois pour les vitesses et les concentrations à l’intérieur et à l’extérieur des bâtiments et le 

tout, en considérant une atmosphère très instable. 

Tableau 1 – Résumé des cas tests utilisés pour la validation des modèles CFD développés. 

 
Types de 
données 

Type de 
zone étudiée  

Type de 
mesures 

Phénomènes 
additionnels 

Paramètres 
disponibles 

Auteurs 

2D
 

3D
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ts
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e 
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s 
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V
it
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C
on

ce
nt

ra
tio

n 

T
em

pé
ra

tu
re

 

Soulhac et al. (2001)            

Gamel (2015)            

CODASC database            

Uehara et al. (2000)            

Cui et al. (2016)            

Irvine et al. (1997)            

Vermeulen et al. (2009)            

 

Cui et al. (2016) ont étudié en soufflerie l’évolution de la vitesse du vent et des concentrations 

en polluants pour un profil vertical entre deux bâtiments (* = P/2), et, pour un profil horizontal 

à l’intérieur d’une pièce située dans le bâtiment aval (M = 5P/8). Le sol entre les deux bâtiments 

a été chauffé avec une température _C variable selon les cas étudiés et l’air a été injecté dans la 

soufflerie avec une température fixée à _a = 288 K. Parmi les cas disponibles, un cas très 

instable entrainant un nombre de Richardson négatif (�0 = -1.22) a été utilisé. Leur cas 

expérimental était totalement en trois dimensions avec un bâtiment en aval plus grand, ouvert 
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vers l’extérieur dans le sens de l’écoulement. Une source d’émissions était également placée 

sur le toit du bâtiment amont en * = = = 0 et où une émission de 0.087 g/s a été appliquée. 

Les simulations ont été réalisées à l’aide du solveur à convection mixte et le modèle de 

turbulence RNG k-ε, en spécifiant une température au niveau du sol (entre les bâtiments) de _C = 423 K et en utilisant les mêmes conditions d’entrée (vitesse, turbulence et température) 

que celles mesurées par Cui et al. (2016).  Une condition de sortie libre à pression 

atmosphérique a été spécifiée en sortie du domaine et des conditions de symétrie ont été 

appliquées au niveau des parois latérales et du toit du domaine. Une condition de non-

glissement avec loi de paroi standard a été appliquée au niveau du sol et des parois des 

bâtiments. Enfin, les recommandations de Franke et al. (2007) ont été suivies concernant les 

dimensions minimales dans le domaine de calcul. Une illustration du domaine de calcul ainsi 

obtenu est présentée en Fig. 6. 

 
Fig. 6 – Illustration des conditions aux limites et dimensions du domaine de calcul pour le cas test de Cui et al. 

(2016) avec P = 0.16 m. 
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Un test de sensibilité au maillage a été réalisé en utilisant le GCI (Grid Convergence Index) 

formulé par Roache (1994). Ce paramètre a été étudié d’une part à l’extérieur des bâtiments et, 

d’autre part, à l’intérieur de ceux-ci. Un GCI inférieur à 5% a été obtenu pour des mailles de 

2.5 mm à l’extérieur et de 0.625 mm à l’intérieur du bâtiment en comparaison de mailles de 

5 mm et 1.25 mm respectivement. Ce maillage a ainsi été retenu pour les modélisations. Le =L 

correspondant est de l’ordre de 50 à l’extérieur et 15 dans le bâtiment. Une illustration des 

maillages obtenus est proposée en Fig. 7. 

 
Fig. 7 – Illustration du maillage (A) au niveau des deux bâtiments avec la surface chauffée en orange et la source 

d’émission en rouge (taille des mailles de 2.5 mm) et (B) au niveau de la fenêtre amont et à l’intérieur de la pièce 

(taille des mailles de 0.625 mm). 

 

La vitesse adimensionnelle dans le sens de l’écoulement �/�DB@ ainsi que la concentration 

adimensionnelle �∗ entre les bâtiments (* =  P/2) en fonction de la hauteur adimensionnelle M/P sont proposés en Fig. 8. La concentration adimensionnelle a été calculée à l’aide de 

l’équation (29) avec �DB@ = 0.7 m/s, ;DB@ = 0.08 m, P = 0.16 m et Q3 = 0.087 g/s selon Cui et 

al. (2016).  

 �∗ = �. �O. ;Q3/P  (29) 

 

D’après la Fig. 8, le profil de vitesse à l’extérieur des bâtiments est correctement reproduit par 

le modèle numérique. En effet, les résultats numériques sont très proches des résultats 

expérimentaux, en particulier pour M/P > 0.55. Les vitesses sont toutefois légèrement sous-

estimées pour les altitudes plus basses. Pour ce qu’il s’agit des concentrations, les résultats 
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expérimentaux sont bien reproduits par le modèle numérique avec les nombres de Schmidt 

turbulent considérés (0,2, 0,25 et 0,3). Les meilleurs résultats sont obtenus avec 5�4 = 0.2.   

 
Fig. 8 – Comparaison entre la vitesse adimensionnelle dans le sens de l’écoulement et la concentration 

adimensionnelle entre les résultats numériques du modèle CFD et les mesures expérimentales de Cui et al. 

(2016) à l’extérieur. 

 

La vitesse adimensionnelle dans le sens de l’écoulement �/�DB@ ainsi que la concentration 

adimensionnelle �∗ dans le bâtiment à l’aval en fonction de la distance adimensionnelle */P 

sont proposés en Fig. 9.  

Les résultats montrent une importante surestimation des vitesses juste après la première fenêtre 

(*/P = 1.0). Les vitesses sont toutefois très bien reproduites au-delà à partir de */P = 1,2 et 

jusqu’à la seconde fenêtre. En termes de concentrations, les résultats expérimentaux sont 

également très bien reproduits et en particulier avec 5�4 = 0.25. Il faudra enfin noter que, quel 

que soit le nombre de Schmidt turbulent considéré, le modèle numérique donne globalement 

une concentration constante dans toute la pièce du bâtiment aval tandis que les résultats 

expérimentaux montrent des variations selon l’emplacement dans la pièce. Ces variations sont 

cependant faibles et globalement incluses dans les incertitudes des mesures. 
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Fig. 9 – Comparaison de la concentration adimensionnelle dans le sens de l’écoulement et de la concentration 

adimensionnelle entre le modèle numérique et les résultats expérimentaux de Cui et al. (2016) à l’intérieur du 

bâtiment aval. 

 

En dernier lieu, plusieurs critères de performances ont été calculés afin de comparer les résultats 

et en distinguant les résultats à l’intérieur et à l’extérieur des bâtiments. Ces critères 

correspondent au RS (Fractional Bias), au �> (Geometric Mean bias), au T> (Geometric 

Variance), au U�52 (Normalized Mean Square Error), au RV�2 (the fraction of predictions 

within a factor of two observations), au UV2 (Normalized Absolute Error), et à la Target. La 

définition de ces critères ainsi que les objectifs et valeurs généralement admises peuvent être 

retrouvés dans Chang and Hanna (2004) et Thunis et al. (2012). Les résultats sont quant à 

eux proposés dans le Tableau 2. 

D’après les données présentées dans le Tableau 2, les meilleurs résultats à l’extérieur des 

bâtiments sont obtenus avec 5�4 = 0,2 conduisant à une erreur globale de 8%. Les résultats avec 5�4 = 0,25 sont également bons avec une erreur globale de 10%. Les meilleurs résultats à 

l’intérieur du bâtiment sont obtenus pour 5�4 = 0,25 entrainant une erreur globale de 6%. Le 
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nombre de Schmidt turbulent permettant de minimiser l’erreur dans les deux cas (intérieur est 

extérieur) est donc 0,25.  

Tableau 2 – Evaluation des performances du solveur à convection mixte sur la base des données de Cui et al. 

(2016) à l’intérieur et à l’extérieur des bâtiments. 

 FB MG VG NMSE FAC2 NAE Target 

RNG k-ε, extérieur       

Sct = 0.2 0.016 1.016 1.014 0.000 1.024 8% 0.27 

Sct = 0.25 -0.070 0.932 1.018 0.005 1.090 10% 0.32 

Sct = 0.3 -0.175 0.839 1.047 0.031 1.210 17% 0.57 

RNG k-ε, intérieur        

Sct = 0.2 0.173 1.189 1.036 0.030 0.846 17% 2.27 

Sct = 0.25 -0.023 0.977 1.006 0.001 1.029 6% 1.01 

Sct = 0.3 -0.128 0.879 1.023 0.017 1.143 13% 2.01 

Objectif        

Valeur cible 0 1 0 0 1 0% 0 

Gamme admise -0.3 < x < 0.3 0.7 < x < 1.3 < 4 < 1.5 0.5 < x < 1.5 - < 0.5 

 

D’après les résultats précédents, le solver à convection mixte est capable de bien reproduire des 

profils de vent et concentration en polluants en environnement à la fois extérieur et intérieur 

dans le cas d’une atmosphère très instable. 

Sur la base de ce résultat, mais également d’après les résultats des autres cas tests non présentés 

ici, les différents modèles CFD (à convection forcée et à convection mixte, avec ou sans 

végétation) sont valides pour la modélisation des écoulements d’air en milieu urbain, pour 

diverses stabilités atmosphériques et en présence ou absence de végétation. 

 

3. Méthodologies pour l’évaluation de la qualité de l’air à l’échelle urbaine 

Dans le cadre de ce travail de thèse, outre le développement de différents modèles CFD, de 

nombreuses méthodologies ont été développées pour l’étude et la modélisation 3D de la qualité 

de l’air et valorisées sous forme d’articles de recherche publiés dans des journaux à portée 

internationale. Ces différentes méthodologies sont données ci-après. 
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3.1. Evaluation de la distribution continue des vitesses de vent sur la base de données 

discrètes 

Il est possible dans certains cas que les données continues de vent ne soient pas disponibles et 

que seules des données issues de roses des vents le soient. Ces dernières rendent compte du 

taux d’occurrence d’uniquement quelques gammes de vitesses (4 gammes dans l’exemple de la 

Fig. 10) quand les premières rendent compte des fréquences de toutes les vitesses de vent. Or, 

en modélisation, et notamment en mécanique des fluides numériques, chaque vitesse de vent 

entraine un résultat en concentration en polluant différent. Il serait donc intéressant de pouvoir 

évaluer la distribution continue des fréquences du vent sur la base de données discrète de roses 

des vents lorsque seules ces dernières sont disponibles. Ce point fait l’objet de la première 

méthodologie présentée ici et conçue dans le cadre de cette thèse. 

 

 
Fig. 10 – Exemple de roses des vents à Brest, Lille, Nîmes et Strasbourg (Reiminger et al., 2020b). 
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Cette méthodologie repose sur une fonction sigmoïde à cinq paramètres (k, x., xH, º. et ºH, 

tous positifs) donnée ci-après en (30). 

 G(�) = k. 8−1 + 11 + x.. ZKÀ�.§ + 11 + xH. ZÀ .§9 (30) 

 

Les paramètres de l’équation (30) peuvent être déterminés à l’aide d’un solveur et des données 

de rose des vents. Pour cela, deux équations supplémentaires sont nécessaires : l’équation (31) 

pour chaque gamme de vitesse disponible dans la rose des vents, et l’équation (32) pour fermer 

le système d’équations (dans le cas de la Fig. 10, les roses des vents donnent les fréquences de 

vent pour quatre gammes de vitesse et une cinquième équation est nécessaire pour déterminer 

les cinq paramètres inconnus). 

 � G(�). �� = �
a RT�la;�l (31) 

 

 G(0) = 0 (32) 
 

avec G(�) la fonction sigmoïde (30) et RT�la;�l la fréquence de vent relative donnée par la rose 

des vents pour une gamme de vitesse allant de � inclus à Â exclu. 

Un exemple de résultat d’interpolation est proposé en Fig. 11 (A) avec (A1) la distribution 

initiale avec quatre gammes de vitesse issue de la rose des vents et (A2) la distribution réelle 

des données météorologiques ainsi que le résultat continu de la fonction sigmoïde en rouge. En 

appliquant cette méthodologie à toutes les directions de vent des roses présentées en Fig. 10, 

l’erreur de l’interpolation est en moyenne de 11.7%.  

Cette méthodologie peut cependant sous-estimer la fréquence des faibles vitesses de vent (voir 

Fig. 11 (B2), courbe rouge) ce qui devient problématique pour la modélisation. En effet, plus 

la vitesse du vent est faible, plus la concentration en polluants modélisée est élevée. Sous-

estimer la fréquence des vitesses faibles c’est donc sous-estimer les plus fortes concentrations 

en polluants. Pour pallier à ce problème, une fonction sigmoïde optimisée a été proposée.  
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Fig. 11 – (A-B) Illustration des résultats de la fonction sigmoïde et de la fonction sigmoïde optimisée et (C) 

comparaison des deux méthodes (Reiminger et al., 2020b). 

 

La fonction sigmoïde optimisée se base toujours sur les équations (30) et (31) mais cette fois-

ci, l’équation (33) remplace de l’équation (32). 

 G(0) = RT�l�;l RT�l�,lRT�l,Ãl (33) 

 

avec RT�l�,l la fréquence de vent relative pour la première gamme de vitesse de la rose des 

vents et RT�l,Ãl la fréquence pour la seconde gamme de vitesse (en gardant l’exemple 

précédent k = 1.5 et x = 4.5). 

Cette fonction est à appliquer si et seulement si la fréquence de la première gamme de vitesse 

dans la rose des vents est inférieure à celle de la seconde gamme, comme dans l’exemple donné 

en Fig. 11 (B1). Dans le cas contraire, la méthodologie non optimisée utilisant l’équation (32) 

reste valable et doit être appliquée. Le résultat de cette optimisation est illustré par la courbe 

bleue en Fig. 11 (B2).  
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Enfin, l’apport de cette optimisation a été quantifié sur la base des directions de vent des quatre 

roses des vents précédentes nécessitant d’utiliser la méthode optimisée (49 directions sur un 

total de 72). La Fig. 11 (C) montre le résultat de cette comparaison : la fonction optimisée 

engendre une erreur plus faible que la fonction basique par rapport aux données 

météorologiques réelles avec en moyenne 15.2% d’erreur contre 19.4% respectivement, soit 

une amélioration de la précision de près de 25%.  

Tous les détails de cette méthodologie pourront être retrouvés dans l’article originel : 

Reiminger, N.1, Jurado, X.1, Vazquez, J., Wemmert, C., Dufresne, M., Blond, N., Wertel, J., 

2020. Methodologies to assess mean annual air pollution concentration combining 

numerical results and wind roses. Sustainable Cities and Society, 59, 102221. 

DOI: 1016/j.scs.2020.102221 

 

3.2. Calcul de la concentration moyenne annuelle en polluants sur la base de résultats 

numériques 

L’Union Européenne (UE) ainsi que l’Organisation Mondiale de la Santé (OMS) ont fixé des 

concentrations seuils et des concentrations cibles en polluants atmosphériques à respecter pour 

limiter l’impact de la pollution de l’air sur la santé. Il existe plusieurs types de valeurs seuils et 

cibles tels que les valeurs moyennes annuelles, les valeurs moyennes journalières ainsi que les 

valeurs moyennes horaires.  

Des études ont montré que les valeurs moyennes annuelles sont généralement plus difficiles à 

atteindre (Chaloulakou et al., 2008; Jenkin, 2004). La mesure sur site permet d’évaluer les 

concentrations moyennes annuelles, toutefois, ce procédé est couteux, car il nécessite un an de 

mesure et, de plus, il ne permet de connaitre les concentrations que ponctuellement. Il est donc 

nécessaire d’être en mesure de calculer les concentrations annuelles sur la base de résultats 

numériques tels que des résultats CFD.  

En l’état, la modélisation CFD ne permet pas d’établir de concentration moyenne annuelle, car 

chaque résultat dépend de la direction et de la vitesse du vent utilisé. Il faudrait donc en théorie 

 
1 Ces auteurs ont contribué de manière égale. 
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réaliser une infinité de modélisations pour pouvoir déterminer une concentration moyenne 

annuelle.  

Dans la pratique, il est possible de ne réaliser qu’une seule simulation par direction de vent dans 

le cas d’une atmosphère neutre. En effet, pour ce cas précis de stabilité atmosphérique, la 

concentration en polluants n’est fonction que de la direction du vent. Ainsi, sur la base d’une 

seule modélisation et à l’aide de l’équation (34) formulée par (Schatzmann and Leitl, 2011), 

il est possible de retrouver les champs de concentrations quel que soit la vitesse du vent 

considérée. 

 �q = �DB@. �DB@�  (34) 

 

avec �q la concentration en polluant pour la vitesse de vent � non modélisée et �DB@ la 

concentration en polluant pour la vitesse modélisée �DB@.  

La question de la concaténation de ces résultats et la prise en compte de la fréquence 

d’apparition des différentes vitesses de vent reste toutefois en suspens. Il est possible de faire 

le calcul de façon discrète, mais de cette façon, une importante sous-estimation des 

concentrations moyennes annuelles peut avoir lieu suivant les hypothèses de calcul (Reiminger 

et al., 2020b). 

Pour pallier à ce problème, une méthodologie de concaténation continue des résultats a été 

développée. Cette méthodologie se base partiellement sur la méthodologie présentée dans la 

précédente section avec la fonction sigmoïde (30). 

 �E̅ = Ì �(�). G(�). ��LÍ� Ì G(�). ��LÍ� + ��C (35) 

 

avec �E̅ la concentration moyenne annuelle pour une direction de vent donnée, �(�) est la 

fonction décrivant l’évolution de la concentration en polluant avec la vitesse du vent (34), G(�) 

est la fonction décrivant l’évolution de la fréquence d’apparition du vent en fonction de sa 

vitesse (30), et ��C est la concentration de fond en polluants.  
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L’utilisation des équations (30) et (34) dans l’équation (35) conduit cependant à un problème 

mathématique lorsque � tend vers 0. Une alternative est donc proposée en équation (36). 

 �E̅ = �3a( . Ì G(�). ��§Æ)É�Ì G(�). ��LÍ�  +  Ì �(�). G(�). ��LÍ§Æ)ÉÌ G(�). ��LÍ� + ��C (36) 

 

avec �3a( la concentration maximale tolérée et �3+A la vitesse pour laquelle �(�) est 

considérée égal à �3a(. 

Enfin, la concentration moyenne annuelle peut être calculée à l’aide de l’équation (37). 

 �̅ = ∑ �E̅. GEAE-.∑ GEAE-.  (37) 

 

avec �E̅ la concentration moyenne annuelle pour une direction de vent donnée �, �̅ est la 

concentration moyenne annuelle et GE est la fréquence totale de la direction de vent �. 

 
Fig. 12 – Comparaison entre la concentration moyenne annuelle (A) basé sur les données réelles de distribution 

de vent et (B) basé sur la fonction sigmoïde optimisée et l’équation (36) avec �3+A  = 0.01 m/s (Reiminger et al., 

2020b). 

Une comparaison a été réalisée sur la base de résultats CFD entre l’utilisation de cette méthode 

avec une rose des vents classique et l’utilisation de données réelles de distribution des vitesses. 

Pour cette comparaison, la vitesse minimale �3+A = 0.01 m/s a été utilisée et �3a( =  �(�3+A). 

Les résultats de cette comparaison sont proposés en Fig. 12. Ces résultats montrent la 
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performance de la méthodologie précédente associée à l’interpolation de la distribution des 

fréquences de vent en partant de données de roses des vents. En effet, ces méthodes de calcul 

n’entrainent que 5% de différence par rapport à l’utilisation de distribution des vitesses réelles 

et sont donc adaptées au calcul des concentrations moyennes annuelles sur la base de résultats 

numériques. 

Tous les détails de cette méthodologie pourront être retrouvés dans l’article originel : 

Reiminger, N.1, Jurado, X.1, Vazquez, J., Wemmert, C., Dufresne, M., Blond, N., Wertel, J., 

2020. Methodologies to assess mean annual air pollution concentration combining 

numerical results and wind roses. Sustainable Cities and Society, 59, 102221. 

DOI: 1016/j.scs.2020.102221 

 

3.3. Estimation des concentrations en dioxyde d’azote sur le base de concentrations en 

oxydes d’azotes 

La problématique entourant les oxydes d’azote (NOx) et le dioxyde d’azote (NO2) a été 

précédemment développée. Le NO2 est l’acteur de nombreuses réactions chimiques et il est 

préférable de modéliser la dispersion des NOx pour éviter de biaiser les résultats. Toutefois, la 

règlementation porte uniquement sur les NO2 et il est nécessaire de pouvoir calculer les 

concentrations correspondantes sur la base des concentrations en NOx. De prime abord, le plus 

simple serait l’utilisation de l’équilibre photochimique, mais celui peut entrainer une importante 

erreur dans certains cas. Une alternative est donc nécessaire pour calculer de façon plus fiable 

les concentrations en dioxyde d’azote. 

Plusieurs alternatives correspondant à des lois empiriques peuvent être trouvées dans la 

littérature. En particulier, les lois suggérées par Derwent and Middleton (1996), Romberg et 

al. (1996) et Bächlin et al. (2008), et présentées en (38), (39) et (40) respectivement, ont été 

comparées. Cette comparaison a été réalisée contre plusieurs années de mesure fournies par 

certaines AASQA (Associations Agrées de Surveillance de la Qualité de l’Air) dans cinq 

régions de France. Les résultats de cette comparaison sont proposés en Fig. 13. 

 

 
1 Ces auteurs ont contribué de manière égale à l’article. 
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 lU�Hn = &2.166 − lU�(n1.91 (1.236 − 3.348V + 1.933V2 − 0.326V3)/ × 1.91 (38) 

 

 lU�Hn = 103. lU�(nlU�(n + 130 + 0.005 × lU�(n (39) 

 

 lU�Hn = 29. lU�(nlU�(n + 35 + 0.217 × lU�(n (40) 

 

avec lU�Hn la concentration en NO2 en µg/m3, lU�(n la concentration en NOx en µg/m3 

et V =  ±"\.�(lU�(n/1.91). 

 

 
Fig. 13 – Evolution de la concentration en NO2 en fonction de la concentration en NOx et comparaison avec des 

lois empiriques (Jurado et al., 2020). 

 

D’après la figure précédente, les trois lois reproduisent toutes plus ou moins précisément 

l’évolution des concentrations en NO2 en fonction des concentrations en NOx. Les erreurs 

commises par les trois lois par rapport aux données expérimentales ont été quantifiées et sont 

de 7,9% pour la loi de Derwent et Middleton, 9,5% pour la loi de Romberg et al. et 10,1% pour 

la loi de Bächlin et al. On notera toutefois que cette dernière loi, bien qu’étant celle ayant la 

plus grande déviation par rapport aux données expérimentales, est celle qui entraine le moins 

d’erreurs pour les concentrations en NOx les plus élevées.  
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La meilleure loi pour calculer les concentrations en NO2 sur la base des concentrations en NOx 

en France est donc la loi de Derwent et Middleton entrainant une erreur globale de 8%, mais 

pouvant s’avérer plus faible pour les concentrations en NOx inférieure à 70 µg/m3. Cette loi 

peut ainsi être utilisée à la place de l’équilibre photochimique étant plus facile d’application et 

entrainant une erreur moindre. 

Tous les détails de cette étude ainsi que des précisions supplémentaires pourront être retrouvés 

dans l’article originel : 

Jurado, X.1, Reiminger, N.1, Vazquez, J., Wemmert, C., Dufresne, M., Blond, N., Wertel, J., 

2020. Assessment of mean annual NO2 concentration based on a partial dataset. 

Atmospheric Environment 221, 117087. DOI: 10.1016/j.atmosenv.2019.117087 

 

3.4. Détermination de la concentration moyenne annuelle en dioxyde d’azote sur la base 

de données mensuelles 

La dernière méthodologie développée dans le cadre de cette thèse correspond à la détermination 

des concentrations moyennes annuelles en NO2 sur la base de données mensuelles issues de 

capteurs.  

Comme expliqué précédemment, la mesure de la qualité de l’air est une option coûteuse, 

notamment lorsqu’il est nécessaire d’avoir un an de données pour comparer avec les valeurs 

règlementaires. De plus, la mesure n’offre un résultat qu’en un point donné (latitude, longitude, 

altitude). Être en mesure d’estimer les concentrations moyennes annuelles sur la base de 

périodes de mesure plus courtes, comme un mois, permettrait donc de diminuer le coût 

nécessaire ou de multiplier le nombre de points de mesure sur une même période totale. 

Toujours avec l’exemple du mois, pour un point de mesure le coût pourrait être diminué d’un 

facteur douze où, pour un an de mesure, la qualité de l’air en douze points de mesure différents 

pourrait être évaluée. 

 

 
1 Ces auteurs ont contribué de manière égale à l’article. 
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Dans ce but, une nouvelle loi a été développée sur la base des données de mesures 

précédemment utilisées pour valider la loi de Derwent et Middleton en France. Cette loi, 

présentée ci-dessous, permet d’estimer les concentrations annuelles en NO2 sur la base de 30 

jours de mesure consécutifs, quels que soient le mois et le premier jour de la campagne de 

mesure. 

 lU�Hna = k. lU�Hn3² + x. lU�Hn3 (41) 
 

 k = 0.0033 − 0.0102. exp ×−(� −  6.5749)²8.6962 Ø (42) 

 

 x = 0.6945 + 0.8708. exp ×−(� −  6.7076)²7.4328 Ø (43) 

 

avec lU�Hna la concentration annuelle en NO2 en µg/m3, lU�Hn3 la concentration mensuelle 

en NO2
 en µg/m3, k et x deux paramètres calculés respectivement avec (42) et (43) et � un 

nombre réel positif correspondant au début du mois de la campagne de mesure (e.g. � = 1 pour 

une campagne de mesure du premier au dernier jour du mois de janvier, � = 3,5 pour une 

campagne de mesure du 15 mars au 15 avril, etc.). 

Cette méthodologie permet de calculer les concentrations annuelles en NO2 sur la base de 

concentrations mesurées pendant 30 jours avec une incertitude de l’ordre de 10% en Ile-de-

France et 15% plus généralement en France. Il faudra noter toutefois que l’incertitude dépend 

du mois où la campagne de mesure est réalisée et peut être plus faible, notamment en avril avec 

seulement 7% d’erreur. 

Tous les détails de cette étude ainsi que des précisions supplémentaires pourront être retrouvés 

dans l’article originel : 

Jurado, X.1, Reiminger, N.1, Vazquez, J., Wemmert, C., Dufresne, M., Blond, N., Wertel, J., 

2020. Assessment of mean annual NO2 concentration based on a partial dataset. 

Atmospheric Environment 221, 117087. DOI: 10.1016/j.atmosenv.2019.117087 

 

 

 
1 Ces auteurs ont contribué de manière égale à l’article. 
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4. Application à des fin de conception, compréhension et diagnostic 

Un des objectifs de cette thèse était également de prouver l’applicabilité des modèles CFD, 

ainsi que d’illustrer les méthodes développées et présentées précédemment, pour l’étude de la 

qualité de l’air en zone urbaine à des fins de conception, compréhension et diagnostic.  

 

4.1. Conception : impact des dimensions des bâtiments sur la qualité de l’air extérieur 

Une étude a été réalisée en deux dimensions à l’aide du modèle à convection forcée afin 

d’étudier l’impact des dimensions d’une rue canyon asymétrique descendante (bâtiment amont 

plus grand) sur les concentrations moyennes en polluants atmosphériques observées dans cette 

rue. En particulier, cette étude s’intéresse à l’évolution des concentrations moyennes en 

polluants dans la rue en fonction du rapport de hauteur des bâtiments ;1/;2 et du rapport de 

largeur de la rue </;2 avec ;1 la hauteur du bâtiment amont, ;2 la hauteur du bâtiment aval 

et < la longueur de la rue. 

A l’issue des 36 simulations réalisées, et en fonction des ratios de hauteur et de longueur utilisés, 

trois types de régimes ont été mis en évidence dans la rue canyon. Ces régimes sont présentés 

en Fig. 14. 

 

Fig. 14 – Régimes d’écoulement, vecteurs vitesse et vorticité selon y pour différents ratios H1/H2 et W/H2 

(Reiminger et al., 2020c). 
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En particulier, on observe : 

• Dans le cadre d’un régime A, un unique vortex dans la rue canyon tournant dans le sens 

horaire. 

• Dans le cadre d’un régime B, un vortex dans la rue canyon tournant dans le sens 

antihoraire et un second vortex au-dessus, tournant dans le sens horaire. 

• Dans le cadre d’un régime C, deux vortex dans la rue canyon avec un premier tournant 

dans le sens horaire, un second au-dessus tournant dans le sens antihoraire, et enfin un 

troisième vortex en dehors de la rue tournant dans le sens horaire. 

 
Fig. 15 – Trois exemples de concentration adimensionnelle dans la rue canyon en fonction de chaque type de 

régime observes (Reiminger et al., 2020c). 
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L’impact de ces trois régimes sur les concentrations en polluants est illustré en Fig. 15 avec 

trois exemples par régime. Les résultats montrent qu’en fonction du régime d’écoulement dans 

la rue canyon, des concentrations maximales très différentes sont observées : la concentration 

maximale est 2,5 fois plus élevée pour le régime B par rapport au régime A et 20 fois plus 

élevée pour le régime C par rapport au régime A. De plus, la localisation des concentrations 

maximales est également différente avec des concentrations globalement plus élevées au niveau 

du bâtiment amont pour le régime A, au niveau du bâtiment aval pour le régime B et dans toute 

la rue pour le régime C. 

Enfin, l’évolution de la concentration moyenne dans la rue a été étudiée en fonction des deux 

ratios de hauteur et de longueur. Les résultats sont présentés en Fig. 16. Ces résultats sont un 

exemple concret de l’intérêt d’un modèle de mécanique des fluides numérique à des fins de 

conception. En effet, la figure ci-dessous peut être considérée comme un abaque afin de choisir 

au mieux les hauteurs des bâtiments et la longueur de la rue pour maintenir une bonne 

ventilation et donc limiter les concentrations en polluants. Dans le cas présent, il est ainsi 

conseillé de rester dans la zone correspondant au régime A.  

 

Fig. 16 – Concentration adimensionnelle moyenne dans la rue en fonction des ratios H1/H2 et W/H2 (Reiminger 

et al., 2020c). 
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Tous les détails de cette étude ainsi que des résultats supplémentaires pourront être retrouvés 

dans l’article originel : 

Reiminger, N., Vazquez, J., Blond, N., Dufresne, M., Wertel, J., 2020. CFD evaluation of mean 

pollutant concentration variations in step-down street canyons. Journal of Wind Engineering 

and Industrial Aerodynamics 196, 104032. DOI: 10.1016/j.jweia.2019.104032 

 

4.2. Compréhension : effet de la stabilité atmosphérique sur la dispersion des polluants 

L’intérêt d’un modèle de mécanique des fluides numérique réside également dans le fait de 

pouvoir étudier l’impact de phénomènes complexes agissant sur la dispersion des polluants de 

l’air. Dans le cadre de cette thèse, une étude a porté la dispersion de polluants issus du trafic 

routier au niveau d’une autoroute, en présence de murs antibruit. En particulier, cette étude 

s’intéressait à l’impact des murs antibruit sur la diminution ou l’augmentation des 

concentrations en polluants en aval des murs antibruit pour plusieurs cas météorologiques 

entrainant des stabilités atmosphériques différentes. 

Pour cette étude, le modèle à convection mixte a été considéré et des modélisations 3D ont été 

réalisées en présence ainsi qu’en absence des murs antibruit afin de quantifier les variations de 

concentrations observées entre les deux cas.  

Les résultats ont montré en premier lieu que, dans un cas isotherme, c’est-à-dire avec une 

stabilité dite neutre, la variation de concentration en aval entre un cas avec et un cas sans murs 

antibruit ne dépend que de la direction de vent et non de sa vitesse, une direction non 

orthogonale de vent entrainant des concentrations plus élevées sans murs et plus faibles avec 

murs. 

En second lieu, l’étude a montré que la stabilité atmosphérique a un impact sur les effets 

bénéfiques des murs antibruit, c’est-à-dire sur leur capacité à réduire les concentrations en 

polluants à l’aval. D’après les résultats obtenus, une atmosphère stable améliore la réduction 

des polluants après les murs tandis qu’une atmosphère instable entraine l’effet inverse.  

Ce dernier résultat, étant contraire aux résultats auxquels on pourrait s’attendre dans les rues 

canyon (Allegrini et al., 2015), il prouve l’intérêt des modèles de mécanique des fluides 
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numérique dans la modélisation et la compréhension des phénomènes complexes de ventilation 

et transport de polluants en zones urbaines. 

Plus de détails et de résultats pourront être retrouvés dans l’article originel : 

Reiminger, N., Jurado, X., Vazquez, J., Wemmert, C., Blond, N., Dufresne, M., Wertel, J., 

2020. Effects of wind speed and atmospheric stability on the air pollution reduction rate 

induced by noise barriers. Journal of Wind Engineering and Industrial Aerodynamics 

200, 104160. DOI : 10.1016/j.jweia.2020.104160 

 

4.3. Diagnostic : étude de la qualité de l’air à proximité d’une voie rapide 

Enfin, un modèle de mécanique des fluides numérique peut également être utilisé à des fins 

d’ingénierie pour le diagnostic de la qualité de l’air dans des zones où la dispersion des polluants 

est régie par des phénomènes complexes. Dans le cadre de cette thèse, ce point a été traité à de 

nombreuses reprises et un exemple d’illustration est donné ci-après. 

L’étude retenue à des fins d’illustration a été réalisée au niveau de l’Eurométropole de 

Strasbourg et plus particulièrement au niveau d’une zone située à proximité de l’autoroute A35. 

Cette autoroute représente une source majeure d’émissions en polluants atmosphériques qui 

peut entrainer d’importantes concentrations en polluants dans la zone d’étude. Toutefois, un 

mur antibruit les sépare. Une modélisation numérique avancée de type CFD est alors nécessaire 

pour évaluer de façon précise les concentrations en polluants dans la zone d’étude (NO2, PM10 

et PM2.5), étant donné le caractère complexe de l’écoulement et de la dispersion des polluants 

après un mur antibruit (Reiminger et al., 2020c).  

La zone d’étude est illustrée en Fig. 17 (cercle rouge). Cette figure montre également quelles 

directions de vent il est nécessaire de modéliser afin de prendre en compte la dispersion des 

polluants depuis l’A35, vers la zone d’étude. La zone d’intérêt a été reproduite en trois 

dimensions et maillée afin de pouvoir lancer les modélisations. Des mailles de 1 m avec un 

raffinement à 0.5 m à proximité des parois ont été utilisées, entrainant un total de 3 millions de 

mailles. Ce maillage a été retenu, car il entraine une sensibilité au maillage inférieure à 5% et =L = 350. Une illustration de la géométrie 3D et du maillage est proposée en Fig. 18 et Fig. 19 

respectivement. 
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Fig. 17 – Illustration de la zone d’étude (en rouge) et des directions de vent modélisées transportant les polluants 

depuis l’A35 vers la zone d’étude (en jaune). 

 

 
Fig. 18 - Illustration de la géométrie 3D. 

 
Fig. 19 - Illustration du maillage. 

Les recommandations données par Franke et al., (2007) en termes de distance minimale dans 

le domaine et conditions aux limites ont été respectées (Cf. Section 2.2.1 et Section 2.2.2). 

Les émissions ont été estimées à 348 mg/s, 28 mg/s et 21,5 mg/s pour les NOx, PM10 et PM2,5 

respectivement sur la base des données de comptage fournies par la DIREST (Direction 

Interdépartementale des Routes de l’Est). Enfin, les concentrations de fond en polluants ont été 

fixées à 22 µg/m3, 21 µg/m3 et 14 µg/m3 respectivement pour les NO2, PM10 et PM2,5, ce qui 
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correspond aux concentrations moyennes annuelles relevées en 2018 au niveau des stations de 

fond d’ATMO Grand-Est à Strasbourg. 

Un exemple de résultat sur les champs de vitesse obtenu pour un vent provenant du nord et se 

dirigeant vers le sud est proposé en Fig. 20. Cette figure illustre bien toute la complexité de 

l’écoulement en présence de structures telles que bâtiments, talus et mur antibruit. En effet, ces 

structures entrainent d’importantes décélérations dans la vitesse de l’écoulement, mais 

également des changements de directions de vent. On remarque par exemple, juste après le mur 

antibruit aval, que la direction de l’écoulement devient orthogonale à sa direction initiale, en 

amont de l’autoroute. Ces changements entrainent par définition des modifications dans la 

dispersion des polluants atmosphériques. 

 
Fig. 20 – Vue 3D de l’évolution de la vitesse et de la direction du vent pour un vent provenant du nord avec une 

vitesse initiale de 1.5 m/s à 10m d’altitude. 

Un total de huit directions de vent a été modélisé dans le cadre de cette étude. Sur la base des 

résultats obtenus, ainsi que des méthodologies proposées en Section 3.1 et Section 3.2 

(Reiminger et al., 2020b), les concentrations moyennes annuelles en NO2, PM10 et PM2,5 ont 

pu être estimées. Pour les concentrations annuelles en NO2, la méthodologie présentée en 

Section 3.3 (Jurado et al., 2020) fut également nécessaire. Les résultats correspondants sont 

présentés en Fig. 21. 
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Fig. 21 – Concentration annuelle en NO2, PM10 et PM2,5 modélisées pour différentes altitudes avec la zone 

prévue pour aménagement délimitée par des traits discontinus. 
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Les résultats présentés dans la figure précédente montrent que, dans la zone étudiée, les 

concentrations annuelles moyennes en NO2 sont plus variables que les concentrations annuelles 

de PM10 et PM2,5. Les principaux résultats sont les suivants : 

• Concernant le NO2 : Une concentration annuelle moyenne d'environ 40 µg/m3 est 

obtenue pour 7 m et 12 m de hauteur à l’aval de l’autoroute, à proximité des murs 

antibruit, ce qui correspond à la zone non constructible. Dans la zone prévue pour être 

aménagée, les concentrations annuelles en NO2 varient de 25 µg/m3 à 32 µg/m3 selon 

la distance à l'autoroute. En outre, dans cette zone, les concentrations annuelles 

diminuent avec l'altitude et conduisent à des concentrations annuelles maximales en 

NO2 d'environ 27 µg/m3 pour une hauteur de 12 m à proximité de l'autoroute. 
 

• Concernant les PM10 : une concentration annuelle moyenne maximale de 23 µg/m3 

est observée dans la zone prévue pour être aménagée.  
 

• Concernant les PM2,5 : une concentration annuelle moyenne maximale de 16 µg/m3 

est observée dans la zone prévue pour être aménagée. 

Il est important de noter que dans la zone non constructible proche de l'autoroute, les 

concentrations ont tendance à augmenter avec l'altitude en raison du panache provenant du haut 

du mur antibruit. L'observation est différente dans la zone prévue pour être construite, où des 

altitudes plus élevées se traduisent par des concentrations plus faibles. Enfin, quel que soit le 

polluant considéré, les concentrations diminuent au fur et à mesure que l'on s'éloigne de 

l'autoroute. 

Cette étude a permis de mettre en exergue le rôle des murs antibruit dans la dispersion des 

polluants atmosphériques et, plus précisément, l’abattement de leur concentration dans des 

zones situées à proximité d’axes à fort trafic. Les résultats permettent également de formuler 

des préconisations. 

Selon les résultats d'ATMO Grand Est à l'échelle urbaine et de CFD à l'échelle micro, la 

pollution de l'air est la plus élevée à proximité de l'autoroute et diminue avec l'augmentation de 

la distance à la route. Sur la base de cette observation, il est recommandé de placer des prises 

d'air pour la ventilation sur la ou les faces du ou des bâtiments orientées sud-sud-est. Un système 
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de ventilation de type double flux avec un système de filtration efficace est recommandé pour 

limiter la contribution des polluants à l'air intérieur des logements. Dans le même ordre d'idée, 

les balcons devront être placés sur la façade sud-sud-est des bâtiments. De telles dispositions 

pourraient également être prises du côté nord si des dispositifs d'étanchéité à l'air de type loggia 

sont prévus. 

 

Les résultats CFD ont montré une information supplémentaire qu'il n'était pas possible de 

connaître avec le modèle à échelle urbaine : la pollution de l'air augmente globalement avec 

l'altitude en raison de la barrière antibruit. Ainsi, on peut recommander que les logements 

n'aient pas plus de deux niveaux (rez-de-chaussée et premier étage). Les greniers peuvent être 

aménagés à condition de respecter la réglementation en vigueur dans le plan d'urbanisme local 

en ce qui concerne la hauteur maximale sous les gouttières (7 m) et la hauteur totale (12 m). 

 

Enfin, des recommandations peuvent également être faites concernant les terrasses et les 

jardins. Pour protéger les personnes, l'effet de masque des habitations peut être utilisé. Pour ce 

faire, jardins et terrasses doivent être placées dans la partie sud-sud-est des parcelles, au plus 

près des bâtiments. Pour aller plus loin, elles peuvent être bordées de surfaces imperméables 

(palissades de bois ou de verre, etc.) ou presque imperméables (haies ou végétation permanente 

dense, c'est-à-dire également présente en hiver) afin de limiter l'apport de polluants dans les 

jardins. Lors de l'utilisation des plantes, il est préférable de choisir des plantes non allergènes. 

 

5. Conclusion générale 

L'objectif de cette thèse était le développement et la validation de solveurs de mécanique des 

fluides numérique (CFD) et de nouvelles méthodologies pour évaluer la qualité de l'air dans les 

zones urbaines, destinées à un public opérationnel traitant de questions d'ingénierie. 

Dans la première partie de cette thèse, de nouveaux solveurs CFD ainsi que des outils et des 

méthodologies ont été développés en tenant compte de l'état de l'art scientifique et des besoins 

en ingénierie. 
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Concernant le développement de codes CFD pour la modélisation de la pollution de l'air 

Le choix s'est porté sur une méthodologie RANS (Reynolds-Averaged Navier-Stokes) afin de 

garantir des temps de calcul et, par conséquent, des coûts de calcul conformes aux exigences 

techniques. Deux solveurs RANS transitoires basés sur OpenFOAM ont été développés, dont 

un solveur pour les flux incompressibles destiné à la modélisation des atmosphères neutres, 

appelé solveur à convection forcée, et un solveur pour les flux compressibles destiné à la 

modélisation des atmosphères stables et instables, appelé solveur à convection mixte. Des 

phénomènes supplémentaires ont été inclus dans les deux codes avec les effets de la végétation 

sur le flux d'air et également sur le polluant (dépôt) ainsi que l'équilibre photochimique. Les 

deux solveurs ont été testés sur la base de sept cas tests réalisés en soufflerie et in situ qui 

comprenaient des configurations 2D et 3D, ainsi que des effets thermiques et de la végétation. 

En utilisant ces codes de calcul, des concentrations modélisées avec moins de 10% d'erreur 

peuvent être obtenues avec une représentation précise et fiable du champ de vitesse et aussi, 

une modélisation précise des échanges intérieur/extérieur en utilisant des modèles de turbulence 

isotropique tels que le modèle standard de turbulence k-ε. 

Concernant l'utilisation de solveurs CFD pour évaluer la qualité de l'air dans les zones 

urbaines 

Des recherches et des améliorations ont été entreprises au sujet du domaine de calcul et de la 

paramétrisation du solveur. Les lignes directrices de COST Action 732 ont donné des 

recommandations adéquates en termes de distances minimales à inclure dans le domaine de 

calcul, néanmoins, il a été démontré qu'une distance verticale d'au moins 96 m doit être prise 

en compte même en l'absence de bâtiments. Il a été également démontré qu'un maillage 

satisfaisant un critère =L allant de 30 à 500 ne peut être obtenu sans une augmentation drastique 

des temps de calcul. Cependant, des cellules hexamétriques de 1 m dans la zone d'intérêt et un 

raffinement plus fin de 0,5 m près des murs et à la source d'émission sont un bon compromis 

entre vitesse de calcul et dimensions du maillage, ce qui permet d'obtenir des résultats 

indépendants de ce dernier. En ce qui concerne les conditions aux limites, elles peuvent être 

grandement améliorées, en particulier pour la condition en entrée, en envisageant un couplage 

avec des modèles 1D tels que le modèle CIM qui permet de calculer des profils de vitesse du 

vent et de turbulence fiables et cohérents avec ceux que l'on trouve dans les zones urbaines. 
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Enfin, les émissions doivent être calculées avec soin en utilisant comme exemple les guides de 

l'Agence européenne pour l'environnement, et les concentrations de fond doivent être 

soigneusement choisies pour éviter les erreurs finales dans les résultats numériques. 

Concernant les méthodologies existantes et nouvelles pour évaluer la qualité de l'air à 

l'échelle urbaine 

Afin de rendre la modélisation CFD pleinement opérationnelle à des fins d'ingénierie, des 

méthodologies existantes ont été éprouvées et plusieurs outils et nouvelles méthodologies ont 

été développés 

La loi de Derwent et Middleton, une fonction à un paramètre permettant d'évaluer les 

concentrations annuelles de dioxyde d'azote (NO2) en fonction des concentrations annuelles 

d'oxydes d'azote (NOx), a fait ses preuves sur la base de cinq années de données de qualité de 

l’air mesurée dans plusieurs régions de France. Cette fonction peut être utilisée à la place de 

l'équilibre photochimique dans le solveur CFD puisqu'elle ne nécessite qu'un seul paramètre, la 

concentration en NOx, et entraîne moins de 10% d'erreur. 

Une nouvelle méthodologie utilisant une fonction quadratique et deux fonctions gaussiennes a 

été développée dans le but d'évaluer les concentrations annuelles de NO2 avec seulement un 

mois de données. Cette méthodologie, qui conduit à une erreur maximale de 15 % et à une 

erreur moyenne d'environ 10 % est très pertinente pour la modélisation numérique, car elle peut 

par exemple être utilisée pour évaluer rapidement les concentrations de fond annuelles sur la 

base d'un seul mois de mesures réalisées avec des stations de fond. 

Une fonction sigmoïde à 5 paramètres a été développée pour évaluer les distributions continues 

du vent sur la base de données simplifiées et discrètes comme celles disponibles avec les roses 

des vents. Cette nouvelle fonction apporte des améliorations par rapport à la distribution de 

Weibull habituellement utilisée et conduit à une erreur moyenne de 12% sur les distributions 

de vent pour quatre roses des vents données en France. Une optimisation de cette fonction a 

également été développée afin de mieux évaluer certaines distributions de vent particulières, ce 

qui permet de réduire encore plus les erreurs. 
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Les limites des méthodologies discrètes pour évaluer les concentrations annuelles sur la base 

de résultats numériques ponctuels ainsi que leurs hypothèses implicites ont été discutées en 

dernier lieu, et des méthodologies alternatives ont été présentées. Elle comprend une variante 

de la méthodologie discrète qui tient compte des vitesses représentatives au lieu des vitesses 

intermédiaires pour éviter les sous-estimations des concentrations de polluants, et une nouvelle 

méthodologie continue pour évaluer les concentrations annuelles moyennes illustrées par les 

résultats de la CFD. 

Concernant l'utilisation des solveurs et des méthodologies CFD à des fins de conception, 

de compréhension et de diagnostic 

Dans la deuxième partie de cette thèse, les solveurs CFD ainsi que les méthodologies 

développées ont été utilisés pour illustrer l'intérêt et la puissance de tels outils à des fins de 

conception, de compréhension et de diagnostic. 

Le solveur à convection forcée a illustré le potentiel des solveurs CFD à des fins de conception 

par la modélisation des rues canyon. En particulier, les effets des propriétés géométriques d’une 

rue canyon descendante, qui comprennent la hauteur des bâtiments et la largeur de la rue, ont 

été étudiés. Les résultats ont montré que les recirculations de polluants dans les rues peuvent 

changer lorsque la hauteur des bâtiments en amont augmente et/ou lorsque la largeur de la rue 

diminue, ce qui entraîne une augmentation significative des concentrations moyennes dans la 

rue.  

Le solveur à convection mixte, pour sa part, a illustré l'utilité des solveurs CFD à des fins de 

compréhension en modélisant l'impact des barrières antibruit sur la dispersion des polluants. 

L'évolution des concentrations de polluants après le mur antibruit a été étudiée en fonction de 

la vitesse du vent et de la stabilité atmosphérique. Les résultats ont montré que les barrières 

antibruit peuvent diminuer les concentrations de polluants, mais différemment selon la stabilité 

atmosphérique, le cas stable conduisant à des diminutions de concentration plus importantes. 

Cette étude a également montré que, pour les atmosphères ni trop stables ni trop instables, les 

résultats ne dépendent que du nombre de Richardson.  
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Fig. 22 – Schéma bilan de l’interconnexion des concepts, méthodes et outils développés dans cette thèse (les 

sections et chapitres renvoient au corps du mémoire et non au résumé étendu). 
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Enfin, une véritable étude in situ a été présentée, impliquant un grand nombre des outils et des 

méthodologies présentés dans cette thèse. Les résultats et les conclusions de cette étude sont 

importants, mais le point le plus important est que cette étude montre la façon dont les concepts, 

les outils et les méthodologies sont interconnectés et fonctionnent ensemble pour améliorer 

l'opérationnalité de l'utilisation de la modélisation CFD 3D pour évaluer la pollution 

atmosphérique à l'échelle urbaine. Un diagramme récapitulatif de ces interconnexions est 

finalement présenté en Fig. 22. 
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Appendix A – Incompressible Navier-Stokes equations 

The incompressible Navier-Stokes momentum equation comes from the Cauchy momentum 

equation given in Eq. A.1. 

 � h	�è⃗	
 + �è⃗ . (�ê�è⃗ )i = �è⃗ . �ê + �\⃗ (Eq. A.1) 

 

The Cauchy stress tensor �ê can be decomposed in two distinct parts, a deviatoric stress tensor ë̿ which corresponds to the viscosity term, and a volumetric stress term −�?  ̿which corresponds 

to the pressure term (Amiroudine and Battaglia, 2014). This decomposition leads to Eq. A.2 

and Eq. A.3. 

 � h	�è⃗	
 + �è⃗ . (�ê�è⃗ )i = �è⃗ . ^ë̿ − �? ̿̀ + �\⃗ (Eq. A.2) 

   

 � h	�è⃗	
 + �è⃗ . (�ê�è⃗ )i = −�è⃗ � + �è⃗ . ë̿ + �\⃗ (Eq. A.3) 

 

Considering a homogeneous and isotropic Newtonian fluid, the stress tensor ë̿ corresponds to 

Eq. A.4, with { ̿the rate-of-strain tensor corresponding to Eq. A.5 (Amiroudine and Battaglia, 

2014).   

 ë̿ = 2f{̿ − 23 f(�. �è⃗ )? ̿ (Eq. A.4) 

   

 {̿ = 12 í�ê�è⃗ + ^�ê�è⃗ `mî = 1(�) (Eq. A.5) 

 

Thus, Eq. A.3 becomes Eq. A.6. 

 � h	�è⃗	
 + �è⃗ . (�ê�è⃗ )i = −�è⃗ � + �è⃗ .  82f 12 í�ê�è⃗ + ^�ê�è⃗ `mî − 23 f(�. �è⃗ )?9̿ + �\⃗ (Eq. A.6) 
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With the incompressibility assumption (�. �è⃗ = 0), it comes: 

 � h	�è⃗	
 + �è⃗ . (�ê�è⃗ )i = −�è⃗ � + �è⃗ . f�ê�è⃗ + �è⃗ . f^�ê�è⃗ `m + �\⃗ (Eq. A.7) 

 

It can be demonstrated that �è⃗ . ^�ê�è⃗ `m =  �è⃗ (�. �è⃗ ). With also � = f �⁄ , Eq. A.7 becomes 

Eq. A.8: 
 

	�è⃗	
 + �è⃗ . (�ê�è⃗ ) = − 1� �è⃗ � + ���è⃗ + �\⃗ 
 

(Eq. A.8) 

 

While �\⃗ is not changing the momentum equation results for incompressible flow it can be 

neglected (Holzmann, 2016), and the incompressible Navier-Stokes momentum equation is 

obtained:  

 
	�è⃗	
 + �è⃗ . (�ê�è⃗ ) = − 1� �è⃗ � + ���è⃗  (Eq. A.9) 

 

Note: the density in the incompressible solvers from OpenFOAM is always taken equal to one 

(� = 1). The incompressible Navier-Stokes momentum equations in these solvers correspond 

therefore to Eq. A.10. 

 
	�è⃗	
 + �è⃗ . (�ê�è⃗ ) = −�è⃗ � + ���è⃗  (Eq. A.10) 
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Appendix B – Reynolds-Averaged Navier-Stokes equations for 

incompressible flows 

The incompressible Navier-Stokes continuity and momentum equations are respectively given 

as follows: 

 �. � = 0 (Eq. B.1) 
 

 
	�è⃗	
 + �è⃗ . (�ê�è⃗ ) = − 1� �è⃗ � + ���è⃗  (Eq. B.2) 

 
These equations can also be written according to the Einstein summation convection and gives 

Eq. B.3 and Eq. B.4. 

 
	�+	*+ = 0 (Eq. B.3) 

 

 

 
	�+	
 + �Ù 	�+	*Ù = − 1� 	�	*+ + � 	²�+	*Ù	*Ù (Eq. B.4) 

 

To time-averaging the Navier-Stokes momentum equation according to the Reynolds’ 

methodology, some notions must first be defined: 

Reynolds’ decomposition 

By definition, Reynolds decomposition decomposes a variable ï into a sum of its mean value ï! and a fluctuating value ï′: 
 ï = ï! + ï′ (Eq. B.5) 

 

Time-averaging 

The average operator used to average the Navier-Stokes equations is the time average ï! of the 

variable * defined by the equation Eq. B.6. 

 ï! =  limm→Í 1_ � *. �
4äLm
4ä  (Eq. B.6) 
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And, by definition, we have: 

 G + \!!!!!!! = G̅ + \̅      ���      �G!!!! = �G ̅ (Eq. B.7) 

 

 
	ò!!!!	*+ =  	ò!	*+       ���      	ò!!!!	
 =  	ò!	
  (Eq. B.8) 

 

 G.̅ \!!!!! = G.̅ \̅  ⟹ G̅̅ = G ̅ (Eq. B.9) 
 

 G. \!!!!! = ^G̅ + Gµ`. (\̅ + \µ)!!!!!!!!!!!!!!!!!!!!!!! = G.̅ \̅ + Gµ. \′!!!!!!! (Eq. B.10) 
 

Firstly, applying the Reynolds’ decomposition to the continuity equation, Eq. B.3 becomes 

Eq. B.10: 

 
	(�!++�+′)	*+ = 0 (Eq. B.11) 

 

After time-averaging the previous equation, it comes: 

 
	(�!Ú+�Ú′)!!!!!!!!!!!!!	*+ = 0 (Eq. B.12) 

 

Which leads to: 

 
	�!+	*+ = 0 (Eq. B.13) 

 

Secondly, applying the same methodology on to the momentum equation, Eq. B.4 becomes 

Eq. B.14 and we have: 

 
	(�!+ + �+µ)	
 + 	(�!++�+′)^�!Ù + �Ùµ`	*Ù = − 1� 	(�̅ + �µ)	*+ + � 	²(�!+ + �+µ)	*Ù	*Ù  (Eq. B.14) 

 

 
	(�!Ú + �Úµ)!!!!!!!!!!!!!	
 + 	(�!Ú + �Úµ)^�!Û + �Ûµ`!!!!!!!!!!!!!!!!!!!!!!!!!	*Ù = − 1� 	(�̅ + �µ)!!!!!!!!!!!!	*+ + � 	²(�!Ú + �Úµ)!!!!!!!!!!!!!!	*Ù	*Ù  (Eq. B.15) 

 

 
	�!+	
 + 	�Úµô	
 + 	�!+�!Ù	*Ù + 	�Úµ�Ûµ!!!!!!	*Ù = − 1� h 	�̅	*+ + 	�µô	*+i + � h 	H�!+	*Ù	*Ù + 	²�Úµô	*Ù	*Ùi (Eq. B.16) 
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	�!+	
 + �!Ù 	(�!+)	*Ù = − 1� 8 	�̅	*+9 + � h 	H�!+	*Ù	*Ùi − 	�Úµ�Ûµ!!!!!!	*Ù  (Eq. B.17) 

 

Finally, we have the Reynolds-Averaged Navier-Stokes continuity and momentum equation, 

respectively Eq. B.13 and Eq. B.19: 

 
	�!+	*+ = 0 (Eq. B.13) 

 

 
	�!+	
 + �!Ù 	(�!+)	*Ù = − 1� 8 	�	*+9 + � h 	H�!+	*Ù	*Ùi − 	�Úµ�Ûµ!!!!!!	*Ù  (Eq. B.18) 

 

Or, under another notation:  

 ∇. � = 0 (Eq. B.19) 
 

 
	�	
 + �. (��) = − 1� �� + ��� − ∇. �′�′!!!!! (Eq. B.20) 
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Appendix C – Additional results for the model validation against 

Soulhac et al. (2001) data 

 

  Additional results on the velocities comparison 
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  Additional results on the concentrations comparison 
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Appendix D – Air quality models performance criteria  

 

• Fractional Bias: 

 RS = (�¶!!! − �¢!!!)0.5(�¶!!! + �¢!!!) (Eq. D.1) 

 

• Geometric Mean bias: 

 �> = Z*� (±� �¶!!!!!!! − ±� �¢!!!!!!!) (Eq. D.2) 
 

 

• Geometric Variance: 

 T> = Z*� í ^±� �¶ − ±� �J`H !!!!!!!!!!!!!!!!!!!!!î (Eq. D.3) 

 

• Normalized Mean Square Error: 

 U�52 = ( �¶ − �¢!!!!!!!!!!!)H�¶!!! ∗ �¢!!!  (Eq. D.4) 

 

• Fraction of predictions within a factor of two of observations: 

 RV�2 = �¢�¶ (Eq. D.5) 

 

• Normalized Absolute Error: 

 UV2 = ©�p − �J!!!!!!!!!!©0.5(�p!!! + �J!!!) (Eq. D.6) 

 

• Target 

 _�I\Z
 =  ��52�p = Ë∑ w�J) − �p)zHõ+-.∑ w�p) − �p!!!zHõ+-.  (Eq. D.7) 
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Appendix E – Additional results for the model validation against 

CODASC data 
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Appendix F – Comparison between 2D and 3D results 

Two simulations were compared to have an idea of the differences that could occur in terms of 

pollutant concentration between a 2D and a 3D street canyon and for a perpendicular wind. 

Both simulations correspond to a regular street canyon with ; = <, with ; the height of both 

windward and leeward buildings and < the width of the street. The only difference is the length 

of the street which is one mesh for the 2D case and is 10; for the 3D case. The fine mesh grid 

was used for both cases giving a typical dimension of the cells of 0.0125 × ;. The number of 

meshes for each case was really different with around 100,000 meshes for the 2D case and 

10,000,000 for the 3D case. 

The dimensionless concentrations in the canyon were compared between the 2D and the 3D 

cases for 6 different vertical planes in the street : = = 0;, 1;, 2;, 3;, 4; and 5;, where = = 0; is the middle of the street. The dimensionless concentration is calculated using 

(Eq. F.1) where �∗ is the dimensionless concentration, � is the concentration [µg/m3], �O is 

the velocity just over the windward building and far from the canyon in the experimental setup 

of Soulhac et al. (2001) (2.75 m/s), ; is the buildings height (0.1 m), P is the pollutant injection 

length and thus, the length of the street (0.0025 m for the 2D case and 1m for the 3D case) and Q3 is the pollutant emission rate (1.10-4 µg/s). 

 �∗ = �. �O. ;. P/Q3 (Eq. F.1) 
 

Appendix F.1 shows the results of the 2D simulation. The 3D simulation results for four given 

profiles : = = 0;, 1;, 3; and 5;, are also presented in this figure. Some differences can be 

seen when comparing the 2D and 3D results and also between the 3D results themselves. The 

concentrations seem also to be higher in the 3D case especially in the middle of the street. 

However, these differences seem to be quite small. To make sure of that, and also to quantify 

the differences, quantitative results were compared. This comparison was conducted over the 

parameters of interest of the study : the averaged concentrations in the street, near the windward 

wall, near the leeward wall and near the ground. The dimensionless concentration results are 

presented in Appendix F.2 for each profile considered and the difference between the 2D and 

3D cases calculated with (Eq. F.2) are presented in Appendix F.3. 
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 10GGZIZ��Z =  |�∗,v  −  �∗Hv|�∗,v  (Eq. F.2) 

 
Appendix F.1 – Comparison of the dimensionless concentrations between the 2D and 3D simulation 

 

Appendix F.2 – Averaged dimensionless concentrations over the different locations considered 

Location 2D case 
3D case 

y = 0H y = 1H y = 2H y = 3H y = 4H y = 5H 

Street 27.3 29.7 29.8 29.6 29.0 31.0 34.3 

Windward 
wall 

18.4 20.0 19.2 19.6 18.9 19.2 21.3 

Leeward 
wall 

38.9 40.3 42.4 40.2 40.0 43.5 44.9 

Ground 30.1 31.0 32.8 30.8 29.8 35.9 37.9 

Appendix F.3 – Relative differences between 2D and 3D case for the different locations considered 

Location 
3D case Mean difference 

y = 0H y = 1H y = 2H y = 3H y = 4H y = 5H 0H ≤ y ≤ 3H 3H < y ≤ 5H 

Street 8% 8% 8% 6% 12% 20% 8% 16% 

Windward 
wall 

8% 4% 6% 3% 4% 14% 5% 9% 

Leeward 
wall 

3% 8% 3% 3% 11% 13% 4% 12% 

Ground 3% 8% 2% 1% 16% 21% 4% 18% 
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According to Appendix F.3, the 2D simulation give globally lower concentrations than the 3D 

simulation whatever the location considered. The differences are nonetheless quite small for = ≤ 3;  with around 5% of difference for the windward and the leeward wall as well as at 

ground level. In the whole street, the difference increases to reach around 8%. For 3; < = ≤ 5; 

the difference between 2D and 3D simulation grows to reach a maximal difference of around 

20%. Thus, an acceptable difference between 2D and 3D results is obtained, which allows 2D 

simulations to be performed instead of 3D to reduce calculation costs. 
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Appendix G – Calculating the wall spacing based on the çL 

criterion 

The wall spacing ∆� can be calculated using Eq. G.1. 

 ∆� = =Lf�∗�  (Eq. G.1) 

 

where =L is the dimensionless criterion normally ranging from 30 to 500, f is the fluid 

viscosity, � is the fluid density and �∗ is the friction velocity calculated with Eq. G.2. 

 �∗ = ´ëâa���  (Eq. G.2) 

where ëâa�� is the shear stress at the wall calculated with Eq. G.3. 

 ëâa�� = �@��Í²2  (Eq. G.3) 

 

where �@ is the skin friction calculated with Eq. G.4 and �Í the freestream velocity. 

 �@ = 0.026�Z./ß (Eq. G.4) 

 

where �Z is the Reynolds number calculated with Eq. G.5 and P the turbulent characteristic 

length. 

 �Z = ��ÍPf  (Eq. G.5) 

 

Combining all these equations together lead to Eq. G.6. 

 ∆� = e 20.026g.H  =L f.,.|
(��).,.| PK ..|  (Eq. G.6) 

 

These different equations are taken from (White, 2003).
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Résumé 

Le but de ce travail de thèse est le développement et la validation de codes de calcul de type mécanique des fluides 

numérique, ou CFD (Computational Fluid Dynamics), ainsi que de nouvelles méthodologies pour évaluer la qualité de l’air 

en zone urbaine. Pour cela, la méthodologie RANS en écoulement transitoire (Unsteady Reynolds-Averaged Navier-

Stokes) est retenue et deux nouveaux codes de calcul sont développés. Ceci inclut un modèle à convection forcée (FCS) 

pour modéliser les atmosphères neutres, ainsi qu’un modèle à convection mixte (MCS) pour modéliser les atmosphères 

stables et instables, mais aussi d’autres phénomènes tels que les effets de la végétation. Les résultats de ces deux codes 

de calcul sont comparés à sept cas tests expérimentaux réalisés en soufflerie, mais aussi sur le terrain et les résultats 

montrent que des erreurs de moins de 10% peuvent être attendues au sujet des concentrations modélisées, mais aussi 

que les échanges intérieurs/extérieurs peuvent être modélisés de façon performante. La question du domaine de calcul 

incluant les dimensions du domaine, le maillage, les conditions aux limites, les émissions ainsi que la concentration de 

fond dans le cadre de la modélisation de la qualité de l’air en environnement urbain est traitée dans une approche 

d’amélioration et, particulièrement dans le contexte de l’ingénierie. Plusieurs nouvelles méthodologies sont développées 

et validées incluant des méthodologies pour évaluer les concentrations en dioxyde d’azote sur la base des concentrations 

en oxydes d’azote, pour évaluer la distribution continue du vent sur la base de données discrètes issues des roses des 

vents, ou encore pour évaluer les concentrations moyennes annuelles sur la base de résultats numériques ponctuels. 

L’intérêt et le potentiel de ce type de modèle numérique et de méthodologies sont enfin mis en avant et des exemples 

d’application à des fins de conception, compréhension et diagnostic sont présentés. 

 

Mots-clefs : CFD, RANS, qualité de l’air, pollution atmosphérique, zones urbaines, environnement.  

 

Abstract 

The aim of this thesis is the development and the validation of Computational Fluid Dynamics (CFD) solvers and new 

methodologies to assess air quality in urban areas. To do so, the Unsteady Reynolds-Averaged Navier-Stokes 

methodology (URANS) is chosen and two new solvers are built. It includes a Forced Convection Solver (FCS) for neutral 

atmospheres modelling and a Mixed Convection Solver (MCS) for stable and unstable atmospheres modelling where other 

important phenomena such as the effects of vegetation are also considered. The results of these solvers were compared 

to seven test cases including wind tunnel and in-situ experiments which show that an error of less than 10% can be 

expected on modelled concentrations, but also that indoor/outdoor exchange can be efficiently modelled. The issue of 

computational domain including domain extension, meshing, boundary conditions emissions and background 

concentrations for air quality modelling in urban areas are dealt in an improvement approach, especially in the engineering 

context. Numerous new methodologies are developed and validated, and their limits assessed including methodologies to 

assess nitrogen dioxide concentrations based on nitrogen oxides concentrations, to assess continuous wind distributions 

based on discrete data such as given by wind roses or to assess mean annual concentration based on punctual numerical 

results. The interest and potential of such numerical models and methodologies is lastly highlighted and examples of 

application for the purpose of design, understanding and diagnosis are presented. 

 

Keywords: CFD, RANS, air quality, atmospheric pollution, urban areas, environment. 


