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Abstract

The electric power system has been traditionally energised by synchronous machines

like steam turbines, hydro turbines, and diesel engines. These rotating machines in-

herently contribute to the system resilience by providing rotational inertia. The grid

frequency is indicative of the real-time power balance across the grid and can be treated

as one of the primary grid health indices. On the occurrence of a fault, inertia helps the

frequency to gradually deviate from the nominal value, i.e. the higher the amount of

inertia, the slower is the rate of frequency deviation. The presence of an adequate inertia

therefore provides the liberty of allowing a control delay for the governor-input valve

controls to respond to the frequency deviation.

With the displacement of synchronous machines by converter-connected distributed in-

termittent renewable sources such as solar PV and wind turbine systems, the reduction

of inherent system inertia is evident. However, there is also a counterpoised observation

that the required amount of inertia in the transformed power system is reduced, given

the faster response of the converter-based DERs. Therefore, the solution is to resort

to synthetic inertia to improve the resilience of the power system, or to faster primary

frequency response to improve the system reliability with the limited resilience of a

low-inertia grid.

In this context, this thesis explores questions such as: What is the adequate synthetic in-

ertia/frequency response capability for a stable power system? How can one quantify the

flexibility required to provide this adequate inertia? Does synthetic inertia greater than

the adequate level necessarily indicate a higher stability margin? How different is the ef-

fect of distributed synthetic inertia on the oscillatory stability compared to synchronous

inertia?

iii



Firstly, the aspects of flexibility and methods to characterize them for an adequate syn-

thetic inertia and fast-frequency response are addressed. A generalized virtual storage

flexibility model has been proposed to quantify the heterogeneous bidirectional flexi-

bilities and their combination to provide a certain level of synthetic inertia. As an il-

lustration, a hybrid energy storage system has been sized for synthetic inertia and fast-

frequency response provision in an isolated power system.

The subsequent chapters discuss synthetic inertia and fast-frequency control actuated

by PV systems with hybrid energy storage. In this thesis, inverter control has been

explored with a complete DC-side model taking into account the effects of PV inter-

mittency, unlike most research works on inverter control that assume a sufficiently large

DC source/sink. Synthetic inertia controllers are categorized as grid-following and grid-

forming topologies, which significantly affect their impact on system stability. Conven-

tionally, the inertia and damping parameters are tuned and fixed over a scheduled time

slot based on the available flexibility. It has been identified that a higher inertia is re-

quired on the occurrence of a disturbance to limit the rate of frequency deviation and

a higher damping is required for a faster settling time. Therefore, for each of the con-

trol topologies, a rule-based real-time inertia tuner has been proposed to optimize the

frequency deviation, its rate, and the settling time. The algorithm has been improved

through a model predictive control with a rate-based linearization. The rate-based lin-

earization extends the model validity to the transient zones. For systems with multiple

grid-formers and multiple frequency responsive units, a distributed optimization prob-

lem has been formulated and solved to collectively tune the inertia and damping param-

eters which are constrained by the available flexibilities.

The efficacy of distributed grid-forming and grid-following synthetic inertia in replacing

their synchronous counterpart in a microgrid has been compared. Microgrid regulation

in grid-connected and islanded modes have been studied by modelling the DERs with

discussed control strategies. The impact of the two types of synthetic inertia controls on

the small signal stability of the system are examined by modal analysis and bifurcation

plots to derive the conditions for oscillatory stability in a microgrid with distributed syn-

thetic inertia reserves. The effectiveness of the proposed control strategies in restoring



the frequency stability of low-inertia systems has been validated by power hardware-in-

the-loop experimentation.
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Chapter 1

Introduction

1.1 Background Information

1.1.1 Global Energy Scenario

As a response to the threat of global climate change, 189 states have joined the party to

the 2016 Paris agreement. Each of these states are committed to reducing their green-

house gas emissions as per their enlisted nationally determined contributions (NDCs)

with a maximum estimated increase of 1.5◦C in global temperature. However, the esti-

mated global increase in temperature based on the signed NDCs project a global emission

level of 55 gigatonnes corresponding to a temperature increase much beyond 2◦C [2].

Thus noting that even if the NDCs are met, much greater efforts will be required for an

emissions target of 40 gigatonnes corresponding to 2◦C. Currently the human induced

increase in temperature of about 0.2◦C every decade as shown in Fig. 1.1a, assuming

that reductions in emissions were to begin immediately and reach zero by 2055.

Electricity production being one of the main contributors of greenhouse gas (GHG)

emissions, the average CO2 intensity in the global electricity supply is currently 504

gCO2 kWh−1, whereas the targetted CO2 emission estimate for the 2◦C criterion in 2050

is 15 gCO2 kWh−1 [3]. To address this large gap and the necessary transformation in
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power production, several countries around the world are investing on new installations

of renewable energy technologies, with solar PV installations increasing over the last

decade as shown in Fig. 1.1b. As this thesis was started in Singapore, the Singapore

emissions and energy scenarios are described below.

(a) Human-induced Global Warming [4]. (b) Renewable Capacity Growth [5].

Fig. 1.1: Evolution of Global Temperatures and Renewable Capacity.

1.1.1.1 Singapore Context

Singapore ranks 27th in the global per capita emissions based on the 2018 International

Energy Agency (IEA) report, with its emissions per capita showing a steep increase over

the years of steep gross domestic product (GDP) growth. Singapore ratified the Paris

agreement by committing to a 36% emission reduction over GDP from the 2005 levels,

which is estimated as 0.176 gCo2eq/SGD by 2030. The Singapore government has

also indicated to update its NDC to peak at 65 MtCO2eq in 2030. The energy mix of

Singapore is shown in Fig. 1.2 [1].

(a) Singapore Energy Mix [1]. (b) PV Installed Capacity.

Fig. 1.2: Evolution of Singapore Energy Mix.
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Based on the IEA 2018 report, the energy sector in Singapore amounts to 38% of the

emissions, fuel combustion from the industries 40%, transport sector 14%, buildings

and waste management upto 2%. As a response to these emissions target, the National

Climate Change Secretariat of Singapore, has introduced a carbon tax of $5/tCo2eq upto

2023 targetting large emitters to shift to renewables. However, a higher carbon tax is re-

quired to incentivise a significant shift to decarbonising the energy and industry sector.

The energy sector being the main contributor of the emissions, renewable expansion in

terms of solar PV has been growing over the last decade. Singapore is a geographically

small island with relatively flat landscape, low-winds, small land area with high popu-

lation density, which leaves it with solar PV as the only economical renewable energy

avenue. Therefore, Singapore is currently focussing on expanding its PV penetration

level. The regionwise PV generation capacity is shown in Fig. 1.3.

Fig. 1.3: PV Generation Capacity [1].

The main hindrances to PV deployment in Singapore is its high intermittency. Fig. 1.4

shows the PV output with a 10 kWp installation and the aggregated output of 10,000

such units. The high intermittency of renewables challenges the conventional meth-

ods used for power system planning and operation, which are only designed to handle

unidirectional load intermittencies. Unlike the conventional load-following methods of

generation control, there is a need for a generation and load following approach, which

requires sufficient predictability and flexibility services that buffer such fast changes in

the power production and consumption. Therefore, a need arises for a reliable system

for integrating a large number of intermittent PV systems whilst secure the grid stability,

which is the main drive of this work.
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(a) Output of one 10kWp Installation [6]. (b) Aggregated Output of 10,000 Installations [6].

Fig. 1.4: PV Output Variation on an Average Day, Recorded per minute.

1.1.2 Electricity Generation Mix

The conventional electricity generation mix mainly comprises of dispatchable genera-

tion including coal-fired thermal, natural gas, and nuclear power plants; all of which are

non-renewable, including the nuclear plant based on the argument that the Uranium-235

resources are limited. On the other hand, dispatchable renewable generation includes

hydro, biomass, geothermal, concentrated solar power (CSP), and ocean thermal power

plants, while PV, wind turbine generators and tidal are non-dispatchable or intermittent,

carbon neutral renewable energy contestants. The carbon emissions of the coal and nat-

ural gas power plants with 90% carbon capture and sequestration (CCS) are 86 and 36

gCO2 kWh−1 respectively, with an additional 7-21 gCO2eq kWh−1 from the CH4 emis-

sions in the mining process [3]. Considering the energy required for the construction

and operation of the plant, the specific GHG emissions of coal, gas, hydropower, and

biomass plants (78-109 gCO2eq kWh−1) are significantly higher than those of the nu-

clear, wind, CSP, and PV production (3.5-11.5 gCO2eq kWh−1) [3], thus favouring the

growth of PV and wind plants on a large scale. In this work, we have mainly focussed

on the integration of PV systems in the distribution network.

1.1.2.1 Inverter-based Resources

Solar PV and wind-energy systems are connected to the AC power grid through con-

verters, whereas the gas turbines, steam turbine-generators, and diesel generators are

synchronous machines (SMs) that are directly connected to the AC grid. The rotating
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Fig. 1.5: Impact of Synchronous Inertia on Frequency Response.

machines in the power systems inherently possess inertia in the form of stored kinetic

energy that resists the changes in the system. Thus, disturbances in the power system

do not affect the synchronous torque immediately as the machines continue to dissipate

their stored kinetic energy to maintain the power balance. This causes the grid frequency,

the power balance indicator, to decrease gradually on the occurrence of a contingency.

Fig. 1.5 shows that the effect of system inertia Hs on the rate of frequency deviation

ROCOF. The lowest or highest point of frequency deviation is referred to as fnadir. The

inherent synchronous inertia therefore buys time for the primary frequency controls to

respond without challenging the grid stability.

With the high displacement of SMs with inverter-based resources (IBRs) such as PV

plants, there is no stored kinetic energy that instantaneously acts on the occurrence of

a disturbance. This causes the rate-of-change-of-frequency to be very high, which can

trigger the designed power system protection. Synthetic inertia therefore becomes an

obligatory ancillary service in the low-inertia power system. It is to be noted that, high

renewable penetration, does not necessarily mean a low-inertia system. A low-inertia

system is a system with less or no synchronous machines, with numerous power elec-

tronics interfaced components. To compensate for the lack of inertia, energy storage

or other rapdily-controllable flexible components may be utilized. The control strategy

that emulates synchronous inertia in converter-interfaced DERs is referred to as synthetic

inertia control[7]. On the other hand, the lack of inertia can also be tackled by imple-

menting a very fast primary frequency response (PFR) using the rapdily-controllable
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Fig. 1.6: Hierarchical and Plug-and-play Control Structure.

flexible components. This is known as fast-frequency response (FFR) [7]. In this thesis,

we explore the control strategies and flexible components for emulating synthetic inertia

and FFR for a resilient inverter-dominated power system.

1.1.3 Concept and Architecture of Microgrids

Unlike large centralized generation, distributed energy resources (DERs) supply the local

demand, which leads to the concept of microgrids (MGs) and virtual power plants (VPPs).

MGs serve as a concept to integrate a distributed generation and is referred to as building

blocks of a smart grid [8]. They are independently controlled systems capable of oper-

ating in grid-connected and autonomous modes, typically located at the LV distribution

level with DERs, ESSs, and flexible demand, which when coordinated efficiently brings

definite advantages to the system operation. VPPs on the other hand are not restricted to

the same local network. Unlike MGs, VPPs are a collection of DERs that are controlled

by a centralized entity over a large geographical area like an aggregated production [8].

With numerous DERs interacting to form a microgrid, and with different microgrids in-

teracting to form a local distribution network, power system is transforming to a nested

control architecture, which largely requires plug-and-play control structure replacing its

hierarchical counterpart as shown in Fig. 1.6.

Microgrids have existed in the past in remote islanded applications, where building trans-

mission corridors was not economically viable, such as in islands, military bases, etc.
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However, with the motivation of self-consumption in the energy policies of many coun-

tries using household solar power has led to local energy community microgrids that use

local energy management systems [9].

1.2 Motivations

Decentralized energy production, consumer co-ownership, and development of the buffer

ESSs have been driving changes in the energy policies over the last decade [10, 9]. Self-

consuming energy communities development intiatives are being introduced in the re-

cent European renewable energy directive (RED II) 2018, in which the 28 member states

have to transpose into the national energy policies by June 2021 [11]. The idea of col-

lective self-consumption is modular and revolves around the idea of a sharing economy,

where under-utilized resources under individual ownership are shared for the benefit of

the community in exchange for energy or monetary benefits [12].

With the growing popularity of self-consumption, firstly there is an imminent the need

for identifying, quantizing, and controlling the heterogeneous aggregated flexibility op-

tions for the different levels of balancing control in the local community. One of the main

tasks of the power system operations is the balancing load frequency control (LFC) that

responds to the dynamic characteristics of the load and minimizes deviations in the sys-

tem frequency, which is the indicator of the active power balance in the system [13]. The

aggregated generation must supply the overall electrical loads and the losses involved in

transporting the electricity to the loads via the transmission and distribution lines to

maintain the power balance. The conventional electric power system has been a network

of highly dynamic loads supplied by controllable generation. Therefore, frequency con-

trols are primarily implemented as load-following automatic generation control (AGC)

strategies [14, 15]. However, with an increase in the intermittent generation ratio in

the power system, the load variation is coupled with the intermittency of PV generation

rendering the AGC unreliable to maintain the power balance. In a power system with

very high penetration of intermittent non-dispatchable generation, load-following oper-

ation and control becomes obsolete. Thus, for the operational feasibility of the system,

7



1.2. Motivations

there is a need for sizing and control of flexible resources for the balancing control such

as: dispatchable DERs like microturbines and fuel cells, energy storage systems (ESS)

[16, 17, 18], PV/wind curtailment [19, 20, 21], and generation-following load controls

(demand response) [22, 23, 24], and load curtailment [25].

Secondly, newer control frameworks have to be developed and tested for the reliable

operation of power systems with a large share or 100% IBRs. Traditionally, the syn-

chronous generators with the governor systems provide an implicit inertia and primary

frequency support in the conventional power system, which restricts the steepness of

the frequency derivative and the frequency deviation respectively. Smaller independant

power systems have an evidently lower inertia, due to which its reliable operation with

intermittent converter-interfaced DERs is very challenging. Reduced inertia and fast-

frequency reserves in these systems are compensated by dedicated inverter-connected

storage units, controlled as grid-following virtual inertia controllers [26], grid-forming

droop controllers [27, 28], and virtual synchronous generators [29]. Grid-forming units

serve as the primary voltage source of the microgrid during autonomous operations,

while grid-following units depend on the main grid or the grid-formers to serve as the

voltage reference.

In the context of microgrids/energy communities, the installation of a dedicated stor-

age capacity for fast-frequency response may not be an optimal solution [12]. So, there

is a need for both grid-forming and grid-following control strategies that utilize dis-

tributed time-varying flexibility resources in the community grid to perform the fast-

frequency control actions. Unlike the conventional power system, where a number of

machines proportionally share the task of frequency control, the exploitable flexibility

in distributed energy resources (DERs) can be time-varying and may or may not be suit-

able for providing fast frequency response [30]. Hence, the main objective of this work

is to develop cooperative fast-frequency and inertia control strategies for an optimal

frequency response while addressing the constraints of the available flexibilities in the

system.

Finally, the effect of distributed inertia and damping in PFR, FFR, and synthetic inertia
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response has to be analyzed for stability from the system perspective. The effect of

inertia emulation on the frequency stability enhancement in terms of the fnadir and the

ROCOF have been studied in [31, 32]. In addition, a handful of recent studies [33, 34, 35]

have shown that the interaction of inertia emulators and droop-controlled IBRs may lead

to new oscillatory modes, which if left undamped may lead to oscillatory instability.

Considering systems with synchronous and synthetic inertia, a new power oscillation

against the SMs in the same area is induced by the inertia control. At a higher value

of virtual inertia, this oscillation may become unstable [33]. This is a very interesting

observation that shows that inertia emulation beyond a prescribed level may have an

adverse impact on the power system oscillations. Therefore, there is a need to derive the

small signal stability constraints in systems with frequency-responsive IBRs.

1.3 Research Objectives

The overall aim of this research is to investigate the relevance of traditional inertia-droop

concepts from a system perspective in the context of inverter-dominated power systems

and their stability, with particular interest in the case 100% inverter-based resources

(IBR) in a microgrid operating with no synchronous inertia. As the 100% IBR microgrids

are futuristic, there is a lack of rigorous standards for their regulation. Listed below are

the main research objectives.

1. To study the energy mix and characterise the different flexible resources that can

deliver balancing services in a potential flexibility reserve market. The interesting

challenge here is to quantify and aggregate the heterogeneous flexibilities to fit a

generalized flexibility model to define the actuator constraints by accounting for

the control boundaries of the individual DERs.

2. To rigourously study and compare the effectiveness of current-controlled (grid-

following) and voltage-controlled (grid-forming) inertia emulation strategies to

displace synchronous inertia by monitoring the frequency response characteristics.

9
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3. To explore predictive control strategies for frequency response beyond proportional-

derivative i.e. droop-inertia approach for converter-based microgrids and imple-

ment them in a power hardware-in-the-loop test bench.

4. To study the interaction of optimal control strategies implemented on grid-forming

and grid-following DERs and to develop a resilient regulation strategy for 100%

inverter-based power systems that fit a plug-and-play control architecture, unlike

the common hierarchical approach.

5. To examine the oscillatory stability of the system devoid of synchronous inertia

with frequency responsive inverter-based resources.

1.4 Contributions

The main contributions of the thesis to the energy research community is as follows.

Each of these contributions are elaborated in the corresponding main chapters of the

thesis.

1. Chapter 3 presents a sizing methodology to design the supplementary storage flex-

ibility required meet a set of desired frequency response characteristics in addition

to the available heterogeneous flexibilities such as dispatchable resources, demand

response, and renewable curtailment options.

2. A cooperative predictive grid-following frequency response control scheme has

been proposed in Chapter 4. It tunes the inertia and damping parameters in real-

time based on the control constraints obtained by the coordination of available

resources through a consensus algorithm. The proposed control and regulation

scheme has been tested on the power hardware-in-the-loop (PHIL) test bench.

3. An isochronous grid-forming control has been implemented using model predic-

tive control (MPC) strategy in Chapter 5. A power sharing algorithm for coordi-

nating multiple isochronous IBRs has been presented.
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4. The conventional droop-based grid-formers have been improved by a rate-based

MPC in Chapter 5. The rate-based linearization of the MPC extends the model va-

lidity to transient zones. The control has been implemented in a multi-converter

setting accounting for the transition between interconnected and islanded opera-

tion modes of the microgrid.

5. In Chapter 6, a stochastic backward/forward sweep power flow method has been

proposed for obtaining the steady-state operating points of the islanded microgrid

with droop control. The small signal model of an 100% IBR microgrid with grid-

forming and grid-following controls has been presented and the eigen modes have

been analyzed to examine the oscillatory stability of the IBR microgrid. The sta-

bility criteria derived from the small signal analysis are reflected on the proposed

optimal control strategies.

1.4.1 Experimentation

PHIL experiments using the OPAL-RT R© real time simulator, dSpace R© controller, and

power amplifier, have been an integral part of this work for validating the proposed

control strategies and microgrid regulation framework. The power system considered

in this work is a 100% inverter-based microgrid. Modelling such power systems with

a large number of power electronic devices for real time simulation is a challenge as

the system consists of a large number of controlled components with switches, while

the control of power electronics has to be sufficiently fast. The microgrid component

is present as a hardware, controlled by the proposed regulation strategy programmed in

the dSpace R© controller, while the rest of the microgrid is emulated by the OPAL-RT R©

- power amplifier setup. This experimental design allows us to test the response of the

component to various critical system scenarios that can be simulated.
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1.5 Summary

In this chapter, the topics covered in the thesis have been introduced with a description of

the background information and motivations that lead to the objectives of the research.

The contributions made by the thesis have been described briefly with a short note on the

experimental setup. The following chapter reviews the state of art in sizing and control

of flexible IBRs for synthetic inertia and frequency response, and their interaction and

impact on the system stability.
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Chapter 2

Literature Review

This chapter introduces the definitions and theories of the different topics covered in this

thesis and the review of the corresponding state of art.

2.1 Microgrid Control

MGs are LV distribution networks with DERs, ESSs, and loads capable of operating au-

tonomously from the main grid. The autonomous operation maybe due to a planned is-

landing or due to a fault in the utility grid, or any other emergency events [36]. With the

intermittency of distributed generation, the autonomous mode of operation particularly

experiences frequency fluctuations [37]. DERs generate DC power (PV, ESS) or variable

frequency AC (DFIG wind generators, microturbine) and are connected to the distribution

system using DC-AC inverters. These inverter-based resources (IBRs) must be controlled

cooperatively for voltage/frequency regulation and energy management tasks. Dynamic

energy resource management systems (DERMS) [38] and MG control architectures may

be centralized with a MG controller [39, 40, 41, 42], distributed with a peer-to-peer com-

munication network [43, 44, 45, 46], or completely decentralized [47, 48, 28].

The control hierarchy comprises the primary, secondary, and tertiary control layers

through which the operating point is stabilized. The foundation of hierarchical control

13



2.1. Microgrid Control

stems from the control of transmission systems. However, the control challenges and

architectural limitations of microgrids are diverse [36], and therefore require controllers

that can adapt in real time to the variability of load and network conditions, which,

in other words, refer to controls that are suitable for plug-and-play (PnP) operation to

seamlessly operate without seperation of time scales.

2.1.1 Relevant Standards

The ANSI/ISA-95 standard is the general standard for developing an automated inter-

face between the enterprise and the control system [43], which provides the foundation

and theory of multilevel hierarchical systems with the highest level being the enterprise

level and the lowest level being the device and actuation level. The higher levels provide

supervisory control over the lower level, i.e. the higher the control level, the lower is the

control bandwidth to ensure that the reference signal of the higher level has low impact

on the stability of the lower control level. Adapting the ISA-95 to MGs leaves us with

the following control layers.

1. DC-side control - Control of DC-DC buck-boost converters coupling the PV unit

for MPPT or curtailment control and the control of buck-boost converters of energy

storage systems to regulate the DC-bus voltage compensating for the intermitten-

cies.

2. Inverter inner control loops - Regulation of output voltage and current of the in-

verter by feedback/feedforward, and linear/non-linear control.

3. Primary control - The primary control layer could be a grid-forming or grid-

following layer. The IBR is controlled as a voltage source for grid-forming op-

eration and as a current source for the grid-following operation. The primary con-

trol layer comprises immediate frequency response controls, such as droop and

synthetic inertia emulation.

4. Secondary control - Serves as a synchronization and voltage/frequency restora-

tion layer, i.e ensuring that the V/f characteristics in the steady state are within
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the respective limits. The synchronization layer allows the transition of the MG

operation from grid-tied to islanded modes.

5. Tertiary control - This layer manages the economic dispatch of the DERs during

the autonomous operation and manages the power flow between the MG and the

main grid or other microgrids during the interconnected operation.

In this work, we extend the adaptation of the microgrid control layers in [43] with the

DC-side control layers and the consideration of the actuator limits at the device level by

means of the tertiary dispatch control. The grid-forming droop control layer adopted for

the primary control layer in [43, 27, 44] is modified to emulate inertia. In case of grid-

following operation, the primary layer can still respond to power imbalance with inertia

emulation and fast-frequency response (FFR) and act as grid-supporting control. During

autonomous operation, the voltage reference for the grid-following IBRs are provided by

the grid-formers.

In the grid-connected mode, the grid-interconnection standards such as IEEE 1547, UL

1541 in the U.S., and VDE 4105, RD 1565 in Europe [49], provide the foundations for

the interconnections of smart inverters, especially PV units capable of providing grid-

support functions.

2.1.2 Classification of IBRs

IBRs in the microgrid may be classified based on the control and operation of the power

converters coupling the resources to the distribution network. The terms used for classi-

fying the different types of IBRs and their control strategies in this work are defined in

this section.

Grid-following IBRs are controlled as a current source and is dependant on a generator

or the grid-voltage, or another voltage-source controlled power converter to operate [50].

Converters controlled as current sources present a high parallel output impedance and

are controlled to deliver the reference active and reactive power setpoints. The operation
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of the grid-following IBRs are often regulated by a higher level control that determines

the power setpoints to be tracked by the inner control loop layer.

Based on the frequency responsive capability, grid-following IBRs are further classified

as grid-feeding and grid-supporting/grid-friendly IBRs [50, 51]. If the higher level con-

trol is set the reference power settings based on an MPPT control for PV units or based

the economic dispatch/tertiary control layer that is scheduled for a desired interval for

PV units equipped with ESS, it is defined as a grid-feeding DER.

Grid-supporting IBRs on the other hand are those that are capable of adjusting the ac-

tive and reactive power setpoints to respond to the frequency and voltage deviations.

They are controlled current sources with parallel impedance for power sharing that are

designed to provide a share of flexible power for regulatory functions [52, 53]. Con-

ventionally, the frequency response of current-controlled grid-supporting inverters are

slow since the active power set-point has to be calculated after the measurement of the

frequency and sometimes its derivative [54].

Hence, voltage source controlled IBRs known as grid-forming IBRs are more appropriate

for fast frequency response. The grid-formers are converters capable of controlling the

terminal voltage and frequency of the microgrid if the required flexible reserves are

available. Grid-forming controls may be implemented as isochronous primary control

[55, 56] or droop controllers [47, 48, 27]. Further details on the state of art control

strategies are presented in the following section.

2.2 Load Frequency Control

Load frequency control (LFC) is the control of active power balance in the system. With

a large share of intermittent distributed generation in the autonomous operation of MGs,

frequency regulation is very crucial to assure the stable operation of the MG. The power

balance of the microgrid is restored by the control layers acting in different time-scales

as shown in Fig. 2.1 [57]. Various control strategies may be applied for the primary

frequency control (PFR) and secondary frequency control (SFR).
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Fig. 2.1: Stages in Frequency Control.

Consider a generation outage that causes the system frequency to drop. The rate of the

frequency drop is determined by the synchronous inertia (SI) in the system. SI resists the

frequency change until the controllers respond and therefore allows the liberty of con-

trol delay in PFR. The higher the SI, the lesser the initial rate-of-change-of-frequency

(ROCOF) and the lowest frequency dip fnadir as explained in section 1.1.2.1. The SI a

natural consequence of the presence of synchronous rotating machines in the system

caused by the stored kinetic energy in synchronous machines is absent in IBRs. There-

fore, power systems with a large share of IBRs and 100% IBR microgrids are referred to

as low inertia systems. The lack of SI in low-inertia systems may be compensated by

virtual inertia emulation (VIE) using other forms of stored energy. Yet another approach

is to compensate the lack of inertia by sufficiently faster primary frequency response,

known as fast frequency response (FFR). Many studies do not focus on the distinction

between synthetic inertia and FFR [58]. For a clearer picture of the different stability

enhancing services, synthetic/virtual inertia (VI) and FFR services are defined below.

2.2.1 VI and FFR

To describe VIE, consider the dynamic behaviour of the system with system inertia

given by (2.1), where, Hi and Si refer to the inertia constant and power rating of the

ith SM respectively. The swing dynamics of the ith machine is given by (2.2), where
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Ji,ωm,i,Tm,i and, Te,i represent the moment of inertia, angular velocity, mechanical, and

electrical torques respectively. Further, the swing equation can be written as (2.3), where

Hi,ωi,Pm,i and, Pe,i represent the machine inertia constant in seconds, electrical fre-

quency of the machine, mechanical, and electric power of the generator in per unit (p.u.)

respectively. For a power imbalance of ∆P due to the disturbance in this system, the

initial time derivative of the frequency ROCOF is given by (2.4).

Hs =
∑∀i HiSi

∑∀i Si
(2.1)

Ji
dωm,i

dt
= Tm,i−Te,i (2.2)

2Hiωi
dωi

dt
= Pm,i−Pe,i (2.3)

ROCOF =
d f
dt

=
∆P fs

2Hs
(2.4)

Since the inertia emulated is proportional to the ROCOF, ROCOF measurements are nec-

essary for VIE. The ROCOF calculation is challenging as it is susceptible to disturbances

and the calculated value depends on the time window over which it is calculated. Yet

there is no appropriate standardization for ROCOF measurement and testing [58]. In this

work, VI refers to frequency response services emulating the swing equation in (2.3),

i.e. the inertia response emulated is proportional to the frequency deviation and its time

derivative, whereas faster PFR options that respond with a controlled contribution of

electric torque Te for quick changes in frequency [58], with very short delay in response

time are referred to as FFR.

On the other hand optimal frequency response control strategies [59, 60], are not re-

stricted to a proportional-derivative i.e. droop-inertia response and can involve complex

control. However, it is interesting to note that a high inertia response restricts the inertia

frequency swing due to the disturbance, however, persistent high inertia response leads

to a higher peak overshoot and a larger settling time [61]. A higher damping is required

once the frequency controls are active to damp the frequency oscillation for a quicker

settling time. Therefore, the VI, FFR and damping controls collectively manage the dif-

ferent frequency characteristics. Procuring additional damping reserves to compensate
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for the over compensation of the VI and FFR services requires unnecessary investment in

additional storage reserves to support each of these services. Hence, in this work we ex-

plore optimal adaptation of VI and FFR parameters to avoid the requirement of additional

damping services to ensure the stablity. The following section reviews the existing FFR

and VI control strategies that can be implemented in grid-following and grid-forming

IBRs.

2.2.2 IBR Control Topologies for LFC

From the simplest droop control [27] to the recently popular virtual oscillator control

[62], there are several notable contributions to the first generation of control topologies

for low-inertia systems. Each of these topologies has its own set of merits and demerits

and is highly application specific [63]. The control topologies mainly fall under one of

the categories described below.

2.2.2.1 Droop based Topologies

Droop-based control adopts the traditional droop control concept of SM [47] is shown

to have a slow and inefficient transient response as the response of the control is not

proportional to the time derivative of the frequency deviation. With a fast-responding

ESS such as supercapacitor bank or flywheel systems, the control can act as an FFR

reserve.

The droop control facilitates the autonomous operation of inverter-based microgrids [27,

64] by means of a frequency-active power droop and a reactive-power voltage droop as

shown in the equations below [37]. The active power output of the inverter is measured

with the help of a low pass filter with time constant Tf . When the low pass filter transfer

function is accounted for in the droop equation (2.6), it is inferred that the equivalent

inertia and damping contribution of the droop controller are as given in the (2.7). Thus

the power measurement delay in the filter along with the droop coefficient mp contributes

to the virtual inertia J and the droop coefficient contributes towards the damping D. The

19



2.2. Load Frequency Control

virtual inertia is not fully controllable and the ratio J/D is constant for a system. Thus,

droop controllers tend to have a poor transient response in terms of inertia.

ω
∗
i = ωn−mp

(
P

(1+Tf s)
−Pb

)
(2.5)

Pb−P =
Tf

mp
s(ω∗i )+

ω∗i −ωn

mp
(2.6)

J =
Tf

mp
;D =

1
mp

(2.7)

where, ω∗i is the reference frequency of the inverter i; ωn is the grid frequency; P is the

active power injected by the inverter and Pb is the base power of the unit.

2.2.2.2 Frequency-Power Response/ Vsync Topologies

Frequency-power response based control technique popularly referred to as Vsync [63]

or virtual synchronous generators (VSGs) [65, 66, 67], is typically a current-source im-

plementation (grid-following) with inherent over-current protection. However, since the

control is based on the frequency derivative, the system may be more susceptible to noise

and is slower compared to its voltage source counterparts. In weak power networks, it

may also result in instability due to dependence on phase locked loops.

In comparison to the droop controller, Vsync topology provides a better dynamic re-

sponse by sensing the change in frequency and the RoCoF and accordingly responding

to it by releasing or absorbing inertial power similar to a synchronous generator as shown

in (2.8) where, Ki and Kd are inertia and damping control parameters [68]. Since the fre-

quency and ROCOF measurements are taken from the PLL, this topology relies on the

accuracy of the PLL measurements and thus require a robust PLL. PLLs often pose prob-

lems in terms of stability in weak grids with harmonic distortions and voltage swell/sag

[63]. These conditions will affect the performance of this controller. Another impor-

tant disadvantage of this control topology is that the controller cannot be implemented

for a grid-forming unit as it is a current-controlled implementation based on the PLL

measurements.
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Pvsg = Ki
d∆ω

dt
+Kd∆ω (2.8)

2.2.2.3 Swing Equation based Topologies

The swing equation-based topology uses a simpler model of the synchronous generator

and does not require the measurement of frequency derivative. It is typically based

on a voltage source implementation with phase locked loops which are only used for

synchronization. The basic swing equation-based topology was implemented by the Ise

lab group in [69, 70, 71]. The inertial response of the synchronous generator is emulated

by solving the swing equation using the measured inverter output current and voltage at

the point of connection to compute the active power output of the inverter Pout and thus

calculate the angular velocity of the virtual rotor ωm using (2.9) by numerical integration.

The input power or the prime mover input is defined by a governor model using (2.10)

[70, 72].

Pin−Pout = Jωm
dωm

dt
+Kd (ωm−ωg) (2.9)

Pin = Pout +
K(ωre f −ωg)

1+Tds
(2.10)

Unlike the previous method, the swing-based emulation can be implemented for grid-

forming controllers. The controller does not rely on ROCOF measurements from PLL and

is thus more robust to PLL accuracy and noise. However, oscillatory stability issues may

arise due to the improper tuning of J and Kd parameters [63]. Since the control is based

on the swing equation, the use of this topology may result in power oscillations which

have to be damped using a damping controller [73].

2.2.2.4 Machine Model based Topologies

Synchronous generator model-based topologies, popularly referred to as synchronverters

try to mimic the actual SM using an accurate model popularly known as synchronvert-

ers [74, 75, 76]. Unlike the above swing equation-based topology, the synchronverter
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solves the entire synchronous generator equations in every control cycle for a better

performance.

The most interesting aspect of the synchronverter is its inherent capability to maintain

synchronism with the terminal voltage [77]. The equations of the synchronverter form

an enhanced PLL that helps with the auto-synchronism. Thus, it is most-suited for grid

forming units in islanded microgrids. However, there is no inherent protection against

sever transients because of the voltage-source implementation [63]. It requires additional

current protection units to ensure safe operation. Numerical instability is another signifi-

cant problem associated with this topology due to the high real-time model computation

requirement.

2.2.2.5 Oscillator based Topologies

Virtual oscillator control (VOC) emulates the dynamics of coupled non-linear dead-zone

oscillators to enable communication-less synchronization and power sharing in a system

of parallel inverters [62]. Due to its communication-free auto-synchronizing capabil-

ity, this control is suitable for islanded IBR microgrids [78, 79]. Droop control being a

special type of VOC [80], has clear advantages in the applicaiton to low-impedance net-

works. VOC is also capable of providing a faster transient response as it is a time domain

control that reacts to instantaneous power measurements [81], unlike the droop control

which relies on average measurements. However, VOC is shown to have a very large

settling time with reduced damping and is unable to control the frequency as precise as

the droop control.

Table 2.1 presents the comparison of the response of the selected topologies to a 2 kW

step load change in a simple 2-inverter microgrid from [82].

2.2.3 Strategies for Parameter Adaptation

In this work, we focus on swing-based VIE and FFR techniques for grid-formers and

frequency-power response topology for grid-following IBRs. The main concern in these
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Table 2.1: Comparison of selected VIE topologies

No-VI case: fnadir = 56.9Hz,RoCoFmax = 2Hz/s, tsettle = 9.2s
Droop Vsync Swing-based Synchronverter VOC

fnadir(Hz) 57.3 58.2 58.4 58.4 57.3
RoCoFmax(Hz/s) 1.7 1.5 1.4 1.4 1.5

Ppeak(W ) 1560 1844 1765 1770 1565
tsettle(s) 10.1 13.6 12.8 12.9 15.8

Grid-forming X X X X X
Numerical instability X X X X X
Noise susceptibility X X X X X

topologies is the appropriate tuning of control parameters. Research efforts in the area of

fast frequency control and inertia control of microgrids are vast, however relatively very

few research efforts have been taken to exploit the controllability of droop and invertia in

inverter-based DERs beyond proportional sharing of frequency support responsibilities.

Unlike the implicit inertia property of synchronous machines which is fixed and pro-

portional to the machine capacity, synthetic inertia offered by a converter-based DER

can be varied to optimize the frequency response characteristics. Dynamic variation and

distribution of the droop and inertia parameters are shown to have an impact on the mi-

crogrid stiffness and the small signal stability [83, 37]. Solutions that decouple the droop

parameter into a fixed steady-state droop and an adaptive transient droop have been pro-

posed to mitigate low-frequency oscillations [84]. A synthetic inertia control for optimal

frequency response in wind power plants has been proposed in [85]. Methods such as

bang-bang control [70] and LQR optimization [59] have been proposed for inertia tuning.

Moreover, the current attempts on optimizing inertia and damping and the attempts to

tune droop parameters based on the required balancing support and power and energy

capabilities of the corresponding DERs for loss reduction [86] are not mutually exclusive.

The damping parameter and the droop characteristics constrain each other [87]. Hence,

there is a trade-off between the local stability and the balancing support provided by the

DERs.

It has been shown in [59] that on the event of the disturbance, inertia plays a crucial

role in minimizing the transient frequency extrema fnadir, while the damping constant

plays a crucial role in optimizing the settling time. Therefore, there is an evident need
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for predictive tuning of inertia and damping parameters using model predictive control

(MPC) to optimize the frequency response characteristics.

2.2.3.1 Optimal Frequency Response using MPC

Compared to the PID and pole-placement control, MPC control has the inherent ability

to handle input/output constraints and predict the evolution of the system over a finite

time horizon. The predictive control gives access to the trajectory information, which

allows the MPC to conduct an optimization over the prediction horizon, avoiding pre-

determined constraints based on safety-margins. The MPC is a receding horizon control

that relies on the plant model for the prediction and has proven its superior performance

over a PI control in several process control applications.

The authors of [88] have recently shown that the energy storage requirement for synthetic

inertia is reduced by the model predictive control (MPC) formulation compared to PI

control. However, the MPC control proposed in [88] is only for ESS sizing. MPC has

been shown to have a superior performance over the conventional and fuzzy controllers

in [60, 26]. An MPC-based active frequency response using wide area measurements

in a bulk power system has been proposed in [89]. However in these works, the MPC

controller is assumed to be actuated by a dedicated and sufficient ESS, that is operating as

a centralized entity for frequency support in the power system. MPC optimization yields

the best set of parameters for frequency response, however, in practical applications the

control parameters obtained from the MPC is constrained by the limits of the flexibility

constraints of the actuator. In a sharing economy with limited resources to be collectively

controlled, unconstrained MPC is impractical and needs further research. Methods for

coordinated control are discussed in the section below.

While the inertia parameter is optimized by model predictive control in [26, 88], it has

been highlighted that the linearized model does not adequately capture the adaptivity of

the controller, the problem of simultaneously optimizing inertia and damping parame-

ters. Hence, we attempt to approach this problem with a rate-based linearization. The

rate-based linearization for fast-frequency control proposed in this work is inspired from
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[90, 91]. The idea of introducing the rate-based model is that the state derivatives are

directly propogated through the prediction horizon rather than the states as in a regular

jacobian linearization. This in turn holds the model fidelity not only in the near equilib-

rium region but also in the transient regime.

2.2.4 Cooperative Schemes

With the decreasing cost of storage systems, there is an extensive transformation of the

DER capabilities from a passive grid-feeding DER to actively-controllable DERs that can

support the autonomous operation of the grid. Grid supporting control and regulations

have been widely studied in energy communities with individual storage resources [12].

With the growing number of ESS-based DERs, the possibilities of distributed control of

energy storage systems are of recent interest [12, 92]. In this work, we extend the sharing

economy principle to DERs in an energy community to collectively perform the tasks of

an ancillary service provider.

DERs may be coordinated in a cooperative or competitive manner [12]. Since the prob-

lem addressed in this work is a grid-supporting function, the cooperative method be-

comes an obvious choice for resource coordination. In order to mitigate the need for

a centralized authority in every energy community, we aim to coordinate the flexible

DERs by formulating a peer-to-peer distributed optimization problem. Distributed con-

trol can be performed by methods such as the consensus, game theoretic approaches,

and distributed MPC.

Consensus is a distributed average-based cooperative control technique that relies on

information-sharing on sparse communication networks. Reference [93] describes a ba-

sic asymptotic consensus framework that performs the primary and secondary frequency

control. The convergence time tc of asymptotic consensus algorithms can vary depend-

ing on a range of system parameters and does not guarantee finite-time stability. This

has been improved by [94], where the authors present a leader-follower or aggregator ap-

proach that guarantees finite-time frequency support and state-of-charge (SOC) balanc-

ing. However, the tc of a finite-time consensus is also sensitive to the agent dynamics and
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the initial states [94, 95]. Game theoretic approaches on the other hand can be designed

as cooperative frameworks that enforce coalition [12, 92] or non-cooperative games that

model the competitive nature of the co-existing beneficiaries [96, 97]. Reference [97]

models the multi-microgrid energy management system as a non-cooperative differen-

tial game where both the global objective and the benefits of the individual agents are

formulated. However, the non-cooperative game model is based on the assumption that

no agent has market power and it can be challenging to guarantee a nash equilibrium

[98]. A comparitive study presented in [92] confirms that in scenarios where the global

benfits are shared by the individual beneficiaries, it is likely that coalition outperforms a

competitive framework in terms of overall resource utilization and individual benefits.

The possibilities of the cooperative control techniques can be enhanced with predictive

adaptability by designing a distributed MPC (DMPC). DMPC has been employed sucess-

fully for secondary frequency restoration [99, 100] and microgrid energy management

problems [101]. The results of [101] show the obvious superiority of the DMPC tech-

nique over the consensus and game theoretic frameworks due to the predictive control.

To the best of our knowledge FFR and VI control problems have not been addressed us-

ing a coordinated MPC framework. The challenge in this implementation is the required

speed of control, whilst addressing the individual IBR constraints.

2.3 Modelling and Sizing Flexible Resources

Considering VIE and FFR in DERs, [102] has defined an effective inertia term that is rep-

resentative of the equivalent aggregate value of inertia of synchronous generators and

the distributed energy storage reserves. From a planning perspective, [103] has formu-

lated a reserve placement problem addressed for larger power systems by modelling

dedicated converter-based frequency reserves. From power systems operations perspec-

tive, [104] has designed synthetic inertia and damping using the system model and then

disaggregated them using economic dispatch. However, considering that inertia uses

fast-responding reserves, while droop and damping require slower responding reserves,

the inertia and damping requirement cannot be disaggregated proportionally based on
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the steady-state economic dispatch. The distinction that frequency response reserves

utilize bi-directional flexible reserves, whereas the proportional method is based on the

sustained injected power capacity is lacking in the former works. We consider resources

with time-varying flexibility that is not essentially proportionate to the steady state in-

jected power, for which heterogeneous flexibility models play a crucial role.

With ESS, the flexibility limits are obvious, however with curtailable and shiftable loads,

electric vehicles and aggregation of different types of flexibility reserves, the flexibility

limits and the corresponding parametric constraints when implementing frequency con-

trols are not very apparent. For this application, virtual battery models (VBM) maybe

applied to model the demand flexibility available in the microgrid. Virtual battery pa-

rameters may be computed for electric vehicles (EV) [105], thermostatically controlled

loads (TLC) [106, 12], heating ventilation and air conditioning (HVAC) loads [107]. Un-

certainties in flexible load models are considered in the VBM in [108]. VBM parameters

for a combination of heterogeneous flexibilities can be obtained using the method in

[109, 30]. Once the available flexibility in the available loads is assessed, ESSs have to

sized for the additional flexibility for the desired frequency response characteristics.

2.3.1 Hybrid Energy Storage Systems

Supercapacitor banks (SCESS) [110, 18] and flywheel energy storage systems (FESS)

[111, 112] have a faster response and high power capacity which are crucial for FFR

and inertia response. Battery energy storage systems (BESS) on the other hand has a

relatively lower power capacity and a slower response but a large energy capacity. Thus

an intelligent energy mix specific to the application gives an edge on managing the FFR

requirements as well as to provide steady-state response. Therefore, in this work hybrid

energy storage systems (HESS) are optimally sized for the computed FFR and VIE pa-

rameters. The most HESS combination are the BESS-SCESS and BESS-FESS systems for

frequency response services [113, 114] or managing renewable intermittency [115, 116].
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2.3.2 ESS Sizing Methodologies

The ESS requirement for utility scale systems with high renewable penetration to operate

at a desired frequency response has been computed in [57, 117], while the computation

is optimized for a set of scenarios in different time zones in [118]. With regard to micro-

grids, fourier transform has been applied to size storage systems for the different levels

of balancing control [119, 120]. Reference [17] discusses the adequacy evaluation of

a PV-based islanded microgrid in a minute-scale in terms of reliability indices. Other

algorithms for islanded microgrids have been presented for sizing and placement of ESS

from the perspective of energy management [121, 122]. The ESS placement problem is

significant in cases where some area of the power system is supported by synchronous

generators [103], while the rest of the system is a low-inertia system. However, in the

case of 100% converter connected system with fewer units, the microgrid stiffness is

uniformly low and the placement of ESS does not affect the performance significantly.

Discrete fourier transform method has been widely used for sizing storage for renewable

intermittency management [115, 116]. In [114], a cost-benefit optimization problem is

formulated to solve for the sizing of HESS, while a linear programming approach has

been formulated in [113]. However, with regard to storage sizing exclusively for FFR

and VIE, very few works such as [57] present the computation methodology, however it

has been applied for sizing utility-scale ESS. Hence, there is a need for storage sizing

methods specifically for FFR and inertia services.

2.4 Small Signal Stability Analysis

Although there is a plethora of work on the VIE control strategies, small signal stabil-

ity analysis of low inertia systems with IBR inertia emulation is relatively less. Inertia

emulation is primarily associated with the enhancement of frequency stability. From the

system perspective of installing VIE devices, the number of research works carried out is

relatively less. It has been shown that the interaction of inertia controllers may enhance
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the frequency stability but deteriorate the small signal stability (SSS) of the system caus-

ing power oscillations [33, 34]. Hence, inertia and damping parameters of the controller

have to be designed whilst ensuring the SSS of the system. The steady-state operating

points of the system have to be known for small signal stability analysis. As we study

the impact of FFR on the system, the power flow analysis (PFA) has to be formulated

taking into account of frequency as a state variable.

2.4.1 Power Flow Analysis of IMG

2.4.1.1 Deterministic PFA with Droop Formulation

Various established techniques such as Gauss-Seidel, Newton-Raphson, and fast-decoupled

methods may be employed to solve the power flow problem in well-meshed transmission

power systems. The Jacobian matrix may be ill-conditioned or singular for radial and

weakly-meshed power systems. Hence, derivative-based techniques may not serve as

reliable power flow analysis tools for microgrids. In [123], the authors have developed

a power flow analysis tool based on the Newton trust region method for islanded mi-

crogrids (IMGs). The droop equations of the microgrid have been incorporated into the

power flow equations and solved using the Newton-Raphson power flow in [124]. How-

ever, this method is only suited for a well-meshed microgrid and may result in singular

Jacobian matrices when applied to radial and weakly-meshed microgrids [125].

In this paper, we apply a backward/forward sweep (BFS) algorithm based on the direct

approach described in [126]. The method involves the formation of two simple matri-

ces based on the system topology: the nodal injection-nodal current matrix (BIBC) and

the nodal current-nodal voltage matrix (BCBV ), that eliminate the time-consuming de-

composition and the backward/forward substitution of the Y matrix in the power flow

algorithm. This step greatly simplifies the computation steps in the algorithm and en-

hances its time efficiency [126]. The inverter control is modelled by the droop equations

[47] and these equations are incorporated in the BFS algorithm in this work. Since the

BFS algorithm is only suited for radial distribution systems, it has to be modified for its
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applicability to weakly-meshed microgrids. To facilitate this, we modify the BIBC and

BCBV matrices of the BFS algorithm.

2.4.1.2 Stochastic PFA

Stochastic factors such as the load and renewable generation uncertainties may not be

ignored as they become significant in smaller power systems like the microgrids. More-

over, as the microgrid operation is mainly dependent on DGs in IMGs, their uncertainties

will have to be taken into account in power systems stability and security studies [127].

In this work, we extended the BFS-based IMG power flow tool to work in the stochastic

domain, i.e. by modelling the uncertainties in the system. The stochastic power flow

analysis (SPFA) yields each of the state variables and dependent variables of the system

as a probability density function (PDF). Probabilistic power flow methods may be mainly

classified into Monte Carlo Simulation (MCS) [128], analytical methods such as cummu-

lant method (CM) [129] and approximation methods such as the ’2m’ and ’3m’ point

estimate methods (PEMs) [130]. MCS requires several thousands of deterministic power

flow analysis (DPFA) runs with random samples generated from the probability distribu-

tions of the input variables to maintain a high accuracy [128]. The CM uses cummulants

of the input variables to compute the cummulants of the state variables.

Series expansions such as the Gram-Charlier and Cornish-Fisher series are used to obtain

the PDFs of the state variables in CM and PEM techniques [131]. The main limitation of

using the series expansion is that their convergence cannot always be guaranteed [132].

In this work, we utilize a polynomial chaos expansion based on the Hermite polynomi-

als described in [132] to approximate the deterministic BFS by a polynomial stochastic

surface. The principle of this method is that the computationally intensive deterministic

runs of the power flow analysis may be replaced by a set of polynomial calculations,

thus reducing the computational complexity. As the number of stochastic variables in

the system increases, the computation time of the MCS also increases exponentially. The

computation time requirement for the same accuracy will be far lesser than the MCS due

to the polynomial approximation of the stochastic response surface method.
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2.4.2 SSS Conditions on Frequency Response Parameters

The small signal model of an islanded microgrid with 100% droop based IBR has been

modelled in [48, 28, 27] and analyzed usign modal analysis. Small signal stability of

microgrids has been studied in the literature to ensure the reliable operation of MGs as

they are low-inertia systems [133, 134, 135, 136]. However, all the above SSS analysis

has been made on droop controlled microgrids. Recently, the small signal model of DERs

with virtual inertia control has been derived in [137, 138].

The objective of the stability analysis in the thesis is however, to derive the stability

conditions imposed on the FFR and VIE control parameters. The droop parameter is

optimized with stability constraints in [28], however the requirement in this case is the

parametric condition as it corresponds to a very fast control loop. Recently, conditions

on the droop parameter has been derived for the lossless microgrid assumption using

a Port-Hamiltonian representation [139, 140]. Unlike modal analysis, for which the

analysis has to be carried out for different steady-state operating conditions, the Lyapnov

function method is used to obtain the robust parameter space to ensure stability [141,

142]. In [143], a barrier function approach is taken to provide the safety conditions of

the parameters in the microgrid. In this work, a modal analysis approach is first taken

to demonstrate the impact of control parameters on the oscillatory stability with the help

of bifurcation plots, following which the closed form expressions, which can be used

as parametric stability constraints in the higher level problems such as scheduling and

reserve allocation, are derived.

Having discussed the state-of-art techniques in the relevant topics and the definitions

of terms and concepts used in this thesis, the following chapters discuss the proposed

control methods and analysis in the respective chapters. The following chapter presents

the flexibility model used in this work and the proposed storage sizing algorithm.

31





Chapter 3

Modeling and Sizing Flexible

Resources for Frequency Response

This chapter presents a brief study on the available flexible resources in a power sys-

tem and a virtual battery model (VBM) to represent aggregated flexibility of different

resources. A simple computation method has been presented for sizing hybrid ESSs to

provide the additional balancing support to the system for a desired frequency response.

3.1 Desired Frequency Response Characteristics

With the replacement of synchronous machines by IBRs, the frequency response is de-

teriorated due to the absence of synchornous inertia in the systems. This causes large

and sudden frequency deviations on the occurrence of contingencies. Microgrids being

small distribution systems primarily fed by DERs with few or no synchronous genera-

tors, are low-inertia systems. During the grid-connected operation of the microgrid, the

microgrid frequency is controlled by the grid. However, frequency reserves are crucial

for a stable autonomous operation of the microgrid. The different stages of frequency

control has been decribed in section 2.2. A typical frequency response charactertistic on
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3.1. Desired Frequency Response Characteristics

the occurrence of a generator contingency is shown in Fig. 3.1a along with the ENTSO-

E proposed frequency metric calculation. The frequency metrics of interest from the

response are the initial ROCOF (maximum ROCOF occurs on the occurrence of the con-

tingency), fnadir (the extrema of the frequency transient), quasi-steady-state deviation

∆ fss (before the SFR is activated), and the nominal steady-state frequency f0 (once the

frequency is restored by the SFR).

(a) Typical Frequency Characteristics with Response
Metrics [144].

(b) ENTSO-E Calculation of Metrics.

Fig. 3.1: Frequency Response Metrics.

The recommended approach by ENTSO-E for frequency reserve allocation and assess-

ment is based on the compliance curves shown in Fig. 3.1b. It can be observed that the

ROCOF limits depend on the measurement window. Some of the international grid codes

of frequency compliance standards are presented below.

3.1.1 International Grid Codes on Frequency Containment

The nominal frequency of a power system is a stardardized compromise on the require-

ments of loads, generators, transformer, and transmission. The electric power systems
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Table 3.1: Grid Codes on Frequency Containment.

Region Instantaneous ∆ f limits
(Hz)

∆ fss limits (Hz) ROCOF limits (Hz/s)

Europe 49.2-50.8 ±0.2 (±2,1.5,1.25) for
(0.5, 1, 2s) window

Australia 49-51 Interconnected - ±0.15 ±1 for 1s window
Islanded - ±0.15,0.5

UK 49-51, 48.8 UFLS ±0.5 (target: ±0.05) ±0.5 for 500 ms window

China 49-51 System ≥ 3GW: ±0.2 -
System < 3GW: ±0.5

India 49.4 UFLS ±0.5 (target: ±0.05) ±0.2 in stage-1

Singapore 49.7 UFLS ±0.2 ±1 for 500s window

North America* 59.5,59.5,59.3,58.5
UFLS

±0.018,0.0228,0.03,0.02 -

*E- Eastern, W- Western, T-Texas, Q-Quebec Interconnection

around the world are mostly 50-Hz systems, except for the American continents and

Japan that employ 60 Hz systems. Meanwhile, traction systems operate at lower nominal

frequencies such as 25 or 16.6 Hz due to their historical origin, while weight-sensitive

microgrids such as aircraft and marine applications may employ high frequencies such

as 400 Hz.

In any of these systems, frequency containment is one of the primary tasks that ensures

the generation-load balance of the system, with the continuous instantaneous variation

of loads and intermittent generation. The frequency containment grid codes, shown in

Table 3.1 [144, 145, 146] help avoid damage of frequency sensitive loads, blackouts in

the power system and serve as standards for designing the required containment reserves.

The instantaneous ∆ f tolerance band gives the allowable fnadir. In most grid codes,

the instantaneous limit is specified in terms of the frequency limit on which the under-

frequency load shedding (UFLS) is activated. In traditional systems, generator outages

and sudden overloads are commonly encountered and therefore the UFLS is popular.

However, with the high penetration of intermittent generation, studies of over-frequency
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3.2. ESS for Frequency Response

events and the corresponding compliance standards are required. The operating con-

straints for the quasi-steady state value after the PFR response is given by the ∆ fss limits,

and the ROCOF limits are defined based on the measurement window in Table 3.1. Very

large interconnected systems such as the North American power system does not suf-

fer low-inertia and hence there are no ROCOF restrictions yet. The worst case ROCOF

recorded so far is 0.4 Hz/s (Texas interconnection).

The standards and grid codes discussed above target larger power systems. According

to the IEEE 2030.7-2017 standard for specification of microgrid control, grid-connected

microgrids follow the respective distribution grid standards. For the islanded operation,

however, the requirements may be relaxed as they are subjective to the local load re-

quirements and the available resources.

3.2 ESS for Frequency Response

With a growing share of intermittent and non-dispatchable resources in the power system

and the lack of synchronous reserves to perform the frequency response services, there

is a need for additional controllable resources. Energy storage systems (ESS) offer flexi-

bility by offering a dynamically controllable power response to the system disturbances.

Based on the stored energy, ESS technologies can be classified as chemical (fuel cells

(FCs)), electrochemical (battery energy storage systems (BESSs) such as Li-ion, Lead

acid, NiCd, ZnBr, NaS, Vanadium redox battery (VRB)), kinetic (flywheel ESS (FESS)),

potential (pumped hydro storage (PHS)), magnetic (superconducting magnetic energy

storage (SMES)), and electrostatic storage (supercapacitor banks (SCESS)).

Storage technologies can be compared in terms of their characteristics such as specific

power and energy, which are the power and energy weight density, capacity, and cycle

life as shown in Fig. 3.2a. While the BESSs have a high specific energy with low specific

power, SCESS, and FESS have low specific energy with high specific power. This implies

the high power-low energy rating of SCESS, and FESS and a high energy-low power

rating of BESS. Given this difference, supercapacitors and flywheel systems can support
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Chapter 3. Modeling and Sizing Flexible Resources for Frequency Response

application that require a faster response, while the battery systems can be a better option

to support applications that require a sustained response. The chart in Fig. 3.2b depicts

the power and discharge time characteristics based on which they are chosen for the

specific power system application.

(a) Specific Power and Energy Chart [147]. (b) Power Rating and Discharge Time [148].

Fig. 3.2: Comparison of Storage Technologies.

3.2.1 Hybrid Energy Storage Systems

For inertia response (IR), there is a need for a very fast-responding ESS with high power

capacity for curbing the initial ROCOF on the occurrence of the disturbance. Hence

supercapacitors or flywheel systems can be suitable options, among which the SCESS

has a high charging/discharging rate, but also a larger self dissipation. However they

both have a very low energy capacity. Due to this reason, their response cannot be

prolonged over longer periods.

On the other hand, PFR requires a sustained response until the secondary reserves join

the controlled response. For participating in the PFR in the ENTSO-E, the reserves must

be able to cater to a 15-minutes of sustained response from the start of action. Hence,

either of the very fast-responding technologies may not be a good fit for the FFR and

PFR requirements. BESS such as Li-ion, can offer a high power capability, whilst having

a high energy capacity. Hence, a combination of these storage technologies may be

appropriate for inertia emulation and FFR applications.
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3.2. ESS for Frequency Response

The choice of storage mix for frequency regulation may also depend on whether the

supporting functions are for grid-connected, or off-grid applications. The off-grid reg-

ulation services demand a faster charge/discharge rate r, which limits the shelf-life of

the storage. SMES-BESS mix may be used for highly demanding off-grid applications,

where the long cycle life of SMES addresses the high r. These system requirements are

largely dictated by the requirements to actuate the desired control.

3.2.2 HESS Control

This section describes the inertia emulation and FFR control scheme of HESS shown in

Fig. 3.3a, with the effect of the control parameters on the demand from ESS. The control

scheme comprises of an inertia response (IR) loop which allows a derivative power re-

sponse, while the PFR loop allows a proportional response. The control deadbands limit

the activation of the control for beyond a frequency deviation and rate limit set based on

the grid code. In this control, the ENTSO-E grid code for frequency has been employed

to set the deadband limits. The control parameters are Ki and Kd for the IR and PFR

respectively. All parameters and variables depicted in Fig. 3.3a are in per unit of the ESS

power rating. Therefore the saturation block curbs the control signal to [−1,1] p.u.

If the PFR is designed for a maximum frequency deviation of ±∆ fmax and a deadband of

±∆ fdb at a nominal frequency of f0, the corresponding PFR control parameter is given

by (3.1). If the ESS is designed to supply its rated power Sess for ±∆ fmax, the power

response of the ESS is curtailed to 1 p.u. for disturbances causing deviations beyond

the designed value of ±∆ fmax. This implies that the droop parameter starts to decrease

beyond ±∆ fmax and is no more the designed droop Kd . This concept has been depicted

in Fig. 3.3b.
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(a) Control Scheme.

(b) PFR with Design Constraints.

Fig. 3.3: Frequency Response Control with ESS.

Kd =
f0

∆ fmax−∆ fdb
(3.1)

Hess = Pir
f0

2

(
d f
dt

)−1

max
; Pir = Ki

(
d f
dt

)
max

(3.2)

Ki = 2Hess/ f0 (3.3)

Hmax =
f0

2

(
d f
dt

)−1

, if |Pir|> 1 (3.4)

The IR control is proportional to the derivative where the deadband prevents the control

action for small frequency deviations. The inertia contribution of IR control is given by

(3.3). Similar to the PFR, the IR control can be designed for a given inertia Hess for a

maximum ROCOF (d f/dt)max controlled by the gain Ki as shown in (3.2). When the

power response Pir exceeds 1 p.u, the response is restricted to the maximum power of

the system with Hmax given by (3.4).
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3.3. DER and Load Flexibility for Frequency Response

3.3 DER and Load Flexibility for Frequency Response

Apart form dedicated ESS, the flexibility in loads and DERs may be utilized for frequency

support in order to minimize the investment on new storage systems. Available flexible

resources in IBR power systems among the DERs and loads including: PV, wind curtail-

ment, electric vehicles (EVs), curtailable or shiftable demand such as LED smart lighting

loads, thermostatically controlled loads (TCLs) in heating/cooling, ventilation, and air-

conditioning (HVAC). Curtailable or shiftable demand has to be modelled and assessed

as potential balancing reserves.

3.3.1 Frequency Responsive PV Control

PV curtailment can provide flexibility services, however only by operating below the

maximum power point (MPP), which is not at its economic optimality. However, a bal-

ance between the DERs and demand can highly reduce the investment on ESS, thus reduc-

ing the system operations cost. In some networks, the grid code for PV interconnection

force the PV to reduce their output beyond a threshold over-frequency limit fth+ such as

reduction by 40% per Hz deviation starting from 50.2 Hz in the German grid code [149].

A frequency-response power control of a PV-IBR without ESS is presented below.

The PV module is connected to the microgrid through a DC-DC boost converter and an

inverter as shown in Fig. 3.4. The inverter is current controlled to maintain unity power

factor (UPF) with the grid AC voltage as the reference. The power output of the module

is adjusted by controlling the output voltage of the DC-DC converter. Ideally, an MPP

tracking control is implemented to match the output impedance characteristics with the

load impedance characteristics for a maximum power transfer. In this work, the MPPT

control is implemented by a simple perturb and observe algorithm [150], where the

operating point oscillates around the MPPT. For opposite polarities of ∆Ppv and ∆Vpv,

the voltage reference is reduced and a PI controller is used to track the reference by

adjusting the duty cycle of the converter.
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Fig. 3.4: Frequency Responsive PV Control.

In order to account for the frequency-based curtailment control, the voltage reference

is calculated for a given PV output power reference Pre f based on the frequency droop.

However, for frequency responsive control, where Pre f varies with the system frequency,

it is important to determine the zero power point (ZPP) similar to the MPP. The ZPP

occurs at duty cycle δ = 1, while δmpp for the MPP is determined by the MPPT algorithm.

To ensure the output voltage of the PV array is well beyond its open-circuit voltage Voc

to avoid injecting power to the panel and damaging it [149], the maximum duty cycle is

set as 0.95, with a safety margin below the ZPP. By implementing the required power-

frequency droop CP− f for PFR, the frequency-dependent δ of the boost converter can

be obtained by (3.5), where Cδ−V and CV−P may be obtained by the PV characteristics

based on the irradiance levels.


CP− f =

Pmpp−Pmin
f0− fmax

δpv = δmpp−Cδ− f ( f0− f )

With Cδ− f =CP− f ∗Cδ−V ∗CV−P;Cδ−V =
δmpp−δmax
Vmpp−Vmin

;Cδ−V =
Vmpp−Vmin
Pmpp−Pmin

(3.5)

3.3.2 Frequency Response with Controllable Demand

Similarly, a frequency responsive load control can be implemented taking into account

the thermostatically-controlled loads and dimmable LED loads. The TCLs have to retain
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3.3. DER and Load Flexibility for Frequency Response

a certain comfort temprature range which requires the room heating dissipation model-

based calculation in the control [151], while the LEDs have to retain certain comfort

illumination ranges [152], which gives the corresponding reference power Pre f without

the frequency response. The power drawn by the controllable loads based on the fre-

quency droop Kload is given by (3.6).Kload =
Pre f−Pmin

f0− fmin

Pload = Pre f −Kload ( f − f0)

(3.6)

3.3.3 Virtual Battery Model of Heterogeneous DERs

The aggregated flexibility of DERs are modelled as a virtual storage/battery model (VBM)

in this section. The generalized model of heterogeneous DERs serves as an assessment

of the frequency response capability of the available resources in the power system. The

first order VBM model is given by (3.7), where C(t) is the time-varying state-of-charge

(SOC) in % with initial value C0 and limits(Cmin;Cmax); P(t) is the power control signal

within the limits (P−,P+); and ds is the self-dissipation rate of the battery. Therefore

the VBM parameter set includes φder = [C0,Cmin,Cmax,P−,P+,ds]. The parameters are

determined by model approximation techniques.
˙C(t) =−dsC(t)−P(t)

Cmin ≤C(t)≤Cmax

P− ≤ P(t)≤ P+

(3.7)

Let the minimum time at which either the power or capacity constraints is violated with

a control signal P(t) from the initialization is τmin. Then, the quality of the model fit

is inversely proportional to the difference in the violation times given by the non-linear

model of the load or heterogeneous DERs and that of the corresponding VBM. Thus, the

model fit optimization problem can be formulated as shown in (3.8), where Bder is the

violation time function of the VBM in (3.9), and f n is the violation time function of the

non-linear load/DER model to be approximated shown in (3.10).
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Min max |Bder (P(t),φder,τ)− f n(P(t),τ)|
P(t)

s.t. Bder (P(t),φder,τ)≤ f n(P(t),τ)

(3.8)

Bder =

τmin if violated

∞ if ∃ solution to VBM ∀ t ≤ τ

(3.9)

f n =

τmin if violated

∞ if ∃ solution to model ∀ t ≤ τ

(3.10)

It is to be noted that in modelling PV inverter flexibility, there is no capacity limit in the

VBM as it is technically an unlimited energy, however the PV model specifications yield

the power limits and the self-dissipation. The flexible load models for the heating/cool-

ing and lighting loads, on the other hand, have both the capacity and rate constraints of

the control signal given by the termperature and illumination requirements. Estimation

of the VBM parameters may be obtained mathematically by formulating an optimization

problem [106, 109] or using neural network approximation methods [12].

3.4 ESS Sizing for Frequency Response

The overall methodology for ESS sizing in this work has been described in the algorithm

given below. The methodology and the computed parameters are described in the sub-

sections that follow.

1. Identify the expected grid code requirements of frequency response including

∆ fmax and (d f/dt)max.

2. Analyze the available flexibility using DERs and loads in the system and their

plausible contribution to the frequency response requirements of the system. One

such methods could be to evaluate them using their corresponding VBM models

described in Section 3.3.3.
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3. Estimate the existing power-frequency characteristics λ and inertia characteristics

Hs of the system.

4. Compute the target power-frequency characteristics λ ∗ and inertia characteristics

H∗s of the system.

5. List the set of worst case contingencies ∆Pd−max for ESS design.

6. Compute the PFR and IR control parameters (K∗d ,K
∗
i ) based on the data from the

previous steps.

7. Estimate the ESS power rating Sp f r and Sir for PFR and IR respectively.

8. Estimate the ESS corresponding energy ratings Ep f r and Eir based on the required

response times.

3.4.1 PFR with ESSs

In this work, the ESS is sized for a maximum allowable quasi steady state frequency

deviation of ±0.2 Hz. Based on the ENTSO-E grid code, the PFR reserve has to act

within 30 s when the frequency deviation crosses the ±0.02 Hz deadband and should be

capable of providing a sustained response for at least 15 minutes as described in Section

3.2.2. For a frequency deviation range of±0.02 Hz to±0.2 Hz, the ESS droop parameter

is designed to follow the designed PFR in (3.11).

K∗d =
1

mess
=

f0

∆ fmax−∆ fdb
; mess = (0.2−0.02)/50 = 0.0036 (3.11)

The power-frequency characteristic of the system λ determines the steady-state fre-

quency error ∆ fss for a given disturbance ∆Pd . λ is determined, as shown in (3.12),

by the available PFR reserve capacity in the system, such as synchronous machine droop

characteristic Ri or the droop response Pi that can be provided by the available flexibility

of the ith DER at a rated power of Si as discussed in Section 3.3. The desired power-

frequency characteristic λ ∗ is calculated in (3.13) for a given worst case contingency.
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λ =−∆Pd

∆ fss
=

n

∑
i=1

1
Ri

Si

f0
; Ri =−

∆ f/ f0

∆Pi/Si
(3.12)

λ
∗ =−∆Pd/∆ fmax (3.13)

From the required λ ∗ and the available λ of the power system, the power and energy

rating of the ESS can be computed from (3.14) and (3.15) [57] respectively, where the

ESS charging and discharging efficiency are ηc and ηd respectively and the target time

to sustain the response treqd (15 minutes) for the required PFR control action. This cal-

culation also means that for any frequency deviation larger than ±0.2 Hz, the balancing

power supplied or drawn by the ESS will be limited by its rating and the droop value will

vary accordingly.

Sp f r = mess f0(λ
∗−λ ) (3.14)

Ep f r =
treqdSp f r

√
ηc

3600
+

treqdSp f r

3600
√

ηd
(3.15)

3.4.2 Sizing Flexible Resources for Inertial Response

The frequency dynamics of the system is described by the swing equation in (3.16), in

which Hs is the existing system inertia. From (3.16), the controlled inertia response of

ESS may be computed as shown in (3.17) which has been described in Section 3.2.2. The

desired system inertia H∗s is determined by the constraints on the initial ROCOF estimate

(d f/dt)max given by the grid code for the worst case contingency in (3.18).

2Hs

f0

d f
dt

=
∆Pd

Ss
; Hs =

∑
n
i=1 HiSi

Ss
(3.16)

Hess = Pir
f0

2

(
d f
dt

)−1

; Pir = Ki

(
d f
dt

)
(3.17)

H∗s =
∆Pd−max

Ss

f0

2
(d f/dt))max (3.18)

For the ESS to deliver the rated power for a frequency derivative of (d f/dt)max for a

worst case contingency of ∆Pd−max, the inertia control coefficient can be designed as
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shown in (3.19). Until the allowable ROCOF limit, the ESS is designed to supply the

rated power. When the ROCOF value exceeds (d f/dt)max, the power output of the ESS

is curtailed to its rated value, in which case the inertia contribution Hess is given by

(3.20). On the other hand, if the control coefficient Ki is varied beyond the designed

value, the inertia contribution of the ESS is higher than the corresponding contribution

of K∗i , however the power output of the ESS is curtailed to the rated power well below

(d f/dt)max. If the frequency derivative measurement filter is accounted for, then the

actual power required by the control for the inertia response P′ir is given by (3.21), which

therefore causes the actual inertia contribution H ′ess to be higher than the computed value

in (3.20).

K∗i =

(
d f
dt

)−1

(3.19)

Hess =


f0
2 Ki for Pir ≤ 1

f0
2

(
d f
dt

)−1
for Pir > 1

(3.20)

P′ir =
Ki

1+ sT

(
d f
dt

)
(3.21)

H ′ess = P′ir
f0

2

(
d f
dt

)−1

(3.22)

Based on the above computations, the desirable ESS power and energy rating for inertia

response can be estimated by (3.23) and (3.24) respectively, where Ss is the system

power rating and tir is the maximum time period during which the IR control action

would extend until the PFR control takes over. The energy rating in (3.24) has been

computed with a tolerance margin of 10% for a safe design.

Sir = Ss
H∗s −Hs

Hess−H∗s
(3.23)

Eir = 1.1Sir

(∫ tir

0
ηcPirdt +

∫ tir

0

Pir

ηd
dt
)

(3.24)
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3.4.3 Illustration

As an illustration, the 100% IBR microgrid in Fig. 3.5 is considered to size the ESS for

PFR and IR control using droop and virtual inertia control respectively. The system data

for the AC side of the microgrid may be obtained from [27]. The autonomous microgrid

consists of 3 inverters fed from a DC bus by the combination of a DG source and loads

1,2, and 3 of RL, RC and RL types respectively [48]. In order to size the ESS for PFR, the

knowledge of the worst system disturbance Pdist is vital. In this case, we consider a 27

kW step load change as the worst disturbance [27]. For this disturbance, to maintain the

frequency deviation within allowable levels, the required frequency/power characteristic

λ ∗ of the system is given by (3.13).

Fig. 3.5: 3-node 100% IBR Microgrid.

Table 3.2 presents the design of ESS computed according to the described sizing pro-

cedure in the previous sections. It can be inferred from the table that the PFR directly

impacts the frequency deviation and the ESS size for PFR has a low power and high en-

ergy rating compared to that of IR. IR control impacts the ROCOF and the fmin or fnadir.

The power rating required for IR is extremely high and hence comes the need for super

capacitors with extremely high power ratings for transient response and BESS to sup-

port the sustained PFR response that requires high energy capacity. Once the control is

simulated, discrete fourier transform (DFT) can be applied to seperate the high and low

frequency components to design the HESS optimally [120].
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Table 3.2: ESS Sizing for PFR and IR.

PFR Design IR Design

mess 0.0036 Ki 2
∆ fmax ±0.2 Hz (d f/dt)max ±0.5 Hz/s
Sp f r 24.3 kW Sir 270 kW
Ep f r 12.22 kWh Eir 2.43 kWh
ηc,ηd 0.9 ηc,ηd 0.9

Simulation with PFR Control Simulation with IR Control

∆ fss 0.204 Hz ∆ fss 0.32 Hz
ROCOF 0.55 Hz/s ROCOF 0.3 Hz/s
fnadir 49.52 Hz fnadir 49.36 Hz

3.5 Chapter Summary

Utilization of renewable curtailment and load flexibilities for frequency response has

been discussed in this chapter. Additional storage reserves have been designed to meet

the desired frequency response characteristics of the power system. Control strategies to

utilize the designed flexibility of IBRs for IR and FFR in self-consuming energy commu-

nities will be explored in the following chapter.
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Chapter 4

Coordinated MPC Framework for

Grid-following DERs

In this Chapter, a typical PI-based grid-following control for FFR and VIE is presented.

The grid-following control has been improved using a coordinated predictive control for

application in self-consuming energy communities.

4.1 Grid-following Control

Grid-following IBRs are essentially current-controlled distributed resources that rely on

other sources or the grid to serve as the reference voltage source. The small-scale pro-

sumer units in a microgrid may not be capable of performing regulation and stability

functions. Grid-following PV inverters with power set point control are referred to as

grid-feeding DERs. The grid-feeding units that inject a locally-set power to the grid

based on their available resource and feed-in tariff. The grid-forming units act as ref-

erence voltage sources for these units. The power references {Pre f ,Qre f } are used to

compute the d−q current references in (4.1). The computed reference currents are fed

to the current control block shown in Fig. 4.1.
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
i∗ld = 2

3

(
Pre f vd−Qre f vq

v2
d+v2

q

)
i∗lq =

2
3

(
Qre f vd−Pre f vq

v2
d+v2

q

) (4.1)

Fig. 4.1: Grid-following Control.

However, some IBRs may be coupled with one or more of the flexibility reserves as

described in the previous chapter, and may be capable of participating in the frequency

response control. Those that are equipped with certain flexibility to participate in the

balancing control are referred to as grid-friendly or grid-supporting DERs (GS-DER) in

this work.

4.1.1 Grid-supporting Control

In GS-DERs, the power references of the control are varied as a response to the system

frequency. The frequency response block in Fig. 4.1, where the additional power injected

for frequency response Presp is computed based on the frequency measurement from the

PLL as in (4.2), where Ki and Kd are the inertia and damping control gains whose values

are set by (4.3).
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Presp = Pdamp +Pvi = Kd (∆ f )+Ki
d∆ f
dt

(4.2)

Kd =
Prespnom

(∆ f )max
;Ki =

Prespnom(
d∆ f
dt

)
max

(4.3)

The inertia and damping parameters however, will have to be set carefully to trade off the

initial frequency deviation after the contingency and the settling time [63, 67]. In adverse

cases, if the control parameters are not tuned properly may result in power oscillations

leading to oscillatory instability [26]. In this thesis, a model predictive approach has

been proposed for grid-supporting control to vary the inertia and damping levels based

on the local flexibility constraints.

4.2 Local MPC Control

In this section, the control strategy in the physical control layer of each grid-friendly DER

is described. A model predictive strategy has been employed to replace the conventional

PI controllers in the DER, as shown in Fig. 4.2. The predictive control gives access

to the trajectory information, which allows the MPC to conduct an optimization over

the prediction horizon, avoiding pre-determined constraints based on safety-margins.

MPC is a receding horizon control that relies on the plant model for the prediction and

has proven its superior performance over a PI control in several applications, including

microgrids control [88].

The control comprises the MPC virtual inertia controller (VIC), MPC inverter current

controller, and DC-DC controller. The local controllers are coordinated by their speed,

such that the inner control loops are sufficiently faster than the outer loop to simplify the

control model by overlooking their dynamics.

• The local MPC VIC/frequency control block responds to the measured grid-side

frequency by manipulating the reference power Pvic. It works at a sampling time

of 200 ms and is based on the system model and the locally measured flexibility

51



4.2. Local MPC Control

Fig. 4.2: Proposed Control Scheme of a Grid-friendly DER.

constraints of the DER. It manipulates the inertia and damping provided by the

DER to the system.

• The MPC current controller controls the DC-AC inverter which operates with a

switching frequency of 10 kHz. The switching frequency has to be high enough to

maintain a smooth output waveform, however limited by the computation power

of the microcontroller. The current control calculates the reference AC current I∗ac

based on the Pvic of the MPC VIC, and Pre f , if any. This MPC tracks the I∗ac and is a

faster control loop than the VIC.

• The MPC DC-DC controller controls the buck-boost DC-DC converter which oper-

ates with a switching frequency of 200 kHz. It is the innermost and fastest control

loop which maintains the DC link voltage constant and in turn maintains the power

balance between the DC-side resources and the inverter. The power balance in the

DC-link is disturbed by any change in Iac drawn by the inverter and the PV or other

renewable intermittency on the DC-side.
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Conventional converter controllers equipped with a pulse width modulator (PWM) allow

the converter to be modelled in the continuous domain with the help of a modulating

signal. However, the MPC converter controls in Sections 4.2.1 and 4.2.2 are direct MPCs

that compute the predictive optimization based on all possible switching states of the

converter. This method relies on the non-linear discrete model of the converter and filter

for state prediction. It is referred to as finite control set (FCS) MPC in Fig. 4.3 and

Fig. 4.4.

4.2.1 Model Predictive DC-DC Control

The MPC controller shown in Fig. 4.3 comprises a reference calculator, which determines

the updated set-point for the control. The predictor predicts the control objective over the

prediction horizon based on the disturbance predictor. The prediction horizon consists

of N discrete time intervals throughout this work. The optimizer then determines the

control variables for N time intervals and minimize the error between the predicted value

and the reference setting over the prediction horizon. However, only a few time steps of

control action are performed before the next cycle of prediction, which is termed as the

control horizon, with Nc discrete time intervals. In this work, we consider the control

horizon as one sample time as it gives a satisfactory control performance. The signals in

the equations below are shown in Fig. 4.2.

Fig. 4.3: MPC DC-DC Control Schematic.

4.2.1.1 Disturbance Prediction

The varying PV current, Ipv, and the AC output current drawn by the inverter, Iac, are the

disturbances in the DC-link voltage control problem. Since the DC-DC control loop is
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a very fast inner control loop, we consider the prediction for the next time step (k+ 1)

to remain the same as the current measured disturbances, as expressed in (4.4). The

disturbance measurements are updated each time-step (k).

Ipv(k+1) = Ipv(k)

Iac(k+1) = Iac(k)
(4.4)

The DC-link capacitor current is predicted using (4.5) [153], where γ is the coefficient

to limit the capacitor current; Ts is the control step time; and V ∗dc and Vdc(k) are the

reference and the measured DC voltages respectively.

Ic(k+1) =
C

γ.Ts
(V ∗dc−Vdc(k)) (4.5)

4.2.1.2 Control Reference Calculation

With the predicted DC current, Idc(k+ 1) = Ipv(k+ 1)− Ic(k+ 1)− Iac(k+ 1), the ref-

erence power to be injected by the ESS is calculated using (4.6). In this work, we use a

hybrid ESS comprising of a battery energy storage system (BESS) and a supercapacitor

bank (SCESS) for a combination of high power and high energy capacity. As the SCESS

is of higher power capacity, the high frequency component of P∗ess is assigned to the

SCESS, while the low frequency component or the slower disturbances are assigned to

the BESS, with the use of filters.

P∗ess(k + 1) = V ∗dcIdc(k + 1) With

P∗bess(k+1) =
(

ωc
s+ωc

)
P∗ess(k+1)

P∗scess(k+1) =
(

s
s+ωc

)
P∗ess(k+1)

(4.6)

4.2.1.3 Model Prediction

Based on the discrete non-linear converter model, the switching states in Table 4.1 are

used to predict the battery and supercapacitor currents Ibt(k + 1), Isc(k + 1) based on

the respective converter switching states. With 2 buck-boost converters in this scenario,
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Table 4.1: Buck-Boost Converter Outputs.

S1 S2 Predictor Equation

BOOST MODE

1 0 I(k+1) = I(k)+(Ts/L)V (k)
0 0 I(k+1) = I(k)+(Ts/L)(V (k)−Vdc(k))

BUCK MODE

0 0 I(k+1) = I(k)− (Ts/L)V (k)
0 1 I(k+1) = I(k)− (Ts/L)(V (k)−Vdc(k))

there are 4 finite control sets for each of the 2 independent buck-boost converters. The

predicted currents are used to determine the battery and supercapacitor output powers

given by (4.7).

Pbess(k+1) = Ibt(k+1)×Vbt(k+1)

Pscess(k+1) = Isc(k+1)×Vsc(k+1)
With

Vbt(k+1) =Vbt(k)

Vsc(k+1) =Vsc(k)
(4.7)

4.2.1.4 Finite Control Set (FCS) Optimization

The DC-DC MPC controls the buck-boost converter operating with a switching frequency

of 200 kHz, using the high-speed FCS predictive optimization. The control objective is

optimized considering the four possible predicted states of each converter. The decision

variables of the optimization are {Sbt−1,Sbt−2,Ssc−1,Ssc−2}. In order to track the refer-

ence DC link voltage, the optimal control set may be obtained by minimizing the cost

function in (4.8). The constraints in (4.9) show the battery and supercapacitor power and
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voltage limits.

min
N−1

∑
k=1

( 1
P∗bess

(
P∗bess(k+1)−Pbess(k+1)

))
+(

1
P∗scess

(P∗scess(k+1)−Pscess(k+1))
)
 (4.8)

s.t.



P−bt < Pbess(k+1)< P+
bt

P−sc < Pscess(k+1)< P+
sc

V−bt <Vbt(k+1)<V+
bt

V−sc <Vsc(k+1)<V+
sc

(4.9)

4.2.2 Model Predictive Inverter Current Control

The objective of the AC-side inverter current controller is to track the DER power set-

point by tracking the equivalent current reference. The illustrated control shown in

Fig. 4.4 is a grid-following control, where Vac is obtained from the node of connec-

tion. The main grid or the grid-former provides the AC voltage reference in case of

grid-connected and islanded modes respectively.

Fig. 4.4: MPC Inverter Control Schematic.

4.2.2.1 Reference Calculation

For synthetic inertia emulation and damping response, the additional injected reference

power is obtained from the MPC VIC, while any change steady state power reference may

be ∆Pre f . From the power reference in (4.10), the current reference can be calculated as

given by (4.11).
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∆P∗inv(k+1) = ∆Pre f +∆Pvic (4.10)

I∗i (k+1) = Ii(k)+∆P∗inv(k+1)/Vac(k) (4.11)

4.2.2.2 Model Prediction

The inverter may be represented by a discrete non-linear model in terms of its switching

states (Sa,Sb, and Sc), where a,b, and c represent the IGBT leg of each phase, with 2

states each based on which IGBT is on. The inverter output voltage Vi determined by the

switching state vector S is given by (4.12).

S = 2
3

(
Sa +Sbe j(2π/3)+Sce j(4π/3)

)
Vi =VdcS

(4.12)

The L fC f filter dynamics are modelled in (4.13); and I f and Vc are the filter current and

the capacitor voltage respectively.

L f
dIi
dt =Vi−Vc− IiR

C f
dVc
dt = Ii− Iinv

⇒ ẋxx = AAAxxx+BBByyy

where xxx(k) =

 Ii(k)

Vc(k)

 ;yyy(k) =

Vi(k)

Io(k)

 ;AAA =

−R f
L f
− 1

L f

1
C f

0

 ;BBB =

 1
L f

0

0 − 1
C f

 (4.13)

Representing the model (4.13) in the discrete form with sample time ts and solving the

equation, the inverter predictor current equation is then derived as given in (4.14).

xxx(k+1) = eAAAtsxxx(k)+
[∫ ts

0
eAAAτBBBdτ

]
yyy(k)

Ii(k+1) = eAAAtsxxx(k)+AAA−1(eAAAts− I)BBByyy(k) With eAAAts =

−e
R f ts
L f −e

ts
L f

e
ts

C f 1

 (4.14)
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4.2.2.3 FCS Optimization

The reference tracking is implemented with the MPC controller by optimizing the objec-

tive function given in (4.15) subject to the inverter maximum current limit Ilim, with 7

distinct control sets based on the possible inverter switching states. The decision vari-

ables of the optimization are {Sa,Sb,Sc}.min∑
N−1
k=1

1
I∗i
(I∗i (k+1)− Ii(k+1))

s.t.|Ii(k+1)| ≤ Ilim

(4.15)

4.2.3 Model Predictive Inertia Tuning

With the presented controls, it is possible to realize a distributed virtual inertia control

(D-VIC) with individual DER controls. In this work, we complement the D-VIC with a

simple MPC-tuner, the objective of which is to fast-tune the inertia Hi ∝ Kvi−i and Di =

1/Ri offered by the ith DER locally while respecting the upper-bounds (ν ,ρ) derived

from the slower consensus control. Fast tuning essentially means that the power injected

by the grid-friendly DER is varied locally in each DER to optimize the frequency response

characteristics over the prediction horizon.

Real-time controllability of the inertia reserve is a unique aspect of the synthetic in-

ertia, which is absent in synchronous machines. In a conventional virtual inertia and

damping controller, the injected power is given by (4.16). The controllability of the

inertia can be exploited to improve the frequency transient metrics. It has been shown

by recent research works [70, 59] that a high inertia can improve the initial ROCOF,

ω̇max = ∆Pd/(2Hs), while fast-acting primary frequency reserves, along with inertia re-

serves, can improve the frequency nadir, fnadir. Both the inertia and the fast-acting

primary frequency reserves inject additional power in response to the disturbance. In

this work, we distinguish the fast-acting primary and the inertia reserves based on their

control function. The inertia reserves inject an additional power proportionally to the

frequency derivative, while the primary reserves inject an additional power proportion-

ally to the frequency deviation. By fast-acting primary reserves, we refer then to the
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power injected proportionally to the frequency deviation but with a very short control

delay. However high the fast-acting primary reserves is in the system, only the inertia

reserves affect the initial ROCOF. Hence, the system inertia is highly significant before

the occurrence of the disturbance. The initial value of the individual inertia constant

of DERs is henceforth the upper limit of the inertia provided by the DERs through the

frequency transient.{
∆P∗vic = 2Hω̇ +Dω With ω = 2π ( f − f ∗) (4.16)

If the inertia constant is maintained at its upper limit, through the frequency response,

after the primary control reserves came into action, it causes a high peak overshoot. Once

the fnadir, expressed as ∆ωmax in (4.18), is crossed, the need for an inertia response to

limit the ROCOF is reduced, while the droop damping constant plays a major role in the

settling time of the frequency response [59]. The MPC is enabled only beyond a ROCOF

deadband of ±0.01Hz/s. Once the control is disabled, the parameters are reset to the

initial value in case of another disturbance.

4.2.3.1 Frequency Predictor

As per the p.u. AC system frequency response model, expressed in (4.17), the system

frequency can be predicted over the prediction horizon of the MPC control Nh, which lasts

for a typical frequency transient settling period of 2 s, while the control operates with a

time step of 0.2 s. Hence, the prediction is given by the system frequency dynamics as

shown below.

∆ω(s) = ∆Pd(s)

(
nd

∑
j=1

1
R j(1+Tjs)

+
nh

∑
i=1

2His

)−1

With Hs =
∑

nh
i=1 HiSi

∑
nh
i=1 Si

;Ds =
∑

nd
j=1 D jS j

∑
nd
j=1 S j

;T1 = T2 = ..= Tj = T,∀ jεnd (4.17)

The control assumes that every grid-friendly DER is equipped with the same MPC tuning.

So, the obtained per unit optimal inertia constant is used to tune H among all controllable
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synthetic inertia units, thus enforcing a decentralized control. In case the other DERs are

not equipped an MPC H-tuner, the equivalent inertia of the system tuner must be modified

with the H parameters of the synchronous generators or other DERs, while only the Hi

of the ith DER is tuned.

The transfer function of the system in the standard second order form with a natural fre-

quency ωn and a damping coefficient ζ is presented in (4.18). The time of the frequency

nadir and its expression are computed by setting the frequency derivative to zero.

∆ω(s)
∆Pd(s)

=
1

2HsT
(1+ sT )

(s2 +2ζ ωns+ω2
n )

With ωn =
Ds

2HsT
;ζ =

2Hs +T Ds

2
√

2HsDsT
;ωd = ωn

√
1−ζ 2;

tnadir =
1

ωd
tan−1

(
ωd

ζ ωn−T−1

)
;∆ωmax = fnadir =

−∆Pd

Ds

(
1+

Te−ζ ωntnadir

2Hs

)
(4.18)

4.2.3.2 Disturbance Prediction

Disturbance estimation algorithms can be used to predict the disturbance over the pre-

diction horizon, however we are aiming for a fast-frequency control in which case the

prediction is a very short-term forecast. Therefore, for a simpler model, we employ the

disturbance prediction Pd(k+ 1) = Pd(k), which is used to predict the frequency using

(4.17).

4.2.3.3 Optimization

The MPC tuner controls the frequency response in real time by optimizing the frequency

deviation and ROCOF metrics, as expressed in (4.19), where ui is the control effort in

terms of power injected Pvic. q1,q2 and r are tunable state and the control effort penal-

ties of the control problem. The manipulated variables are inertia coefficient Kvi−i and

damping coefficient Di of the ith DER. The control works at a sampling time of 200 ms,

where upper-bounds of the control variables ν ,ρ are computed by the consensus algo-

rithm that is executed in every 15-minutes slot by updating the system parameters and
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the DER flexibility constraints.
min∑

N−1
k=1

(
q1∆ωi(k)2 +q2(̇∆ωi)(k)2 + r∆ui(k)2

)
s.t.

0≤ Kvi−i(k+1)≤ ν

0≤ Di(k+1)≤ 1/ρ

(4.19)

4.3 Coordinating Frequency-Responsive DERs

The interaction of cyber and physical layers of the power system facilitates the usage

of remote measurements and control exchanges between DERs participating in the grid-

support functions for the system. In this section, we present the proposed distributed

average consensus optimization for proportional sharing of inertial response (IR) and

primary frequency response (PFR), considering DERs as plug-and-play agents, with iden-

tical linear time-invariant (LTI) dynamics, which can be involved in peer-to-peer (p2p)

communications. The completely distributed control architecture with p2p communica-

tion, shown in Fig. 4.5b, unlike the centralized formulation, does not involve a central

controller, show in Fig. 4.5a. We thereby aim to exploit the cyber-physical architecture

of the power system to deliver a robust inertia compensation while evading installations

of dedicated storage reserves to perform the same task.

(a) Centralized. (b) Distributed.

Fig. 4.5: Control Structures for DERs as Multi-Agent Systems.
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4.3.1 System Model

The DERs are the agents in the system that can choose to participate in grid-support

functions over a scheduled period of time and are thus declared as grid-friendly DERs.

The frequency dynamics of the microgrid is modelled by the swing equation given in

(4.20), where Si is the rated capacity of ith DER, Ssys is the rated system capacity, and ∆P

is the generation-load imbalance due to the disturbance in per unit (p.u.). Grid-forming

entities in the system such as virtual synchronous generators and physical synchronous

generators (if any), contribute to the global system inertia, referred to as Hs. The grid-

friendly DERs act as power reserves. The objective of which is to provide the fastest

maximum power response in the event of a disturbance, thereby contributing additionally

to the IR-PFR capacity of the microgrid. A grid-friendly DER i may be equipped with a

combination of very fast responding reserves with a response delay time Tr−i ≤ 500 ms

and a power capacity Pir and, a relatively slower reserve capacity Pp f r with a higher

energy capacity Eder. This can be delivered by hybrid storage or flexibility systems that

are shown in the later sections. Some grid-friendly DERs may be equipped with only one

of these flexibilities, however, the control of PFRs and IRs are coordinated in this work

for an optimal performance.



2Hsys
f0

d f
dt +Dsys (∆ fp.u.) = ∆P = (Pg−Pl)/Ssys

∆ f = ( f − f0)/ f0

Hsys = Hs +∑
Nvi
i=1

HiSi
Ssys

Dsys = Ds +∑
Np f r
i=1

1
Ri

Si
Ssys

(4.20)

The IR and PFR contributions by the ith DER are given by Hi in (4.21) and Ri in (4.25)

respectively. In this work we consider the possibility that the DER equipped with IR

capability may not always have the energy capacity to support PFR and vice versa, where

the DER may lack the fast response capability that is sufficient to provide IR. To include

this possibility we differentiate DERs into a group of Nvi and Np f r each providing virtual

inertia and primary frequency response respectively.
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Considering the IR of a grid-friendly DER, if the power injected by DER i is given by

Pir−i (p.u.) in (4.22), with a time response delay of Tr−i and an inertia control gain Kvi−i.

Considering that the response time for IR is considerably the same across the group of

Nvi DERs, Pir−i may be approximated as shown in (4.23). However, with the limitation

of flexibility reserve, for a ROCOF beyond the designed value in the system, the inertia

contribution is limited. It is also possible that for a very high gain, the inertia contribution

Pir−i is restricted to 1 p.u. as shown in (4.24). For proportional sharing of IR on the event

of a disturbance within the designed ROCOF limits, it is implicit that Kvi−1 =Kvi−2..= ν ,

where ν is the coordinated inertia gain among the participating DERs.

Similarly, the power injected by the ith DER for the PFR is given by (4.25), where (4.26)

ensures proportional sharing among participating DERs if ρ is the coordinated primary

response coefficient. If the DER is considered to provide bi-directional flexibility for a

span of tp = 15 mins, the energy throughput of the DER is given by (4.27) in kWh, where

η is the round-trip efficiency of the flexible reserve. It is to be noted that uni-directional

flexibility may also be modelled likewise with simple alterations.

Hi = Pir−i
f0

2

(
d f
dt

)−1

(4.21)

Pir−i =
Kvi−i

1+ sTr−i

(
d f
dt

)
(4.22)

Pir−i ≈ Kvi−i

(
d f
dt

)
(4.23)

Hi =


f0
2 Kvi−i Pir−i ≤ 1

f0
2

(
d f
dt

)−1
Pir−i > 1

(4.24)

Ri =−∆ fss/Pp f r−i (4.25)

S1

R1
=

S2

R2
= ...= ρ (4.26)

Ep f r−i =
Pp f r−itp

√
ηi

3.6e6 (4.27)

In this work, we employ a generalized first-order virtual battery model to represent holis-

tically the flexibility constraints of DERs. The first-order virtual battery model (VBM)

parameters are the initial state-of-charge (SOC) C0, SOC bounds, Cmin and Cmax, which

63



4.3. Coordinating Frequency-Responsive DERs

reflect the bi-directional remaining energy capacity limits E−i ,E+
i in kWh, the power

limits, P− and P+, and the self-dissipation rate ds. The effect of ds in the remaining

energy capacity calculation may be neglected for the IR and PFR calculation as we deal

with short time slot. The parameters of the DERs are updated in every 15-minute times-

lot of coordinating IR and PFR. The parameters of DERs such as electric vehicle parking

lots, flexible heating and cooling systems, fast curtailable demand, etc, can be obtained

using a performance tracking optimization technique [154] which is out of the scope of

this work. The VBM representation of the DER i is given in (4.28), where Ci and Pi are

the SOC and the power response of the ith DER in a given time slot respectively.
Ċi =−dsCi−Pi

Cimin ≤Ci ≤Cimax

P−i ≤ Pi ≤ P+
i

(4.28)

4.3.2 Consensus-based Coordination

The consensus algorithm allows a set of entities to agree on a quantity of interest by ex-

changing information via communication. The quantities of interest in this case are the

collective decision variable ν and ρ for IR and PFR coordination respectively. The dis-

tributed consensus is of special interest when the objective of the optimization problem

is a global objective. There may be local constraints and local objectives in the problem.

In this case, the objective of the consensus problem is to coordinate DERs for a propor-

tional contribution of inertia and damping, while meeting the individual DER constraints

in (3.7), where ν and ρ are the collective decision variables in the consensus problem,

represented as Z.

The communication network used for the distributed optimization of n number of DERs

is represented by a connectivity matrix ααα = {n,n} given by (4.29), where ni denotes the

set of nodes connected to i. Based on graph theory [155], the laplacian matrix of the

network may be written as lll(n,n) = ddd−ααα , where ddd is a diagonal matrix, and d(i, i) is

the cardinality of ni. The communication between the connected DERs is considered to
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be bi-directional. For the distributed algorithm, it is required that the communication

path is fully connected, i.e. there exists a path between every node with every other node

in the network. We apply the local adjacency method to compute the weight matrix

w(n,n) in (4.30). If Z is the collective decision variable on which the consensus has to

be reached, the consensus update equation at the end of iteration m is given by (4.31).

ααα i j =

1, i 6= j, jεni

0, otherwise
(4.29)

wi j = |li j|/
n

∑
j=1

li j (4.30)

Zi(m+1) =
n

∑
j=1

wi jZ j(m) (4.31)

The coordinated decision variables computed by the ith DER in the consensus algorithm,

νi and ρi, are obtained by solving (4.32) and (4.33) respectively, for a pre-computed

worst case contingency ∆Pd based on the system loading/renewable penetration scenario.

Objective (4.32) minimizes the calculated worst case ROCOF using the system model

in (2.9) and (4.21). The optimization includes a penalty cost function for the control

effort Fi(νi). In this work, a linear cost function is used with normalized gain q1 and

normalized violation penalty p1.

Min p1 |d f/dt|+q1Fi (νi)

s.t. P−i ≤ Pi ≤ P+
i

(4.32)

Min p2 |∆ fss|+q2Fi (ρi)

s.t. P−i ≤ Pi ≤ P+
i

E−i ≤ Ei ≤ E+
i

(4.33)

Similarly, the DER collective decision variable for PFR is obtained by optimizing (4.33)

which minimizes the steady state frequency deviation error |∆ fss| calculated using the

system model for the disturbance ∆Pd . The energy capacity required is obtained from

(4.27). In systems with very limited reserves compared to the desired worst case distur-

bance, the optimization problem can be modified with constraint violation penalty. The
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expressions for inertia contributed with a power capacity contraint is expressed in (4.24).

Once the collective decision variables of individual DERs are obtained, the consensus

problem can be solved as shown in (4.31) until convergence is reached. The consen-

sus reached by agents with identical dynamics and a balanced connectivity matrix is the

distributed average of the initial local decision variables (νi,ρi) [155]. The consensus

variables in turn represent the initial inertia and the post disturbance damping, which are

the upper-bound parameter setting to be used in the local MPC controllers.

4.4 Results and Discussion

4.4.1 System Description

We consider the CIGRE benchmark system [156] as it is a radial distribution microgrid

with DERs of different capacities and is a representative of self-consuming energy com-

munities towards which this work is targeted. The microgrid comprises six DERs that are

classified as shown in Fig. 4.6, based on their functionalities. In the islanded mode, the

grid-forming DER 2 acts as the reference voltage source of the microgrid and performs

voltage and frequency regulations. Among the other DERs, DER 4 and DER 5 are not

equipped with flexible resources. However, they can provide unidirectional flexibility

via PV curtailment. It is not desirable to curtail the PV production unless there is an

unavoidable case. The other DERs (1, 3 and 6) are equipped with time-varying flexibility

with hybrid energy storage systems and PV production.

Table 4.2 presents the virtual battery model parameters of the DER-ESS used in the study.

The charging/discharging rate rmax gives the ratio of energy to power capacity of the ESS.

The round trip efficiency is η and s, the self-discharge rate, is presented per day (p.d.)

or per month (p.m.). The used data is a representative of typical commercial ESSs.

We consider that the hybrid ESS (HESS) in DER 1 and DER 3 comprises BESS and fly-

wheel ESS (FESS), and BESS and SCESS respectively. HESSs allow highly efficient op-

eration and reduce the cost over the system’s lifetime. The BESS in this case only takes
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Fig. 4.6: Modified CIGRE Benchmark Microgrid System.

Table 4.2: Virtual Battery Model Parameters.

Parameters
DER-1 DER-3 DER-6

FESS BESS SCESS BESS BESS

s, % 5 p.d. 5 p.m. 90 p.m. 5 p.m. 5 p.m.
C0, % 100 50 100 70 80
Cmin, % ∼0 20 5 50 20
Cmax, % ∼100 80 95 80 80
rmax 10 min 3 h 10 s 3 h 3 h
η , % 85 70 92 70 70

over when the FESS is at full-speed or stand still, or when the SCESS is fully charged

or discharged, especially for lasting frequency deviations. It thereby improves the bat-

tery lifetime since the fast-acting ESS has a long cycle life and far lesser deterioration

compared to BESS. Li-ion BESS is considered in this work. A typical FESS can provide

up to 80 % of its rated power capacity after 10–15 years of usage. FESS is of a higher
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energy capacity than SCESS. The FESS provides 30 kW of short-term peak discharge

rate and the SCESS provides a peak power of 10 kW, while the corresponding BESS is

designed to provide sufficient energy capacity for going off-grid or to support a given

load level. DER 6 supported with only the BESS, shown in Fig. 4.6, has a lower power

rating compared to its fast-acting counterparts.

4.4.2 Validation

4.4.2.1 Simulations

Time domain simulations are carried out by modeling the microgrid and the inverter con-

trols on MATLAB/Simulink R©. Initially, we compare the microgrid frequency response

when the system inertia varies, as shown in Fig. 4.7a, in the occurrence of a distur-

bance. It is seen in Fig. 4.7b that the ROCOF and fnadir depend on the inertia coefficient.

However, it also determines the peak overshoot and the settling time of the frequency

response in 100 % inverter-based low-inertia systems (e.g. Hs = 4 s and 5 s). Keeping

D constant at 1% p.u, a higher inertia coefficient (e.g. Hs = 8 s and 9 s) mitigates the

initial ROCOF and fnadir, but increases the peak overshoot and the settling time of the

frequency response in Fig. 4.7a.

With the implemented synthetic inertia control, we examine the effect of the inertia

parameters on the frequency response using modal analysis in Fig. 4.7b. Based on the

control equations, the small-signal model of the inverter control is derived, ignoring the

DC side of the model as the MPC controller maintains the DC-link voltage [37]. The

modes of the inverter droop control are referred to as inverter power modes and the

modes of the swing equation-based control that emulate inertia are referred to as the

electro-mechanical modes since the control is based on a virtual rotor and prime-mover

input power. Increase in Hi shifts the inverter power modes towards the left half of the

s-plane, thereby stabilizing the system. However, the electro-mechanical modes of the

swing-based controller are shifted to the right, decreasing the stability margin of the
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(a) Effect of Hs on the Frequency Response.

(b) Bifurcation Plot Showing the Effect of an Increasing Inertia.

Fig. 4.7: Effect of the Synthetic Inertia on the System Dynamics.

system. Therefore, the inertia and damping parameters have to be traded off for optimal

response.

Fig. 4.8 presents the simulation results with the synthetic inertia control using different

DERs. Fig. 4.8a presents the frequency responses based on the power rating of the DERs

with different synthetic inertia control coefficients Kvi. The corresponding aggregated

power injected by the DERs is shown in Fig. 4.8b. If Kvi is optimized only for the

initial ROCOF and fnadir with a high Kvi, the frequency response may have a higher peak

overshoot and a longer settling time, which decreases the stability margin. A higher

Kvi also indicates a high power injection from storage reserves, and a higher operating

expenditure (OPEX).

Following this, the results of the improved distributed predictive controller have been

presented in Fig. 4.9. The ROCOF and the frequency nadir are optimized by a high

control coefficient, after what the inertia coefficient is significantly reduced, resulting in

a shorter settling time with mitigated oscillation. The power injected by the grid-friendly

DERs Pi is limited by P−k ,P+
k for the kth 15-min interval. The optimized Kvi base values

are shown in Fig. 4.9. The Kvi values are designed for the standard ROCOF limit of
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(a) Frequency Response with Different Synthetic Inertia Control Coefficients.

(b) Power Injected by VICs for Fast-Frequency Support.

Fig. 4.8: Synthetic Inertia. Illustration of the Need for MPC.

the system, 0.5 Hz/s. If the system ROCOF dips beyond the standard limit, the Kvi base

values are naturally decreased with the saturation of Pi.

Fig. 4.10 shows the battery and supercapacitor response to maintain the AC-DC power

balance by regulating the DC-link voltage with PV variation and AC-microgrid distur-

bances. The supercapacitor responds to the high-frequency disturbance, while the bat-

tery responds to slower disturbances. For the fast-frequency response, we see that the su-

percapacitor delivers a proper response, while the battery delivers a slower-but-sustained

primary frequency response due to its high-energy capacity, but low charge/discharge

speed. The hybridization of the storage technology is clearly appropriate in the studied

configuration.

In comparison to a conventional virtual droop-inertia controller, which is essentially a

proportional-derivative control strategy, the predictive control adaptively tunes the iner-

tia and damping contributions of the DER, thereby leading to an optimal control as shown

in Fig. 4.11. If the PID or LQR controllers are tuned to limit the fnadir, it leads to power
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(a) Improved Frequency Response Com-
pared to Fig. 4.8a.

(b) Power Injected by MPC D-VICs.

Fig. 4.9: Distributed Predictive Synthetic Inertia Control.

Fig. 4.10: Response Characteristics of the Hybrid Energy Storage.

oscillations and a longer settling time ts, therefore requiring an additional damping con-

troller which is not an optimal utilization of flexibility reserves. The predictive tuning

in MPC allows an optimal scenario without having to trade off the opposing response

metrics.

Since the MPC relies on the system model to deliver an optimal performance, model

accuracy directly determines the control performance. The parameter changes are up-

dated in the step of distributed optimization in which the DERs are coordinated. In the
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Fig. 4.11: Comparison with other Controllers.

event of unforeseen parameter changes or bad data aquisition for the model, the optimal

performance of the controller cannot be guaranteed.

4.4.2.2 Discussion

Given the superior performance of the MPC over the traditional control and other lin-

earized optimal controllers, some restrictive scenarios for the optimal performance are

discussed below.

Case 1 Model accuracy plays an important role in the performance of the MPC, hence

model-plant mismatch affects the control performance. If model uncertainties can be

modelled, they can be accounted for in the MPC using predictive scenarios to account for

the worst case, which raises the question of how conservative the control can operate.

Accounting for model uncertainties trades off control robustness for a high computing

power or a slower control. This can be addressed to an extent by using explicit MPC

which relies on pre-simulated scenarios. This comes with the requirement of a sufficient

memory and a larger memory in turn comes with the computation time to search a large

database of scenarios.

In the proposed framework, as the objective is fast-frequency control, it is essential to

maintain the simplicity of the model in MPC computations. So, the system model is

72



Chapter 4. Coordinated MPC Framework for Grid-following DERs

re-identified with the updated parameters in the distributed communication layer along

with the DER coordination problem.

Case 2 In the MPC framework introduced in this work, the inertia and damping con-

tribution of the DERs are tuned in real time. It is an optimal control strategy that is not

restricted to proportional or derivative response, for which the allocation of resources is

not straight forward.

It is to be observed that the derivative response is high on the occurrence of the distur-

bance and decreases towards the steady state, while the proportional response increases

towards the steady state for an optimal response. Hence, to allocate reserves we require

a share of fast acting flexibilities with high power (not necessarily high energy) capacity

to provide the initial inertia, and sufficient high energy capacity reserves to provide the

sustained primary frequency response until corrective actions are taken.

For allocating the power reserve for inertial response, the fnadir has to be determined

using the system model in (4.18) for a worst case contingency ∆Pd . The power required

from the DER for inertial response can be determined based on the | fnadir| ≤ | flimit |

constraint of the microgrid. The power required in case of the worst case scenario deter-

mines the power capacity of the fast acting flexibilities like the flywheel or supercapaci-

tor storage. It is to be noted that the response time of these resources with the frequency

measurement and control has to be low enough to limit the fnadir. The power capacity of

the slower reserve can be sized similarly for worst contingency scenario and the primary

frequency deviation limits for a designed linear power frequency droop characteristic

∆Pd/∆ f . The energy capacity can be computed to deliver the calculated power for a

15-minute slot until the corrective action is taken.

An additional case study is presented in Fig. 4.12a, where the MPC response Pmpc is

curtailed by the maximum power limit of the HESS Phesslim . The performance of the MPC

is still optimal as the resource constraints can be modelled in the predictive control. The

corresponding power injected by the HESS are presented in Fig. 4.12b.
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(a) Frequency Response. (b) Power Injected.

Fig. 4.12: MPC Performance with Flexibility Constraints.

Case 3 Considering the case that one or more of the cooperatively controlled DERs

do not implement the proposed MPC inertia tuner, the overall frequency control will be

sub-optimal and may require additional damping control in worst cases. One of the grid-

friendly DERs with MPC, DER 1 is replaced with an identical DER with a conventional

droop-virtual inertia controller. The droop and virtual inertia control coefficients are

manipulated to ensure a stable system by small signal analysis. Fig. 4.13 shows the sub-

optimal performance where one among the three DERs is not equipped with the MPC

inertia tuner.

It is to be noted that the DC-side MPC controls the DC-DC buck-boost converter op-

erating with a switching frequency of 200 kHz, and the AC MPC controls the inverter

operating with a switching frequency of 10 kHz, while the frequency response control

operates with a sample time of 200 ms. If the faster inner control loops are replaced

by PI or other controllers, it does not affect the framework as long as the DC voltage is

controlled. However, the MPC implementation can accommodate constraints with better

performance and avoids the hardship of tuning the PI controllers for every change in the

system.

4.4.2.3 Experimentation

For the real-time validation, we have used a power hardware-in-the-loop (PHIL) plat-

form, shown in Fig. 4.14a. The platform comprises a 5 kW inverter, controlled at a

10 kHz switching frequency by a dSpace R© controller, supplied by a controllable DC

voltage source operating at 700 Vdc. The inverter is controlled in the grid-following or
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(a) Sub-optimal Frequency Response.

(b) Power Injected by DERs (* sub-optimal case).

Fig. 4.13: Non-uniform Frequency Control Dynamics among DERs.

current-controlled mode, as discussed in Section 4.2.2. The power amplifier acts as the

voltage reference for the inverter control. The power amplifier operates with a nominal

power of 6 kW. The output of the power amplifier is manipulated by a OPAL-RT R© real

time simulation target in which the rest of the microgrid with other DERs is simulated.

The waveform recorded in Fig. 4.14b showcases a grid-friendly DER response to a series

of disturbances (0.2 p.u. step-load increase, 0.2 p.u. momentary loss of PV generation

with gaussian noise, and a step load decrease of 0.1 p.u.) to maintain the frequency

balance of the microgrid. The DER inverter I1 operates as a grid-feeder, which follows

a constant power set point over the 15 min sample time, while the grid-friendly DER

responds well to the momentary disturbances in the system, maintaining the frequency

constant. The first block of waveform shows the response on the grid-friendly DER to the

disturbance, while the grid-feeding I1 does not respond to the disturbance in the constant

power mode and decreases with the change in the power set point. The send block shows

the response of I2 to the step load decrease.
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(a) Power Hardware-in-the-loop Platform

(b) Experimental Validation of Grid-friendly DER Response.

Fig. 4.14: PHIL Validation.

The waveforms recorded in Fig. 4.15 presents the frequency response of the hybrid en-

ergy storage system to a set of real-time simulated PV intermittency and load distur-

bances emulated by step changes. The BESS supports the steady-state response, while

the SCESS supports the transient response of the grid-following DER. For PV distur-

bance, the output current is maintained with the help of ESS whereas with load distur-

bance, the output current of the IBR changes for frequency response in scenario A of

Fig. 4.15, while scenario B depicts the response of the grid-friendly IBR to a step load
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change of 30% of total system load.

Fig. 4.15: HESS Response Simulating PV and Load Disturbances.

4.5 Chapter Summary

In the proposed control strategy, the inertia coefficients of the IBRs are optimally tuned

in real-time by a faster control loop to improve the frequency response metrics such as

fnadir, peak overshoot, and the settling time of the frequency transient with the help of
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local MPCs. A distributed consensus optimization of inertia coefficients based on the

individual resource constraints of grid-friendly DERs, which relies on the presence of a

peer-to-peer communication infrastructure.

Although the predictive control enhances the frequency response by tuning the control

parameters in real-time, the grid following control topology relies on frequency mea-

surement. Measurements of frequency deviation using PLL or kalman filters involves

a delay of 2-3 cycles’ time, while the derivative measurement may involve 6-7 cycles’

time due to which synthetic inertia emulation poorly compares itself to synchronous in-

ertia. Grid-following DERs are also incapable of operating in the autonomous mode, and

so the following chapter discusses a coordinated control framework from grid-forming

IBRs, and how it overcomes the requirement for frequency measurements.
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Coordinated Predictive Control of

Grid-forming DERs

Grid-forming IBR control is a voltage-source controlled strategy that allows the IBR to

serve as a voltage source especially during the autonomous operation mode of the mi-

crogrid. Grid-forming frequency control scheme relies on power measurement rather

than frequency measurement. This chapter presents the an isochronous and droop-

based inverter control for power-frequency response in grid-formers. In the isochronous

frequency-control concept, the distributed generation operates at a constant frequency,

which renders a zero quasi steady state frequency error ∆ fss, whereas the droop control

allows for change in frequency to respond to power disturbances. Isochronous frequency

control is most-suited for microgrids that use the largest dispatchable unit or a dedicated

ESS to respond to load changes. With the help of load sharing algorithms, multiple

frequency-responding units can operate in the isochronous mode. The droop concept is

most popular in power systems with several frequency responding units as it is a decen-

tralized control with its natural synchronizing property. However, large load shifts could

cause a large ∆ fss, which has to be restored by the secondary and tertiary layers of the

hierarchical frequency control.

In this context, an isochronous load sharing control algorithm for coordinated isochronous

model predictive IBR control has been presented in this chapter. The inertia emulation in
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the droop method has been implemented with a model predictive tuner for coordinating

droop-based grid-forming DERs in IBR microgrids.

5.1 Isochronous Grid-forming Control

The isochronous grid-formers serve as ideal voltage sources with amplitude V ∗ and

frequency f ∗ for the autonomous operation of the microgrid. The control scheme of

the grid-forming control is shown in Fig. 5.1a with the cascaded d− q controllers in

Fig. 5.1b. The external loop controls the voltage output to match the reference ampli-

tude and frequency, while the inner loop regulates the current output of the inverter. As

ideal voltage sources, isochronous grid-formers have a very low output impedance and

can be considered as the swing bus of the autonomous power system. As dedicated fre-

quency responsive controllers, they require an adequate flexibility on the DC-side of the

inverter that can maintain a stable DC voltage while the grid-forming control injects or

draws power from the DC bus to maintain the frequency constant. Hence, this control

scheme is particularly suitable for islanded microgrids with a single large dispatchable

unit or a dedicated ESS assigned for power balancing.

5.1.1 Control Implementation with MPC

Unlike the implementation of grid-forming control with PWM using PI control, the iso-

chronous grid-forming control can be implemented by MPC directly (without PWM) by

predicting all possible switching states of the inverter. Similar to the FCS-MPC discussed

previously in Section 4.2, the isochronous control is formulated using the finite con-

trol set (FCS) optimization. The MPC implementation in the previous chapter has been

modified for a voltage-source control of the IBR as shown in Fig. 5.2.

Let the grid-former reference voltage with amplitude V ∗ and frequency f ∗ be represented

in the d−q synchronous reference frame by (V ∗d ,V
∗
q ). Similar to the implementation in

Section 4.2.2, the inverter may be represented by a discrete non-linear model in terms
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(a) Grid-forming Control Scheme
.

(b) Inner Control Loops and Load Sharing Control.

Fig. 5.1: Isochronous Grid-forming Control.

Fig. 5.2: MPC Scheme for Isochronous Grid-formers.
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of its switching states (Sa,Sb, and Sc), where a,b, and c represent the IGBT leg of each

phase, with 2 states each based on which IGBT is on. The inverter output voltage Vi

determined by the switching state vector S is given by (5.1).S = 2
3

(
Sa +Sbe j(2π/3)+Sce j(4π/3)

)
Vi =VdcS

(5.1)

The L fC f filter dynamics are modelled in (5.2), I f and Vc are the filter current and the

capacitor voltage respectively.

L f
dIinv
dt =Vi−Vc− IinvR

C f
dVc
dt = Iinv− Io

⇒ ẋxx = AAAxxx+BBByyy

With xxx(k) =

Iinv(k)

Vc(k)

 ;yyy(k) =

Vi(k)

Io(k)

 ;AAA =

−R f
L f
− 1

L f

1
C f

0

 ;BBB =

 1
L f

0

0 − 1
C f

 (5.2)

Representing the model (5.2) in the discrete form with sample time ts and solving the

equation, the inverter predictor current equation is then derived as given in (5.3).

xxx(k+1) = eAAAtsxxx(k)+
[∫ ts

0
eAAAτBBBdτ

]
yyy(k)

Vc(k+1) = eAAAtsxxx(k)+AAA−1(eAAAts− I)BBByyy(k) With eAAAts =

−e
R f ts
L f −e

ts
L f

e
ts

C f 1

 (5.3)

5.1.1.1 FCS Optimization

The reference tracking is implemented with the MPC controller by optimizing the ob-

jective function given in (5.4) subject to the inverter maximum current limit Ilim based

on the inverter rating or DC power constraint, with 7 distinct control sets based on the

possible inverter switching states.

min
N−1

∑
k=1

[(
V ∗c−d(k+1)−Vc−d(k+1)

)2
+
(
V ∗c−q(k+1)−Vc−q(k+1)

)2
]

(5.4)
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The predicted voltage across the capacitor is represented in the d−q reference frame as

(Vc−d(k+1),Vc−q(k+1)). The decision variables of the optimization are {Sa,Sb,Sc}.

5.1.2 Synchronizing Control for Microgrid Transition

In the islanded or autonomous mode, the grid-forming inverters are the main voltage

sources of the microgrid. With the transition of the microgrid to grid-tied mode, if the

grid-forming IBRs are switched to the grid-following mode and vice versa for the transi-

tion to the autonomous mode, a phase angle synchronization control is required. Fig. 5.3

depicts the IBR control in the grid-connected and islanded mode of the microgrid.

Fig. 5.3: IBR Multi-mode Control for Microgrid Transition

When the point of common coupling (PCC) breaker is closed, the microgrid is operated

in the grid-connected mode with angle θ1 and voltage reference based on power set-

points (P∗,Q∗) as shown in Fig. 5.3. This is known as the grid-following mode and has

been discussed in detail in Chapter 4. When the PCC is open, the IBR is operating in the

grid-forming mode as discussed in Section 5.1, where the angle reference is given by θ0

and the voltage reference is set as the nominal voltage V ∗ or may be given by the droop

control to be discussed in the following section. For a planned microgrid transition,
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there will be necessary changes in the reference voltage. However the angle transition

may be controlled for a smooth transition by regulating the angle difference between

θ0 and θ1 during the transition and by slowing correction of θ0 which is set in the IBR

control [157]. The synchronization control block shown in Fig. 5.3 regulates the angle

difference for a smooth transition.

cos(φd) =
2m
3 ; m =V ∗a Vibr,a +V ∗b Vibr,b +V ∗c Vibr,c

sin(φd) =
−2m−4n

3
√

3
; n =V ∗a Vibr,b +V ∗b Vibr,c +V ∗c Vibr,a

(5.5)

For the disconnection of the microgrid, the angle difference φd between Vibr in p.u. and

the grid-forming reference voltage V ∗ in p.u. is computed based on the sine and cosine

values and their polarities given by (5.5). On disconnection, the initial reference angle

of the grid-forming control is given by θ ′0 = θ0 +
∫

φd [157].

For the reconnection of the microgrid to the main grid, the angle difference φr = θg−θibr

between the PCC voltage Vg in p.u. and the IBR output voltage Vo in p.u. is computed

using (5.6), where θg and θibr are obtained from the respective PLLs. A PI control may

be employed to regulate φr to zero by controlling ∆θ0.

φr ≈ sin(φr) =
−2p−4q

3
√

3

p =Vg,aVo,a +Vg,bVo,b +Vg,cVo,c ; q =Vg,aVo,b +Vg,bVo,c +Vg,cVo,a

(5.6)

5.1.3 Coordinating Isochronous Grid-formers

When multiple DERs are operating in parallel with the isochronous control, each of the

DERs compete to respond to the disturbance first and to compensate the entire imbalance

causing overloading of one DER over the others as the isochronous control lets the DERs

compete to respond to the disturbance immediately. Therefore, for a stable operation

of multiple isochronous grid-formers, a load-sharing algorithm is required as shown in

Fig. 5.1b. The algorithm regulates the power sharing among the isochronous DERs by

a bias signal that acts a feedback to the isochronous reference frequency f ∗ set in the
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grid-forming control. The bias points are computed dynamically for active load shar-

ing for each unit by load power measurement. These setpoints are rapidly varied as the

system settles to a new steady state post-disturbance [158]. Isochronous load sharing is

feasible for a microgrid with large load clusters and a precise number of grid-formers

connected at the same bus (considering low electrical distance between loads and units)

as it requires load measurement and a communication network between units. The fre-

quency and voltage bias points ∆ f ∗i and ∆V ∗i of the ith isochronous grid-former are given

by (5.7) and (5.8) respectively, where Pi and Si are the active power output and the rating

of the ith isochronous grid-former, Ss is the system base power, and Pl and Ql are the

measured power at the nl load buses close to the point of connection of the grid formers.

Kiso−p and Kiso−q are coordinatedly set load-sharing coefficients in the dispatch control

based on the available resources of the participating units using communication network

between grid-forming units. The coordination of the load-sharing coefficients is imple-

mented using the consensus approach described in Section 4.3.2, where the collective

decision variable vector Z = (Kiso−p,Kiso−q).

∆ f ∗i = Kiso−p

(
∑

nl
l=1 Pl

Ss
− Pi

Si

)
(5.7)

∆V ∗i = Kiso−q

(
∑

nl
l=1 Ql

Ss
− Qi

Si

)
(5.8)

Frequency de-tuning is effectively a form of droop but with the help of the communi-

cation network. Therefore, especially for scenarios with a large number of participating

DERs droop control is the obvious choice for a stable system with less dependance on the

communication network for the fast frequency response. For islanded operation, there

can be an isochronous unit if there is a dedicated resource with adequate flexibility, sup-

ported by droop-controlled grid-forming or grid following DERs [50]. Although there

maybe multiple grid-formers in this scenario, the droop controlled DERs share the load

based on the droop setting, while the isochronous unit restores the ∆ fss.
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5.2 Grid-forming Droop Control

The droop-controlled grid-formers act as voltage sources for the microgrid. They re-

spond to load changes by regulating their output voltage and frequency, thereby facili-

tating power sharing amongst the units. The grid-forming units are those that contribute

to a high fraction of the microgrid generation. Droop control implements a linear rela-

tionship between P− f and Q−V in the phasor domain which enables power sharing

in a decentralized manner. In the conventional droop law in (5.9), the droop coefficient

mp establishes a linear relation between the active power and frequency pair and np es-

tablishes the reactive power and voltage linear relation. This droop law is based on the

assumption that the system impedance is predominantly inductive, which is not the case

of low voltage distribution networks. This aspect is addressed in sub-sections 5.2.1 and

5.2.2.

∆ω =−mp∆P ; ∆V =−nq∆Q (5.9)

A typical inverter droop control scheme has been presented in Fig. 5.4a. The droop block

in Fig. 5.4b measures the averaged values of real and reactive power given by (5.10) and

(5.11) respectively. The active and reactive power measurements P and Q are computed

from the inverter output current io and voltage vo. The measured voltages and currents

are represented in the d− q reference frame as (vod,voq) and (iod, ioq) respectively. In

order to avoid the harmonics in the measurements from propagating to the control, a

low pass filter (LPF) with corner frequency ωc has been provided. The frequency and

the voltage references are then generated based on the droop laws (5.12), where ωn and

Vn represent the nominal frequency and voltage, Pnom and Qnom are the nominal power

outputs.

P =
ωc

s+ωc

(
vodiod + voqioq

)
(5.10)

Q =
ωc

s+ωc

(
vodioq− voqiod

)
(5.11)

ω = ωn−mp (P−Pnom) ; v∗od =Vn−nq (Q−Qnom) (5.12)
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(a) Grid-forming Droop Control. (b) Droop Control Block.

(c) Inner Voltage Control Loop. (d) Inner Current Control Loop.

Fig. 5.4: Inverter Droop Control Schematic.

The inverter is connected to the bus through an LCL filter with components r f , L f , C f ,

rc, and Lc. The voltage reference generated by the droop block, (v∗od,v
∗
oq) is fed to the

inner voltage loop controller in Fig. 5.4c which computes the output current reference

for the inverter given by (5.13)-(5.16). The corresponding PI control parameters are Kpv

and Kiv.

φd =
∫

(v∗od− vod) (5.13)

φq =
∫ (

v∗oq− voq
)

(5.14)

i∗ld = Fiod−ωnC f voq +Kpv (v∗od− vod)+Kivφd (5.15)

i∗lq = Fioq +ωnC f vod +Kpv
(
v∗oq− voq

)
+Kivφq (5.16)
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The current reference i∗ld and i∗lq is fed to the current control loop in Fig. 5.4d to generate

the inverter output voltage reference before the LCL filter as given by (5.17)-(5.20). The

corresponding PI control parameters are Kpc and Kic.

νd =
∫

(i∗ld− ild) (5.17)

νq =
∫ (

i∗lq− ilq
)

(5.18)

v∗id =−ωnL f ilq +Kpc (i∗ld− ild)+Kicνd (5.19)

v∗iq = ωnL f ild +Kpc

(
i∗lq− ilq

)
+Kicνq (5.20)

5.2.1 Droop Laws with System Impedance

The P− f ,Q−V droop law is valid only under the assumption of a predominantly in-

ductive impedance, however the line impedances of the rural distribution network, tend

to be more resistive as voltage drops [159] or even complex [160]. The control variables

of voltage source inverters are the output AC voltage magnitude Vo and electric pulsation

ω . For each inverter to respond to the changing load, its active P and reactive power Q is

given by (5.21). Z indicates the impedance magnitude and θ indicates the impedance an-

gle. These approximate expressions are derived from the power flow equations under the

assumption that the phase difference between the inverter output voltage Vi and the mi-

crogrid nodal voltage Vg. φ is very small and typically inferior to 1 ◦. Based on the type

of system impedance, Table 5.1 establishes the linear relationship for each impedance

type based on the approximate expressions of P and Q. Hence, the appropriate droop

relation for a known system impedance can be derived from this table. The relations in

the table are obtained by substituting the respective impedances and simplifying (5.21).

P≈ (Vi(Vg−Vi)cosθ +ViVgφ sinθ)/Z

Q≈ (Vi(Vg−Vi)sinθ −ViVgφ cosθ)/Z
(5.21)
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Table 5.1: Droop Relations for Different System Impedances.

P–Q Relations Droop Laws

L P'VgViφ/X ω = ωn−mpP
θ ≈ 90◦ Q'Vg(Vi−Vg)/X Vi =Vn−nqQ

RL P−Q'
√

2VgViφ/Z ω = ωn−m(P−Q)

θ ≈ 45◦ P+Q'
√

2Vg(Vi−Vg)/Z Vi =Vn−n(P+Q)

R P'Vg(Vi−Vg)/R Vi =Vn−npP
θ ≈ 0◦ Q'−VgViφ/R ω = ωn +mqQ

RC P+Q'−
√

2VgViφ/Z ω = ωn +m(P+Q)

θ ≈−45◦ P−Q'
√

2Vg(Vi−Vg)/Z Vi =Vn−n(P−Q)

C P'−VgViφ/X ω = ωn +mpP
θ ≈−90◦ Q'−Vg(Vi−Vg)/X Vi =Vn +nqQ

5.2.2 Virtual Impedance

The system impedance comprises the line, load and the inverter output impedance. Low-

voltage distribution networks have a high R/X ratio [159], while the inverter output

impedance is mainly inductive due to the output LC or LCL filters. The system impedance

is therefore subject to change based on the microgrid control and operation. In order

to establish the droop law, virtual impedance techniques [160] are used to manipulate

the system impedance. The inverter output impedance can be modified to become a

resistance by adding a negative proportional feedback from the output current Io to the

inverter reference output voltage V
′
o, to give the modified reference V ∗o . Similarly, a

negative derivative feedback emulates an inductive voltage drop and a negative integral

feedback emulates a capacitive voltage drop as shown in (5.22).

V ∗o =V
′
o−
(

Rv +
ωv

s+ωv
Lvs+

Cv

s

)
× Io (5.22)

The resistive system impedance remains constant for all frequency ranges and automat-

ically shares the harmonic power. A high value for the virtual resistance Rv (i.e. well

above the line impedance range) renders the system impedance resistive and insures
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power sharing even for large load shifts. However, a very large value of Rv may result in

a sluggish response. Thus, the value of Rv is chosen with the criteria such that the system

impedance angle is considerably low for the line impedance with the lowest R/X .

5.2.3 Active damping

The droop relationships given in Table 5.1 are linear relationships which trade the voltage-

frequency (V – f ) regulation for power sharing accuracy. The droop coefficients are there-

fore calculated according to the steady-state requirements of the system, therefore leav-

ing no degree of freedom to design the damping.

Based on the droop law, the closed loop transfer functions (CLTF) of the Pi and Qi ex-

pressions, (5.23), are given by (5.24) and (5.25).

Pi =
(
V 2

i −ViVg cos(δi−δg)
)
/R

Qi = (ViVg sin(δi−δg)
/

R
(5.23)

Hp1 Hp2 , and Hq terms in the CLTF are given by (5.26), (5.27), and (5.28) respectively.

∆Pi(s) =
Hpi1

1+npHp1

∆Vi(s)+
Hp2

1+npHp1

∆Vg(s) (5.24)

∆Qi(s) =
Hq

s−mqHq
∆ωi(s)+

Hq

s−mqHq
∆ωg(s) (5.25)

Hp1 = (2Vi−Vg cos(δi−δg))/R (5.26)

Hp2 =−(Vi cos(δi−δg))/R (5.27)

Hq =−(ViVs cos(δi−δg))/R (5.28)

The small signal model of the Q droop control yields the critical eigenvalue λqi = mqHq

that depends on mq for Qi. However, the P eigenmode is not controllable as Hp1 and

Hp2 are functions of the system impedance, the linearization point, and δi, which is in

turn affected by the reactive power control [161]. The droop equations may be modified
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with active damping terms np1 and mq1 as shown in (5.29) and (5.30), where Vn and

ωn are the nominal values of voltage and frequency. The small signal stability of the

modified control gives the new critical eigenvalues, (5.31) and (5.32) which may be

controlled using the active damping terms without affecting the droop settings that affect

the steady-state requirements.

Vi =Vn−npPi−np1 (dPi/dt) (5.29)

ω = ωn +mqQi +mq1 (dQi/dt) (5.30)

λpi =−(1+npHp1)/(np1Hp1) (5.31)

λqi =
(
mqHq

)
/
(
1+mq1Hq

)
(5.32)

5.2.4 Inertia Emulation

Inertia emulation may be implemented in the inverter droop control by simply adding a

rate limiter to the controlled frequency reference signal to curtail the ROCOF to a preset

limit, or by using an LPF to slow down the speed of response of the system to contingen-

cies in [48]. If the active power output of the inverter is measured with the help of a low

pass filter with time constant Tf = 1/ωc, the droop equation (5.33) may be re-arranged

as (5.34) to compute the equivalent inertia and damping of the droop controller as given

by (5.35), where, Pb is the base power output of the textscder.

ω
∗
i = ωn−mp

(
P

(1+Tf s)
−Pb

)
(5.33)

Pb−P =
Tf

mp
s(ω∗i )+

ω∗i −ωn

mp
(5.34)

J =
Tf

mp
;D =

1
mp

(5.35)

VI contribution by the LPF of droop control in (5.34) is not fully controllable and the

ratio J/D is constant for a system. The inability to independently control inertia of the

unit is overcome by formulating a swing equation in the control as presented below. The

swing equation of a synchronous generator can be written as shown in (5.36), where J
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is the inertia coefficient, D is the damping, and Pin can be regarded as the virtual input

power. −Jmp
dP
dt +D(ωn−mpP) = Pin−P

ω0

Pin = P− (ωn−ω)
mp

(5.36)

By implementing the swing equation in the droop control, the reference frequency to the

controller can be written as (5.37), where Ct is used to represent the expression in p.u. of

frequency. Similar to a low pass filter, if t0 = J/D, (5.37) may be written in time-domain

as (5.38). It is evident from the time domain equation that by implementing the swing

equation, an additional damping term t0mp appears. This results in additional damping

in the system. Therefore, the controller can now provide both inertia and damping once

the swing equation is incorporated. From (5.38), it can also be shown that if t0 > 1/ωc

and t0 < 1/ωc, the power response of the IBR is underdamped and overdamped respec-

tively. The opposite for the frequency profile, due to which a trade-off has to be made in

the choice of the parameters [48], which essentially leads us to the need for predictive

control, similar to that of Chapter 4.

ω
∗
i =

1
Ct

(
1+ s

J
D

)(
ωn−mp

ωc

s+ωc
Pi

)
(5.37)

dωi

dt
+ωcωi =

1
Ct

(
ωcωn−ωcmpPi− t0mpωc

d pi

dt

)
(5.38)

5.3 Coordinated Predictive Framework

In the MPC implementation of the controller inner controllers can be formulated sim-

ilar to that of the isochronous control in Section 5.1.1, however the reference voltage

and frequency are obtained from the droop equation for FFR and the swing-based for-

mulation in (5.37) for inertia emulation and damping control. Fig. 5.5 represents an

IBR with the frequency grid-forming control. The inverter controller involves the droop,

damping, and inertia parameters which affect the evolution of the frequency response.

Hence, we propose an MPC tuner that predictively optimizes the frequency response of

the microgrid with the limited flexibility resources.
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Fig. 5.5: Droop and Inertia Emulation with MPC Tuner

Fig. 5.6 presents the overall MPC scheme. An MPC primarily comprises the system

model, a disturbance predictor and the optimizer. The system has to be represented as a

discrete time linear or non-linear model to predict the system states X for a given set of

input trajectories U for a chosen number of samples N, known as the prediction horizon.

The accuracy of the MPC control is determined by the model accuracy. The linearized

microgrid model allows the prediction of the evolution of the state variables over the

prediction horizon using the measured frequency. The power disturbance is measured

and projected to the prediction horizon by a disturbance predictor. The disturbance

prediction used in this work assumes that the disturbance remains constants for the next

sample time. We consider this method as the forcasting is on a very short term and

complex disturbance forecast can deteriorate the control performance as we target the

fast-frequency control problem.
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Fig. 5.6: Schematic Diagram of the Local MPC.

5.3.1 System Model

The MPC heavily relies on the plant model for projecting the state variables over the

prediction horizon. Hence, the higher the accuracy of the model, the better is the per-

formance. With a non-linear system, accurate non-linear models such as deep neural

network models could be used for their high accuracy. However, in the context of fast-

frequency control, the control computation time is clearly crucial than the control ac-

curacy. Hence, a simple linear state-space model and a simple optimization is more

practical.

The overall microgrid transfer function can be represented by (5.42), where the individ-

ual transfer functions Gd(s),G f f (s),Gvic(s) represent the different types of converters in

the microgrid: the slow droop converters, the fast-acting primary frequency responsive

units, and the inertial-response units respectively.

Gdi(s) =
ki

Ri

1
(1+ sTd)

(5.39)

G f f i(s) =
ki

Ri

1(
1+ sTf f

) (5.40)

Gvici(s) =
sMi +Di

(1+ sTvic)
(5.41)

By neglecting the fast-frequency and inertia control time constants as in (5.43) as in [59],

the overall plant transfer function is reduced to (5.44).
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G(s) =
ω(s)

∆Pe(s)

=

(
∑

iεNd

Gdi(s)+ ∑
iεN f f

G f f i(s)+ ∑
iεNvic

Gvici(s)

)−1 (5.42)

Tp >> Tf f ,Tvic ≈ 0 (5.43)

G(s) =
1+ sTd

MTds2 +(M+(D−Rd)Td)s+D
(5.44)

The aggregated system inertia M given by (5.45) and the aggregated system droop char-

acteristic D given by (5.49) form the control parameters. In the cooperative control,

the overall system parameters can be altered by collectively utilizing the distributed re-

sources, subject to their individual constraints modelled in the previous subsection.

M = ∑
iεNvic

MiPi

Pb
(5.45)

Dvic = ∑
iεNvic

DiPi

Pb
(5.46)

R f f = ∑
iεN f f

ki

Ri

Pi

Pb
(5.47)

Rd = ∑
iεNd

ki

Ri

Pi

Pb
(5.48)

D = Dvic +R f f +Rd (5.49)

On applying a disturbance of ∆Pdist , the plant characteristic equation can be given by

(5.50) and the state space representation is given by (5.51).

∆Pdist

MTd
= ω̈ +2ζ ωnω̇ +ω

2
n ω (5.50)

∆ω̇

∆ω̈

=

 0 I

− D
MTd

−
(

1
Td
+ D−Rd

M

)∆ω

∆ω̇

 0
∆P

MTd

 (5.51)
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5.3.2 Rate-based Linearization of the Model

The MPCs rely on a linear discretized state space model to perform the predictive op-

timization around specific operation points [91]. In this work we modify the conven-

tional linearized state space equations (5.52) into that of the RB domain (5.53), where,

xk,uk,dk,yk, and rk indicate the state, control, disturbance, output, and output reference

vector respectively at the kth sample time.


xk+1 = Axk +B1uk +B2dk

yk =Cxk +D1uk +D2dk

ek = yk− rk

(5.52)



ξk+1 = Āξk + B̄1∆uk + B̄2∆dk

yk =Cxk +D1 (uk−1 +∆uk)+D2 (dk−1 +∆dk)

ek = yk− rk

ξ =

xk− xk−1

ek


Ā =

A 0

C I

 ; B̄1 =

B1

D1

 ; B̄2 =

B2

D2



(5.53)

The RB-MPC optimization objective is to minimize (5.54), subject to the state update

equation of (5.53) and input bound constraints. The first term of (5.54) refers to the

termination, where P is the solution to the Ricatti equation of the linear-quadratic prob-

lem. RB-MPC is empirically proven to implicitly capture the state derivatives within the

neighbourhood of the linearized equilibrium points [91]. It therefore widens the appli-

cability of the linearized model and enhances the transient performance of the control.

The objective to be optimized may comprise the performance indices to be optimized

over a finite horizon and constraint violation penalty functions subject to the input and

state vairable bounds and rate constraints. The objective function of the MPC tuner
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is given by (5.55), which minimizes the frequency deviation and the ROCOF over the

prediction horizon, while minimizing the control effort.

ξ
T
N PξN +

Np−1

∑
k=1

(
eT

k Qek +uT
k Ruk +Mε

2) (5.54)

J =
k+N p−1

∑
i=k+1

XT
i QXi +UT

i RUi (5.55)

5.3.3 Cooperative MPC Framework

The parallel cooperative distributed MPC (C-DMPC) architecture, shown in Fig. 5.7a, is

based on a centralised cost function. Flexi-DERs indicate that the DERs with flexible

resources can contribute to frequency response. The local MPCs simultaneously opti-

mize for the same global objective fob j subject to the system constraints Csys and the

operational constraints of the particular DER Ci in an iterative manner. The prime advan-

tage of this cooperative predictive algorithm is that it is strongly based on complexity.

The stability of the distributed control can be guaranteed due to the information sharing

[162]. Each local MPC would therefore receive the full state measurement, the control

trajectories of other MPCs, and is aware of the dynamics of the entire system. The op-

timization is performed by the individual MPCs assuming that all the other MPCs retain

the same input trajectories as the last iteration. With the new optimized input trajectories

Ui(k+1)∗ of each MPC, a combined final optimal trajectory Ui(k+1)GJ is obtained by

the Gauss-Jacobi weighted sum transformation as shown in (5.56) at the end of the cth

iteration of predictive optimization for the kth sampling time of the ith local MPC, where

α is the weight of each participating DER [162]. The steps followed in the cooperative

predictive control is represented as a flowchart in Fig. 5.7b.

Ui(k+1)GJ = αiUi(k+1)c−1 +(1−αi)Ui(k+1)∗ (5.56)
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(a) C-DMPC Control Architecture. (b) Flowchart for C-DMPC Control.

Fig. 5.7: Cooperative MPC Framework.

5.4 Results and Discussion

5.4.1 Isochronous Grid-forming Control

The proposed isochronous control has been validated on a power hardware-in-the-loop

setup as described in Section 4.4.2.3. However, as the IBR is voltage-controlled for grid-

forming function, the inverter acts as a voltage source, while the rest of the microgrid

modelled using the OPAL-RT R© real-time simulation target and emulated by the power

amplifier is current controlled. The experimental setup has been presented in Fig. 5.8.

The isochronous control has been implemented on the CIGRE benchmark microgrid de-

scribed in Section 4.4.1. Grid-forming IBR 1 with a high power rating and flexibility

is controlled by an isochronous controller. IBR 2 is equipped with BESS providing the

steady-state response and the fast-acting super-capacitors for compensating the transient

98



Chapter 5. Coordinated Predictive Control of Grid-forming DERs

Fig. 5.8: PHIL Experimental Setup

disturbances. Super-capacitors have a higher power rating than the BESSs, and are hence

more suited to provide the transient response. The model predictive control thereby ex-

ploits the higher power rating of the distributed flexibility resources to provide a robust

frequency response. The first set of waveforms in Fig. 5.9 present the inverter output

response of the isochronous IBR to a step load change of 20% total system load where

the voltage and frequency are regulated without a steady-state error (as compared to the

droop control waveforms in Fig. 5.16. The flexibility of the IBR is provided by the HESS

on the DC-side of the IBR, the waveforms of which are presented in the second set of

signals in Fig. 5.9.

5.4.2 Droop Control in Resistive Microgrids

A 2-inverter single-phase system with a resistive impedance [159] has been used for

offline validation in MATLAB/Simulink R©. The two inverters in the system are considered

to be of equal capacity for the clear representation of the results. Inverter unit 2 is

operated in the droop control mode to follow the changing load, while the first unit is

operated in different modes as shown in Fig. 5.10.

Initially the first unit is operated in the synchronization mode, before it is connected to

the microgrid. During this period IBR 2 supplies the total system load. Once connected
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Fig. 5.9: Isochronous Grid-former Response.

to the microgrid, the first unit is operated as a constant power source of 3 kW, during

which the other unit supplies the remaining load by following the load change. It is also

noteworthy that the change in the P loading affects only the RMS value of the output

voltage, while the change in Q affects the system frequency as shown in Fig. 5.10d and

Fig. 5.10e respectively.

The first unit is then changed to operate in the droop control mode in which the power

is shared proportionally. In order to implement an accurate power sharing the virtual

resistance of the inverter Rv is tuned to 0.4 Ω based on the parameter selection procedures

described in the previous sections. The effect of Rv on the power sharing accuracy

and response time are reflected in Fig. 5.11, where it can be observed that a higher Rv
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(a) Active powers. (b) Reactive powers.

(c) Current I1. (d) Voltage V1

(e) Frequency.

Fig. 5.10: Operation of IBR in Different Modes.

increases the power sharing accuracy, i.e. the power is shared equally by the two units

in this case. Since the inverters are rated equally in this system, the power shared by

the inverters are equal in the droop mode. The droop coefficients np and mq are set as

1.5e−3 V/W and 2.5e−4 Hz/Var respectively. Based on the system dynamics, the optimal

active damping terms np1 and mq1 are set as 3e−4 V.s/W and 5e−5 Hz.s/Var respectively.

There is also a significant impact of the virtual impedance on the power sharing accuracy

as the total active power load level increases for the Rv = 0.1Ω case in Fig. 5.11.
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(a) Rv = 0.1Ω.

(b) Rv = 0.8Ω.

Fig. 5.11: Effect of Rv on Power Sharing Accuracy and Response Time.

5.4.3 Synchronization Control for Microgrid Transition

The synchronization control comes into action for a planned disconnection or recon-

nection of a three-phase microgrid where the angle difference is first regulated to ap-

proximately zero to trigger the breaker for the transition. Fig. 5.12 presents the benefit

of employing the disconnection and reconnection synchronization controls to smoothen

the transient. It can be observed in Fig. 5.12a that for a smooth islanding transition, i.e.

if the microgrid is disconnected from the interconnected microgrids or the main grid for

autonomous operation, the synchronization sets the initial angle of the grid former by

regulating the phase difference between the voltage angle of the main grid and the grid-

former setting to zero. Once the angle difference is regulated, the PCC circuit breaker is

opened. Similarly, the grid-former angle is controlled to regulate the angle difference to

zero for reconnecting to the main grid as shown in the waveforms in Fig. 5.12b.

5.4.4 Cooperative Predictive Droop Control

The droop, damping, and inertia parameters are tuned by the model predictive strategy.

Although inertia and droop parameters can be tuned optimally within the time-varying
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(a) Disconnection Synchronization.

(b) Reconnection Synchronization.

Fig. 5.12: Synchronization Control for Microgrid Transition.
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flexibility of the DERs, the damping ratio and the droop sclope constrain each other.

Hence, there is a trade of between the system dynamics and the shared balancing power.

The effect of damping variation on droop parameter is shown in Fig. 5.13.

Fig. 5.13: Interdependance of Droop and Damping Parameters.

Time domain simulations of grid-forming control in the DERs of the 3-inverter microgrid

discussed in Section 3.4.3 and modelled with DC-side HESS of battery and supercapacitor

are presented in Fig. 5.14. Super-capacitors have a higher power rating than the BESSs,

and are hence more suited to provide inertia response. The model predictive control

thereby exploits the higher power rating of the distributed flexibility resources to provide

a robust frequency response.

As the proposed fast-frequency optimal controller is meant for real-time optimization

and control, we have used a power hardware-in-the-loop (PHIL) platform to validate the

robustness of the real-time control. The PHIL setup shown in Fig. 5.8 comprises a 5kW

inverter supplied by a controllable DC voltage source. The inverter is controlled as a

grid-forming voltage source and is connected to the power amplifier. The output of the

power amplifier is manipulated by the OPAL-RT real time simulation target in which the

rest of the microgrid is simulated. The hardware inverter is controlled as a grid-former

and another DER is emulated by the power amplifier which is modelled in the real-time

target. The inverter control is programmed in the d-Space controller to command the

inverter switches.

Fig. 5.15a shows that only the hardware grid-former is controlled by a centralized MPC

to perform the fast-frequency control. In each scenario, a load disturbance has been
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(a) Pdist (b) PFR with BESS.

(c) IR with Super-capacitor ESS (d) Robust Frequency Response.

Fig. 5.14: PFR and IR with ESS-based DERs.

emulated to observe the frequency response. Further, the same grid-former serves as the

dedicated frequency reserve, while the other DER operates in a fixed power mode, with

zero inertia and droop parameters. Fig. 5.15c shows the real-time variation of the DER

responses in the event of disturbances in the system. The frequency response is seen to

be robust. Finally, in the event of a failure in the grid-former, the other grid-supporting

DER provides a frequency response limited to its capacity constraints, which causes a

higher frequency deviation.

Fig. 5.16 presents some of the results showcasing the MPC grid-forming control im-

plemented in the DERs 1, 2, and 6 in the CIGRE benchmarch microgrid where DER 1

is present as the 5 kW hardware inverter controlled by the dSpace R© controller, while

the rest of the microgrid is emulated by the power amplifier which is controlled by the

microgrid model on the real-time target.

The results showcase different scenarios of PV and load disturbances, and the corre-

sponding response of the IBR with the support of HESS. The HESS waveforms of a

droop-controlled IBR have been presented in the first set of waveforms in Fig. 5.16,

while the second set of waveforms presents the frequency response of the droop con-

troller. It is to be noted that unlike isochronous control, there is a steady-state error due
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(a) Grid-former for Frequency Support. (b) DER 1 as Grid-former, DER 2 Operating as a PQ
Source.

(c) Variation of Inertia and Droop. (d) Failure of the DER 1.

Fig. 5.15: Frequency Response of Parallel DERs

Fig. 5.16: Grid-forming MPC Droop and Inertia Control Response.
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to the power-frequency droop that has to be corrected by secondary frequency response.

The supercapacitor and battery compensate for the PV intermittency to maintain the in-

verter output current. On a load change, the reference inverter output current is set in the

controller based on the droop settings. The increase or decrease in the inverter reference

current setting is in turn actuated by flexibility of the inverter current is in turn due to

the additional flexibility provided by the HESS. The frequency response of grid-formers

are observed to be faster than the corresponding response of a grid-following DERs with

equivalent control parameters. This is due to the control strategy of grid-formers as they

do not rely on the frequency measurement to respond to disturbances, and hence the

faster response.

5.5 Chapter Summary

The grid-forming control is principal for the autonomous operation of the 100% IBR

system. In this chapter, the isochronous and droop-based grid-formers have been dis-

cussed with their oordination schemes. Further, the predictive control has been explored

to regulate the inertia and damping parameters to improve the frequency response char-

acteristics. The frequency response of grid-forming IBRs is faster than that of the grid-

following IBRs discussed in Chapter 4 as they do not rely on the frequency or ROCOF

measurement for the FFR. In addition to optimizing the frequency response with en-

hanced controls, the small signal stability of the system has to be secured. Hence, the

interaction of the discussed controllers and its impact on the oscillatory stability of the

system will be investigated in the following chapter for the coordinated tuning of fre-

quency control parameters.
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Chapter 6

Small Signal Stability of IBR

Microgrids

The control strategies discussed in Chapters 4 and 5 stabilitize and optimize the fre-

quency stability of the system, however, the interaction between the IBRs equipped with

the different control strategies are prone to impact the oscillatory stability of the system

[33, 34]. In order to study the interaction between the different controls, the IBRs are

modelled for small signal stability (SSS) analysis using modal analysis in this chapter.

As modal analysis requires the steady state operating points, a stochastic backward/for-

ward islanded microgrid power flow analysis has been presented that incorporates the

droop control in the power flow algorithm. The small signal model of the microgrid

with the grid-forming and grid-following components are described below.

6.1 Small Signal Modelling

For studying the small signal stability of the microgrid, the system inclusive of the IBRs

with their controls, filters, lines, and loads are modelled in a linear state space repre-

sentation. The various IBR controls have been modelled as state space equations in the
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respective chapters. In this section, the individual IBR linearized state space models are

derived based on the state space equations to formulate the overall system model.

6.1.1 Modelling Inverter based Resources

6.1.1.1 Grid-forming IBRs

The grid forming control in IBRs and their corresponding state space equations have

been discussed in Chapter 5. Droop control is a phasor-domain grid-forming control that

implements a linear relationship between P− f and Q−V . The state space equations

may vary depending on the control strategies such as virtual impedance, acting damping

control, and inertia emulation. However, the basic droop state space equations are used

to formulate the linearized model and can therefore be modified for other grid-forming

controllers using the corresponding state space equations from Section 5.2. The inverter

is connected to the bus through an LCL filter with components r f , L f , C f , rc, and Lc. The

state space equations of the LCL filter are presented in (6.1)-(6.6).

dild
dt

=−
r f

L f
ild +ωilq +

vid

L f
− vod

L f
(6.1)

dilq
dt

=−
r f

L f
ilq−ωild +

viq

L f
−

voq

L f
(6.2)

dvod

dt
= ωvoq +

ild
C f
− iod

C f
(6.3)

dvoq

dt
=−ωvod +

ilq
C f
−

ioq

C f
(6.4)

diod

dt
=− rc

Lc
iod +ωioq +

vod

Lc
− vbd

Lc
(6.5)

dioq

dt
=− rc

Lc
ioq−ωiod +

voq

Lc
−

vbq

Lc
(6.6)

The state space representation of the inverter has been writeen with respect to the inverter

reference frame. Considering a microgrid with more than one inverter connected in

parallel, the state space model has to be represented in the common reference frame. The

aboce equations may be written in the common reference frame using the δ computed
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using (6.7) - (6.10). The subscripts d,q represent the individual inverter reference frame

and the subscripts D,Q represent the common reference frame, which is the d,q frame

corresponsing to the first or only grid-forming inverter in the microgrid.

[
∆ioDQi

]
= TS

[
iodqi

]
+TC

[
∆δi

]
(6.7)[

∆vbdq

]
= T−1

S

[
vbDQ

]
+T−1

C

[
∆δi

]
(6.8)

TS =

cos(δ ) −sin(δ )

sin(δ ) cos(δ )

 (6.9)

TC =

−VbDsin(δ ) VbQcos(δ )

−VbDcos(δ ) −VbQcos(δ )

 (6.10)

The overall state variables of each individual inverter may be listed as shown in (6.13).

The additional subscript i in (6.13) represents the state variables of a particular inverter

i. The overall state space model of each inverter is given by (6.11)-(6.12), where the

matrices Ai
INV , Bi

INV , Bi
ωcom, CINV ωi and CINV ci may be computed using the state space

equations.

˙[∆xi
inv] = Ai

inv[∆xi
inv]+Bi

inv[∆vi
bDQ]+Bi

ωcom[∆ωcom] (6.11) ∆ωi

∆ioDQi

=

CINV ωi

CINV ci

[∆xi
INV

]
(6.12)

∆xi
inv = [∆δi ∆Pi ∆Qi ∆φdi ∆φqi ∆νdi ∆νqi ∆ildi ∆ilqi ∆vodi

∆voqi ∆iodi ∆ioqi]
(6.13)

6.1.1.2 Grid-following IBRs

Consider the grid-feeding IBR in Fig. 4.1, which is controlled as a current source to feed

a reference power Pre f ,Qre f set by the controller. Based on the power set-points, the

reference current I∗d,q is calculated using the reference voltage from the grid-former or

the main grid vd,vq. The state vector of a typical grid-feeding IBR is given by (6.16),
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where φdc is the state of the DC-DC PI control similar to νid and νiq which are the states

of the PI current controller, and θpll is the state affected by the PLL filter. The input

vector of the grid-feeding IBR consists of the d− q components of the measured grid-

former or main grid voltage as reference vg, and the reference power inputs Pre f and

Qre f in (6.14). The outputs are the d− q components of the IBR output current in the

D−Q reference ioD in (6.15). The linearized state psace model of the grid-feeding IBR

can therefore be computed based on the derived state space equations in Section 4.1 and

the current controller equations similar to those of the droop control.

U i
G f eed = [vgD vgQ Pre f ,i Qre f ,i] (6.14)

Y i
G f eed = [ioDi ioQi] (6.15)

∆xi
f eed = [∆δi ∆Vdc−i ∆φdc ∆θpll ∆νdi ∆νqi ∆ildi ∆ilqi ∆vodi ∆voqi

∆iodi ∆ioqi]
(6.16)

Unlike grid-feeding IBRs, the grid-supporting ones respond to the frequency deviations

by altering the power set point as a function of the system frequency. While the rest of the

state space equations remain the same, the input vector also has the system frequency

ωg as a control variable. The linearized model can there fore be written as shown in

(6.17)-(6.19).

U i
Gsup = [vgD vgQ Pre f ,i Qre f ,i ωg] (6.17)

Y i
Gsup = [ioDi ioQi] (6.18)

∆xi
sup = [∆δi ∆Vdc−i ∆φdc ∆θpll ∆νdi ∆νqi ∆ildi ∆ilqi ∆vodi ∆voqi

∆iodi ∆ioqi]
(6.19)

6.1.2 Overall System Model

The autonomous microgrid in Fig. 6.1 which has been discussed in Section 3.4.3 and

5.2 has been considered for the oscillatory stability study, as smaller systems allow a
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detailed analysis of eigentraces. It consists of 3 inverters fed from the DC bus by the

combination of an intermittent renewable source such as PV or wind, with an ESS mix,

and three loads of RL, RC and RL types respectively. The system data may be obtained

from [27].

Fig. 6.1: 3-IBR Islanded Microgrid.

6.1.2.1 Network Model

The network lines are modelled as RL branches. The state space equations of the ith line

current flowing from node a to b may be written as in (6.20) and (6.21). The state space

model of the microgrid network may be represented by (6.22) where, the matrices Aline,

B1line, and B2line may be computed from (6.20) and (6.21).

dilineDi

dt
=− rlinei

Llinei
ilineDi +ωilineQi +

1
Llinei

(vbDa− vbDb) (6.20)

dilineQi

dt
=− rlinei

Llinei
ilineQi−ωilineDi +

1
Llinei

(
vbQa− vbQb

)
(6.21)

˙[
∆ilineDQ

]
= Aline

[
∆ilineDQ

]
+B1line

[
∆vbDQ

]
+B2line∆ω (6.22)

6.1.2.2 Load Model

Loads 1 and 3 of the microgrid in Fig. 6.1 are modelled as inductive RL loads which

are very common in the distribution system. Their load models are given by (6.23) and
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(6.24). Load 2 is modelled as a series RC load in (6.25) and (6.26) that represent the

effect of capacitor banks at the substation.

diloadDi

dt
=− rloadi

Lloadi
iloadDi +ωiloadQi +

1
Lloadi

vbDi (6.23)

diloadQi

dt
=− rloadi

Lloadi
iloadQi−ωiloadDi +

1
Lloadi

vbQi (6.24)

dvcapDi

dt
=− 1

rloadiCloadi
vcapDi +ωvcapQi +

1
rloadiCloadi

vbDi (6.25)

dvcapQi

dt
=− 1

rloadiCloadi
vcapQi−ωvcapDi +

1
rloadiCloadi

vbQi (6.26)

The combined state space model of the loads may be written as (6.27), where the matri-

ces may be computed from (6.23)-(6.26). The state variables of the RL and RC loads are

their load currents and the load voltages respectively.

˙[
∆xloadDQ

]
= Aload

[
∆xloadDQ

]
+B1load

[
∆vbDQ

]
+B2load∆ω

+B3load

[
∆ioDQ

]
+B4load

[
∆ilineDQ

] (6.27)

6.1.2.3 Microgrid Model

The microgrid nodal voltage vector ∆vbDQ may be defined in terms of the state variables

using the diagonal connectivity matrices Minv, Mload , Mline, and a virtual high impedance

diagonal matrix Rn ≈ 1000Ω in (6.28). The diagonal elements of connectivity matrices

are filled with ones for the inverter and negative ones for the loads. Mline is filled with 1

or -1 depending on whether the line current is entering or leaving a node respectively.

[
∆vbDQ

]
= Rn

(
Minv

[
∆ioDQ

]
+Mload

[
∆xloadDQ

]
+Mline

[
∆ilineDQ

])
(6.28)

˙
∆xinv

∆ilineDQ

∆xloadDQ

= AMG


∆xinv

∆ilineDQ

∆xloadDQ

 (6.29)

Combining the inverter, line, and the load state space models, the microgrid can be rep-

resented by (6.29) and (6.30) [27]. As the small signal analysis is conducted around
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a given operating point, an islanded microgrid power flow methodology has been de-

scribed in the section below to obtain the steady-state operating point.

AMG =


Ainv +BinvRnMinvCinvc BinvRnMline BinvRnMload

B1lineRnMinvCinvc +B2lineCinvω Aline +B1lineRnMline B1lineRnMload

B1loadRnMinvCinvc +B2loadCinvω B1loadRnMline Aload +B1loadRnMload


(6.30)

6.2 Power Flow for Islanded Microgrids

Islanded microgrids based on converter-based distributed generation systems do not pos-

sess a fixed voltage reference node. In Chapter 5 parallel operation of inverters in an

isolated system is implemented by emulating the synchronous generator droop control

i.e. by modelling the droop relations between the P− f and Q−V relations. This results

in the addition of a frequency as a new state variable to the power flow problem. Power

flow analysis tools are employed to obtain the steady state variables of a power system,

which includes the system voltages and frequency in the case of an islanded microgrid.

6.2.1 Deterministic Power Flow Analysis of Islanded Microgrids

In this work, we apply a backward/forward sweep (BFS) algorithm based on the direct

approach described in [126] to solve the islanded microgrid power flow. The method

described in the sub-section below involves the formation of two simple matrices based

on the system topology: the nodal injection-nodal current matrix bbbiiibbbccc and the nodal

current-nodal voltage matrix bbbcccbbbvvv, that eliminate the time-consuming decomposition

and the backward/forward substitution of the nodal admittance matrix in the power flow

algorithm.
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6.2.1.1 Modified BFS with Droop Equations for Radial Microgrids

For a microgrid operating in the grid-connected mode, the BFS power flow does not pose

any problem as there is a stiff node that acts as a voltage reference. However, in the is-

landed mode, both active and reactive powers are shared by the generators according to

their respective droop function, which allows variation of the node voltages and the sys-

tem frequency. The state variable vector includes the nodal voltage magnitudes, voltage

angles, and the system frequency. They are to be computed by the power flow algorithm

as described below.

Step 1: The entries of the nodal voltage vector VVV are assumed to be 1 per unit and the

frequency deviation from the nominal value ∆ f is assumed to be zero at the start. Steps

3 to 10 form the inner frequency droop control loop, while the voltage of the reference

node is adjusted according to the reactive power imbalance in the outer voltage droop

control in step 2.

Step 2: The change in the DER reactive power is computed by the Q−V droop equation

given by (6.31).

Step 3: The change in the DER active power is computed by the P− f droop equation

given by (6.32). Based on the changes in the active and reactive power calculated, the

complex power injected at each node is calculated by (6.33), where P0
gi

and Q0
gi

are the

rated active and reactive power of the DERs at the rated frequency f 0 and rated voltage

V 0
i respectively.

Step 4: The node current vector III may be calculated using (6.34), where Si is the complex

power injected into the ith node.

Step 5: The branch current vector IIIbranch may be computed with the help of bbbiiibbbccc as

shown in (6.35). bbbiiibbbccc may be formed offline, as it remains the same for a specific

system topology. The steps for the formation of bbbiiibbbccc are given below:

1. Create a matrix of zeroes of size M ∗N, where M is the number of branches and N

is the number of nodes in the microgrid.
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2. If the kth line is located between the ith node and the jth node, copy the ith column

to the jth column of the matrix and fill the element bbbiiibbbccc(k, j) with 1.

3. Repeat the previous step for each of the lines in the radial microgrid.

Step 6: The reference node or node 1 with the largest or only grid-forming unit is the

gateway for the excess or deficit power transfer. Thus the power traded at the first node is

indicative of the system frequency [125]. The change in the system frequency according

to (6.36).

Step 7: The system frequency is modified according to the change in the frequency cal-

culated in the previous step as in (6.37). Equation (6.38) modifies the line impedance

vector according to the new frequency, where Xi j is the line reactance at the rated fre-

quency.

Step 8: Compute bbbcccbbbvvv and [∆V ] given by (6.39) and (6.40) respectively, where ZZZbranch

is the branch impedance vector that changes with the system frequency.

Step 9: Compute the updated nodal voltage of each node except node 1, based on (6.41).

Step 10: Repeat steps 3 to 9 until the node voltages converge to a steady value. In this

work, the tolerance criteria given by (6.42) is checked between the last two successive

iterations of nodal voltage values. k indicates the current iteration number of the inner

loop.

Step 11: The outer loop voltage droop control equations are modelled in (6.43) and

(6.44), where the voltage of the first node is altered based on the reactive power trading

of the node.

Step 12: If the voltage of the first node has not converged to a steady value, repeat from

step 2. The convergence of the first node voltage can be checked by the tolerance criteria

given in (6.45) where p indicates the current iteration number of the outer loop.
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∆Qgi =
|Vi|−1

nQi

, ∀iεGen. (6.31)

∆Pgi =
∆ f
mPi

,∀iεGen. (6.32)

Si = Pli +P0
gi
+∆Pgi + j ∗

(
Qli +Q0

gi
+∆Qgi

)
(6.33)

Ii
k =

(
Si

V ik

)∗
(6.34)

IIIbranch = bbbiiibbbccc * III (6.35)

∆ =−mP1

[
PL1 +P0

G1
+Re

(
∑
iεA1

V1I∗1i

)]
(6.36)

f = f 0 +∆ f (6.37)

Zi j = Ri j + jXi j
f
f 0 (6.38)

bbbcccbbbvvv = bbbiiibbbccc∗diag(ZZZbranch) (6.39)

∆VVV = bbbcccbbbvvv * IIIbranch (6.40)

Vi =V 0−∆Vi (6.41)

min
(

V k
i −V k−1

i

)
< ε,∀i = 2, . . . ,N (6.42)

∆V 0 =−mQ1

[
QL1 +Q0

G1
+ Im

(
∑
iεA1

V1I∗1i

)]
(6.43)

VVV 0 =
[
1 . . . 1

]T

1∗N
−
[
∆V0 . . . ∆V0

]T

1∗N
(6.44)

min
(

V p
1 −V p−1

1

)
< ε (6.45)

6.2.1.2 Modification for Weakly-meshed Topologies

The matrices bbbiiibbbccc and bbbcccbbbvvv that were described in the last section will have to be mod-

ified for weakly-meshed systems. High density load areas in the distribution system are

often the nodes that are involved in the meshed topologies [126]. Normally open tie-

switches may be closed on high-loading periods of these nodes. The presence of meshes

do not affect the nodal current vector but increases the size of the branch current vector.

The tie branches that convert the system from a radial to the weakly meshed system are

identified separately.
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The bbbiiibbbccc matrix formation steps are described in step 5 of the BFS algorithm in the

previous section. Once the radial system branches are added, the tie branches may be

added to the bbbiiibbbccc matrix. If the kth branch is a tie branch between the ith node and the jth

node, fill in the elements of the kth column by subtracting the elements of the jth from

the ith column. Also, fill the element bbbiiibbbccc(k,k) with 1 [126].

The bbbcccbbbvvv matrix may be obtained by the modified bbbiiibbbccc matrix and the new line impedance

vector appended with the tie line impedances as shown in (6.39). For obtaining the

change in the nodal voltages, (6.40) may be replaced by (6.46), where the bbbiiibbbvvv matrix is

given by (6.47) and (6.48). Except for the changes in the matrix formations and (6.40),

all other steps in the algorithm are valid for weakly-meshed microgrids.

∆∆∆VVV = bbbiiibbbvvv * III (6.46)

bbbiiibbbvvv = LLL−MMMT NNN−1MMM (6.47)LLL MMMT

MMM NNN

= bbbcccbbbvvv * bbbiiibbbccc (6.48)

6.2.2 Stochastic Response Surface Formulation

This section describes the transformation of the deterministic power flow analysis to the

stochastic domain. The principle used in this method is to formulate a polynomial sur-

face representing the function of variation of each state variable in terms of the stochas-

tic input variables of the system [128]. Once the stochastic polynomial response surface

(SRS) is formulated for each response variable, it simply replaces the deterministic BFS

by the computation of a set of polynomials. The formulation of SRS that represents the

BFS is described in this section.

The stochastic input variables include the active power generation of the DERs, active

power, and reactive power demands of the load. The photovoltaic generation is influ-

enced by the variation of the sunlight intensity which is often described by the Beta

distribution. From (6.49), we can infer that if the solar irradiation is modelled by a Beta
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distribution [129], the active power output of the PV system is also given by a beta distri-

bution, where r is the solar irradiation; Abt is the area of the battery; and η is the battery

efficiency. The probability density function (PDF) of the Beta distribution is given by

(6.50). The beta parameters (a,b) and the maximum irradiation rmax are given by the

solar irradiation forecasts. Then the active power output of the ith DER, Pgi , is given in

(6.50) by replacing r and rmax with P and Pmax respectively. The load demand uncer-

tainties are usually modelled by the normal distribution function [129], with the means

µp and µq and standard deviations σ
p
2 and σ

q
2 from the load forecasts. The PDF of the

Normal distribution function is given by (6.51).

P = rAbtη (6.49)

f (r) =
Γ(α +β )

Γ(α)Γ(β )
(

r
rmax

)α−1(1− r
rmax

)β−1 (6.50)

f (Pl) =
1√

2πσp
e
(Pl−µp)2

2σ
p
2 ; f (Ql) =

1√
2πσq

e
(Ql−µq)2

2σ
q
2 (6.51)

Consider the problem of formulation of a SRS for each output response variable y. The

polynomial chaos function of the output response variable in terms of the stochastic input

vector X may be written as shown in (6.52), where the X denotes the vector of stochastic

input variables as given in (6.53); n denotes the number of stochastic input variables;

the coefficients a ji denote the unknown coefficients of the polynomial that have to be

computed; and the Hm function denotes the hermite polynomial expansion of mth order.

Hermite polynomials are specifically used to represent the polynomial expansion when

each of the stochastic variable follows a standard normal distribution. The hermite poly-

nomial function is defined by (6.54). The higher the order of the Hermite polynomial

expansion, the higher is the accuracy of the stochastic model. In this work, a Hermite

polynomial expansion of the second order has been considered. Accordingly, (6.52) can

be reduced to (6.55). The total number of unknown coefficients to be computed for a

polynomial chaos expansion of the mth order with n stochastic input variables is given

by (6.56).
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y = a0 +
n

∑
j1=1

a j1H1(x1)+
n

∑
j1=1

j1

∑
j2=1

a j1 j2H2(x1,x2)+ . . . (6.52)

XXX = [x1,x2, . . . ,xn]
T (6.53)

Hm(x1,x2, . . . ,xn) = (−1)me
1
2 XXXT XXX ∂ n

∂x1..∂xn
e−

1
2 XXXT XXX (6.54)

y = a0 +
n

∑
j1=1

a j1x j1 +
n

∑
j1=1

a j1 j1(x
2
j1−1)+

n

∑
j1=1

n

∑
j2= j1+1

a j1 j2x j1x j2 (6.55)

na =
(n+m)!

n!m!
(6.56)

It is to be noted that each of the desired output response variable is modelled by a dif-

ferent polynomial. If YYY represents the vector of the desired response variables, then it

may be represented by (6.57), where r is the number of output responses that require

the formulation of polynomial approximation models. YYY may include the state variables

such as the node voltage magnitudes, node voltage angles, or other dependent variables

like the line flows, total active power loss, etc. Thus, the unknown coefficient matrix

for YYY may be represented by AAA defined in (6.58). In order to compute the na unknown

coefficients for each response y, na linearly independent equations are required. They

can be generated as in (6.59), where the HHH is the stochastic input hermite matrix defined

in (6.60) and YYY r is the overall response matrix that can be filled with all the r response

values obtained from each of the na runs of the deterministic power flow with na sets of

samples of the stochastic input variables. The YYY r matrix may be formulated as shown in

(6.61).
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YYY = [y1,y2, . . . ,yr]
T (6.57)

AAA =


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0 .. ar

0
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1
2, . . . ,a

1
n]

T .. [ar
1,a

r
2, . . . ,a

r
n]

T

[a1
11,a

1
22, . . . ,a

1
nn]

T .. [ar
11,a

r
22, . . . ,a

r
nn]

T

[a1
12,a

1
13, . . . ,a

1
1n]

T .. [ar
12,a

r
13, . . . ,a

r
1n]

T

[a1
23, . . . ,a

1
2n]

T .. [ar
23, . . . ,a

r
2n]

T

. . . .. . . .

[a1
(n−1)(n)]

T .. [ar
(n−1)(n)]

T


(6.58)

YYY r = HHH * AAA (6.59)

HHH =



1,x11..x1n,(x2
11−1)..,(x11x12)..(x1(n−1))x1n)

1,x21..x2n,(x2
21−1)..,(x21x22)..(x2(n−1))x2n)

....

....

1,xr1..xrn,(x2
r1−1)..,(xr1xr2)..(xr(n−1))xrn)


(6.60)

YYY r = [Y1Y2 . . .Yna] (6.61)

SVi = F−1
i

(
1√
2π

∫ xi

−∞

e−
t2
2 dt
)

(6.62)

The na different sets of the stochastic input samples are known as the collocation points

(CPs) and are used for the response surface formulation. It is to be noted that the na

linearly independent sets of stochastic input samples are required to solve the unknown

coefficients. The CPs will have to be chosen carefully to ensure the correctness of the

polynomial model. In this work, we utilize the efficient CP selection method for the

standard normal distribution proposed in [163]. The CPs are the most influencing sample

points of the standard normal distribution that affect the stochastic variation of the output

response and are chosen according to the rules listed below.

1. The sample points close to the origin are the most preferred as it is the region of

highest probability for the standard normal distribution.

122



Chapter 6. Small Signal Stability of IBR Microgrids

2. The sample points picked must be symmetric with respect to the origin to examine

the response surface variation with different directions [163].

3. Few random samples may be chosen to improve the model robustness.

4. Samples from the region of very low probability are generally avoided or restricted

to one or two CPs [163].

The CPs chosen for the deterministic runs are in the standard normal distribution, whereas

the stochastic inputs in the BFS power flow problem follow the beta and normal distri-

bution. Thus, the collocation points chosen according to [163] are converted to their

respective distributions by the transformation equation (6.62), where F(x) is the proba-

bility density function of the beta or normal distribution for the DER power outputs and

the load powers respectively. With the values of the stochastic variable samples SVi, the

BFS deterministic power flow described in the previous section is run na times with the

different set of sample inputs. YYY r is filled with the values of the output variables after the

deterministic runs and the unknown coefficients are obtained by solving (6.59). Thus,

the approximate polynomial stochastic response surface has been formulated and so, the

deterministic runs of the power flow may be replaced by the computation of the set of

polynomials.

6.2.2.1 Probability Density Estimation

Once the set of polynomial equivalents for the power flow is obtained, similar to the

ideal Monte Carlo simulation (MCS), the response variables for a large number of ran-

dom samples may be computed using the polynomial in a very less computation time.

Thus, the response surface reduces the computation time, while maintaining the accu-

racy of the MCS. With the response variable outputs for a large number of samples, the

statistical parameters such as the mean, variance, skewness, and kurtosis may be deter-

mined for each response variable using (6.63), (6.64), (6.65), and (6.66) respectively.

The probability density functions (PDFs) and cummulative density functions (CDFs) of

the response variable distributions may be obtained using the kernel density estimation
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tool in MATLAB from the obtained sample responses. The overall flowchart of the steps

involved in the stochastic power flow tool is presented in Fig. 6.2.

µ(yi) =
1
r

nsample

∑
j=1

yi j (6.63)

σ
2(yi) =

1
r

nsample

∑
j=1

(yi j−µ(yi j))
2 (6.64)

γ1(yi) =
1

rσ3(yi)

nsample

∑
j=1

(yi j−µ(yi j))
3 (6.65)

γ2(yi) =
1

rσ4(yi)

nsample

∑
j=1

(yi j−µ(yi j))
4 (6.66)

Fig. 6.2: Steps for Stochastic Power Flow.
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6.2.3 Illustration with Benchmark System

The steady-state operating point with the droop parameters set for the base case of the

3-IBR microgrid shown in Fig. 6.1 is given by Table 6.1.

Table 6.1: 3-IBR Microgrid Initial Steady State Values.

State Value State Value

f0 50 δ0 [0, 1.7e-3, -1.2e-2]
vbd [379.5, 380.5, 379] vbq [-6, -6, -5]
vod [380.5, 381.9, 380.2] voq [0, 0, 0]
iod [11.38, 11.38, 11.38] ioq [0.5 -1.5 1.25]
ild [11.38, 11.38, 11.38] ilq [-5.6 -7.25 -4.6]
iline1d,q [-3.77, 0.4] iline2d,q [7.6, -1.3]

The IEEE 33-bus distribution system has been widely used for power flow studies in

the literature and is therefore considered for the validation of the proposed power flow

method for larger microgrids. It is an islanded microgrid with five DERs at nodes 1,

6, 13, 25, and 33 and droop coefficients -0.05, -1, -0.1, -1, and -0.2 p.u. respectively.

The nominal active and reactive power generated by the DERs are considered to be 0.9

and 0.6 p.u. [125]. The system data along with the DG data may be obtained from

[125]. Considering the DER active power outputs to be stochastic variables that follow

beta distribution with parameters α and β as 2.06 and 2.5 respectively based on the

fitting algorithm using aggregated PV output from [132]; and the load active and reactive

powers to follow normal distribution with mean values same as those of the original

data and a standard deviation of 5% [132], the SRS algorithm has been used to obtain

the probability distribution of the state and dependent variables of the microgrid. The

accuracy and computation time comparison between the MCS and the proposed method

are presented in Table 6.2.

Table 6.2: Comparison of the Performance of SRS Method and MCS.

Ideal accuracy - MCS nsample = 20000
Method Maximum error in % CPU time (s)

SRSM nsample = 10000 0.23 1.5543
SRSM nsample = 20000 0.09 4.1527
MCS nsample = 10000 0.15 95.1728
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Table 6.3: 33-bus Microgrid - Droop-based BFS Power Flow Solution.

Node Radial System Weakly-Meshed System
|V | in p.u. δ in deg |V | in p.u. δ in deg

1 0.9964 0.0000 0.9980 0.0000
2 0.9972 0.0047 0.9989 0.0053
3 1.0000 0.0270 1.0018 0.0175
4 1.0009 0.0137 1.0028 0.0308
5 1.0013 0.0024 1.0035 0.0472
6 1.0022 -0.0150 1.0051 0.0900
7 1.0026 0.0331 1.0050 0.1431
8 1.0026 0.0522 1.0046 0.1478
9 1.0008 0.0679 1.0021 0.1293

10 0.9984 0.0761 0.9996 0.0490
11 0.9980 0.0838 0.9992 0.0430
12 0.9970 0.1006 0.9983 0.0334
13 0.9914 0.0790 0.9919 -0.0414
14 0.9935 0.1465 0.9935 0.0007
15 0.9948 0.1786 0.9945 0.0063
16 0.9960 0.1984 0.9951 0.0324
17 0.9979 0.2634 0.9957 0.1351
18 0.9985 0.2714 0.9957 0.1507
19 0.9978 0.0155 0.9994 0.0217
20 1.0013 0.0819 1.0029 0.1385
21 1.0020 0.1009 1.0036 0.1731
22 1.0026 0.1208 1.0042 0.2431
23 1.0013 0.0752 1.0027 0.0220
24 1.0030 0.1789 1.0037 0.0372
25 1.0016 0.2405 1.0015 0.0108
26 1.0029 -0.0420 1.0060 0.0812
27 1.0037 -0.0804 1.0071 0.0684
28 1.0074 -0.2041 1.0127 0.0340
29 1.0097 -0.3070 1.0166 -0.0011
30 1.0102 -0.3761 1.0175 -0.0718
31 1.0075 -0.3759 1.0157 -0.0921
32 1.0061 -0.3917 1.0147 -0.1160
33 1.0036 -0.4542 1.0125 -0.1910

Pg in p.u. Qg in p.u. Pg in p.u. Qg in p.u.
1 2.4641 0.9728 2.4701 0.9402
6 0.9782 0.8978 0.9785 0.8949

13 1.6821 0.9858 1.6851 0.9813
25 0.9782 0.8984 0.9785 0.8985
33 1.2910 0.8820 1.2925 0.8373

Ploss in p.u. Qloss in p.u. Ploss in p.u. Qloss in p.u.
0.0364 0.0368 0.0253 0.0468
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The comparison verifies that the SRS method lessens the computational burden of con-

ventional stochastic computation while maintaining the accuracy of the MCS. The base

power flow solution obtained using the droop-based BFS power flow is presented in Ta-

ble 6.3 under the radial system column. In order to validate the modified algorithm for

weakly-meshed topologies, we consider that the normally-open tie lines between nodes

8-21, 9-15, 12-22, 18-33, and 25-29 are closed to create a meshed network. The results

obtained from the generalized power flow algorithm are shown in Table 6.3 under the

weakly-meshed system column. The nodal voltages and angles obtained from the power

flow are used as the steady-state operating points for modal analysis. The statistical

parameters of the nodal voltage magnitudes are obtained and plotted as a box diagram

shown in Fig. 6.3a. Using the kernel density estimation tool of MATLAB, the PDFs of the

voltage magnitudes of the DER buses are plotted in Fig. 6.3b. The box-plots from the

stochastic power flow can be used to obtain the worst case scenarios with the renewable

and load uncertainties.

(a) Stochastic Variation of Nodal Voltage.

(b) PDFs of Nodal Voltages.

Fig. 6.3: Stochastic Power Flow Results.
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6.3 Modal Analysis

The eigenvalue plot of the microgrid state matrix in the frequency or s domain, which is

commonly referred to as the root locus plot or modal plot is used to analyze the oscil-

latory and small signal stability of the system. The real part of the eigenvalue indicates

the power of the exponent term in the time response function and the imaginary value

indicates the frequency of periodicity ω . As the real part of the eigenvalue σ moves

towards the positive x-axis, the stability margin of the system reduces and it is unstable

when one or more real parts of the eigenvalues are positive. As the modal analysis is

based on the small signal linear model of the system, the analysis is valid only around a

given steady-state operating point and therefore has to be studied for the various possible

operating conditions and the corresponding operating points. The steady-state solution

for the islanded microgrid power flow is obtained from the BFS method. For analyzing

the various possibilities and worst case scenarios of operating conditions, the stochastic

power flow analysis may be used.

6.3.1 Clustering Eigenmodes

Fig. 6.4 presents the eigenvalues of the system state matrix of the islanded IBR micro-

grid with grid-forming droop and inertia controllers and grid-feeding converters. The

system is stable with all poles on the left half of the s-plane. As there are a number of

system states for each IBR, the eigenmodes are divided into clusters as they appear on

the plot, for a range of frequency and damping ratio ζ . The slanting lines present in the

background of the root locus plot in all the following figures, represents the constant ζ

lines. Each of these clusters is linked to a set of system states.

Cluster I comprises high-frequency, underdamped modes and are far from the critical

zone and is related to the system impedances such as the line and load impedances

and the LCL filter inductance and capacitance. Hence, the system operating conditions

mostly affect these modes. However, the first cluster is related to the harmonic stability
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Fig. 6.4: Clustering the Eigenmodes of IBR Microgrid.

and power quality with high frequency oscillatory modes and do not affect the small

signal stability margin of the system.

Unlike cluster I and III, the modes of cluster II are damped with high ζ and therefore

are not oscillatory and do not impact the small signal stability. The modes of cluster

II are sensitive to the states of the inner control loops such as current control in the

grid-following IBR and the current and voltage controllers in the grid-forming IBR.

Cluster III is the most critical for the small signal stability assessment as it is the low-

frequency mode with considerably low damping. The most critical mode is identified

with a frequency of 20 Hz, with ζ ≈ 0.2. The most critical modes correspond to the

outer loop controls of IBRs, the droop controllers, and the PLL for the grid-following

IBRs. The slowest mode is that of the power measurement filter in the droop controller

at 5 Hz. Hence, the droop and damping parameters in grid-forming and grid-supporting

control impact the small signal stability margin of the system. In the following section,

the effect of droop and inertia variation on the eigen trace is discussed.

129



6.3. Modal Analysis

6.3.2 Impact of Parameter Variation on Eigen Traces

6.3.2.1 Droop Parameters

The root locus plot of the microgrid where all IBRs are equipped with droop control is

shown in Fig. 6.5. It is to be noted that the state variables introduced by the LCL fil-

ter, Voltage PI, and current PI loops are higher frequency modes and are not affected

much by the droop variation. The state variables corresponding to the droop control

block influence the cluster III. Based on sensitivity analysis we can identify the state

variables that are most sensitive to each inverter’s droop coefficient mp. The pair of

eigenvalues that move towards the real axis the fastest with increase in mp are the ones

that first cross the y-axis of the root locus plot. For the 3-IBR case study, the sensitiv-

ity of the eigenvalues that reduce the stability margin due to mp droop variation are:

(mp1,mp2,mp3) = (0.12,0.3,0.05). Hence, IBR 2 is the most critical unit whose droop

has to be scheduled and be mindful of the stability issue. A high mp indicates that the

inverter controls are less responsive to the frequency variations. This explains the reduc-

tion of SSS margin with an increase in mp. A critical value of droop is the value at which

the oscillatory modes show a positive real part and the system stability margin reduces

to zero. The critical mp in this case is observed to be 7.9%, beyond which the system is

oscillatory unstable.

Fig. 6.5: Effect of mp Variation.

Similarly, we can study the effect of the variation of the Q−V by examining the sensi-

tivity of the state variables to the Q−V droop parameter nq , which are the cluster III
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eigenmodes. The sensitivity of this pair of eigenvalues to the nqs are: (nq1,nq2,nq3) =

(0.03,0.4,0.0006). Similar to the previous case, the IBR 2 plays a critical role with

respect to the Q−V droop too. However, the effect of nq droop variation does not ad-

versely affect the stability as mp. Fig. 6.6 depicts the variation of the nq and the critical

droop. As nq is increased i.e. if the reactive power control of the inverter becomes less

responsive to the node voltage variation at all, two of the real poles of the system break

away into a pair of complex poles, i.e. they show an oscillatory behaviour. When nq is

increased to a very high value 16.4% the oscillatory modes break in on the real axis very

close to the y axis, and moves in the opposite direction, where one real value approaches

the y axis and becomes positive at nq = 18.8%, which is the critical nq value. The Q−V

droop variation effect is a localized phenomenon especially in larger microgrids and is

different for different inverters based on the load connected and the node location.

Fig. 6.6: Effect of nq Variation.

The case studies mentioned above show the local birth (break-away points) and death

(break-in points) of periodicity with the variation of the droop parameters, which can be

identified as the sub-critical homoclinic hopf bifurcation (HB) in the bifurcation theory

that studies the change in the dynamic behavior of the system with respect to the change
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in the parameters [83]. This identification gives scope for quantification of the stability

margin based on the mathematical representations of the HB hypersurface which can be

computed using the method in [164], that is relevant for large systems for which modal

analysis is tedious.

6.3.3 Interaction of Droop and Inertia Controllers

In the sensitivity analysis with all droop-based IBRs, IBR 2 was the critical node, whose

droop played a crucial role in determining the stability margin. To study the interaction

between swing-based inertia control and droop controllers, the droop control of the IBR

2 has been replaced with the swing equation-based grid-forming inertia control. Thus,

the control parameters for node 2 is J, while the other nodes are droop-controlled. The

modes of the inverter droop control (IDC) are referred to as inverter power modes and

the modes of the swing equation-based control are referred to as the electro-mechanical

modes, since the swing equation is based on a virtual rotor and prime-mover input power

[48].

An increase in inertia J shifts the inverter power modes towards the left-half of the s-

plane and thereby stabilizing the system as shown in Fig. 6.7a. However, an increase

in J, with constant mp as 0.05, shifts the electro-mechanical modes of the swing-based

controller to the right, making the stability margin narrower. Fig. 6.7b presents the effect

of increase in mp when J is constant at 0.03. It can be observed that mp has the reverse

effect of J i.e. as the mp is increased the electromechanical modes are damped and the

inverter power modes are destabilized. The critical mp at which the oscillatory modes

become purely imaginary and the stability margin reduces to zero is computed as 16%.

From these plots, we can infer that if the J/D ratio is increased the frequency damping

increases while the active power damping reduces. Thus, it is possible to arrive at an

optimal trade-off point [34] where both the frequency and the active power response

are well-damped while minimizing the requirement of energy storage. For the droop

control, it has been shown in Section 5.2 that the droop along with the corner frequency

of the LPF ωc determines the inertia and the damping is directly given by the droop.
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(a) Effect of increase of Inertia on Electromechanical and IDC Modes.

(b) Effect of increase of Droop on Electromechanical and IDC Modes.

Fig. 6.7: Interaction of Droop and Inertia Controllers.

Thus, in case of the droop control, the J/D has the constant value of 1/ωc or Tf . If the

J/D ratio is less than ωc, the frequency response is over-damped and the power response

is under-damped in case of droop control, and if the ratio is greater than ωc, the converse

is true.

6.3.4 Design of Active Damping Parameters for SSS

The parameters of the grid-forming units include the active power droop mp, reactive

power droop nq, and the active damping terms np1 and mq1 . The droop parameters are

chosen based on the steady-state regulation requirements of the system. This implies

that the unit with the lowest droop coefficient contributes the highest to a load increase.
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mp = (ωmax−ωmin)/Pmax

nq = (Vmax−Vmin)/Qmax

(6.67)

The small signal dynamics of P and Q are given by (6.68) and (6.69), where t f is the time

constant of the LPF. The dynamics of the voltage ∆Vg and phase angle ∆φ are expressed

as (6.71) and (6.70) respectively. Since np and mq are defined by the system steady-state

requirements, np1 and mq1 are chosen to meet the SSS criteria.

∆Pi =
1

(1+ t f )

Vi

Z
(cosφ(∆Vg)−Vg sinφ(∆φ)) (6.68)

∆Qi =−
1

(1+ t f )

Vi

Z
(sinφ(∆Vg)+Vg cosφ(∆φ)) (6.69)

∆φ =−(mp/s+mp1)∆Pi (6.70)

∆Vg =−(nq +nq1s)∆Qi (6.71)

The SSS margin of a system is defined in terms of the minimum damping dmin and

the minimum damping ratio ζmin. The real part of the critical eigenvalue −λr + jλi is

referred to as the damping d, while the damping ratio ζ is given by (6.72). With increase

in mp1 in Fig. 6.8a, the complex poles shift towards the real axis causing ζmin to increase.

However, the real pole also moves rapidly towards the unstable region decreasing dmin.

The choice of mp1 is affected by contradicting objectives of stability margin and damping

ratio. Thus, np1 is chosen to allow the maximum stability margin while meeting the ζmin

constraint. With an increase in nq1 in Fig. 6.8b, the real pole moves rapidly towards the

y-axis giving a dynamics with two distinct real roots, thus reducing the dynamics to a

nearly first order characteristic [159]. Conversely, the decrease in nq1 renders a second

order dynamics.

d =−λr

ζ =−λr/
√

λ 2
r +λ 2

i

(6.72)
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(a) Variation of mp1 . (b) Variation of nq1 .

Fig. 6.8: Effect of Variation of Active Damping Parameters in IDCs.

The inertia of the microgrid has to be designed to support the system on the event of

unexpected contingencies to improve the transient stability of the system. If the worst

system contingency is a generation loss or sudden load increase of Pcont and Qcont and

the allowable ROCOF and ROCOV limits are defined as
(dω

dt

)
lim and

(dV
dt

)
lim, the required

total system inertia may be calculated as (6.73) and (6.74). The system dynamics can

be represented by a fifth order characteristic equation when the grid-forming controller

is operated in the inertia mode, similar to the cubic equation described in the droop

control mode. The corresponding linearized equations of voltage and phase angle are

given by (6.76) and (6.75). The root locus plots of the impact of active damping terms

on the system dynamics in the inertia mode are shown in the root locus plots of Fig. 6.9.

Unlike Fig. 6.8a, both the damping and stability margin decrease with an increase in mp1

as indicated by the pole movement in Fig. 6.9a. A similar trend can be observed with

the variation of nq1 in Fig. 6.9b. Thus, the system dynamics in this control mode can be

improved by decreasing mp1 and nq1 .

Jtot
p = Pcont/

(
dω

dt

)
lim

(6.73)

Jtot
q = Qcont/

(
dV
dt

)
lim

(6.74)

∆φ =−
(mp

s
+mp1

)
∆P

(1+ Jpnps)
(6.75)

∆Vg =−(nq +nq1s)
∆Q

(1+ Jqmq)
(6.76)
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(a) Variation of mp1 . (b) Variation of nq1 .

Fig. 6.9: Effect of Variation of Active Damping Parameters in Inertia Controllers.

6.4 Deriving Stability Limits for Droop Parameters

The modal analysis method of determining the system stability by explicitly computing

the eigenvalues of the system state matrix for every operating point is computationally

inefficient for larger systems with a numerous parameters. The computation problem

grows exponentially with the number of parameters. Hence methods that provide an

alternative to the eigenvalue estimation that can estimate the closed form expressions of

the parametrically stable region can be employed to derive the stability constraints in the

higher level controls that schedule the frequency response parameters of the IBRs.

In this context, the Lyapnov function approach can be a tractable alternative. Consider

the frequency dynamics of the microgrid represented by (6.77) from the small signal

model of the microgrid described in Section 6.1, where VVV and δδδ represent the deviations

in the nodal voltage magnitudes and angles. Dp and Dq are diagonal matrices with the

inverse of the nodal P− f and Q−V droop coefficients, and Tf is the LPF time constant.

The impedance matrices in the model are given by (6.78), where Ynet and Yload are the

network and load admittance matrices defined in the Laplace domain in [142].

Tf Dpδ̈δδ +(Dp−B′)δ̇δδ +Bδδδ +(G+ Ḡ)VVV −G′V̇VV = 0

(Tf Dq−B′)V̇VV +(DDDqqq +B+ B̄)VVV −Gδδδ +G′δ̇ = 0
(6.77)
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
B =−Im[Y net0],G = Re[Y 0

net ]

B̄ =−2Im[Y load0], Ḡ = 2Re[Y 0
load]

B′ = Im[Y 1
net +Y 1

load],G
′ =−Re[Y 1

net +Y 1
load]

(6.78)

With n nodes, and if state vector x=[δδδ , VVV , δ̇δδ ], the system state matrix is a 3n X 3n

matrix. Applying the invariance principle of the Lyapnov function, if there exists 3n X

3n matrices Ξ > 0 and Π≥ 0 satisfying (6.79), then the system trajectories converge to

the equilibrium, and the system is therefore small signal stable. W (x) is known as the

Lyapnov function. Therefore, the conditions for existance of such matrices represent the

closed form criteria for the SSS of the microgrid.

W (x) = xT
Ξx , ˙W (x)≤−xT

Πx≤ 0 (6.79)

The IBR microgrid stability conditions for a lossy microgrid can be derived as shown in

[142]. The conditions in (6.80) represent the nodal droop conditions. If there are mul-

tiple IBRs in the node, their equivalent collective stiffness is considered as the criteria.

Both the grid-forming and grid-following frequency responsive response can contribute

to the nodal droop/stiffness.



Gi j + Ḡi j +G′i j/2Tf ≥ 0

Dpi j/2−B′i j +2Tf Bi j ≥ 0

Dpi j−2B′i j−G′i j/2−Tf
(
Gi j + Ḡi j

)
≥ 0

Dqi j−Bi j/Tf ≥ 0

Dqi j +Bi j + B̄i j−Gi j−G′i j/(2Tf )−3Ḡi j/2≥ 0

2Bi j− Ḡi j ≥
(

Gi j +G′i j/(2Tf )
)(

Dqi j−B′i j/Tf

)−1(
Gi j +G′i j/(2Tf )

)
(6.80)

The conditions in (6.80) for every pair of electrically adjacent nodes i and j, give the

stable range of droop parameters based on the system data. Unlike modal analysis that
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has to be carried out for every change in the network parameters, the derived conditions

serve as a set of closed form constraints for the droop settings of IBRs.

6.5 Chapter Summary

The virtual inertia and frequency control strategies presented in the previous chapters

have been developed to enhance the frequency stability of the system. Using the derived

small signal model and the islanded microgrid power flow, the eigenmodes of the IBR

microgrid have been analyzed for parameter variation and the interaction of different

IBR controls in this chapter. The discussed model and analysis connects the individual

IBR control strategies back to the bigger picture, which is the system stability. The next

chapter highlights the major take-aways from the thesis and the possible avenues for

further research in this topic.
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Chapter 7

Conclusion

Design and control of hybrid ESS and other available flexibilities for IBR frequency re-

sponse control have been studied in this work. The central idea of the thesis is that the

frequency responsive controls and their parameters affect the damping of the system and

therefore the oscillatory stability of the system, specifically in the context of 100% IBR

microgrids. As a solution, MPC control strategies that can simultaneously provide inertia

emulation and damping control have been proposed using the available flexibility based

on the system requirements assessed by its model. Cooperative higher level strategies

have been explored to handle the limited and time-varying flexibilities of the individ-

ual DERs whilst they are coordinated to collectively control the system frequency and

damping characteristics. The primary outcomes of the research are listed below.

7.1 Research Outcomes

1. A storage sizing methodology has been discussed in Chapter 3 exclusively for the

fast frequency response and inertia emulation control of IBRs. The flexibilities of

the loads and PV inverters are accounted in the virtual battery model, to define the

power and energy capacity of the additional storage reserves to meet a given set

of grid code requirements of frequency response.
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7.1. Research Outcomes

2. The cooperative MPC grid-following strategy proposed in Chapter 4 allows the

control to simultaneously optimize the different frequency response characteris-

tics such as the initial ROCOF, fnadir, peak overshoot, and the settling time. A

high inertia is required to optimize the initial ROCOF and fnadir, whereas a high

damping is required to minimize the peak overshoot and the settling time of the re-

sponse. With the conventional controls, this requires separate inertia and damping

control reserves however by simulataneously tuning the inertia and damping pa-

rameters. The optimal response can be provided with lesser reserve capacity. The

individual IBRs are coordinated by a higher level consensus algorithm to account

for the time-varying resource constraints.

3. An isochronous grid-forming IBR control has been discussed in Chapter 5 for one

or few dedicated grid-forming units for the autonomous operation of IBR micro-

grids. The proposed framework is implemented with local MPC controllers coordi-

nated by a load sharing algorithm unlike traditional isochronous controllers where

parallel operation may lead to instability. Further, for systems with a large num-

ber of flexible IBRs, a droop-based grid-forming approach has been implemented

usign a cooperative MPC framework that allows for the optimization of the differ-

ent frequency response metrics while coordinating the load sharing between the

participating DERs.

4. Finally, the small signal model of IBR-microgrids with grid-forming and grid-

following frequency response is derived in Chapter 6 and the stability is analyzed

by modal analysis for the variation of control parameters. The steady-state infor-

mation for islanded microgrids is obtained from the stochastic backward forward

sweep power flow algorithm developed in this work. Finally, a set of stability

criteria for the range of droop parameters have been derived using the Lyapnov

function. They do not require separate analysis for different steady-state operat-

ing points, and is therefore suitable for larger systems. Topics such as these need

further research and are timely with the growing influx of controllable power elec-

tronics in power systems. The recommendations for promising avenues of further

research on these topics are listed below.
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Chapter 7. Conclusion

7.2 Recommendations for Future Works

Analysis of the impact of inertia emulation by IBRs and the impact of their interaction on

the stability of the system is an emerging area of research that has a growing scope with

the increasing penetration of power electronics into the synchronous power systems.

The particular case of 100% IBR microgrids has been largely studied in this thesis with

a futuristic view. Massive integration of IBRs and the impact of their controls in the

transmission networks are of high demand as large clusters of intermittent penetrations

are being observed to have adverse effects on the system operations and stability.

Below are the recommendations of some timely topics for the interested researchers to

continue this work and explore further.

1. The storage sizing methodology for FFR and inertia emulation in Chapter 3 may

be improved by considering the different storage technology characteristics and

their economics to derive an optimal energy storage mix.

2. The analysis of the performance of MPC control strategies for various prediction

horizons and their trade-offs between the computation, memory requirement, and

performance enhancement can be interesting to optimize the controller. A high

computation and memory search requirement is not ideal for the fast-frequency

controllers or inertia emulators. Hence, explicit MPC implementations may be

explored for a faster yet optimal performance.

3. The MPC is heavily relient on the model accuracy, hence non-linear MPCs or other

optimal control alternatives with black box models, such as fuzzy or robust con-

trollers that consider the uncertainties in the model and noise such as H∞ may be

explored as alternatives.

4. For the small signal stability analysis, methods that are independant of steady-

state operating operating points and linearized models, such as energy function

methods, bifurcation hypersurface formulation may be studied further to derive

the closed form stability criteria on the parameters, especially for large systems.
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7.2. Recommendations for Future Works

5. Currently there exists very few markets for fast frequency response services such

as that in the UK and not many ancillary services markets for the procurement of

inertia services, however with the transition of the power system with the massive

penetration of converter-based generation, the need for inertia services is implicit.

Market mechanisms for inertia and fast-frequency ancillary services provisions are

crucial for provising cost-effective ancillary services for grid stability and there-

fore can be a timely topic for future works.
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Le système électrique est traditionnellement alimenté par des machines tournantes syn-

chrones comme les turbines à vapeur, les turbines hydrauliques et les moteurs diesel.

Ces machines tournantes contribuent intrinsèquement à la résilience du système en four-

nissant une inertie rotative. La fréquence du réseau est indicative du bilan de puissance

en temps réel à travers le réseau et peut être traitée comme l’un des principaux indices de

performance du réseau. En cas de défaut, l’inertie synchrone aide à atténuer le taux de

variation de la fréquence par rapport à sa valeur nominale, c’est-à-dire que plus l’inertie

est élevée, plus le taux de variation de la fréquence est faible. La présence d’une in-

ertie adéquate donne donc la liberté de laisser un temps aux commandes de la soupape

d’entrée du régulateur pour répondre à la variation de la fréquence.

Avec le remplacement graduel des machines synchrones par de la production renouve-

lable décentralisée (PED), intermittente et connectée à travers des convertisseurs sta-

tiques telles que le solaire PV et l’éolien, la réduction de l’inertie inhérente au sys-

tème est évidente. Cependant, d’un autre côté, la quantité d’inertie requise dans ce

système électrique en évolution est réduite, du fait de la réponse plus rapide des PED

commandées par convertisseur. Ainsi, nous devons recourir à l’inertie synthétique pour

améliorer la résilience du système électrique, ou à une réponse en fréquence primaire

plus rapide pour assurer la fiabilité du système avec une plus faible inertie.

Dans ce contexte, cette thèse explore des questions telles que: Quelle est la capacité

adéquate d’inertie synthétique et/ou de la réponse en fréquence pour un système élec-

trique (tendant vers le 100% renouvelable via des convertisseurs) stable? Comment
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quantifier la flexibilité nécessaire pour fournir cette inertie adéquate? Une inertie syn-

thétique supérieure au niveau adéquat indique-t-elle nécessairement une marge de sta-

bilité plus élevée? Dans quelle mesure l’effet de l’inertie synthétique décentralisée est-il

différent de celui de l’inertie synchrone sur la stabilité oscillatoire?

Premièrement, les aspects de la flexibilité et les méthodes pour les caractériser pour

une inertie synthétique adéquate et une réponse en fréquence rapide sont abordés. Un

modèle de stockage virtuel a été proposé afin de quantifier les flexibilités hétérogènes

bidirectionnelles et leur combinaison pour fournir un certain niveau d’inertie synthé-

tique. À titre d’illustration, un système de stockage d’énergie hybride a été dimensionné

pour fournir une inertie synthétique et une réponse en fréquence rapide pour un réseau

électrique standard.

Par la suite, l’émulation d’inertie synthétique et le contrôle de fréquence rapide actionné

par PV avec stockage d’énergie hybride ont été explorés. Dans cette thèse, le contrôle

de l’onduleur a été étudié avec un modèle complet de composants (côté DC) prenant en

compte les effets de l’intermittence de production, contrairement à la plupart des travaux

de recherche sur le contrôle de l’onduleur qui supposent un stockage DC suffisamment

(ou même infiniment) grand.

Les contrôleurs d’inertie synthétique sont classés comme des topologies d’inertie syn-

thétique "grid-following" et "grid-forming", ce qui affecte considérablement leur impact

sur la stabilité du système. Classiquement, les paramètres d’inertie et d’amortissement

sont réglés et fixés sur une tranche de temps planifiée en fonction de la flexibilité disponible.

Il a été observé qu’une inertie plus élevée est requise lors de l’apparition d’une pertur-

bation pour limiter le taux de déviation de la fréquence et un amortissement plus élevé

est requis pour un temps de stabilisation plus rapide. Par conséquent, pour chacune

des topologies de contrôle, un émulateur d’inertie en temps réel basé sur des règles

a été proposé pour optimiser l’écart de fréquence, sa vitesse et le temps de stabilisa-

tion. L’algorithme basé sur des règles a été amélioré grâce à une commande prédictive

avec une linéarisation qui tient compte du taux de variation des variables d’état. La

linéarisation basée sur le taux étend la validité du modèle aux zones transitoires. Pour
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les systèmes avec plusieurs "grid-formers" et plusieurs unités sensibles aux fréquences,

un problème d’optimisation décentralisée a été formulé et résolu pour régler collec-

tivement les paramètres d’inertie et d’amortissement qui sont limités par les flexibilités

disponibles.

L’efficacité de l’inertie synthétique "grid-forming" et "grid-following" décentralisée en

remplacement de leur homologue synchrone dans le micro-réseau a été comparée. La

régulation des micro-réseaux en mode connectés au réseau et insulaires a été étudiée en

modélisant les PED avec des stratégies de contrôle discutées. L’impact des deux types

de contrôles d’inertie synthétique sur la stabilité en petits signaux du système est exam-

iné par l’analyse modale et les diagrammes de bifurcation pour dériver les conditions

de stabilité oscillatoire dans un micro-réseau avec des réserves d’inertie synthétique dé-

centralisée. L’efficacité des stratégies de contrôle proposées pour restaurer la stabilité

en fréquence des systèmes à faible inertie a été validée par l’expérimentation "power

hardware-in-the-loop".
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