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Abstract

Many professionals, e.g. mining and construction workers, ground crews or soldiers are exposed
to impulsive or constant high level noise. In order to prevent hearing loss, they depend on hearing
protections devices (HPDs). On the contrary, HPDs interfere with situational awareness and sound
source localization. This contradiction makes users pondering between hearing loss and situational
awareness. Often last mentioned dominates over first mentioned. This work aims to bring in line
hearing protection and situational awareness. A virtual acoustic environment (VAE) with 16 circularly,
horizontally arranged loudspeakers is set up. Localization performance with commercially available
HPDs, including active and passive earplugs and earmuffs, is assessed in the VAE with 40 subjects.
Earplugs with small geometries show better results than large-sized earmuffs. These results coincide
with the study on modifications of the Head Related Transfer Function (HRTF) caused by HPDs.
Earplugs preserve many individual spectral cues, while earmuffs cancel out most of these cues. We
compare methods of combining a simulated, generic HRTF with the simulated, individual Pinna
Related Transfer Function. An analytic model of HRTF's, controlled by the azimuth angle, is developed.
Respecting the limitations of embedded systems, regarding energy supply and computational power, 14
digital filters are defined. A headphone based listening test is conducted to rate these filters regarding
subjective front-back discrimination performance, resulting in better performance with low order filters
than with high order filters. We present 4 designs of advanced HPDs which are aimed to improve the
sound localization performance. Prototypes are manufactured and evaluated in a subjective listening
test with 36 participants, showing that it is possible to improve sound localization of a commercially

available active HPD.

Keywords : Binaural filter, Front-back confusion, Hearing protection device, HRTF measurement,
HRTF modifications, HRTF simulation, Localization performance, Non-individual HRTF, Subjective

listening test.
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Résumé

De nombreux professionnels sont exposés a des bruits impulsifs ou constants, de tres forts niveaux.
Pour se prémunir d’une perte auditive, ils portent des protecteurs auditifs. Il s’ensuit une réduction
de la localisation des sources sonores, cependant celle-ci est importante, notamment pour des raisons
de sécurité. L’objectif de cette étude est de concevoir des systemes qui concilient la protection au-
ditive, tout en gardant la perception d’espace. Un environnement acoustique virtuel (EAV) de 16
haut-parleurs disposés circulairement et horizontalement est mis en place pour tester les systemes de
protection. La performance de localisation avec des protections acoustiques de types actives et pas-
sives, bouchons et casques, disponibles sur le marché, est évaluée avec 40 sujets. Ce test a montré que
les bouchons sont & préférer aux casques, selon ce critere de conservation des capacités de localisation.
Ces résultats sont corrélés avec les modifications des Head Related Transfer Functions (HRTFSs) in-
troduites par les protecteurs auditifs. On montre que les bouchons conservent mieux que les casques
les indices spectraux individuels. On compare 2 méthodes pour combiner une HRTF générique et pré-
simulée, avec la fonction de transfert individuelle relative a la coque simulée. Un modele analytique
des HRTF's, controlé par 'angle d’azimut, est développé. Avec les contraintes imposées, en termes
de ressources d’énergie et de puissance de calcul sur des systémes embarqués, 14 filtres sont définis.
Un test d’écoute a permis d’évaluer ces filtres, concernant la discrimination des sons émis devant et
derriere I'auditeur, et les filtres d’ordre faible montrent de meilleurs résultats que ceux d’ordre élevé.
On propose 4 approches pour des protecteurs auditifs avancés de type casque, qui ont comme but
d’améliorer la localisation des sons. Ces prototypes ont été assemblés, et évalués grice a un test
d’écoute avec 36 participants qui montre qu’il est possible d’améliorer la performance de localisation

d’un protecteur auditif du commerce.

Mots-clés : Confusion avant-arriere, Filtre binaural, HRTF non-individualisée, Mesure d’"HRTF,

Modification d’HRTF, Performance de localisation, Protecteur auditif, Simulation I’HRTF, Test sub-
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jective d’écoute.
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Introduction

The auditory system is an important organ for humans to interact with the environment by pro-
viding auditory perception of the surroundings. It facilitates participation in life, allowing verbal
communication and social integration, and recognizing and localizing sounds and hazards. The au-
ditory system is one of the most skilled, probably the best developed, human sense and in terms of
sensory performance it disposes of outstanding specifications. The dynamic range is of factor 10000000
(ten million!), the frequency range spans from 20 Hz up to 20000 Hz, and the temporal resolution is
2ms. Not only single sound sources, but also multiple, simultaneous sound sources can be processed

with these performance parameters.

In environments with high level noise, it is worth protecting the auditory system from damage.
Auditory pain caused by high level noise is a signal of a hazard situation and the most evident, sub-
conscious reaction is to cover the ears with the palms of the hand and trying to escape the situation.

In contrast, this prevents the hands from other operations, such as defending or working, though this

solution is not useful for professionals. They use [Hearing Protection Devices (HPDs), which simulta-

neously provide protection and readiness for operation. Unfortunately, have drawbacks, as the
reduction of speech intelligibility, face-to-face communications, and sound localization performance.
On the one hand protect well against auditory diseases, but on the other hand, the drawbacks
increase the health risks. The user may not perceive correctly or in time hazards and may not respond
adequately to dangerous situations. In general, users rank possible hearing loss less severe than face-

to-face communications and situational awareness and though even being exposed to high noise level,
they do not wear

This dilemma is picked up to state the starting point of the following study, which presents prin-
ciples and concepts of solutions for an acoustically “transparent” hearing protection aiming to recon-

struct the auditory environment under an [HPD] The concept of the ideal [HPD] sketches a device
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INTRODUCTION

which provides perfect protection, enables face-to-and radio communication, and allows sound source
localization with performance equal to natural hearing. Enriching the audio that is presented under

the [HAPD] to the user with spatial information allows to step closer to this ideal [HPD]

This thesis presents the work that was conducted during a 3.5-year study at the |French-German|

[Research Institute of Saint-Louis (ISL)} The first chapter focuses on the background knowledge about

the human auditory system and discusses high level noise and hearing loss. Further, tools and

facilitates were developed and are presented which will then be used in the following chapters.

A profound evaluation about[HIPDs], the [HIRTF]and the sound localization performance is presented

in the second chapter. Objective measurements of the natural and multiple, non-natural
IHRT'Fs| of three dummy heads are performed in an anechoic chamber. The non-natural
are obtained by deploying four different including active and passive, earplugs and earmuffs.
These measurements reveal a correlation between the type of [HPD] and the modifications in the
[HRTE] caused by the individual Certain are identified to influence the [HRTEF]less than
other A subjective localization test is conducted to determine the localization performance by
using the same [HPD] as deployed in the measurements. The localization performance and the
number of front-back errors highly depends on the type of[HPD] A direct relation is identified between
the objectively measured [HPD] induced modifications in the [HRTF] and the subjectively assessed
localization performance with the

The preceding [HRTF| measurements are verified in the third chapter by numerical simulations
of the natural of the three dummy heads. The simulation results are confronted with the
measurement results, followed by a discussion about their differences and similarities. Further, the
[HRTE] is analyzed more in detail and the contributions by the individual parts of the anatomy are
identified. This knowledge is used to propose a method which aims to reduce the extremely time-
consuming acquisition of an entire, individual [HRTF| by recombining the individual and non-individual

elements of an [HRTF] This chapter concludes on recommendations on earplug

The first part of the fourth chapter deals with the development of an analytical model of an [HRTF]
The motivation for this model is to compress an entire [IRTF] while maintaining the front-back cues

and representing it by a small number of digital filters. The model is derived from the measured and

simulated [HRTFSs| of a dummy head and consists of five 2"d order, [Infinite Impulse Response (IIR)|

peak filters which are optimal superposed. The gains, bandwidths and center frequencies of the peak
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filters are controlled by the azimuth angle ¢, i.e. the model’s only parameter. This model of order
10 provides a simple filter which is defined continuously on the entire horizontal plane and shapes
the frequency decade between 1kHz and 10kHz. This frequency range was identified to contribute
most front-back cues and thus is most important for front-back discrimination. The second part of
the fourth chapter deals with the reconstruction of front-back cues in sound fields by filtering the
sound signals. A large set of filters is tested and evaluated within a headphone based listening test
of 45 subjects, split into two groups. The developed model, a 3kHz [High-Shelf Filter (HSF)|
equalizing filters based on Blauert’s bands, and filters are comprised in the test set and show

that smooth, non-individual filters provide increased front-back discrimination than fine structured,

non-individual [HRTES

The fifth and last chapter presents four prototypes designs which are intended to increase
the sound localization performance. As earmuffs show the worst localization performance we focus on
these types of hearing protections for the designs of our prototypes. The prototypes are assembled and
evaluated regarding localization performance and usability. To keep them simple in this first stage of
development, we mounted them as sensors, not as fully functional protections. The major differences
between the designs are the arrangements of the microphone arrays and the way they are attached to
the prototype: Six microphones are mounted on the outside the shells of Prototype A, one 15 order
ambisonic microphone is mounted to Prototype B, six microphones are mounted on the ballistic helmet
of Prototype C, and Prototype D consists of a cavity in the outside of the shells. Directional cues
are applied for Prototype A to C by digital filters, while Prototype D uses the principle of directional
filtering by the cavity, like the human outer ear. Objective analysis of the provided spectral front-
back cues show largely varying results. The prototypes are evaluated with a concluding subjective
listening test with 36 participants. The obtained localization performance is in line with the previously
obtained spectral front-back cues: which provide few front-back cues lead to worst localization
results. Additionally, it is identified, that simply providing any spectral front-back cues does not
automatically increase localization performance. Nevertheless, subjects showed less front-back errors,

i.e. better localization performance, with the prototypes than with a commercially available [IPD]
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1.1. 3D SPACE

This first chapter presents the basis for the following work on hearing protections and sound
localization. At first, the coordinate system is defined which is used throughout the document. Then,
the human auditory system and its main principles for sound perception and sound localization are
explained. Both are covered by the wide field of psychoacoustics which deals with the human auditory
system and its functionality. Explaining all details would go beyond the scope of this work, though
only the relevant aspects are presented. Further, hearing protections are introduced and their need
but also issues are given. Finally, tools and setups that are commonly used for different studies are

presented.

1.1 3D Space

In the scope of this work the system of coordinate is right-handed and related to the listener or

dummy head. The system of coordinate’s origin is placed in the |center of head (CoH)| of the listener

or dummy head. The X-axis of the system of coordinate is oriented to the front and the Y-axis is
oriented to the left. The Y-axis is in line with the interaural axis. The azimuth angle |[¢| increments
counterclockwise, starting from the front. |¢| ranges the interval [0°; 360°], such that |¢| = 0° = frontal
direction, [# = 90° = left direction, [¢] = 180° = back direction, and [¢] = 270° = right direction.
The elevation angle [f] increments from below the listener to above the listener. [f] ranges the interval
[—90°;90°], such that |§) = —90° = direction from below, |f| = 0° = direction in the horizontal plane,
and [f] = 90° = direction from above. The direction of incidence of a sound is defined by [¢] and [f]
These definitions are visualized in Figure The normal vector of the horizontal plane is in line with
the Z-axis, that of the median plane (also known as median sagittal plane) is in line with the Y-axis,
and that of the frontal plane is in line with the X-axis. All three planes intersect in the origin of the

coordinate system, while the horizontal plane and the frontal plane intersect in the interaural axis c.f.

Figure [I.2]

1.2 Human auditory system

The sound pressure p in Pascal (Pa) describes the variation of the total pressure p;, [Pa] around
the atmospheric pressure pqi, [Pa] [1]. The temporal variation of p, i.e. caused by vibrating chords,

are audible to humans and are considered as sound. In contrast, the temporal changes of pum, €.g.
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1.2. HUMAN AUDITORY SYSTEM

Figure 1.2: Orientation of the horizontal plane
(blue plane), the median plane (green plane),
and the frontal plane (red plane) relative to
the listener. The horizontal and frontal plane
intersect on the interaural axis (yellow dotted
line), which is in line with the Y-axis.

Figure 1.1: Definition of the right-handed co-
ordinate system, placed in the [CoHl The di-
rection of incidence (dashed line) is defined by

@and@

caused by meteorological phenomena, are too slow and are not audible to humans.

In acoustics it is common practice expressing the sound pressure p by converting the effective sound
pressure p to the sound pressure level L, in dB SPL [2]. This conversion considers the reference sound
pressure py of 20 pPa, which is close to the threshold of hearing at 1kHz [3]. The relation between p
and L, is defined in Equation [].

L, = 20 - logio <p£> [dB SPL] (1.1)
0

1.2.1 Sound perception

After passing the outer ear, incoming sound enters the ear canal and reaches the eardrum. From
the eardrum it is transmitted via the auditory ossicles to the oval window of the cochlea, exciting the
basilar membrane. Hair cells, distributed along the entire basilar membrane, get displaced and convert
the excitation into neural signals which are received and evaluated by the auditory cortex [5l 6]. The
distance from the oval window to the position of the maximum excitation of the basilar membrane
encodes logarithmically the excitation frequency. High frequencies excite the basilar membrane next
to the oval window, low frequencies excite the basilar membrane next to the helicotrema [4, [7]. The

excitation of the basilar membrane caused by pure tones can be modeled as gammatone filters [8], [9].
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1.2. HUMAN AUDITORY SYSTEM

The frequency resolution of the auditroy system increases with the frequency and varies between
1Hz and 1.8 Hz [10]. The auditory system processes the incoming auditory spectrum in frequency
bands which are much larger than the frequency resolution [II]. These frequency bands, defined by
Zwicker and called “critical bands”, split the audible frequency range in 24 frequency bands of varying
bandwidths. These frequency bands are of constant bandwidth of f, = 100Hz for f < 500Hz and
correspond to one-third octave bands for f > 500 Hz [12].

The human auditory system perceives frequencies between 20 Hz and 20kHz [I]. The absolute
threshold of hearing, i.e. the minimum amplitude of a sound to be just noticeable, in free field is
shown in Figure as it is defined in [13]. The absolute threshold of hearing depends on the frequency
while low and high frequencies required a much larger amplitude than mid-range frequencies in order
to be perceptible. Humans are most sensitive to frequencies next to the resonance frequency of the
ear canal (\/4 resonator with a length of 20mm) of around 4kHz, c.f. global minimum between
3kHz and 4kHz of solid line in Figure [4]. The audible sound pressure for frequencies between
50 Hz and 10kHz ranges from the threshold of hearing of approx. —2dB SPL to the threshold of pain
between 120dB SPL and 140dB SPL [4]. Sound pressures above the threshold of pain is perceived
but pose health risks. The [Loudness Discomfort Level (LDL)|ranges from 86 dB HL to 98 dB HL [I4],
or from 87.4dB HL to 93.0dB HL [15], or is equal to 100dB HL [I6]. dB HL denotes the hearing

level, indicating the sound pressure level above the subject’s individual threshold of hearing.

1.2.1.1 Loudness

The physiologically perceived loudness of a sound is measured in “phon” and depends on
the frequency and the sound pressure of the sound [I7]. One phon equals the perceived loudness of
a 1kHz pure tone at 1dB SPL. This loudness metric allows to compare the perceived loudness of
pure tones, considering the frequency dependent sensitivity of the auditory system [I8]. Contours of
equal loudness were experimentally determined with subjective listening test where the stimuli were
presented through headphones [19] or through a loudspeaker [20]. A pure tone under test is perceived
equally loud as a 1kHz pure tone which is located on the same equal loudness contour as the pure
tone under test. Tones of different frequencies that are perceived as equally loud do not necessarily
have to be presented at equal sound pressure levels, e.g. points (A) and (B) in Figure Further,

tones of different frequencies and equal sound pressure levels are perceived differently loud, e.g. points
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1.2. HUMAN AUDITORY SYSTEM
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Figure 1.3: Absolute threshold of hearing Figure 1.4: A-, B-, C-, and D-weighting func-
(solid line) [22]. Contours of equal loudness tions [21], 23, 24, 25] and inverse threshold
level from 10phon to 80 phon (dashed lines) of hearing (inv TH) [I3] between 16 Hz and
[13]. See text for (A), (B), and (C). 20kHz.

(A) and (C) in Figure [1.3]

These equal loudness curves are the basic principle for weighting functions, which are used to
assess the perceived loudness of broadband signals, such as complex tones or noise signals. The
weighting functions are approximations of inverse loudness contours [I8]. These weighting functions
allow objective measurements to be made that consider the physiological characteristics of the non-
linear hearing threshold. The A-weighting curve approximates the 30 phon and 40 phon contours
[17, 21] and is used for general assessment of sounds, the B-weighting curve approximations the
70 phon and 80 phon contours [17, 21] and is used for intermediate levels, the C-weighting curve is
nearly flat and used for high level sounds [I7], while the D-weighting curve takes again into account
the ear canal resonance frequency and is used for extreme high level noises, such as aircraft noise [21].

These weighting functions are shown in Figure

1.2.1.2 Noise exposition

The equivalent continuous sound level is used to attribute a constant sound pressure level to
a noise with a time varying sound pressure level in the time interval ¢. The energy of the original noise
with time varying level is equal the energy of the same noise but at constant level allows
to compare multiple noises of different levels and duration. Integrating L., for each noise event 7

of duration ¢; over the standard daily working time of 8 h results in the daily noise exposition level
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1.2. HUMAN AUDITORY SYSTEM

c.f. Equation (1.2). This expression allows to monitor the exposition of employees to noise
during working time and is calculated on the A-weighted [26].

8h “

)

1 n
Lz gn|= 10 - logio (

(100.1~Leq,tz‘ a)) [dB (A)] (1.2)

1

1.2.2 Sound localization

Binaural and monaural cues are used to determine the location of a sound source, to focus on a

single sound source when multiple sources are simultaneously present, called “cocktail party effect”; or

to unmask sounds or single frequencies [27, 28]. Binaural cues, such as the [Interaural Time Difference]

|(ITTD)| and [Interaural Level Difference (ILD)| are determined by combining the acoustic information

received by both ears. The incoming sound at both ears is processed in a stereo manner. In 1907,
John William Strutt, also known as Lord Rayleigh, introduced the Duplex theory [29]. It describes
the principles of sound localization in the horizontal based on the [TD]and [[LD} For the determination
of monaural cues, such as the loudness and spectral cues, the acoustic information received by both
ear is separately processed. Even tough, the spectral cues are determined separately for both ears, it
is assumed that also the spectral difference between both ears is evaluated for the sound localization

[30].
1.2.2.1 Interaural time difference

The head is approximated by a sphere with a diameter of 0.21m [31, 32] and the depth of the
ear canals is neglected. This assumes that the auditory system is positioned at the entrance of the
ear canal. Hence, we assume the auditory systems to be placed on a sphere of (0.21 m at diametric

opposing positions.

For sound sources which are positioned off the median plane this spacing leads to two different
path lengths between the ipsilateral and contralateral sound path, c.f. Figure With a constant

speed of sound on both paths, the path length difference causes different traveling times on the paths
and hence different [T'ime Of Arrivals (TOAs)| at both ears. The resulting difference in the is

called c.f. right part of Figure

The is defined for frequencies below 800 Hz, i.e. for wavelengths larger than 0.43m [33]. For
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1.2. HUMAN AUDITORY SYSTEM

wavelength smaller than twice the head diameter, the phase shift between both ears exceeds 360°,
avoiding a reliable determination of the [34]. Assuming the auditory systems to be placed on the
interaural axis without head in between the [[TD] can be expressed as a function of the azimuth angle
¢, c.f. Equation . Using the approximation of the head by a sphere with the auditory systems
placed on diametrical opposite positions, we obtain a more detailed function, see Equation [32].
The speed of sound ¢ equals 343.23ms™! at a temperature of 20° and the head radius r equals 0.105 m.
For Equation the azimuth angle ¢ has to be converted into radians ranging between F90°. Both

functions are visualized in Figure [L.6

ITD = 2—! -sin (1.3) ITD = % - (¢l + sin(g)) (1.4)

Sounds that are positioned on the median plane (@€ {0°,180°}) result in angles of incidence that

are orthogonal to the interaural axis. The ipsilateral and contralateral path lengths are equal and so
the is 0s. The maxima of the are reached for sounds which are positioned on the interaural

axis, maximizing the interaural path difference.

The was measured in an anechoic chamber, using a dummy head on a turntable. A loud-
speaker emitted pulsed tone sweep form 62.5Hz to 16 kHz. The signal levels of the dummy head’s
left and right built-in microphones were recordedH The obtained is shown in Figure The
absolute maxima of the are obtained at lateral positions and equal 0.61 ms (simplified approxima-
tion, Equation (1.3))), 0.79 ms (advanced approximation, Equation (L.4)), and 0.81 ms (measurement).
Apart of measurement uncertainties, the measured [[TD] match the advanced [TD]on the entire hori-
zontal plane, while the measured and simplified deviate at lateral positions. The advantage
of considering the circular part of the contralateral sound path around the head, c.f. Figure [1.5] is
mainly seen at lateral positions. The minimum audible [TD] of 10 ps corresponds to an minimum

audible angle of 0.94° [35, 1361, [37].

1.2.2.2 Interaural level difference

The head is an obstacle that interacts with the surrounding acoustic field, causing a frequency-
dependent acoustic shadow on the contralateral side. Nevertheless, sound arrives at the contralateral
ear due to diffraction of the acoustic waves around the head, illustrated by the circular part of the

contralateral path in the left part of Figure The head shadow, the diffraction, and the increased

!For more details on the anechoic chamber and the dummy head see Section
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Figure 1.5: Left: Ipsilateral (blue) and contralateral (red) sound paths for a sound source (loudspeaker)
with an arbitrary positioning relative to the listener. Right: Sound level (L) over [Time Of Arrivall
The sound is emitted by the source at time 0 at an arbitrary level. It arrives at the ipsilateral,
resp. contralateral ear at time tipsi, resp. teontra With level lipgi, resp. leonira. The difference in the
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Figure 1.6: The calculated according to Equation (1.3) (“Simplified”) and Equation (1.4) (“Ad-
vanced”) and the horizontally measured (“Measured”).
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1.2. HUMAN AUDITORY SYSTEM

path length result in less acoustic energy arriving at the contralateral ear than at the ipsilateral ear.

This difference in energy results in a difference in the sound pressure, which is called [[LD] see right

part of Figure

The is evaluated for frequencies above 1.5kHz [4],[34], i.e. for wavelengths shorter than 0.23 m.
The dimensions of the head are too small to form an obstacle that interacts with frequencies below
1.5kHz. Particularly for frequencies below 850 Hz, i.e. wavelengths above twice the head diameter,
the converges to 0dB and is no longer determined [34]. Regardless of the frequency, no is
introduced for sounds positioned on the median plane. Like for the [TD] these positions result in
equal sound path for both ears. The maximum [[LD]is expected to be introduced by sounds which are
positioned at lateral positions. Regarding Figure we obtain that the [[LD] reaches its maximum
values just slightly off the interaural axis directions. The decrease of the [[LD] at lateral positions is
due to an “acoustic bright spot”. The diffraction paths around the head are constructively interfering
at the diametric opposing position of the direction of incidence (¢ + 180°). For directions of incidence
which are on the interaural axis, this point of constructive interference matches the position of the

contralateral ear. The sound level at the contralateral ear increases and hence the [[LLD| decreases.

Figure[1.7]shows the[[LD|for nine octave bands between 62.5 Hz and 16 kHz at 16 angles of incidence
in the horizontal plane. The simulated [LD]in Figure is based on a simplified head model, i.e. a
sphere with a diameter of 0.21m. The measured [[LD] in Figure [I.7b] was done with a dummy head
in an anechoic chamber ] Well visible are the extreme values that are located off the interaural axis
at |p € {67.5°,112.5°,157.5°,202.5°} and the “acoustic bright spot” effect on the interaural axis, and
below 500 Hz only little is introduced.

1.2.2.3 Cone of Confusion

Both the [TD] and the [[LD] are symmetric non-bijective functions, e.g. it is not possible to map
the or [LD] to one single angle of incidence ¢. Sound localization based on the Duplex theory
leads to ambiguities in the 2D space of the horizontal plane. The [TD] and [[LD]result in equal values
for pairs of sound sources which are arranged symmetrically around the interaural axis. The listener
cannot discriminate between frontal and back sound incidence which leads to front-back confusions

[38]. Extending the space to three dimensions, not only |¢ but also || has to be determined for unique

2For more details on the anechoic chamber and the dummy head see Section
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Figure 1.7: Color coded as numerically simulated on a sphere of diameter 0.21 m (Figure
and as measured on a dummy head in an anechoic chamber (Figure [1.7h)).

direction identification. Using the [TD]and [[LD]for sound localization in the horizontal 2D space leads
to a pair of possible angles of incidence, i.e. front-back confusions. Sound localization in the entire 3D
space using the [[TD] and [[LD] extends this set of front-back confusions to approximately the shape of
a cone, which is called cone of confusion. A cone of confusion defines a set of angles of incidence which
result in equal values for the binaural cues. An arbitrary cone of confusion is illustrated in Figure
The cone of confusion is the set of points which are positioned on a symmetric cone, with its apex
located in the [CoH] and its base area orientated perpendicular to the interaural axis, pointing either

to the left or right side of the listener [39].

1.2.2.4 Spectral cues

To resolve the cone of confusion and identify a single direction of incidence, the spatial information
encoded in the spectral cues is evaluated. The spectral cues contain information about the front-back
positioning and the elevation of a sound source. The combination of the[[LD] the[[TD] and the spectral

cues allows a proper determination of [§ and [f| and hence the direction of incidence [38].

Spectral cues are introduced when the incoming sound is reflected, scattered, and diffracted at
the listener’s shoulder, head, and outer ear. Each frequency component of the sound passes the
geometry shoulder-head-outer ear on multiple different sound paths, which depend on the direction

of incidence. All these individual sound paths sum up at the eardrum, leading to interference and
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1.2. HUMAN AUDITORY SYSTEM

Figure 1.8: Illustration of an arbitrary cone of confusion around the right ear. Evaluating only the
and [[LD] for sound localization in 3D space results in an under-determined set of angles of incidence
which are located on a cone.

Figure 1.9: Ilustration of three arbitrary sound paths from different directions of incidence. Di-
rect path (solid line), interference of direct path and reflected path (dotted line), and scattered and
diffracted sound path (dashed line).

delays. Figure [I.9] illustrates three possible paths for various directions of incidence. Thus, before
the incoming sound arrives at the eardrum, spectral cues are added to it that encode the direction of
incidence of the sound. Applying these spectral cues to the incoming sound corresponds to filtering
the incoming sound with a corresponding filter. The frequency responses of these filters are defined by
the azimuth and elevation dependent spectral cues. Each filter belongs to a single shoulder-head-outer
ear geometry, azimuth angle and elevation angle. The entire set of filters of a single shoulder-head-

outer ear geometry is called [Head-Related Transfer Function (HRTF)} The [HRTF]is dependent on the

frequency, the azimuth angle, and the elevation angle.

It has been carried out that amplifying certain frequency ranges makes the auditory system localize
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dir boost
90 % 95 % 90 % 95 %
[130 Hz; 690 Hz] [150 Hz; 570 Hz|

[280 Hz; 570 Hz|

FR _ [2.91kHz;3.64kHz] | [1.86 kHz;7.03kHz| [1.85kHz; 2.84 kHz]
[2.91kHz; 5.65 kH] [13.35kHz; 16.42kHz] | [3.64kHz; 5.77 kHz]
RE [730 Hz; 1.74 kHz| 1730 Hz; 1.73 kH7] [730 Hz; 1.74 kHz| [730 Hz; 1.72 kHz]

[9.59kHz; 14.74 kHz] [7.44kHz;12.79kHz] | [7.50kHz; 11.54 kHz]

Table 1.1: Directional (“dir”) and boosted (“boost”) bands of 90 % and 95 % confidence for frontal
(“Fr”) and back (“Re”) sound incidence. Data extracted from [40].

the sound in the front, back, or above [40} 411 42, 43], 44]. Even though varying definitions of such sets
of frequency bands have been proposed, Blauert’s bands overlap best with those proposed by other
authors [45]. Blauert’s directional bands were determined by evaluating the subjectively perceived
direction of one-third octave sounds. Blauert has determined the boosted bands by measuring the

difference in the spectral [Sound Pressure Level (SPL)| between frontal and back sounds [40]. Table

shows the definitions of these bands as they were extracted from [40].

1.2.2.5 Head-related transfer function

The anatomy of the shoulder, head and outer ear is individual for each listener, so is the [HRTF]
[46]. During life listeners adapt to their own individual [HRTF} [HRTFSs are not perfectly symmetric

between the left and right ear [30], in particular for frequencies above 5kHz the interaural asymmetry
reaches up to 20dB [47, 48]. Further, the alters from infancy to adulthood [49]. This is a
gradually ongoing process, such that the person can constantly adapt to the changing [HIRTF| An
instantaneously change in the [HRTF] by e.g. earplugs, ear molds, or hearing protections, results in a
poor sound localization performance [50, [5I]. At least with ear molds, subjects adapt to the modified
[HRTE] during a six-week training period and the initial sound localization performance is restored
[51].

HRTFs| are used for binaural recording and binaural rendering. Binaural recordings are achieved

with an acoustic dummy head or with humans wearing earplug microphones. The signal of interest

is filtered by the [HRTEF| before it is recorded by the microphones [52]. [HRTFs| are used to create

headphone based [Virtual Acoustic Environments (VAEs)|where sounds are virtually positioned in space

around the listener and binaural signals induce an immense realistic listening impression [53) [54]. The
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choice of the binaural filter is highly crucial as the binaural filter controls the front-back and elevation
perception of the sound by the listener. The main issue of is their individuality and that in
listening tests or localization tasks listeners prefer their own [HRTF]over the foreign, i.e. non-individual
[65]. To decrease the number of front-back and up-down confusions and increase the good
listening experience the listener’s individual should be preferred over non-individual [56].
Miniature microphones at the entrance of the user’s ear canal allow individual binaural recordings
[47, 57). In the case of binaural renderings, the listener’s is measured in advance and applied
during the rendering process to the source signal. As it is rarely feasible to consider the individual
[HRTE] of any listener, often non-individual, generic are used and listeners have to adapt to
the non-individual An adaption process helps to reduce the front-back confusion rate by 10 %
[58]. The adaption to non-individual [HRTFs|in a[VAE|does not necessary require visual feedback but
does not lead to same localization performance as obtained with individual (17 % front-back
confusions with non-individual versus 12 % front-back confusion with individual [59].

Binaural filters are often based on [HRTFs and different techniques are applied to handle, represent,
and simplify them [60]. Individual require appropriate facilities to record them in anechoic
chambers [61), 62, [63 64] or to simulate them numerically based on 3D models [65, [66, 67]. This
implies great effort, but subjects perceive the sounds filtered with their individual [HRTF] like they
listen the sounds in daily life with their natural hearing. Different approaches were tested to reduce
the effort of HRTF measurement. From a set of non-individual the best matching [HRTF| was
selected by performing search tasks based on localization tests [68] or comparison of anthropometric
data [55]. Individualization techniques aim to tune non-individual to match best for a listener.
Correlations between the notches and peaks of an [HRTEF| and the anthropometric data were used to
individually fit non—individualto subjects [69, 70, [71]. Despite all these efforts, best localization
performance is still obtained using individual [72, [56].

Approximating an original [HRTF| by a less complex representation is done to gain simplicity on
the [HRTE] but still obtain good localization performance. Principle component analysis were used to
identify a set of basis functions of different [73]. Kistler and Wightman showed that the first
five basis functions are necessary to obtain approximately equal localization performance as obtained

with the original [HRTF| [74]. Nowak et al. combined 1%* order [Low-Shelf Filter (LSF)| and [High-Shelf|

Filter (HSF)| and 2" order peak filters to approximate [HRTFs| [75]. An error of 2dB to the original
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[HRTF] was not exceeded when using at least 12 peak filters.

Further simplification of is achieved by abstraction. A certain number of characteristics
is extracted from a set of [HRTF] and represented by low order filters or frequency bands. Frank et
al. examined the spectral difference between frontal and back sound incidence based on the of
a Neumann “KU100” dummy head. They approximated the spectral front-back difference by a 3 kHz
[76]. Different authors identified that certain frequency bands are boosted, resp. damped when
the sound is originating from the front, resp. back [40, 42} [43] [44] [77]. Conversely, filters which are

based on these frequency bands make subjects perceive sounds in the front or back hemisphere.

1.3 Principles of hearing protections
1.3.1 Hearing loss

The threshold of hearing increases over age [78]. This effect is smaller for females (increase by
45.4dB between the ages of 19 years and 80 years at 4kHz) than for males (increase by 55.9dB
between the ages of 19 years and 80 years at 4kHz) and less for low frequencies (increase by 24.6 dB
between the ages of 19 years and 80 years at 500 Hz) than for high frequencies (increase by 65.1dB
between the ages of 19 years and 80 years at 6 kHz) [79]. The increase of the threshold of hearing due
to maturing is little for very low frequencies (increase weaker than 10 dB between the ages of 25 years
and 61 years below 160 Hz) [80] and strong for very high frequencies (increase by up to 44 dB between
the ages of 29 years and 50 years at 14kHz) [81]. The annual rate of hearing loss, i.e. the increase of
the threshold of hearing, increases over age for low frequencies (0.4 dB per annum below the age of 59
years vs. 2.0dB per annum above the age of 80 years at 500 Hz) and is approximately constant over

age for high frequencies (1 dB per annum between the ages of 59 years and 80 years at 4 kHz) [82].

Exposure to high level noise above 85dB (A) induces auditory and non-auditory health damages.
The temporal or permanent increase of the threshold of hearing is the main auditory effect, whereas
non-auditory effects include cardiovascular diseases, increased cortisol, stress, and discomfort, reduced
cognitive performance, and sleep disturbances [83, 84]. Over 90 % of all hearing losses are due to
sensorineural hearing loss, i.e. damage to the cochlea and auditory nerve [85]. The rate of hearing loss

is increased by long exposition times, wide band noise and high sound pressure levels [86]. The shift in

hearing threshold caused by high level noise can be limited by using appropriate [Hearing Protection|
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[Devices (HPDs)| Further it can be recovered to some extent, by recreation intervals of sufficient length

between consecutive noise events [87, [83].

1.3.2 Legal Situation

The use of is a legal obligation for professionals being exposed to high level noise. Professions
with endangering hearing, e.g. road builders, track and airfield workers, machine operators, musicians,
are exposed to noise level up to 119dB(A) [88, 87, 89]. In order to protect them from hearing
loss, German legislatmﬂ defines the lower and upper action values for the A-weighted exposure level
Lex 8, resp. the C-weighted sound pressure peak level Lyc peak, at 80dB (A) and at 85dB (A), resp.
at 135dB (C) and at 137dB (C), see Section 3, Article 6, Paragraph 1 and 2 of [91]. The lower
action value marks the limit, where the employer has to provide appropriate hearing protection to the
employee. The upper action value marks the limit from which an appropriate hearing protection has
to be used. The levels of Lex gh = 87dB (A) and Ly peak = 140dB (C) are not to be exceeded under
protection [91]. People are also exposed to high level noises outside working hours, e.g. spectators in
soccer stadiums (Lyp pear = 105dB(A)) or pedestrians next to an urban construction site (L peat =
95dB(A)) [92, 93]. Hence to avoid hearing loss due to high noise level the use of is essential for

a large variety of people.

1.3.3 Hearing protection devices

To respect legislation and prevent hearing loss, different types of are available which meet
most requirements for the varying fields of applications. Table shows different models of
grouped by their method of fitting as proposed by Berger and Casali in [94]. For each work envi-
ronment, the appropriate model can be selected depending on the present noise level, the required
attenuation level and the compatibility with additional safety equipment. can be differentiated
according to their method of fitting, c.f. Table but also to their attenuation method. In the

following the focus is set on these two main characteristics.

3Directive 2003/10/EC of the European Community [90] holds for all Member States of the European Union which
has to be translated into national legislation.
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Earplugs
Premolded Formable Custom molded
Earmuffs Helmets
Standalone Attached

&

Table 1.2: Common types of grouped by their method of fitting. Image adapted from [94].

1.3.3.1 Fitting method

The fitting method of an [HPD] describes which parts of the head are covered by the [HPD] and how
the device is worn. Among the three groups, shown in Table helmets are the least used
For a wide range of users, first choices are either earplug, also known as in-ear, systems or earmuff,

also known as on-ear, systems.

1.3.3.1.1 Earplug Earplug are inserted into the entrance of the ear canal and partially in the
ear canal, illustrated on the left of Figure Non-customized earplugs, including premolded models
and formable models, and customized earplugs are available, c.f. Table category “Earplugs”. The
geometry of non-customized earplugs is defined by the manufacturer, while customized earplugs are

designed to fit the anatomy of the user’s concha and ear canal entrance.

1.3.3.1.2 Earmuff Earmuff entirely enclose the outer ear of the user, c.f. right part of Fig-
ure [[.10] These systems consist of non-customized cups. Earmuff are easily interchangeable
between users but require a special design to be worn in combination with additional safety equipment,

e.g. helmets.
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Figure 1.10: Positioning of earplug (left) and earmuff (right)

1.3.3.2 Attenuation method

HPD)] achieve the attenuation either by passive or active technologies. Concerning the active

attenuation we distinguished between three different designs.

1.3.3.2.1 Passive attenuation The vibroacoustic characteristics of the material of the define
the attenuation factor of the [HPD] hence all provide passive attenuation. Putting them on or
inserting them establishes a sound barrier that attenuates the incoming noise before it reaches the
eardrum. The attenuation of passive is in general fixed, i.e. independent of the surrounding
noise level, and of 35dB. The maximum possible attenuation is limited to 35dB to 60dB due to
frequency dependent bone-conducted noise [95, 94, 96], [97]. Particular for earplugs, there are designs
that allow level dependent attention. These passive non-linear earplugs consist of an opening with
a special geometry through which impulse noise is attenuated while sound at non-dangerous levels
is allowed to pass through unchanged. In addition to the passive attenuation, certain [HPD] models

incorporate active attenuation techniques. These [HPD] models are then referred to as active [IPD]

1.3.3.2.2 ANR/ANC Equipped with a microphone and loudspeaker, both towards the inside, these

systems are based on an|Active Noise Reduction (ANR )|or[Active Noise Control (ANC)|technique. The

residual noise under the[HPD]is recorded with the microphone and emitted with opposite phase through
the loudspeaker. This re-injected signal is also called anti noise. The residual noise is superposed with
the anti noise, leading to destructive interference of both signals. This technique works well at low

frequencies with wavelengths much larger than the head dimensions. The control loop of the system
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Figure 1.11: Closed loop of an ANR/ANC ac-
tive [HPD} an internal microphone records the
residual noise (red). Re-injected with inverted
magnitude through the internal loudspeaker su-
perposes the anti noise (green) with the residual
noise (red), leading to destructive interference.
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Figure 1.12: Open loop of a pass-through active
[HPD} an external microphone records the high
level ambient noise. The gain k(Lgmp) is applied
to the recorded signal and the resulting signal
is emitted through an internal loudspeaker at a
pleasant level (green).

with the feedback is illustrated in Figure [[.1I] The advantage of active [HPD] over passive
is increased attenuation in the low frequencies. Often, they are not sufficiently attenuated by the

vibroacoustic characteristics of passive

1.3.3.2.3 Pass-through Equipped with an external microphone and an internal loudspeaker, these
systems have a level-dependent dynamic. The surrounding noise is recorded, multiplied with the gain
(here called k), and emitted under the at a non-dangerous, pleasant sound level. The gain k
depends on the ambient sound pressure level Lg,,,. Weak sounds are amplified, mid-volume sounds
are kept unchanged, and high level sounds are attenuated. Figure [[.13]illustrates an exemplary trend
of k(Lgmp). The maximum possible attention is limited by the passive attention characteristics of the

material of the [HPD] The system’s control loop with the open loop is illustrated in Figure

1.3.3.2.4 ANR/ANC & pass-through Equipped with one external microphone, one internal mi-

crophone, and one internal loudspeaker these systems combine the techniques of ANR/ANC (Para-

graph [1.3.3.2.2)) and pass-through (Paragraph [1.3.3.2.3)).
1.3.3.3 Double Protection

The peaks of impulse noise exceed 140 dB in certain situations. This level is equals to the maximum
daily noise exposure [98]. This means that the user has already more than his daily noise dose within
one noise event. In such situations a single protection might not provide sufficient attention and double

protection is required. Earplugs are inserted in the ear canal and earmuffs are additionally covering
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Figure 1.13: The gain k(Lgp) of a pass-through active depends on the ambient sound level L ;5.
The pleasant sound level under the can be achieved by amplifying low level sounds (k > 0dB)
and attenuating high level sounds (k < 0dB). Here k(Lgnmp) is chosen to be entirely monotonous,
linearly decreasing for L,,, < 40dB and Lg,,, > 70dB, and constant for L., € [40dB; 70 dB].

the outer ear. The frequency dependent attenuation of double protection is lower than the sum of the
attenuation values of the involved [99, T00]. Double protection shows a much higher attenuation
in the lower frequencies than single protection. With increasing frequency this advantage decays and
for frequencies from 2kHz on the attenuation is limited by skull bone conduction [I0T], [102]. It has
been shown that earmuffs lose their benefits when using them in double protection, whereas the
attenuation of earmuffs is enhanced [103].

1.3.4 Issues with HPDs

Despite the advantage of to prevent the user from hearing disorder, there are several draw-
backs and problems when using [HPDs|

1.3.4.1 Compatibility

Not all models of can be worn in combination with further personal protective equipment.
Especially earmuff require an appropriate design such that they can be worn simultaneously
with hard hats or tactical, ballistic helmets. Solutions of earmuff which can be mounted to

helmets or worn under helmets are illustrated in the lower row of Table
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1.3.4.2 Fitting

The user must put on or insert correctly the earmuff or earplug [HPD] Not perfectly fitting
lead to acoustics leaks and they do not provide safety. The attenuation level of earplugs is reduced
by up to 15dB due to acoustics leaks [94] 97]. Training the insertion of earplugs increases the noise
attenuation between 3.6 dB at 2kHz and 7.6 dB at 8 kHz [104]. One-to-one instructor-trainee sessions,
rather than non-personal instructions, such as video or written instructions, for training the correct use
of earplugs increases the attenuation by up to 12dB [105]. For non-experienced users it is necessary to
attend training to achieve the attenuation levels specified by the manufacturer of the [HPD] Without
training, the achieved attenuation levels are up to 16 dB below the specifications [106]. Here solutions
have been proposed where active measure the transfer function of the system {internal loud-
speaker — enclosed volume in the ear canal — internal microphone}. Evaluating this transfer function
allows to conclude weather the earplug is inserted correctly or not. The [HPD]informs acoustically the

user when it detected acoustic leaks [107].
1.3.4.3 Communication

It has been reported that 22 out of 31 workers have difficulties in either the communication with
colleagues or the ability to monitor their environment when wearing [108]. This subjective
impression is supported by a|Hearing in Noise Test (HINT)|with passive which shows a decrease

of the speech intelligibility between 15.6 % and 31.4 % compared to the open ear condition [109} [110].
Contrarily, active boost the speech intelligibility in noisy environments up to 19 % [110]. In
situation with moderate background noise (Lygise € [60dB;80dB]), universal foam earplugs reduce
the speech intelligibility more (reduction by 28 %) than universal flange earplugs (reduction by 21 %)
[I1I]. Sever hearing loss (< 41dB HL) reduces the speech intelligibility by 21.6 % (earplugs) and
55.6 % (earmuffs) while slight hearing loss (> 25dB HL) reduces the speech intelligibility by 5.6 %
(earplugs) and 6.8 % (earmuffs) [109].

Smalt et al. identified with a Modified Rhyme Test (MRT)| that the level of the background noise
has a much higher effect on speech intelligibility than the choice of the [112]. Compared with

the open ear condition, are only beneficial in environments with negative [Signal-to-Noise Ratio|
(SNR)| (increase of intelligibility by up to 7%) and disadvantageously for positive (reduction

of intelligibility by up to 8 %) [113]. Contrary results were obtained by Tufts et al. with passive

48



1.3. PRINCIPLES OF HEARING PROTECTIONS

earplugs. They identified that the speech intelligibility converges to zero with decreasing while
for —15dB no useful speech information is perceived by the user [111].

Initial consonants are correctly perceived in 77 % (earplug) and between 65 % and 82.8 % (earmuff),
whereas final consonants are correctly perceived in 80 % (earplug) and between 70 % and 72 % (earmuff)
[114, 115]. When using earmuffs for radio or face-to-face communication, the voice of a native speaker
leads to an higher score (79.6 %) than the voice of a non-native speaker score: 75.2%)
[115].

The directions of incidence of the noise and the speech are of importance for the intelligibility.
Least intelligibility is obtained (22 % words correctly identified) when the noise and the speech are
both originating from the front. Intelligibility increases when the noise is placed lateral and the
speech frontal (42 % words correctly identified) and increases further when the noise and speech are
of opposing directions (53 % words correctly identified). The effect is the least, resp. most noticeable
with active and their gain set to minimum (increase by 30 % for opposing directions over same
directions), resp. passive (increase by a factor of 3 for opposing directions over same directions)
[116]. This is explained by the cocktail party effect. The spatial separation of multiple sound sources
present at the same time allows the auditory system to focus on one source and extract its information

[27].
1.3.4.4 Sound localization

The loss of sound source localization accuracy by the user and the increased time required to
identify the localization of a sound source are often mentioned in the context of [117, 50, 118]
119, 120, 121]. lead to an increase of the localization error from 15° to 50° [I17], from 8° to 30°
[119], or from 15° to 33° [122]. Further, increase the number of front-back confusions from 3 %
to 24 % [117], from 2% to 17 % [50], or from 4.5 % to 17.4 % [119]. The azimuth error depends on the

tested direction and reaches it maximum at back median positions [123].

Subjects decide less frequent for the correct direction of incidence with earmuffs (at most 49.3 %
[120], 57 % [124], 40 % [50], 66 % [119]) than earplugs (at least 54.8 % [120], 63 % [124], 59 % [50], 82 %
[119]). A similar trend has been obtained with devices for music listening. Environmental sounds
are less reliable perceived with earmuffs (reduction of correct rate by 32% compared to open ear

condition) than with earplugs (reduction of correct rate by 7 % compared to open ear condition) [125].
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With head movements allowed and either using earplugs or earmuffs, subjects immediately turn their
heads in the correct azimuth direction. Concerning the elevation direction, subjects initially turn in

the opposite direction, but correct themselves and then turn in the correct direction [118] [121].

Zimpfer et al. reported that passive, non-linear earplugs lead to slightly more correctly perceived

sound directions (64 %) than active earplugs (53 %) [126] whereas Brown did not notice any difference

in the [Root Mean Square Error (RMSE)| of 25° between passive and active earplugs [127]. Custom

molded earplugs increase sound localization performance over universal, foam earplugs by reducing

the rate of front-back confusions from 24 % to 8 % [117].

Double protection reduces the number of correctly localized sounds from 70 % to 20 % [124], resp.
from 95 % to 60 % [128]. Further, subjects which are using double protection testing several different

head orientations before identifying the correct direction [118, [121].

Both, passive and active modify the user’s individual cues and [HRTF] Depending on the
HPD)] type the modifications that are introduced in the user’s natural [HPD] vary between 5dB and
8.3dB [127], between 1.4dB and 4.6 dB [129], or between 1.3dB and 7.6 dB [50].

Due to these concerns and complains about the comfort of the acceptance of decreases
and the risk of hearing disorder increases [130, [I08]. Builders, e.g. on constructions sites, need to
protect them self from high level sounds and simultaneously need to notice the direction of warning
sounds to avoid accidents [97]. Furthermore, dismounted soldiers are wearing [HPDs|for communication
and protection purpose while they must perceive and analyze their acoustical environment fast and
reliably [I31]. Therefore, for certain users there is a conflict between the protection of their hearing

and the ability of avoiding life-threatening situations by detecting and localizing them acoustically.

There are numerous studies about the influence of on the sound localization performance
with respect to the model [50} 117, 121, 119]. On the contrary, only few propositions have been
published featuring which are preserving the directional information of the incoming sounds,
allowing enhanced sound localization, and providing a natural perception of the surrounding sounds.
The integration of a simplified outer ear geometry in the shell of earmuff hearing protection has been
realized but no reliable evaluation concerning localization performance has been published [132]. As
certain workers are exposed to conditions where hearing protection and sound localization are required

simultaneously, and little research has been done yet the following work investigates how these two
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requirements can be combined and how such may be designed.

1.4 Facilities

Investigations of [HRTE| and sound localization performance require appropriate equipment to

obtain reliable data. In the following, the tools and setups used for data acquisition are presented.

1.4.1 Acquisition of HRTFs

Several databases of measured [HRTFs have been published by researcher teams from different coun-
tries, e.g. the CIPIC database (USA) [61], the IRCAM| database (France) [I33], the ARI database
(Austria) [134], and the ITA database (Germany) [I35]. Each database is based on an individual for-

mat and representation style. The measurement conditions are slightly different between the groups.

Some teams measured in the near-field others in the far field, some measured the [Head-Related 1m-|

[pulse response (HRIR)|others the HRTF| and some measured the [HRTF| without others with hearing

aids. The individual formats and measurement conditions limit the comparison of data from different

databases. |Spatially Oriented Format for Acoustics (SOFA )| defines a file format for interchanging

data related to spatial acoustics, e.g. [IRTFs| [Binaural room impulse responses (BRIRs), or [Direc]
[tional room impulse responses (DRIRs)| [136]. [SOFA| has been accepted as standard AES69-2015

[137].
A board overview of measuring and acquiring [HRTFs|is presented in [138] with focusing on different

individualization techniques. The advantage of such individualization techniques is that there is no
need for measurements. individualization tunes measured, non-individual to a
subject by comparing anthropometric data or by a perceptual selection process [138]. The underlying
[HRTE] databases are often those mentioned above. These methods make it possible to identify an
individualized that is close to the subject’s own Nevertheless however they reamin
non-individual For the purpose of this work, different sets of individual must be

measured and simulated.

“Initiation of the project in Jan. 2012 and release [SOFA| 0.3 (15° documented release) in May 2013 [136].
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Figure 1.14: Floor plan of the anechoic chamber (inner room of the room within a room construc-
tion) with dimensions in meter. The chamber’s height is 1.80 m. Zigzag lines illustrate the acoustic
absorbers. The measuring positions .4 and B are marked with dots.

1.4.1.1 Acoustic measurement

1.4.1.1.1 Anechoic chamber are free field functions [3§], so all measurements in the
scope of this work were performed in a full-anechoic chamber. The chamber is a room within a
room construction, entirely equipped with acoustic foam absorbers with triangular profile surface of
0.40 m height. With the tips of the absorbers defining the room’s boundary, the room’s dimensions
are 4.20m x 5.60m x 1.80m (W x L x H) and the room’s volume is 42.34m®. The floor plan of the
anechoic chamber is shown in Figure Two positions, called A and B, are defined in the room.
Both positions are at the room’s half height and the room’s half width. They are located at a distance
of 1.30m from the back or front wall of the room and at a distance of 3.00 m from each other.

Two series of each 32 cycles were performed to obtain the chamber’s reverberation time RTG60.

274 series) of pink noise followed by silence of the same

One cycle consisted of 1s (15 series), resp. 2s (
length as the preceding noise. The noise signal was played back by a controlling computer, amplified
by a MA1260 Dayton amplifier, and emitted through an FElectro-Voice RX 115/75 loudspeaker at
position A. The reverberation time was measured during each cycle in position B with an NT% Audio
AL1 Acoustilyzer signal analyzer equipped with an NTi Audio MiniSPL measurement microphone.
The signal analyzer measured accordingly to ISO 26101:2017 [139] at eight octave bands in the interval
[62.5 Hz; 8 kHz| and averaged over all 32 cycles of one series. The averaged RT60 ranges between 0.24 s
and 0.05s, c.f. Table[1.3] The air temperature (21.4 °C and 21.5 °C), air humidity (31.3 % and 31.3 %),

and atmospheric pressure (981.1 mbar and 981.0 mbar) were determined in the anechoic chamber using
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Frequency [Hz] || 62.5 | 125 | 250 | 500 | 1000 | 2000 | 4000 | 8000 |

15t series 0.25 | 0.20 | 0.16 | 0.07 | 0.06 | 0.05 | 0.05 | 0.06
279 series 0.24 | 0.20 | 0.17 | 0.06 | 0.06 | 0.05 | 0.05 | 0.05

Table 1.3: Reverberation time RT60 in seconds of the anechoic chamber, measured at eight octave
bands between 62.5 Hz and 8 kHz.

a Vaisala WXT5H520 weather station before and after the RT60 measurement.

1.4.1.1.2 Setup The signal routing for the measurement setup was adapted from that of
Gardner [140, 62]. A Stanford Research SR780 signal analyzer generated the test signal. It was
amplified by a Dayton MA1260 power amplifier and emitted at position A by a JBL Control 1 Pro
loudspeaker, whose frequency response and impedance are shown in Figure The acoustic signal
was recorded in position B, either with a reference microphone (B&K Type 4192 microphone with
B&K Type 2669 preamplifier) or a dummy head. The recorded signal was returned to the SR780
signal analyzer, which calculated the transfer function between its the output signal and the returned
signal. This transfer function is called Hy,(¢) with a dummy head involved and H,,. with the ref-
erence microphone involved. The signal routing for the measurement with the reference microphone
is illustrated in Figure The center of the loudspeaker was aligned with position A and faced
with its membrane towards position B. Either the capsule of the reference microphone or the of
the dummy head was aligned with position B. The dummy head was placed on a turntable allowing
rotations in the horizontal plane. Figure shows the measurement setup in the anechoic chamber

with the dummy head on the turntable.

1.4.1.1.3 Dummy heads Dummy heads are preferred over human subjects, as the latter slightly
move, tilt, or rotate their torso and heads. It has been proposed to either discard and repeat the
measurement at the current direction of incidence if the subject has moved [142], or to accept the
measurement and the containing deviations [143]. Mechanical fixation of the head prevents any move-
ments [144] [145] 40]. Depending on the fixation apparatus, the measured may be influenced
by the apparatus and the subjects’ acceptance to participate in the measurement may be reduced.
To avoid such problems and to ensure reproducibility, the measurements were performed on three
dummy head configurations. In general, acoustic dummy heads are shaped like human heads and

consist of ear simulators, ear canals and microphones. The microphones are positioned accordingly
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Figure 1.15: Frequency response and impedance of the loudspeaker model as specified in the manu-
facturer’s data sheet [141].

Mic Speaker
B&K Type 4192 JBL Control 1 Pro
B&K Type 2669
(

Spectrum Analyzer
SRS780

Output

Power Supply
B&K Type 5935L

Amplifier
DA MA1260 |

Figure 1.16: Configuration of the setup for mea- Figure 1.17: View of the anechoic chamber with
suring the transfer function of the measurement the loudspeaker on the left side in position A and
chain. For measuring [HRTFS| the reference mi- the dummy head on the turntable on the right
crophone was replaced by a dummy head. side in position B.
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Figure 1.18: dummy Figure 1.19: dummy Figure 1.20: B&K head and
head equipped with Type head equipped with Type torso simulator equipped
3.4 ear simulators, called 3.3 ear simulators, called with Type 3.3 ear simula-
Harry34. Harry33. tors, called HATS33.

to the position of the human eardrum. The |French-German Research Institute of Saint-Louis (ISL)

dummy head, which has been originally designed to assess impulsive, high sound pressure levels [146],
was used in two different configurations. Both configurations included B&K Type 4192 microphones
and B&K Type 2670 preamplifiers. In the first configuration, called Harry34, the dummy head was
equipped with Head Acoustics Type 3.4 ear simulators, c.f. Figure In the second configuration,
called Harry33, the dummy head was equipped with Head Acoustics Type 3.3 ear simulators, c.f.
Figure [[.I9 B&K Head and Torso Simulator Type 5128, c.f. Figure [I.20, was used as third dummy
head configuration, in the following called HATS33. The ear simulators of Harry33 and HATS33 are
designed accordingly to the recommendations given in [I47]. Before returning the output signals of
the dummy heads to the SR780 signal analyzer, they were processed by a B&K Type 5935L signal
conditioner when using Harry34 or Harry33 and by a B&K Type 1704 signal conditioner when using
HATS33.

1.4.1.1.4 Post processing The transfer function Hy,(f, ¢) was measured at 16 angles of incidence
in the horizontal plane from 0° to 337.5° in steps of 22.5°. Since the angle of incidence |¢| is defined

from the view of the artificial head and this, not the loudspeaker, was rotated, the turntable had to
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rotate to the angle ¢l The test signal was a logarithmic increasing sine sweep ranging from 16 Hz
to 25.6 kHz. Sweeps show high low distortion, and high robustness to time-varying side effects
[148]. The sound pressure level at position B was 94 dB SPL and 1600 frequencies ranging from 16 Hz

to 25.6 kHz were measured.

The transfer function of the measurement chain H,.(f), c.f. Figure was obtained similarly
to Hap(f, ®). Instead of using a dummy head, the reference microphone was mounted at position 8.

Hpo(f) is independent of the angle of incidence and is therefore measured only once.
The transfer functions Hgp, (f, ¢) were equalized with the inverse of Hy,.(f). The resulting HRTF

Han(f, ®)
Hyne(f)

contains only head related information but still non-directional information such as the ear canal

Hyrrr(f,¢) = (1.5)

resonance [62]. The [Directional Transfer Function (DTF)|is obtained by zero averaging the [HRTF

over the measured angles of incidence [149]. The contains only directional information as a
function of the horizontal angle of incidence |¢| [I50]. Only the is considered in the following and
from now on the term [HRTE refers to the [DTEL

1.4.1.2 Numerical simulation

The acoustic field around the object under test, e.g. a dummy head [I51] or a human subject [152]
can be calculated by numerical simulation. The simulation requires a 3D mesh of the object. Magnetic
resonance imaging [153], (151}, [66], stereo cameras [152), [154], structured light [I55, [66] 156], or infrared
light [I54] technologies have been used to obtain the 3D mesh. To reduce complexity and fasten the
calculation only the outer ear [I54] or the head [I57] has been considered, rather than the entire
bust or body. With a low-cost 3D Systems Sense 3D scanner, which is based on single band infrared
light pattern technology [158], the dummy head configurations Harry34, Harry33, and HATS33, c.f.
Figures[I.18|to were scanned. The scanned meshes were post processed which included denoising,
smoothing, and the verification that they are single component, closed and entirely manifold [I59].
In order to obtain reliable results, numerical simulation requires a minimum edge length of %, with
A denoting the wavelength [65]. Regarding the highest frequency of interest of 25.6 kHz, we used a

constant edge length of 2.23 mm for all meshes.

In general, the acoustic field has been simulated by solving the three-dimensional Helmholtz equa-
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tion around the 3D object by deploying the [Boundary Element Method (BEM)| [65] or |[Finite Element]

[Method (FEM)| [I60]. Numerical simulations in the scope of this work were performed on the high-

performance computing machine at [Structural Mechanics and Coupled Systems Laboratory (LMSSC)|

of |Conservatoire national des arts et métiers (Cnam)| and on the computing hub. Both were

running implementations of solving the Helmholtz equation, once proposed by Gumerov [65], once by
Ziegelwanger [159, [66]. Both implementations are BEM§ coupled with the [Multi-Level Fast Multipole]
[Method (MLFMM)| [161] and take advantage of the acoustical principle of reciprocity. Due to the

principle of reciprocity the simulation time is independent to the number of angle of incidences [64].

The implementation of Ziegelwanger is an open-source project called MeShQHRTFﬂ

1.4.2 Virtual acoustic environment

Sound localization performance can be assessed with They can be generated either with an

array of loudspeakers mounted in an (semi-) anechoic chamber or over stereo headphones [162].

The loudspeaker array has been be arranged cubically [163, 50], spherically [121], 128], or circularly
[119, 120]. A semi-circular array has been fixedly mounted in the horizontal plane [I17], the median
plane [164], or it can be pivoted to span a sphere [63]. The number of loudspeakers varied largely
from 8 to 43 for a circular 2D setup and reached up to 277 for a spherical 3D setup [120} 117, 11§].
For single loudspeaker setups, the loudspeaker has been moved dynamically with a robotic arm [165].

Real sound sources have been used exclusively [50L [120], or in combination with virtual sound sources
by source panning [166].

For the headphone based [VAES| no special equipment is required apart from a rendering software,

often running on a [Personal Computer (PC)| and the headphones [162].

Throughout literature, the stimuli sound has been a 0.2s to 1s lasting white noise, pink noise, sine

tone, or tonal tone at a fixed level between 65dB SPL and 75dB SPL or at a listener dependent level
between 20 dB SIEl and 35dB SL [118, [119, [166, 167, 124] 168, [169].

The listeners had to turn their heads [165][170] or steer a laser beam [I71] in the perceived direction,
shout out a loudspeaker number [117, [172] or log in their answers by pressing buttons on a handheld
device [59, 50], or indicating the response on a touch screen [166] or a panel [120] placed in front of

5The project is hosted at http://mesh2hrtf.sourceforge.net/. Accessed on May 14, 2020.
6Sensation Level (SL): sound level above a listener’s individual threshold of hearing [39].
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them.

1.4.2.1 Initial setup

The initial setup of the was originally presented in [166]. Eight circularly arranged loud-
speakers with a spacing of 45° were mounted in a semi-anechoic chamber (Audiometric booth by IAC
Acoustics). The walls and ceiling of the chamber are covered by acoustic knob absorbers with a
total height of 0.05m. The floor of the chamber is constructed of reflection-reducing material with
flat surface. With the tips of the absorbers delimiting the chambers borders, its dimensions are

2.50m x 5.40m x 2.05m (W x L x H) and the volume is 27.68 m?.

During sound localization tests the stimulus has been presented in total at 16 different directions.
Eight directions were aligned each with the directions of the loudspeakers (sound sources that are
placed there are real sound sources) and eight directions were aligned each with the center point of the
pairs of two neighboring loudspeakers (sound sources that are placed there are virtual sound sources).
The test was designed as forced-choice test. The listening subjects indicated the perceived direction

on a touch screen device by pressing buttons, each corresponding to one of the sixteen directions.

1.4.2.2 Advanced setup

The aim of upgrading the [VAE] was to align with the 16 directions of the [HRTF| measurement
without using virtual sound sources. This would have required many modifications of the initial setup
in the semi-anechoic chamber. Therefore, a completely new setup was designed and installed to replace
the initial setup. For the new setup, the number of loudspeakers of the initial setup was doubled and
professional loudspeakers were installed. In its final stage the new setup supports multi source scenarios
with independent source directions. In the following, details about the installed hardware and software

setup, as well as important specifications are presented.

1.4.2.2.1 Reverberation Time The reverberation time RT60 of the semi-anechoic chamber was mea-
sured, following the protocol as already used for the RT60 measurement of the full anechoic chamber,
c.f. Section [[.4.1.1] The measured reverberation time RT60 of the semi-anechoic chamber ranges
between 0.29s at 62.5 Hz and 0.06s at 8 kHz, c.f. Table Before, resp. after the reverberation time

measurement, the air temperature (22.7 °C, resp. 23.0°C), air humidity (997.6 mbar, resp. 997.4 mbar),
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Frequency [Hz] || 62.5 | 125 | 250 | 500 | 1000 | 2000 | 4000 | 8000 |

15t series 0.29 | 0.22 | 0.10 | 0.09 | 0.09 | 0.07 | 0.07 | 0.06
279 series 0.28 1 0.23 | 0.10 | 0.09 | 0.09 | 0.07 | 0.07 | 0.07

Table 1.4: Reverberation time RT60 in seconds of the semi-anechoic chamber for octaves between
62.5 Hz and 8 kHz.

and atmospheric pressure (45.8 %, resp. 44.5%) in the semi-anechoic chamber were determined.

1.4.2.2.2 Loudspeaker transfer function The transfer functions of the 16 JBL Control 1 Pro loud-
speakers were examined. The loudspeakers were placed in the full-anechoic chamber one by one at
position A, while the reference microphone was placed at position B. The transfer function of the
entire measurement chain was measured with a linear sine sweep ranging from 16 Hz to 25.6 kHzﬂ The
measured transfer functions are shown in Figure [I.21al The frequency dependent standard deviation
over the 16 transfer functions is shown in Figure The[Root Mean Square (RMS)| of the standard
deviation is 2.46 dB, resp. 1.23dB in the frequency interval [16 Hz; 25.6 kHz], resp. [100 Hz; 18 kHz]ﬁ

The impedance of the loudspeaker reaches a peak at around 130 Hz with a bandwidth of 28 Hz, c.f.
Figure The quality factor equals to 4.6 which seems to be too steep for the signal analyzer
to adjust adequately. This results in a local minimum of the measured transfer function and a local
maximum of the standard deviation at around 130 Hz. The standard deviation does not exceed 1.5dB
in the frequency range [64 Hz; 15kHz]. In this interval the of the standard deviation decreases
to 0.75dB.

1.4.2.2.3 Hardware configuration All 16 loudspeakers were mounted in the semi-anechoic chamber
in a circular array with a diameter of 2.20 m and at a height of 1.385 m above the floor, see Figure[I.22a]
A black, acoustically transparent curtain was placed 0.20m in front of the loudspeakers as shown in
Figure Once the subject was seated at the listening position in the center of the array, he or
she no longer saw the loudspeakers. Only a yellow cross, which is marked on the inside of the curtain

in positive X direction, indicated the reference direction to the listener.

The loudspeakers were driven by 2 twelve channel Dayton MA2560 power amplifiers. Loudspeaker

"We wanted to cover the audible frequencies between 20 Hz and 20kHz. Due to technical limitations of the signal
analyzer only frequencies to the power of 2 or 10 were available. So for the lower, resp. upper frequency limit we used
16 = 2*, resp. 25600 = 10% - 2°.

8Interval corresponds to the =3 dB frequency response range as given in the loudspeaker’s data sheet [141]
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Figure 1.21: Influence of the loudspeakers on the transfer function of the measurement chain. Fig-

ure shows the 16 transfer functions and Figure shows the standard deviation of these 16
transfer functions on double logarithmic axis.

(a) Curtain was placed on floor for shooting,. (b) Montage image with curtain in place.

Figure 1.22: Setup of the listening test in the semi anechoic chamber including the circular loudspeaker

array, the acoustically transparent curtain, the listening position, and the tablet computer in front of
the listening position.
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Arduino — Demux

Figure 1.23: Sketch of the sound localization setup and the signal routing. Parallel, analog signals
are marked with a slash on the signal line. The number of parallel signals is indicated by the digit
next to the slash. The curtain is illustrated by the dashed circle between the circular array of sixteen
loudspeakers and the listening position at the array’s center.

No. 1 to No. 12, resp. No. 13 to No. 16 were connected to channel 1 to 12, resp. 1 to 4 of the first,
resp. second amplifier. The inputs of the amplifiers were fed by the outputs of 2 eight channel demul-
tiplexers. The input of the demultiplexers were connected to the stereo audio output of the controlling
computer. The first demultiplexer received the computer’s left audio signal, sending it to loudspeakers
of odd numbers, and the second demultiplexer received the computer’s right audio signal, sending
it to loudspeakers of even numbers. The demultiplexers were controlled by an Arduino MEGA2560
microcontroller platform, receiving the identifiers of the loudspeakers to be activated. These identifiers
were sent via a digital serial connection from the controlling computer to the microcontroller platform.

This signal routing is sketched in Figure [1.23

1.4.2.2.4 Controlling software The controlling software comprised the functionalities for generating
the [VAE] placing the sound source at the angle of incidence [ and the functionalities for conducting
sound localization tests and providing user interaction. This software ran on a Lenovo Miix Idealpad
510, which served at the same time as the user interface. The sound of the sound source was defined

in a mono audio file.

Sound source positioning The 2D vector base amplitude panning from [173] was adapted to place
the sound source in the horizontal plane. The horizontal domain is split into 16 equal circular sectors
S;,i=1,...,16, each delimited by two neighboring loudspeakers. Loudspeakers of sector S; are called
LA

7

resp. LB and positioned at the angles o(L£A), resp. o(LE) with o(LA) < o(LP). The sector S;
p i p g P L )s | S A P& Pl
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in which [¢] falls is determined such that
P(L) < ¢ < p(LP) (1.6)

is respected. Each sector has its own system of coordinate, which is aligned so that its X-axis points
exactly between the two loudspeakers. The loudspeakers are located symmetrically around the X-axis
at the angles 11.25° and —11.25°. The angle of incidence |¢| is transformed from the global system of

coordinate to the angle of incidence [g]s in the system of coordinate of the current sector S by following
Equation (1.7]).
= ([¢] mod 22.5) —11.25 (1.7)

The remaining step of the panning algorithm equals that presented by Pulkki in [I73]. The gain vector

g € R?*! for the two speakers is calculated by solving

p=Lg (1.8)

where p € R?*! defines the position of the sound source and L € R?*2 the position of the loudspeakers,
both in Cartesian coordinates of the sector’s system of coordinates. The audio signal from the mono
audio file is duplicated and g is applied to this stereo signal. The amplitude panned stereo signal is
sent to the computer’s stereo audio output. The identifiers of the delimiting loudspeakers £ and
LE are sent to the microcontroller platform. The microcontroller platform routes the stereo audio
signal to the dedicated pair of loudspeakers in the semi-anechoic chamber. This software design is
independent of the sound in the mono audio file. The choice of sound, e.g. noise or speech, is related

to the design of the individual listening tests and not limited by this setup.

Modes The |Graphical User Interface (GUI)| of the controlling software depends on the mode of

operation of the controlling software. These modes of operation were defined accordingly to different
phases of listening tests, and are called “adaptation phase”, “training phase”, and “testing phase”. The
subject interacts with the software by using the touchscreen of the controlling computer. The common
elements of the operation modes are a progress bar, a yellow cross (indicating frontal direction like
that on the curtain), a black circle (indicating the acoustic horizon in the horizontal plane) and a
black rayon (used as pointer). During the adaption phase the subject can freely position a sound

source around him or her by steering the pointer in any direction, c.f. Figure The sound source
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(a) Adaption phase (b) Training phase (c) Testing phase

Figure 1.24: of the controlling software in three different modes of operations, providing user
interaction in combination with the touchscreen of the controlling computer.

in the [VAE] follows accordingly. During the training phase an additional button in the center of the
black circle is available and sound is presented at random angles of incidence to the subject. Subjects
steer the pointer in the direction where they perceived the recently presented sound and validate their
choice by pressing the center button. The actual direction of the recently presented sound is indicated
by an additional green rayon, c.f. Figure Before presenting the next sound, the green rayon is
hided. The testing phase equals the training phase, except that the feedback with the green rayon is

no longer provided, c.f. Figure

1.4.2.2.5 Sound source independence A limitation of the realized upgrade was the constraint that
no more than one pair of loudspeakers could be simultaneously active. Hence in a multi-source scenario
all sources would have been positioned in the same circular sector. This could be solved by a second
upgrade. The microcontroller platform was replaced by a MOTU 24Ao audio interface, providing 24
analog audio output channels. The interface was connected to the computer via USB, making the
stereo audio connection obsolete. The output channels 1 to 12 of the audio interface were connected
with input channels 1 to 12 of the first amplifier and output channels 13 to 16 of the audio interface were
connected with input channels 1 to 4 of the second amplifier. The MOTU AVB ASIO driver manages
the communication on hardware level and allows full control over all output channel independently.
The driver provides buffers, each of which is assigned to an output channel and can be accessed sample
by sample. The controlling software was accordingly adapted to this new hardware configuration. The
major change is that the identifiers of £ and LB are used to write the audio data into the buffers of

the driver corresponding to the delimiting loudspeakers.
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Figure 1.25: User interface of the demonstration software with 4 sound sources. Configuration of the
hardware (A), control of the main output gain (B), and control of the gains (C! to C%), the angles of
incidence (D! to D*) of source 1 to 4.

1.4.2.2.6 Demonstration software In addition to the controlling software a demonstration software
was realized. This software takes the advantage of the individual control on each loudspeaker and works
with the same hardware setup as the second upgrade of the controlling software. The demonstration
software allows to position individually four sound sources at any angle of incidence in the horizontal
plane. It is possible to increase the number of sound sources, which is limited only by the available
computational power. The user interface of the demonstration software is shown in Figure [1.25

comprising controls for the gains (main and source gains) and the positions of the sound sources.
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Interaction of hearing protection and sound
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2.1. HEARING CONDITIONS

It is frequently reported that the use of [HPD]interacts with sound localization, see Section [I.3.4.4]
To develop the next generation that provide spectral cues for better sound localization, it is
important to gain insight about [HPD}related modifications in the[HRTF|and the influence of on
sound localization performance. In this chapter we make use of the previously presented facilities. We
measured the natural and the [HPD] modified of dummy heads in the anechoic chamber
and conducted a subjective sound localization test with and without in a loudspeaker array
based [VAEL

2.1 Hearing conditions

Both, the HRTF| measurements and the localization test were conducted under five hearing condi-
tions. Each hearing condition is defined by the[HPD]under test. The natural hearing condition without
any is also referred to as protection null (P0). The non-natural hearing conditions are defined by
the following [HPDsl ISL “Bang”: an active, earplug [HPD] with universal 3-flange earplugs, referred to
as protection one (P1), c.f. Figures and Custom molded earplugs for P1 were available for
dummy heads Harry34 and Harry33. P1 with custom molded earplugs is referred to as protection one
custom (P1C). Figure shows the custom molded earplugs for Harry33. ZTac “Z1117: an active,
earmuff referred to as protection two (P2), c.f. Figure Nacre “QuietPro”: an active, earplug
with universal foam earplugs, referred to as protection three (P3), c.f. Figure SM “X5A”: a
passive, earmuff referred to as protection four (P4), c.f. Figure

(a) (b) ()

Figure 2.1: P1 (Figure [2.1a) and detailed views of the flange earplugs (Figure [2.1b]) and custom
molded earplugs (Figure [2.1c)). P1, resp. P1C refers to the equipped with the flange

earplugs, resp. custom molded earplugs.
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Figure 2.2: P2. Figure 2.3: P3. Figure 2.4: P4.

2.2 Head-related transfer function
2.2.1 Measurement setup

The [HRTEF]| measurements were performed in the anechoic chamber of ISL, as presented in Para-
graph . The were measured in the horizontal plane at sixteen angles of incidence,
constantly spread by 22.5°, ranging from 0° to 337.5°. The measurements were performed on three
dummy heads, c.f. dummy head configurations presented in Paragraph each under the five
hearing conditions PO to P4. Additionally, the of Harry34 and Harry33 with hearing condition
P1C were measured. The natural, i.e. open ear, [HRTF| of each dummy head was measured twice,
while non-natural were measured once. In total 20 were obtained. The [HRTF] resp.
were calculated accordingly to the algorithm described in Paragraph

2.2.2 Obtained HRTF's

The magnitude of the obtained of the left ears are shown for each of the hearing conditions
PO to P4 for dummy head Harry34 in Figure for dummy head Harry33 in Figure and for
dummy head HATS33 in Figure The of dummy heads Harry34 and Harry33 under the
hearing condition P1C are shown in Figure The angle of incidence [¢| (ordinate) is shown over the
logarithmic scaled frequency (abscissa) in all images. The magnitude of the is color coded.

Noise-like characteristics below 50 Hz and narrow peaks across the entire horizontal plane around
130 Hz appear independently of the hearing condition and the dummy head. These effects are due to
the transfer function of the measuring chain with a limited frequency band, c.f. Figure and the
impedance peak of the loudspeaker at around 130 Hz, c.f. Figure

67



2.2. HEAD-RELATED TRANSFER FUNCTION

Regarding the loudspeaker’s ([100 Hz; 18 kHz]), resp. the measured ([16 Hz;25.6kHz|) frequency
range, the between the two natural of the dummy head are 1.38dB, resp. 2.16dB
(Harry34), 0.93dB, resp. 2.00dB (Harry33), and 0.37dB, resp. 0.94dB (HATS33). These RMSEs are
inversely proportional to the repeatability of the measurements. The RMSE|and poor repeatability for
Harry34, and in some degree also for Harry33, are suspected to be caused by the top-heavy measure-
ment setup. Rotating between two measurement positions causes extreme low frequency oscillation
of the entire setup, which lead to positioning errors of the dummy head during the measurement.
Reinforcing the stand of the setup and shortening the distance between the turntable and the dummy
head will resolve this issue. HATS33 was mounted with less adapter connections and closer to the

turntable, making the setup much more rigid and oscillation free.

The head shadow effect is clearly noticeable in the[HRTF|plots, c.f. Figures2.5]to[2.7} Especially for
the natural [HRTFS the amplitude for ipsilateral positions (0° < ¢ < 180°) is larger than the amplitude
for contralateral positions (180° < ¢ < 360°). The maxima and minima are reached at lateral positions.
Magnitudes of 0dB are obtained near median positions. The difference between the maximum and
minimum magnitude at frequencies around 100 Hz converges towards 0 dB, while it reaches up to 50 dB
for frequencies around 10 kHz. This value exceeds the interval [—30 dB; 30 dB| determined for the
in Section [1.2.2.2] Different frequency scales lead to this difference. Additionally, the bright spot
effect is best visible for frequencies around 1kHz. There, the show local maxima at ¢ = 270°
compared to the neighboring angles of incidence of ¢ = 247.5° and ¢ = 292.5°.

2.2.3 Changes in the HRTF

Changes in the [HRTE| caused by the deployed [HPD| are noticeable by comparing Figures 2.5
to Visual inspection carries out noise-like characteristics for frequencies above 16 kHz over the
entire horizontal plane. We notice a strong attention of these high frequencies by all This
highly reduced the [SNR] during the measurements, causing the background noise of the measurement
chain to be measured instead of the test signal. The vibro-mechanical characteristics of the lead
to high attenuation in the high frequencies and only little attenuation in the low frequencies, i.e. the
dampen high frequencies well and low frequencies little. For active the transfer functions
mainly of the microphones and loudspeakers together with the sampling rate define the bandwidth of

the electro-acoustic system, which can limit the transmitted frequency range [96) 174, 175 [176].
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Figure 2.8: [HRTFs| of Harry34 and Harry33 with P1C.

[HPD| P1 and P1C conserve the location, i.e. the position on the frequency axis, of notches and
peaks of the original [HRTF] In contrast, the magnitude of the notches and peaks are diminished, c.f.
Figures[2.5b] [2.6D] 2.7b|and 2.8] [HPD] P2 leads to a triangular shaped notch between 2.6 kHz and 6 kHz,

symmetrically positioned around 90° with its tip located near 112.5° and 2.6 kHz c.f. Figures
and This symmetrical notch is most distinguished on the ipsilateral side and results in
equal spectral cues for sounds coming from the frontal and back. Even though [HPD] P3 introduces
modifications which are greater than those due to [HPD] P1, it still keeps cues of the original [HRTF}
c.f. Figures2.5d] 2.6d) and [2.7d] Major modifications are caused by [HPD] P4 over the entire frequency
range which are leading to a strong degradation of the [HRTF] c.f. Figures [2.5¢] [2.6¢ and [2.7¢

2.2.3.1 Frequency banks

The auditory system focuses on frequency bands to evaluate the incoming spectrum, c.f. Sec-

tions [[.2.1] and [T.2.2.4] hence the changes in the [HRTF]| were also analyzed in frequency bands. Seven

filter banks were defined and used in the following: The filter banks named “all” and “speaker” each
consisted of one frequency band, which were equal to the frequency ranges of the sine sweep (“all”) and
the loudspeaker (“speaker”). The filter bank named “critBands” contained 24 frequency bands which
correspond to Zwicker’s critical bands [12]. The frequency banks named “dir90”, “dir95”, “boost90”,
resp. “boost95” contained 4, 2, 5, resp. 5, frequency bands which corresponded to Blauert’s directional

and boosted bands of 90 % and 95 % confidence [40]. Figure provides visual comparison of the
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Figure 2.9: Filter banks used for the calculation of the Filter bank “all” corresponds to the
abscissa (frequency axis). Frequency bands, which induce a preference in the perceived direction, are
marked with letter F (pure tones in these bands are primarily perceived in the frontal hemisphere)
and letter B (pure tones in these bands are primarily perceived in the back hemisphere).

filter banks, their individual frequency bands and the covered frequency ranges.
2.2.3.2 HPD induced modifications

The modifications in the magnitude of the were assessed on the pairwise [RMSE| be-
tween the natural hearing condition (HRTF((f,¢)) and each of the non-natural hearing conditions
(HRTFp;i(f,¢), i =1,...,4), c.f. Equations and (2.2)). The D(f) was calculated for each
frequency band of a filter bank, followed by averaging over the frequency bands of the filter bank,
resulting in the final of that filter bank. By this we obtained a rating which was based on a
single numerical value. The [RMSE] values of the individual frequency bands of the “critBands” filter

bank are kept for a more detailed investigation.

_ HRTFp;(f, )
E(f,#) =20 -logy, (’HRTFP(MD (2.1)
] 3375
D)= |15 2 EFo) (22)
$=0°

Figure visualizes the between the PO and the P1, P2, P3, and P4 hearing conditions
based on the critical bands and for each dummy head respectively. Independently of the [HPD] and
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Figure 2.10: [Root Mean Square Error (RMSE)| between pairs of PO and P1, P2, P3, resp. P4 in 24
critical bands after Zwicker [12], as obtained on three dummy heads.

the dummy head, high were obtained in the low and high frequency range. The high values
in critical band N° 1, i.e. for frequencies below 100 Hz, were caused by the limited bandwidth of
the loudspeaker, c.f. Paragraph leading to high variant results. The high in the
upper critical bands, i.e. high frequencies, were caused by the low pass characteristics of the hearing
protections, which strongly dampen the high frequency components of the[HRTFE} The cutoff frequency
and the edge steepness of the low pass characteristic depend on the hearing protection. The general
trend of the in Figure follows a steep decay from the 1%t to the 2°¢ critical band followed by
an increase which is characteristic for each[HPD] The steep, resp. flat increase in the low frequencies is
followed by a flat, resp. steep increase in the high frequencies, see [IPD] P4 on Harry33 and HATS33,
resp. [HPD| P3 on Harry34 and P1 on Harry33. Also a moderate increase over the entire frequency
range can be noticed, see [HPD| P2 on HATS33. The does not exceed 4 dB until critical band
N° 19 (Harry34), N° 19 (Harry33), and N° 21 (HATS33) for[HPD]|P1. With the remaining [HPDs| 4dB
are not exceeded until critical band N° 11, N° 12, and N° 12 P2), critical band N° 7, N° 19, and
N° 15 P3), and critical band N° 7, N° 6, and N° 5 P4), respectively with dummy head
Harry34, Harry33, and HATS33. Excluding the peak at critical band N° 7 and N° 8 of [HPD] P3 on
Harry34, the RMSE] does not exceed 4dB until critical band N° 21. In general [HPD] P1 and P3 led
to lower [RMSES between critical band N° 9 to 18 than P2 and P4. The difference between the
curves ranges from 0.2dB in critical band N° 7 between [HPD] P3 and [HPD| P2 for Harry33 to 4.3dB
in critical band N° 13 between [HPD] P3 and [HPD| P2 for Harry34.

Figure visualizes the RMSE] based on the single numerical values, between the natural hearing

condition and the four non-natural hearing conditions for the three dummy heads. The[RMSE]was least
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Figure 2.11: RMSE]| between pairs of PO and P1, P2, P3, resp. P4 in six frequency bands as obtained
on three dummy heads.

distinct across the hearing conditions in the frequency range of the sine sweep (c.f. filter bank “all”).
The noisy signal outside the frequency range of the loudspeaker distorted the Focusing on
the frequency range from 100 Hz to 18 kHz cuts out the non-reliable components of the [HRTF| outside
this frequency range and hence led more distinct between the hearing conditions. Three
of Blauert’s filter banks exclude the 130 Hz and therefore the peak in the loudspeaker’s impedance.
The fourth filter bank, i.e. “boost90”, has its lower limit at 130 Hz. Hence the takes into
account the impedance peak. Nevertheless, we found that the differences in the [RMSE| due to the
hearing conditions were more important than whether a filter bank included the frequency of 130 Hz

(“speaker” and “boost90”) or excluded (“dir90”, “dir95” and “boost95”) the frequency of 130 Hz.

It is obtained that filter banks of reduced total bandwidth result in reduced with exception
of applying frequency bank “dir95” on the data of[HPD|P4. Further, they enlarge the differences
between earplugs and earmuffs. With dummy head Harry34 the “speaker” filter bank results in RMSE]
of 3.87dB, resp. 4.80dB (P1, resp. P3) and 5.55dB, resp. 5.76dB (P2, resp. P4), while with the
“dir95” filter bank the[RMSEs|are 1.85 dB, resp. 3.32dB (P1, resp. P3), and 4.69 dB, resp. 5.51dB (P2,
resp. P4). The inter group distance between earplug (group G1) and earmuff (group
G2) is calculated with the adaption of the single-linkage function from [I77], c.f. Equation (2.3).
RMSE(x, fbok) returns the value of the protection x for the filter bank fbk. The return values
of RMSE(x, fbk) correspond to the visualized data in Figure

D¢ g2(fbk) = min (|RMSE(x, fbk) — RMSE(y, fbk)|) Ve € G1,y € G2 (2.3)

The inter group distance between earplug and earmuff increases from 0.75dB (filter bank
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P2 P3 P4
Pl VvV XXX VSV
P2 - XX/ X/X
P3 - N,

Table 2.1: Acceptance (v') or rejection (X) at the 5% level of the hypothesis that the pairs of
have[RMSE] data of different distributions. For dummy heads Harry34, Harry33, HATS33 respectively.

“speaker”) to 1.37 dB (filter bank “dir95”) for dummy head Harry34, from 0.58 dB (filter bank “speaker”)
to 2.1dB (filter bank “dir95”) for dummy head Harry33, and from 1.65dB (filter bank “speaker”) to
2.31dB (filter bank “dir95”) dummy head HATS33.

The [ANalysis Of Variance (ANOVA)| is applied on the RMSE| data shown in Figure with
the groups P1, P2, P3, and P4. The p-values are 3.26 - 10~* (Harry34), 6.64 - 1076 (Harry33), and

2.61-10~7(HATS33). Hence, for all dummy heads, the hypothesis is rejected at the 5% level that the
data are based on distributions with the same mean. Consequently, there is at least one group
which is statistically significant different than the others. The result of a pairwise test at the
5% level, testing the hypothesis that the data are of different distributions, is summarized in
Table It turns out that for all dummy heads the earplug (P1 & P3) introduce significantly
less modifications to the [HRTEF| than the passive earmuff [HPD] as well as [HPD] P1 introduces less
modifications than P2, while P1 and P3 do not lead to significant different modifications. For two out
of three dummy heads the modifications of P2 are not significantly different than those of P3 nor P4.
This dependence on the dummy head seems to be caused by the fitting of the [HPD] on the dummy
head and the coverage of the outer ears. [HPD] P2 has small ear cups that make perfect covering of
the outer ears very difficult, while [HPD] P4 has large ear cups that do not cause this difficulty. The
varying fit of [HPD] P2 and the slightly different covering of the outer ears cause these head-related

dependencies.

In the beginning of this section, it was visually carried out that the earplug P1 and P3
introduce less modifications in the [ HRTFSs than the earmuff P2 and P4. The filter bank analysis
based on the between the natural and non-natural hearing conditions proves this visually
identified characteristics. Ordering the considered by increasing [RMSE] i.e. by increasing
modifications on the [HRTF] gives the series P1, P3, P2, and P4. Additionally, earplug[HPDs|introduce
significantly less modifications on the [HRTF] than earmuff
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Figure 2.12: jRMSE between pairs of PO and P1, resp. P1C in 24 critical bands after Zwicker [12]
(Figure 2.12a1 and in six frequency bands (Figure [2.12b), as obtained on dummy head Harry34, resp.
dummy head Harry33.

2.2.3.3 Earplug induced modifications

Figure compares the effects on the [HRTF|when using a universal (3-flange) earplug (c.f.
P1) and a custom molded earplug (c.f. P1C) on the dummy heads Harry34 and Harry33.

The between [HPD| PO and [HPD] P1 and P1C, respectively are shown in Figure for
the filter bank “critBands”. The curves for [HPD] P1 and [HPD| P1C show similar trends and are very

close to each other between the two curves: 0.83dB (Harry34); 0.69dB (Harry33)). Only in
the high frequencies they show individual details. Using the custom molded earplug instead of the
universal earplug reduces the in average by 0.40dB (Harry34), resp. 0.10dB (Harry33) over
all critical bands. The custom molded earplug reduces the in critical band N° 1 to N° 21 (in
average by 0.57dB) on Harry34 and in critical band N° 2, N° 17 to N° 20, and N° 24 (in average by
0.88dB) on Harry33. In critical band N° 22 to N° 24 (Harry34) and N° 1, N° 3 to N° 16, and N° 21
to N° 23 (Harry33), the custom molded earplug increases the in average by 0.75dB (Harry34)
and 0.17dB (Harry33).

The RMSEg based on single numerical value are illustrated in Figure[2.12b]for hearing condition P1
and P1C. The previously discussed characteristic, i.e. a reduced RMSE] with reduced total bandwidth
of the filter bank, reappear for both dummy heads. The customized earplugs reduce the RMSE] in
average by 0.22dB for both dummy heads. The differences in the RMSE] between the universal and
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custom earplug vary between 0.55dB (filter bank “all”) and 0.01 dB (filter bank “dir90”), resp. 0.61 dB
(filter bank “dir90”) and —0.03dB (filter bank “dir95”) for dummy head Harry34, resp. Harry33. Note
that on Harry33 [HPD]| P1C lead to a slightly increased [RMSE] for filter banks “boost95” and “dir95”.

An on the [RMSE] data shown in Figure with the groups P1 and P1C, result in
p-values of 0.719 (Harry34) and 0.718 (Harry33). This rejects the null-hypothesis that the RMSE]| of

P1 and P1C are significantly different, for both dummy heads. Hence, it cannot be confirmed that
custom molded earplugs introduce less modifications in the than universal 3-flange earplugs.
They might provide enhanced fitting and improved subjective comfort but should not be preferred nor

spurned over custom molded earplugs concerning preservation of spectral cues.

2.3 Localization test

The previously measured modifications of the [HRTF] caused by [HPD] provide objective evaluation
on the spectral cues but not on how subjects deal with these modified cues during sound localization.
To assess this issue, the performance of localizing sound sources by human listeners wearing is
examined in the following and compared to the performance obtained with natural hearing. For this

purpose, a subjective sound localization test was conducted.

2.3.1 Setup

In addition to the actual sound localization, a Bekesy audiometry is part of this localization test.
Both, the localization test and the audiometry, were conducted in the semi-anechoic chamber which

is presented in Section [1.4.2.2

The Bekesy audiometry was performed prior to the localization test, in order to determine the
subjects’ hearing threshold at the left and right ear [I78]. The hearing threshold data allow to identify
if subjects have normal hearing or not, and if the sound localization performance is influenced by the
individual hearing thresholds. A pulsed pure tone was used as stimuli. Seven frequencies between
125 Hz and 8 kHz, spaced by octaves were tested. The audiometry was conducted automatically using
an Otometrics Madsen Astera? clinical audiometer with TDH39 headphones connected and controlled

by the Otometrics Otosuite audiometry software [179].

During the localization test subjects were asked to indicate the perceived direction of sounds which
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were presented at discrete directions of incidence ¢y = 0°,22.5°,...,337.5°. 16 different directions of
incidence were considered. The test was designed as a non-forced choice test, consisting of five series.
In each series, subjects performed the test under a different hearing condition. The subjects always
performed the first series without [HPD] The non-natural hearing conditions followed in series 2 to 5
with a random order of [HPD| P1 to P4, c.f. Section Even though the order of [HPD]| P1 to P4 was
random, it was assured that when considering the set of all participants, each series consisted of an

equal distribution of [HPD] P1 to P4.

Before the first series, subjects completed the adaption phase to familiarize with the haptic of
the user interface and the test environment. During 30s they were placing the sound source freely
around them. The entire set of subjects was split into two groups: the test group and the control
group. Both groups consisted of an equal number of subjects. All subjects performed in all series
the testing phase. Subjects of the test group performed an additional training phase prior to each
testing phase. All 16 directions were trained twice and tested five times. The presentation order of the
directions is random. Subjects in the test, resp. control group listen to 112, resp. 80 sounds. White
noise of 200ms was chosen as test sound. The controlling software recorded the response time for
each sound. The response time equals the length of the responding interval. The responding interval
starts by the end of the recently presented sound and ends as soon as the subject logs in the response.
The subjects were told to focus the yellow cross in front of them and not to move their head during
listening. No mechanical fixture was used to ensure this constrain; instead, subjects were asked to
put on a head-motion tracker. This self made head tracker device is based on an Adafruit “BNO055”
Absolute Orientation Sensor and a ST NUCLEOFT767ZI board. It recorded the heading angle ¢y,
(same conventions as for ¢, c.f. Section of the subjects’ heads during the experience at a sampling
frequency of 50 Hz.

2.3.2 Evaluation metadata

In total 40 subjects with normal hearing, related to their age, participated in the listening test. 11
were female and 29 were male, 4 left-handed and 36 right-handed. The average age of the subjects was
31.45, with a standard deviation of o = 10.47. The age of the subjects varied between 20 years and
57 years. We notice a large skewness towards younger ages as more than two third of the participants

were younger than age 35. Figure shows the age distribution of the subjects in the control group
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Figure 2.13: Distribution of the age of subjects of the control and test group.

and test group. The population of the control group is in average younger (mean: 29.25 years) than
the population of the test group (mean: 36.10 years). Further, the age of control subjects spans a
smaller interval (min age: 20 years, max age: 40 years) and shows a larger skewness towards younger
subjects (> 80 % are younger than age 35) than test subjects (min age: 20, max age: 57, =~ 55 % are
younger than age 35).

2.3.2.1 Response Time

The average response time is 2.42s. The response times per hearing condition and group are
summarized in Figure 2.14] For none of the hearing conditions PO to P4 is there any difference in
response time between trained and untrained subjects (p-values: > 0.05). The average response times
under the natural hearing condition (HPD|P0) are 2.79s (test group) and 2.90s (control group). Under
non-natural hearing conditions the response times decrease at least by 0.51s (test group) and 0.52s
(control group). This decrease is slightly significant in the test group for P1 to P3 (p-values:
< 0.05) but not for P4 (p-value: > 0.05). Regarding the control group, this difference is significant
for earplug [HPDg P1 and P3 (p-values: < 0.01) and little significant for earmuff P2 and P4 (p-
values: < 0.05). The average response time varies under the non-natural hearing conditions between
2.258 P3) and 2.35s (HPD|P4) in the test group and between 2.30s (HPD|P3) and 2.38s
P2) in the control group. These variations are not significant in the test group (p-values: > 0.05) nor

in the control group (p-value: > 0.05).

The response time ¢, averaged over all subjects and its moving average over 5 samples is confronted
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better visibility.

with the test progress in Figure At a test progress of 0 the test is about to start, at a test progress
of 0.1 10% of the test progress are finished, and so on until a test progress of 1 where 100 % of the
test is finished, i.e. all 5 series are completed. Starting at 3.71s (3.36 s for the moving average) both
curves show the trend of the decreasing response time along test progress. It can be noticed that once

15 % of the test is completed, the slopes of the curves decrease.

Remembering that all subjects started with [HPD| PO, subjects showed high motivation in order to
perform well in the beginning of the test. As the progressed, subjects became familiar with both the
test protocol and the user interface, making them accelerate. Moreover, the loss of motivation caused
by the monotonous task and the length of the series lead them to finish the test faster. Since non-
natural hearing conditions only occur at increased test progress, we obtained an inevitably reduced
response time for the non-natural hearing conditions. Additionally, the deployed earplug are
testing the correct fit after power-on. Subjects had to reinsert the earplugs several times before they
were correctly in place, which annoyed and unsettled the subjects. This results in the slightly reduced

response time with earplugs over earmuffs, most noticeable in the control group.
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2.3.2.2 Head position

The head movements of the subjects are assessed by the RMS| head position during the responding
intervals. With a responds interval length of 2.42s (c.f. average response time) and a head tracker
sampling rate of 50 Hz, the[RMS|head position is calculated over 121 head position samples. Figure[2.16]
visualizes the distribution of the[RMS|head positions ¢, during the responding intervals over the length
of the responding intervals (equal to the response times). Stating the hypothesis that head rotations
during the responding interval lead an increased [RMS| head position and increased response time,
the distributions should show peaks clearly off the X- and Y-axis. As the obtained data is primarily
distributed either along the X-axis or Y-axis it is concluded that subjects did not move their heads
during the responding interval and hence respected the initial instructions. There are peaks in the
distribution at ¢ € [50°60°] and response times close to 2s. These peaks are not due to head
movements but to uncertainties of the head tracker on the head position. The head tracker determines
the head position based on the geomagnetic field, which is, however, highly damped inside the semi-
anechoic chamber due to its metal structure. Consequently, the head tracker losses the magnetic field
and its reference orientation, which is leading to discontinuities in the heading data. For the individual
hearing conditions, the head position equals 14.61° P0), 7.95° P1), 13.37° (HPD]
P2), 8.75° P3), and 11.13° P4). We notice that the head movement is reduced for
earplug conditions compared to the natural and earmuff conditions. An shows that there is
no statistically significant effect of the hearing condition on the head movement (p-value: > 0.05).
The obtained varying head positions are related to the loss of the head tracker reference direction in

the semi-anechoic chamber.

2.3.3 Localization results

The raw data of the localization stage are visualized with confusion diagrams in Figure 2.17]
The three graphs represent the data, grouped accordingly to the type of hearing condition: natural
hearing P0), hearing with earplugs P1 & P3), and hearing with earmuffs P2 &
P4). The ideal localization performance, resp. ideal front-back confusion is illustrated by the main
diagonal, resp. the anti-diagonals. The responded angles ¢, are discretized with 32 steps and a
constant step width of 11.25° and are shown over the tested angle ¢, in steps of 22.5°. Each data

point represents the probability with which ¢, falls into one of the 32 discretization intervals, as a
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Figure 2.16: Distribution of the subjects’ head positions ¢, and the response times. The obtained
probabilities are color coded.

function of ¢;. Independently of the type of hearing condition, sounds on the median and frontal plane
(¢ € {0°,90°,180°,270°}) are most often correctly perceived. Whereas the responded angle ¢, is most
scattered across the entire horizontal plane for median positions (¢; € {0°,180°}). Lateral positions
¢¢ € {90°,270°} +22.5° are localized most frequent at 90° and 270°. This aligns with the general high
localization performance for frontal sounds and poor performance for lateral sounds [4]. Further, most
data points are in the lower left (¢, < 180°, ¢, < 180°) or the upper right (¢; > 180° ¢, > 180°)
submatrix of the confusion diagram. Hence, the most important localization confusions are front-back
errors, nevertheless some sparse left-right errors and mixed errors occur. Despite these similarities,
the confusion matrices show individual characteristics that depend on the hearing condition. The
natural hearing, c.f. Figure shows perfect localization with a naturally occurring dispersion.
Some few front-back confusions are obtained which generally occur at frontal directions, i.e. most of
the front-back errors are caused by front-to-back errors. The absence of visual cues leads subjects to
localize sounds with ambiguous cues behind them. The subjects’ experience from their everyday life
leads them to localize sound sources that are outside their visual field usually behind them. With
earplugs (Figure and earmuffs (Figure sounds are less precisely located. Data are spread
over the entire lower-left and upper-right quadrants of the confusion matrices, while earmuffs lead to

slightly more left-right and mixed confusions than earplugs.

As we see from the confusion matrices, the localization performance varies with the hearing con-

ditions. Therefore, the data of the localization test is examined in the following with respect to the
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Figure 2.17: Confusion matrices under natural hearing (HPD|PO0, Figure [2.17al), under earplugs (HPD

P1 and P3, Figure 2.17b)), and under earmuffs (HPD| P2 and P4, Figure [2.17c).
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individual hearing conditions. Further, we will also evaluate whether sound localization is improved

with training when are used.

2.3.3.1 Precision

The precision is in general a measure for the repeatability of a measurement. The conducted
test is based on an unforced choice design, but stimuli are presented at a set of discrete directions.
Therefore, we are interested in whether subjects recognize that sound is emitted from a limited number
of distinct directions. We define the precision as a measure of how well the responded angle ¢, matches
the discrete direction of the loudspeaker closest to ¢,, regardless of the actual direction ¢; of the sound

and the error between ¢, and ¢,, c.f. Equation ([2.4)).

precton) = |(- mod 1) ~ 0.5 -2 (2.4)

S

¢s denotes the spacing of the loudspeakers of 22.5°. The precision is 1 for ¢, = n - ¢ with n =
{0,1,2,...,15}, that is, when ¢, points precisely in the discrete direction of one of the 16 loudspeakers.
The precision is 0 for ¢, = (n+0.5) - ¢ with n = {0,1,2,...,15}, that is, when ¢, points perfectly

in-between two loudspeakers.

The average precision is 59.47 %. This value indicates that the responded angles have a mean offset
of 6.69° from the discrete, angular positions of the loudspeakers. The precision varies between 59.89 %
(P2) and 61.80% (P0) in the test group and between 56.76 % (P3) and 59.31 % (P0) in the control
group, c.f. Figure [2.18] The precision does not significantly differ between the hearing conditions in
both groups (p-values: > 0.05). Training increases the precision in average by 2.13 %, meaning that
trained subjects localize sound sources 0.24° closer to the discrete, angular position of any loudspeaker
than untrained subjects. Only for the natural hearing condition PO (p-value: < 0.05) and the
non-natural hearing condition P2 (p-value: 0.05), the effect of the training can be considered
as significant. The precision increases due to training by 2.49 % (P0) and 1.07 % (P2), corresponding
to an angular difference of 0.28° (P0) and 0.12° (P2) between trained and untrained subjects. These
angular differences are below the minimum audible angle for frontal directions, varying between 1°
and 3° [I80] and below the angle which corresponds to the minimum audible c.f. Section

The differences obtained are not due to training, since they are below the possible performance of
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Figure 2.18: Box plot with mean values (asterisks) of the precision of the subjects responses on the
loudspeaker positions.

the auditory system, but are due to statistical deviation. Although subjects in the test group get
indications about the positions of the sound sources during training, it cannot be obtained that they
remember these locations and localize more accurately during the testing phase than subjects of the
control group without training. Additionally, it cannot be confirmed that trained subjects recognize

the 16 different discrete angular directions of sound incidence, whereas untrained subjects do not.

2.3.3.2 Angular error

The signed, resp. unsigned angular error is defined in Equation ([2.5)), resp. Equation ([2.6)). Based
on the symmetry along the interaural axis, ¢/, resp. ¢ is the projection of ¢,, resp. ¢; into the frontal

hemisphere, c.f. Equation (2.7)).

e(¢r) = ¢ — ¢} (2.5) le(¢r)| = |8 — ¢} (2.6)
180° — ¢, if 90° < ¢¢ < 180°
qf)'s = 1 540° — ¢, if 180° < e < 270°p, &€ {rt} (2.7)
P, else

The distribution of the signed angular error is visualized in Figure 2.19] The step size is 5.625°
and equals to one quarter of the loudspeaker spacing. The maximum of the distribution is located at
0° with a height of 0.23. Hence, the signed angular error varies within +5.625° for nearly a quarter of

all data. In 59.91 %, resp. 87.44 % of all data the signed angular error does not exceed £11.25°, resp.
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lar error € with a resolution of 5.625°. moving average over 5 samples u5 |e| over the

test progress, both averaged over all subjects.

+22.5°. The distribution of € decays towards 0 outside the +22.5° range.

The trend of the unsigned angular error |e| and its moving average over 5 samples is plotted over
the test progress in Figure m During the first fifth of the test, i.e. 15 series with the natural hearing
condition, the unsigned angular error is in average 11.16°. This agrees well with the overall error of
12° obtained with a 250 ms lasting noise in [I8I] and with the mean azimuth error of 13° obtained
with a 750 ms lasting pink noise in [I82]. During the last 80 % of the test, the unsigned angular error
is in average 13.69°. This value corresponds to the average value across all as the order of the
non-natural P1 to P4 in the series 2 to 5 is random for each subject. The effect of the individual
[HPD] P1 to P4 on the test progress is therefore not noticeable in Figure The increased unsigned
angular error during the last 80 % of test shows that lead to a statistically significant (p-value:

< 0.001) reduced localization performance with respect to natural hearing.

2.3.3.3 Correct responses

A response is defined as correct if the responded angle ¢, is within an interval of ¢; = 45° (loose

condition) or ¢; = 22.5° (tight condition) around the tested angle ¢, c.f. Equation ([2.8)).

45° = loose condition

,  with ¢; = 2.8
v {22.5" = tight condition (28)

0, else

er(r) = {1’ it 60 € |0 = 100+ %]
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Subjects responded in 65.51 % and 43.50 % with an angle considered correct under the loose and
tight condition, respectively. The tight condition allows to compare our results with the results of
forced-choice localization tests. It discretizes the responded angles from the continues scale to the

discrete locations of the loudspeaker.

Figure shows the correct response for each [HPD] and group under the loose condition, c.f.
Figure and tight condition, c.f. Figure Most correct responses are obtained with [HPD]
PO: 87.75 %, resp. 84.64 % (loose condition) and 63.12 %, resp. 58.04 % (tight condition), in the test,
resp. control group. Our results fall within the range of correct response rates that spans the range
[59.88 %;96.1 %] across the literature [126], 183], [1T9] [166].The correct response rate decreases under
non-natural hearing and ranges the interval [48.87 %; 76.31 %] (loose cond.), resp. [29.88 %;54.25 %)
(tight cond.). The correct response rate with earplugs is at least 18.06 %, resp. 11.25% (loose cond.)
or 16.63 %, resp. 8.21 % (tight cond.) higher than with earmuffs, respectively in the test and control
group.

Focusing on the loose condition, pairwise [ANOVA] tests show that the correct response rate is
significantly different for pairs of (p-values: < 0.001) in both groups. Except between the pairs
of P1-P3, which are earplugs, and P2-P4, which are earplugs, no significant difference is obtained
(p-values: > 0.05). The difference between PO & P1 obtained in the test group is less significant
(p-value: < 0.01) than with the control group (p-value: < 0.001). Same between [HPD|P3 & P4 where
the difference between both is less significant in the control group (p-value: < 0.01) than in the
test group (p-value: < 0.001).

Under the tight condition the difference between [HPD| PO and P1 is less significant in the test
group (p-value: < 0.05) than in the control group (p-value: < 0.001) while the difference between
P4 and P1, resp. P4 and P3 is less significant in the control group (p-values: 0.0012, resp.
0.019 < 0.01, resp. < 0.05) than in the test group (p-values: < 0.001).

The correct response rate increases due to training in average by 0.059 (loose cond.) and 0.057
(tight cond.). The effect of the training is significant under the loose, resp. tight condition for
P1 (p-value: < 0.05, resp. < 0.01) and P3 (p-values: < 0.01). For the natural hearing condition

and earmuff hearing conditions there is no training effect obtained (p-values: > 0.05).

The trend of the correct response rate along the test progress, c.f. Figure shows similar
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Figure 2.21: Box plots with mean values (asterisks) of the correct response rate for the loose condition

(¢i = 45°, Figure [2.21a)) and the tight condition (¢; = 22.5°, Figure [2.21b]).

characteristics as already obtained for the unsigned angular error in Figure [2.20, Between 0% and
20 % of the test progress the correct response rate is remarkably different than above 20 % of the test
progress. The correct response rate decreases when passing from the natural hearing condition to
non-natural hearing conditions. The correct response rate is in average 81 %, resp. 56 % below 20 %
of the test progress and decreases to 60 %, resp. 39 % for the remaining test, for the loose, resp. tight

condition.

2.3.3.4 Correct quadrant

The correct quadrant condition returns 1 if the responded angle ¢, and the corresponding tested

angle ¢; are in the same quadrant, c.f. Equation (2.9)).

cato = {1 L8] =[] (2.9

0, else
The correct quadrant rate indicates the probability that data satisfy the correct quadrant condition.
It is obtained by averaging the number of correct quadrants in a set of data. This set of data can
represent the groups of trained and untrained subjects or the The correct quadrant is not
considering data where the tested angle ¢; is in either the median or frontal plan, c.f. Equation (2.10)).

These angles align with the bounds of the quadrants and are excluded to avoid miscounting of the
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Figure 2.22: Trend of the correct response rate along the test progress for the loose condition ¢; = 45°
(Figure [2.22a)) and the tight condition ¢; = 22.5° (Figure [2.22b]).

correct quadrant rate.

¢t =90 - n,n € Ny (2.10)

Sounds are most often localized in the correct quadrant (test group: 93 %, control group: 90 %)
with natural hearing, c.f. Figure With earplug and earmuff the localization performance
based on the correct quadrant condition is equal to the localization performance obtained based on the
two correct response conditions, c.f. Section With P1 (84.75%, resp. 75.08%) and P3
(78.50 %, resp. 68.97 %) higher performance is obtained than with P2 (60.83 %, resp. 56.98 %)
and P4 (59.42 %, resp. 58.49 %), respectively in the test and control group. The difference between
natural and non-natural hearing is significant for all (p-values: < 0.001) in both groups. This
significance between natural and non-natural hearing has also been found in [I66]. This difference is
less significant (p-value: < 0.01) in the test group between PO and P1. The difference
between earplug and earmuff is not significant (p-values: > 0.05) in neither the test nor the
control group. The difference between [HPD] P2 and P3, resp. [HPD| P3 and P4 is less significant in
the control group (p-values: < 0.01) than in the test group (p-values: < 0.001).

Training has no effect on the correct quadrant rate under the natural hearing (p-value: > 0.05), nor
under the earmuff hearing (p-values: > 0.05). In the case of PO, it is difficult to further increase
the performance of 90 % correctly localized sounds. In contrast, P2 and P4 highly degrade the

spectral cues such that even performing a training stage with those does not lead to improved
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groups.

localization performance. When wearing earplugs, subjects who performed training localized sound
sources in the correct quadrant more often than subjects who did not perform training (p-value:

< 0.05).

In the first fifth of the test, i.e. during natural hearing, the average correct response rate is 92.41 %
and drops to 67.69 % for the remaining samples, i.e. during non-natural hearing. This decrease is in

coherence with the previous findings that reduces the localization performance.

2.3.3.5 Confusion rate

The localization confusions are split in three types: front-back confusion, left-right confusion and
mixed confusions. In Figure the distributions and mean values of these confusion rates are

visualized.

2.3.3.5.1 Front-back confusion Front-back confusions occur when the responded angle ¢, is in the
frontal or back hemisphere, respectively, while the tested angle ¢; is in the other hemisphere. Sounds
which are positioned on the interaural axis, i.e. ¢; € {90°,270°} cannot be assigned unambiguously to
either the frontal or back hemisphere. Hence, we exclude the data of the calculation of the front-back

confusion rate where the sound source is located on the borders of the hemisphere, i.e. ¢, € {90°,270°}.

The lowest front-back confusion is obtained under the natural hearing, regardless of whether sub-
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jects are trained or not, c.f. Figure Trained subjects achieve an average front-back confusion
rate of 5.21 % (test group), while untrained subjects rank at 8.44 % (control group). No modifications
in the of the subjects were introduced, so this good performance is evident. Further, the
localization performance with the earplugs P1 (13.79 %, 22.99 %) and P3 (19.14 %, 27.76 %) is better
than with the earmuffs P4 (34.50 %, 36.39 %) and P2 (34.50 %, 38.91 %), in the test and control group
respectively. The obtained front-back confusion rate with passive earmuffs match well with the value
of 33% from [I82]. The effect of the on the front-back confusion rate is significant in both
groups (p-values: < 0.001) except for the pairs of earplugs, i.e. between P1 and P3, and earmuffs, i.e.
between P2 and P4. Further, the difference in the front-back confusion rates between [HPD] P2 and
P3 as well as between P3 and P4 is less significant in the control group (p-values: < 0.05) than

in the test group (p-values: < 0.001).

The interquartile range of PO is 4.32 % (control group) and 4.60 % (test group). This interval
is largely increased with non-natural hearing conditions up to 18.93 % (control group) and 20.79 %
(test group). The increase of the interquartile range signify an increased spread in the data. This
means that, on the one hand, seem to induce different modifications in the [HRTF| among the
subjects, and, on the other hand, subjects are individually sensitive to modifications in their

It is obtained that training reduces the front-back confusion rate under all hearing conditions. The
reduction is statistically significant in the case of P1 (p-value: < 0.01) and P3 (p-value: < 0.05),
i.e. the group of earplug but not in the case of natural hearing (p-value: > 0.05) nor when

using earmuff (p-values: > 0.05).
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2.3.3.5.2 Left-right confusion Left-right confusions occur when the responded angle ¢, is in the left
or right hemisphere, respectively, while the tested angle ¢; is in the other hemisphere. Similar to the
front-back confusion rate, data where the tested angle ¢, is located on the borders of the hemispheres,

ie. ¢ € {0°,180°}, is excluded from the calculation of the left-right confusion rate.

The left-right confusion rate, as illustrated in Figure reaches its maximum of 0.86 % (test
group) and 0.75 % (control group) with P4. No left-right confusions are obtained in the control
group with P1. The left-right confusion rate is 0.29 % (test group) and 0.2 % (control group)
with natural hearing P0). Better performance is obtained with P3 in both groups and
with [HPD] P2 in the control group only. Worse performance is obtained in the test group with [HPD]
P2 and P3 and in both groups with [HPD|P4. The effect of the training is statistically significant for
P2 (p-value: 0.025< 0.05), but not for the remaining (p-value: > 0.05). The effect of
the hearing condition on the left-right confusion is only significant between pairs of hearing conditions
that include P4 (p-values: < 0.05): The pair P3-P4 in the test group; The pairs of a
non-natural hearing condition and [HPD] P4 in the control group; The pair of the natural hearing
condition and [HPD| P4 in the control group.

In both groups most left-right confusions are obtained with [HPD|P4 and, as mentioned above, it is
the only hearing condition that shows an effect on the left-right confusions. Additionally, [IPD] P4 is
a passive model while all other are active models. Thus[HPD] P4 corrupts not only the spectral
cues but also the [TD]and [[LD] This prevents the subjects from left-right discrimination and leads to
the increased left-right confusion rates of 0.86 % and 0.75 %.

2.3.3.5.3 Mixed confusion Mixed confusions are equivalent to simultaneous front-back and left-right
confusions. They occur when the responded angle ¢, is located in the diagonal opposing quadrant of
the tested angle ¢;. As for the front-back and left-right confusion, data where the tested angle ¢; is
located on the border of the quadrant, i.e. ¢; € {0°,90°,180°,270°}, is excluded from the calculation

of the mixed confusion rate.

With [HPD] PO, no mixed confusions occur in either group, c.f. Figure The average confusion
rate is in both groups inferior to 0.1 % for P3 and around 0.17 % for P1. Under P2,
resp. P4 the mixed confusion rate in the test group (0.58 %, resp. 1%) is about twice the mixed

confusion rate in the control group (0.24 %, resp. 0.48 %). In none of the groups any significant effect
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of the on the confusion rate is obtained (p-values: > 0.05). Same holds for the effect of the
training on the confusion rate for the entire set of tested (p-values: > 0.05).

2.3.3.6 Front-back confusion rate & hearing level

In Section we have seen that certain frequency bands are dominant when discriminating
between frontal and back sound incidence. Since the hearing thresholds varies from subject to subject,
it is of interest to determine whether there is a relationship between the frequency dependent hearing

threshold and the localization performance.

The influence of the hearing threshold on the localization performance, in particular the front-back
confusion rate, is shown in Figure Only frequencies above 500 Hz are shown as the aging induced
shift in hearing threshold is more important for high frequencies than for low frequencies [80]. In

addition, the majority of Blauert’s directional and boosted bands are located above 500 Hz.

|Correlation Coefficient (PCC)| between the front-back confusion rate and the frequency dependent
hearing threshold is —0.1 (1kHz), —0.19 (2kHz), —0.21 (4kHz), —0.24 (8kHz). For the remaining,
not shown frequencies the are —0.06 (125Hz), —0.02 (250 Hz) and —0.15 (500 Hz). For all

frequencies the observed [PCC| are negative and close to zero, hence there is no correlation between

the hearing threshold and front-back confusion rate.

2.4 Conclusion

[HPD]induced modifications of the [IRTF|and the sound localization performance with and without
were examined in this chapter. The effect of on the [HRTF] was analyzed in an anechoic
chamber on three acoustic dummy head configurations with four including earplug, earmuff,
active, and passive Earmuff lead to highly modified while earplug in-
troduce much less modifications. The bandwidth of the electroacoustic systems of active is
important to provide sufficient high frequency spectral cues. The effect of the type of earplug
was evaluated. Universal and custom molded earplugs introduce modifications on the [HRTF] which

do not show noticeable differences.

A [VAE] has been designed and set up in a semi-anechoic chamber in order to conduct sound

localization tests. With this [VAE] the sound localization performance of 40 subjects, with and without
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was assessed. Subjects achieve best localization performance with their natural hearing. The
probability of obtaining a correct response without is at least by 14 % higher than with
It is obtained, that subjects respond either correctly or with a front-back confusions. The number of
obtained left-right and mixed confusions are negligible. The decrease of sound localization performance
when wearing is due to the increase of front-back confusions. Earplug allow better sound
localization than earmuff An increased number of correct responses and a reduced number of
front-back, left-right, and mixed confusions are obtained when using earplug[HPDsg|rather than earmuff
Hence, earplug are advantageous over earmuff concerning sound localization
performance. Small differences were obtained between the earplug [HPD]models, which are due to the
size of the earplug and consequently the amount of the covered outer ear [164]. P3 covers the
cavum concha and cymba concha while P1 covers only the cavum concha, see [61] for definitions.
The height of the cavum concha, resp. cymba concha are the most, resp. third most important feature

of the outer ear, influencing the [HRTF|and sound localization [184].

A strong interaction was identified between the objectively measured [RMSE] of [HRTF| induced
by and the subjective localization performance with each of the [HPD] Figure visualizes

this effect by confronting the correct response rate (averaged over both groups) under the tight con-
dition (¢; = 22.5°) with the (frequency range “speaker”) for each of the non-natural hearing
conditions. A [PCC]|of —0.96 supports that the more an [HRTF]is modified the more the localization
performance drops. Further, front-back confusions occurred during the localization test only when
subjects wore [HPD] hence modify mainly the spectral cues which are important for front-back
discrimination. P1 and P3 introduce less modifications in the [HRTE] and lead to enhanced lo-
calization performance than [HPD| P2 and P4. Consequently, it is preferable that be designed
as earplug models, with the earplugs being as small as possible to cover as little area of the outer ear

as possible.
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axis) for the non-natural hearing conditions P1 to P4.
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3.1. HRTF SIMULATION

In the previous chapter it was obtained, that earplugs are advantageous over earmuffs regarding
localization performance. In order to show the importance of working on the development of earmuffs
rather than earplugs, the current chapter focuses on the contributions of the outer ear on the natural

[HRTF] and directs the following work towards of type earmuff.

3.1 HRTF simulation

The natural of dummy head Harry34, Harry33, and HATS33 were numerically simulated.
For this, the dummy heads were scanned to obtain their geometrical 3D representation, c.f. Sec-

tion [1.4.1.2] To reduce the size of the 3D models, the base plates of Harry34 and Harry33 and the

torso of HATS33 were removed. The final 3D models are shown in Figures [3.1a] [3.1d and [3.1€], count-
ing 69985 (Harry34), 62686 (Harry33) and 46666 (HATS33) triangular surface elements. The [HRTFs

were simulated for the same frequency scale and angles of incidence which were used for the [HRTF]
measurements, i.e. 1600 logarithmically spaced frequencies in the interval [16 Hz; 25.6kHz| and 16
angles of incidence spaced by 22.5° in the interval [0°;360°]. The magnitudes of the simulated
are shown in Figures [3.1b] [3.1d] and [3.11

The general characteristics and in particular the locations of the peaks and notches in the simulated

HRTTS, c.f. Figure and the measured c.f. Figures [2.5a] [2.6a] and [2.7a], agree with each

other and with Mokhtari’s observations [I85]. Particular attention must be paid to the simulated

HRTF| of HATS33 in Figure where low frequency (f < 30Hz) details occur for all angles of

incidence. They do not originate from the [HRTF] rather they are numerical artifacts. The underlying

|Conjugate-Gradient Solver (CGS)| of the simulation does not converge within the maximum number

of 1500 iterations [I59]. Fixing this problem does not seem reasonable, since the [HRTF| measurement
does not provide reliable data for frequencies below 30 Hz and thus a comparison between measurement
and simulation below 30 Hz is not possible anyway. Above 30 Hz the [CGS| converges within 41 to 307

iterations (average: 54.33, standard deviation: 15.97).

The [RMSES between the measured and simulated [HRTEFS was calculated based on the [RMSE]
definition in Equations (2.1]) and (2.2)). The equations were adapted and we replaced HRTF p;, resp.
HRTF py by the measured, resp. simulated natural [HRTFE|] The RMSE] between simulation and mea-

surement, calculated on the entire frequency range, equals 2.88dB (Harry34), 2.58 dB (Harry33), and
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Figure 3.1: Left: 3D models of dummy heads. Right: Magnitude of numerically simulated [HRTF's
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Figure 3.2: [RMSE|in the critical bands [I2] between the simulated and measured [HRTF's|for the three
dummy heads.

2.19dB (HATS33), while considering the loudspeaker’s frequency range, it equals 2.54 dB (Harry34),
2.10dB (Harry33), and 1.91 dB (HATS33). In comparison, the [RMSE|between pairs of natural[HRTF
of different dummy heads varies between 2.58 dB and 2.97 dB (intra measurement), 2.22 dB and 2.84 dB
(intra stimulation), 2.55dB and 3.07dB (inter measurement-stimulation), regarding the frequency
range of the loudspeaker. With the exception of Harry34, the between measured and simulated
of the same dummy head configuration is lower than the [RMSE| between pairs of of
different dummy head configurations. The poor repeatability of the measurements, in particular with
Harry34, causes the increased RMSE] between measurement and simulation. Mokhtari et al. obtained
a spectral distance between simulation and measurement varying between 3.8 dB to 4.7dB [185]. They
face the problem of positional errors as working with human subjects, who slightly move during the
[HRTF| measurement and 3D scanning procedure. Further, they used different head-to-source dis-
tances for the simulation and measurement. In contrast, for the simulations and measurements, we

used dummy heads that move much less than human subjects and used equal head-to-source distances.

Figure visualizes the [RMSE] between the simulated and measured per critical band.
Across the entire frequency range, the ranges the interval [0.36 dB; 5.83 dB]|. Between critical
band N° 10 and N° 15, i.e. [1.08 kHz;2.7kHz|, the are smaller for HATS33 than for Harry34
and Harry33. It is identified that at contralateral directions with ¢ € [247.5°292.5°] the difference
between the simulated and measured [HRTF| of HATS33 is noticeably lower than for Harry34 and

Harry33. Small misalignment of the dummy head axis with respect to the reference axis during the
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3.2. CONTRIBUTIONS OF THE OUTER EAR

measurements and in the 3D models are subjected to cause these effects. Further, it is noticed that the
[RMSE] tends to increase with increasing frequency. The 3D scanning process captured the geometry
of the dummy heads with a spatial resolution of 1 mm [I5§]. The reshaping of the meshes to an edge
length of 2.23mm reduced their number of elements. Hence, there are fine geometrical deviations
between the real-life dummy heads and their numeric siblings, i.e. 3D meshes. These deviations
become more and more noticeable in the high frequency range of the which is in accordance

with the observations of Braren et al. [186].

3.2 Contributions of the outer ear

Despite its name Head-Related Transfer Function the is defined by the geometries of the
ensemble of outer ears, head, and shoulders, c.f. Section [T.2.2.5] Like the [IRTF], the [Pinna-Related

[Transfer Function (PRTF)| describes the directional and frequency dependent transfer function but

taking only the geometry of the outer ear into account. The contains major spectral information
above 3kHz due to the fine geometrical structure of the outer ear [I87]. Shaw, Takemoto et al., and
Otani et al. identified resonance frequencies of the outer ear between 3.5kHz and 17 kHz which they
were able to relate to outer ear geometries, such as concha height, width, and depth [I88] (153, I51].

In the following, spectral cues related to the [PRTF] are confronted with spectral cues related to the
[HRTEL

To compare [PRTF|and [HRTFE], the 3D models of a new dummy head, called “HATS00”, and of the

outer ears were constructed. HATS00 was obtained by removing the outer ears from HATS33’s 3D
model and adding a left and right ear canal, each measuring 15 mm in depth and 8 mm in diameter,
c.f. Figure [.3d [189]. The depth corresponds to the depth of the ear canal in the Harry-based
dummy heads. The 3D models of the removed outer ears were individually centered at the origin and
attached to a circular support. The resulting model of the right outer ear is shown in Figure
Numerical simulations were performed with the left and right outer ears and HATS00, using the same
simulation settings as in Section These 3D models counted 44514 (HATS00) and 4854 (outer
ear) elements. Compared with the 3D model of HATS33, the number of elements was reduced by
5% (HATS00) and 90 % (outer ear). The magnitude of the of HATS33 and HATSO00 and the
[PRTE] are shown in Figures 3.3D] [3.3d] and B3] For HATS00, c.f. Figure it can be noticed
that the frequency dependent diffraction starts by 300 Hz at ¢ = 90°. Additionally, the “bright spot
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3.3. RECOMBINATION OF THE HRTF

effect” at ¢ = 270° is most distinguishable around 2kHz, aligning with the characteristics of the [[LD]
c.f. Figure By visual comparison of Figures and it turns out that HATS00, i.e. the
geometry of the head, defines the basic structure of the [HRTF] including [[LD] and [[TD}] The [HRTE] of

HATSO00 is highly symmetric to ¢ = 90° particularly for ipsilateral positions, leading to equal spectral
cues for directions of incidence symmetric to the interaural axis. Front-back discrimination is not
possible with such symmetric cues as they introduce equal directional information for frontal and back
sounds. Looking at the [PRTF|in Figure [3:31, non-symmetric spectral cues are obtained above 1kHz,
providing unambiguous directional information. The geometries of the outer ear are interacting with
high frequencies only. Two important notches are identified: The first propagates from 10 kHz and 0°
to 12kHz and 67.5°, the second propagates from 6 kHz and 112.5° to 10 kHz and 247.5°. These notches
can be easily recognized in the of HATS33, c.f. magenta highlighted regions in Figure As
noted by Algazi et al., Takemoto et al., and Otani et al., the [ HRTF]| can be decomposed into spectral
cues contributed by the head on the one hand and the outer ear, i.e. the [PRTF} on the other hand
[187, [153), 151]. Only the combination of the head together with the outer ears leads to spectral cues
that are unique for each direction of incidence and thus allow reliable sound location with natural
hearing. The head without outer ears does not allow front-back discrimination, since it introduces

symmetric cues.

3.3 Recombination of the HRTF

The recombination of a generic [HRTEF] e.g. of a sphere or a head without ears, in the following
called “4HRTEF], with the individual of subjects can reduce the effort required to obtain in-
dividual for a large number of subjects [I87]. The basic shape of the is defined by
the JHRTF] whose simulation is expensive regarding computational resources and time due to the
size of the 3D mesh. In contrast, this simulation must be performed only once as the JHRTF]is used
for all subjects. The simulations of the with less complex models are cheap and fast, but
must be performed individually for each subject. The resulting individual [PRTF]| contains individual
spectral cues which are essential for front-back discrimination and elevation determination. Algazi et
al. propose to combine the JHRTF| and [PRTE| by summation of their logarithmic magnitudes, i.e. in
the dB domain [I87]. We tested two methods of combining the HRTE| and [PRTF} summation and

arithmetic averaging. To better deal with the phase and gain of the transfer function, we combined the

105



3.3. RECOMBINATION OF THE HRTF

337.5 | ‘ ‘ 1] 337.5] |
315 I | 315
30 30
292.5 ] | I 292.5
bl g
270 ‘ i 1 270
247.5 0% 247.5 20
225] | | - 225 -
202.5 1 = 202.5 10 =
¥ 180 : < 2 180 <
< 1575 1170 E = 157.5 0 ol
135 ki 135 2
1125 10~ 1125 H_10~=
9 )
67.5 t_20 67.5 1H_20
45 a5
225 | . 225 _s0
0 | ‘ T | 0 | ‘
10° 10° 10* 10° 10° 10*
Frequency [Hz Frequency [Hz|
(a) (b)

Figure 3.4: Error function between the [HRTF| of HATS33 and the composed [HRTFs| using the sum
method (left) and using the mean method (right). Positive values indicate an overestimation of the

original @

previously simulated SHRTF] and [PRTF]in the complex domain. This required to use multiplication

instead of summation the geometric average instead of the arithmetic average.

The two recombination approaches are compared by evaluating the error function between their
results and the originally simulated [HRTF]| of HATS33. The error functions are plotted in Figure
Independently of the method, small errors are obtained between 50 Hz and 1kHz. Above 1kHz the
error functions are different. In general, the sum method leads to overestimation at ipsilateral positions
and underestimation at contralateral positions, while the mean method leads to overestimation on the
entire horizontal plane. The between the recombined and original was calculated with
Equations and and replacing HRTF p;, resp. HRTFpy by the recombined, resp. original
For the entire horizontal plane the are 4.21dB (sum) and 2.41dB (mean) in the
frequency interval [100 Hz; 18 kHz]. Considering the ipsilateral, resp. contralateral positions, the
are 4.04dB (sum) and 2.20dB (mean), resp. 4.87dB (sum) and 2.80dB (mean). We notice
that these values differ by approximately a factor of 2. This is related to the similarity of the sum
and mean method, which likewise differ in a factor of 2. The does not consider the relative
magnitude of local extreme values in the Even though the mean method results in lower RMSE]
the averaging damps the depth of notches and the height of peaks, which are important as they lead
to individually shaped At this point, further investigations involving subjective localization
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tests with the original and recombined should be performed with human subjects .

3.4 Conclusion

It turns out that the [PRTF]and thus the outer ear contributes most of the individual, directional,
spectral cues of the Concerning front-back discrimination and elevation determination the
[PRTE] plays an essential role for sound localization. Conversely, this means that should cover
the outer ear the least possible. In the case of earplug this requires miniaturized earplugs, as
they have been developed and are applied for hearing aids. Hearing aids are available as in-the-ear
(placed in the concha), in-the-canal (placed at the ear canal entrance), and completely-in-the-canal
(placed in the ear canal) devices [190, [191]. The more the receiver of the hearing aid is in the ear canal,
the least modifications are induced in the and the fewest sound localization errors are obtained
[192, 193], [169]. These miniaturized designs should be considered when improving sound localization
in the context of earplug Nevertheless, the process of miniaturization must not influence with

the primarily purpose of providing acoustic protection.

In contrast, earmuff inherently enclose the outer ear, making the miniaturization of their
geometries, as proposed for earplug impossible. At the same time, the large size of earmuffs
allows an easy and fast handling, even wearing gloves, neither have large sized devices to be inserted by
specialist unlike completely-in-the-canal devices [191]. Therefore, earmuffs advantages over earplugs
and are therefore not completely replaceable by them. In order to augment sound localization per-
formance with earmuffs, other techniques than reduction of the geometry must be envisaged. In the
following, different designs of earmuff and signal processing methods are studied, with respect

to sound localization in the horizontal plane.
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Spatial audio filters
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4.1. PARAMETRIC DIFFERENCE-HRTF

In order to reconstruct the directional information of environmental sounds under earmuffs, we
analyze in this chapter the spectral difference in between frontal and back sound incidence.
Further, a boost band filter as function of the azimuth angle ¢, approximating the identified spectral
differences, is developed. The developed filter is evaluated against filters from literature regarding

localization performance. For this a headphone based[VAE]is rendered and a listening test is conducted.

4.1 Parametric Difference-HRTF

Filters that introduce spectral cues have been either detailed [HRTF}based filters as functions of the
azimuth and elevation angle, or equalizer-type boost or damping filters that distinguish only between
frontal and back sound incidence. Our aim was to develop a filter with a hybrid structure based on
the spectral front-back difference of by combining equalizer-like band filters with the azimuth
dependent characteristics of an entire [HRTE]

4.1.1 Front-back differences in HRTF

The spectral front-back difference [HRTF| called AHRTTF], was defined on pairs of azimuth angles
which are symmetrically positioned around the interaural axis, c.f. Equation (4.1)). Equivalent to the
HRTF] the AHRTFis a function of the frequency f and azimuth angle ¢.

a=180° for ¢ < 180°

(4.1)
a =540 for ¢ > 180°

AORTEY f, ) = HRTF(f, ¢) — HRTF(f,a — ¢) {

We focused on the ipsilateral ear, i.e. the[HRTF|data for azimuth angles between 0° and 180°. The
AHRTF] was calculated for the measured and simulated, natural [HRTF]| of the three dummy heads
Harry33, Harry34, and HATS33.

Figure shows the six AIHRTEF] for the four pairs of azimuth angles 0°/180° (referred to as
0°), 22.5°/157.5° (referred to as 22.5°), 45°/135° (referred to as 45°), and 67.5°/112.5° (referred to as
67.5°). Apart from the effects due to the limited bandwidth of the loudspeaker and the imperfectly
compensated impedance peaks of the loudspeaker, the amplitudes are close to 0dB below 1kHz.
Hence, no spectral difference is noticed in this frequency range. Between 1kHz and 10 kHz common
characteristics are identified. A broad boost band, c.f. blue bordered region, is superposed with a

narrow peak, c.f. green bordered region, and followed by a small damping band in the high frequencies.
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4.1. PARAMETRIC DIFFERENCE-HRTF

The broad boost band is defined by the broadest, coherent frequency range where AHRTE| > 0dB.
The width of the narrow peak is defined by the 3 dB bandwidth, centered around the maximum which
is in the broad boost band. The broad boost band, the narrow peak, and the damping band alter their
positions on the frequency axis and magnitudes along with ¢. The broad boost bands, resp. small
damping bands are mainly located in the frequency interval [2 kHz; 8 kHz], resp. [8 kHz; 10 kHz]. The
location of the narrow peak varies in the interval [3 kHz; 7kHz]. The intervals of the broad boost bands,
resp. the positions of the narrow peaks correspond well with Blauert’s boosted, resp. directional bands
for frontal sound incidence which range [1.86 kHz; 7.03 kHz], resp. [2.91kHz;5.65kHz], c.f. Table
and [40].

The broad boost band shifts to lower frequencies with increasing azimuth angle and in amplitude
and bandwidth. The narrow peak is wide in bandwidth and small in amplitude for median positions
(¢ = 0°) and sharp, i.e. narrow, in bandwidth and large in amplitude for lateral positions (¢ = 67.5°).
For ¢ = 45° the peak reaches its maximum. Due to the definition in Equation the magnitude of
the AIHRTT] collapses towards a zero line at ¢ = 0°.

4.1.2 Parameterized filters

The parameterized spectral front-back difference called AlHEEEL was developed, based on
the measured and simulated [HRTF| of dummy head Harry33. By this we considered the advanced,
human-like outer-ear simulators and avoided the highly narrow band peaks in the AHRTTE] of HATS33
which are poorly approximated by low order, digital filters. The magnitude of the AHRTE is defined
by the magnitude of the AHRTF] of dummy head Harry33 at pairs of 0°/180°, 22.5°/157.5°, 45°/135°,
and 67.5°/112.5°. Linear regression was applied on these data points to obtain analytic functions and
interpolate the magnitude of the AHRTFlat intermediate angles. AHRTHis a function of the frequency
f and the azimuth angle ¢. The magnitude of the AHRTTis inverse symmetrical around the interaural
axis. Hence, the corresponding filters must have half the amplitude of AHRTTEL The implementation

of AHRTH is based on linear combination of 2°d-order [Infinite Impulse Response (IIR)| peak filters

and their implementation proposed by Zélzer in [194]. filters reproduce a given frequency response

with less filter coefficients than [Finite Impulse Response (FIR)|filters. The resultant simplicity allows

real time implementation on nearly any embedded systems with little computation power [195].
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Figure 4.1: Spectral front-back difference (AHRTE) for the measured (Figures [4.1al [4.1c| and |4.1¢))
and the simulated (Figures [4.10] [£.1dl and [4.1f) [HRTFS of the dummy heads. The broad boost bands,
resp. narrow peaks are bordered by blue, resp. green rectangles.
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Figure 4.2: Example of approximating the front-back difference HRTF| (AHRTF) at the azimuth pair
22.5°/157.5°. The 2"-order filters “low”, “mid”, “high”, “cut”, and “nar” are linearly combined and
result in the filter “apprx”. Here, the between the filter “apprx” and AHRTTE] is 1.75dB.

4.1.2.1 Basic design

The approximation of the AIJHRTFE] is exemplary shown in Figure for the simulated of
Harry33 at the azimuth pair 22.5°/157.5°. The magnitude of the original AIHRTF] is approximated
by the magnitude of the frequency response of filter “apprx”. Nowak et al. proposed an automatic
technique to approximate[HRTFs| They required between 3 and 30 peak filters to respect the maximum
error of 2dB, but most often 7 to 8 peak filters were sufficient [75]. Our approach required a fixed
number of filters, so we defined the filter “apprx” by a linear combination of five 2*-order filters.
Instead of a linear combination of two 2"d-order we used three of these 2°%-order filters, called
“low”, "mid”, "high”, to form the broad boost band characteristics. This increases the total filter order
by two but allows in a future development stage different gains at the lower and upper edge of of the
broad boost band. The steep high frequency slope of the broad boost band is obtained by the filter

“cut”. The narrow peak is generated by the filter “nar”. In the following, the center frequencies and

bandwidth are defined, followed by the determination of the gains.

4.1.2.2 Center frequency and bandwidth

The five peak filters are each defined by a center frequency fo, bandwidth f;, and gain g. In a first
step, fo and f, were manually determined from the AHRTT] in Figures and and are listed in
Table &1l A constant bandwidth of 4 kHz was chosen for the “cut” filter.
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Oo “IOW” “mid” “high” “cut” “nar” 225° “IOW” “Hlid’7 “high” “Cllt’7 “1’1.‘:11‘77
m | 322 | 460 | 6.44 | 850 | 6.11 m | 3.13 | 439 | 6.63 | 850 | 4.73

Jo 5345 T 207 [ 662 [ 850 | 5.22 Jo 5200 251 [ 674 [ 850 | 5.02
m | 1.40 | 3.38 | 1.21 | 4.00 | 0.43 m | 1.10 | 3.62 | 1.69 | 4.00 | 0.70

P T T80 22 [ 127 [ 400 | 171 P s T745 1 3.05 | 2.06 | 4.00 | L64

(a) (b)

45° “low” | “mid” | “high” | “cut” | “nar” 67.5° | “low” | “mid” | “high” | “cut” | “nar”
m | 3.03 | 3.86 | 5.68 | 7.50 | 3.92 m | 2.99 | 3.60 | 4.64 | 6.00 | 3.49

Jo 5T 960 [ 389 | 612 | 750 [ 433 | | 10 [5 [ 271 | 348 | 4.2 | 6.00 | 356
m | 099 | 258 | 2.27 | 4.00 | 0.74 m | 1.10 | 1.81 | 1.59 | 4.00 | 0.19

Fo 5T 080 [ 3124 | 1.83 [ 400 [ 094 | | 7[5 [ 052 | 230 | 0.04 | 4.00 | 0.38

() (d)

Table 4.1: Center frequencies fy and bandwidths f, in kHz for the five 2"d-order filters, extracted
from the measurement (“m”) and simulation (“s”) based AHRTE] of Harry33. Values are indicated

for the [IRTE| pairs of 0°/180° (Table [i1a), 22.5°/157.5° (Table , 45°/135° (Table [I.1d), and
67.5°/112.5° (Table [4.1d).

For each of the five 2"-order filters “low”, “mid”, “high”, “cut”, “nar”, linear regression was
used to fit 2*d-order polynomials to the data in Table The obtained analytic functions describe
the relationship between the center frequency fy, resp. the bandwidth f; and the azimuth angle
¢. For the fitting process we considered the measurement-based and simulation-based data. The

obtained polynomials for the center frequencies fp, resp. bandwidth f, are given in Equation (4.2),
resp. Equation (4.3]).

@) [016 —17.73 3338
§4() 0.0014 —19.17 4810 [¢?
fo(¢) = | 9" ($)| = | —0.65 16.69 6557| - | ¢ | [Hz] (4.2)
f544(o) —0.62 722 8538 |1
f3 (o) 1 0.092 —38.09 5671
f7(¢) [0.043 —13.18 1473
5() ~051 1987 3075| [¢?
fy(¢) = g“gth(qb) = -0.70 4869 1210|-|¢| [HZ (4.3)
FE(9) 0 0  4000| |1
f (@) |—0.33  10.09 1077

The polynomials for the center frequencies result in R? values of 68.09 %, 94.55 %, 96.57 %, 97.40 %,
resp. 90.78 % for the “low”, “mid”, “high”, “cut”, resp. “nar”. The polynomials for the bandwidth result
in R? values of 65.37 %, 69.08 %, 71.29%, N/A, and 41.80 %, respectively. The poor R? values are
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4.1. PARAMETRIC DIFFERENCE-HRTF

due to the large spread of the measurement-based and simulation-based data. Due to the constant
bandwidth of the “cut” filter the data has zero standard deviation. For this case the R? value is not

defined.

4.1.2.3 Gains

The combination of the filters “low”, “mid”, “’high” and “cut” is intended to shape the broad
boost band of the AHRTFE. The gain of this broad boost band (¢***) was manually determined from
Figures and to be 5.50dB, resp. 6.00dB (0°), 6.50dB, resp. 6.00dB (22.5°), 6.65dB, resp.
3.00dB (45°), and 5.68dB, resp. 2.20dB (67.5°) for the measurement, resp. simulation based data.
The narrow peak exceeds the broad boost band by 3.50dB, resp. 1.00dB (0°), 7.50 dB, resp. 5.93dB
(22.5°), 8.09dB, resp. 11.36dB (45°), and 9.17dB, resp. 11.00dB (67.5°) for the measured, resp.
simulated data. These values define the gain gnq,. With linear regression we fitted 2"d-order
polynomials to the gains and obtained the analytical relations between the azimuth angle ¢ and the
gains as given in Equation . The constant gain of ge,: = 0.1dB at f§"* was identified to model

sufficiently the high frequency slope of the broad boost band.

g () —0.00068 0.016 5.87] [¢?
g(o) = | g™ (o) | = 0 0 01| -|¢ (4.4)
9" () —0.0020 0.25 2.19 1

The spread of the gain data by more than factor 2 at 45° and 67.5° resulted in the low R? value of
29.42 % for the broad boost band. The regression of g"%" represents well (R? = 87.13 %) the measured

gains of the narrow peak.

4.1.2.4 Gain optimization

Regarding ¢***(¢) and ¢g®**(¢) in Equation we obtained functions which are describing the
gain, resp. amplitude of the broad boost band as a function of the azimuth angle ¢. The broad boost
band is intended to be approximated by the magnitude of a filter, called “apprx”. This “apprx” filter
is generated by a linear combination of the 2"d-order filters “low”, “mid”, “high” and “cut”. Hence the
gains of the 2-order filters must be optimized, such that the error € between the magnitude of the
“apprx” filter | H*PP™*( f, ¢)| and the broad boost band is minimal. It is sufficient that this constraint is

simultaneously respected at each of the center frequencies féow, g‘id, (I)l igh, and f§**. Equation li
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formulates this minimization problem, which has to be solved for each ¢ individually.

Homa(fee ) T g
min e = min | |77 UE0) | _ e -
g g ‘Happrm(fo 7¢)‘ gcm(d))

’Happ’rx(fgut, ¢)|

Happrz( high )

9 Happrz(fénid’¢) 9 0 9

‘}Iapprz(f(l)ow7 (b)

, Tesp. |HPPE( feut @) denotes the magni-
tude of the frequency response of the “apprx” filter at the frequencies f = éow, f= 6”“, f= f[}f igh,
resp. f = f§* for the azimuth angle ¢. g"(¢) and g“**(¢) define the target gains which |H®P™(f, ¢)|
is required to reach at the mentioned frequencies. The vector g is of size 4 x 1 and its values comprise

the gains for the 2"d-order filters such that the optimization problem is satisfied.

Abel and Berners proposed to use linear systems of equations to optimize the gains of succeeding
peak filters such that the combination of the peak filters result in a transfer function with a magnitude
of a given target gain [196]. For this we rewrite the optimization problem from Equation (4.5 as a

linear system of equations, c.f. Equation (4.6)), which is easily solved using least squares.

H g=g (4.6)

The matrix H is of size n x n where n equals the number of the involved peak filters, here n = 4. The
elements h; j ['| of the matrix H equal the magnitude of the frequency response |H if = fi, ¢)| of the
§1 peak filter for the azimuth angle ¢, evaluated at the i'!' center frequency, i.e. h;; = [HI(f = f§, ¢)|.
The vectors g and g are of equal size (4 x 1). The elements g;, resp. §; equal the magnitude of the

target frequency response at the i*" center frequency, resp. the target gain of the j™ peak filter.

4.1.2.5 Filter combination

The individual steps of the parameterized spectral front-back difference [HRTF, AHRTE], are il-
lustrated in Figure ANHRTE determines the center frequencies fy and bandwidth f;, c.f. Equa-

tions (4.2) and (4.3) and the target gains g**® and g°“, c.f. Equation (4.4). The optimized gains §
of the filters “low”, “mid”, “high”, resp. “cut” are calculated accordingly to Equation (4.6). In order

"When indexing matrix or vector elements (subscript): 4,5 € {1,..,4}. Otherwise (superscript): j,i €
{low, mid, high, cut}.
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0°/180° | 22.5°/157.5° | 45°/135° | 67.5°/112.5°
meas | 1.65dB 1.41dB 1.80dB 0.99dB
sim | 1.31dB 1.02dB 1.29dB 0.82dB

Table 4.2: [RMSE| between the AH RT'F|based on the measurement (“meas”), resp. simulation (“sim”)
and the A\H RT'F|in the frequency decade [1kHz; 10kHz].

to avoid discontinuities when the azimuth angle ¢ passes over the interaural axis, we introduced the
output gain v,(¢) which is constantly +1, resp. —1 for ¢ > 80°, resp. ¢ < 100°. Between 80° and
100°, go(¢) follows a Tukey window symmetrical to ¢ = 90°, c.f. Figure [76]. The gains §'°*, g™,
Gk geut and g™ are scaled with v,(¢). Finally, we obtained five 2"d-order peak filters, defined
by their center frequency fy, bandwidth fp, and gain g,. Their linear combination results in AHRTEH

whose magnitude is shown in Figure [4.5

The magnitudes of the measured, simulated, and parameterized spectral front-back difference
are confronted in Figure {4.6| for the azimuth pairs of 0°/180° (see 0°), 22.5°/157.5° (see 22.5°),
45°/135° (see 45°), and 67.5°/112.5° (see 67.5°). Analysis of AHRTFlfocused on the domain of definition
ranging from 1kHz to 10 kHz. By visual inspection it turns out that AHRTTF! is closer to the smooth,
simulated AIHRTF] than the fluctuating, measured AHRTFL AHRTF] tends to overestimate the low
and high frequency slope of the broad boost band, while it approximates well the amplitude of the
broad boost band. The center frequency and the amplitude of the narrow peak are precisely reproduced
by AHRTEl Table summarizes the between AHRTE and the measured, resp. simulated
AHRTT]L The values show lower values for the simulated than for the measured AHRTT]
supporting the previously, visually determined similarity characteristics. As the pairs of azimuth
angles become more lateral, the decreases. At 45°/135° this decrease shows discontinuities.
They were caused by the large differences between the measured and simulated AHRTT], particular in
the center frequency of the narrow peak f;'" and in the high frequency slope of the broad boost band,
c.f. Figure 4.6, The measured and simulated AIHRTE| show negative peaks near 1kHz and 10kHz
which are not taken into account by AHRTE! The amplitudes of these negative peaks are converging
towards zero with increasing lateral angles, leading to the general decreasing trend of the in
Table
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Figure 4.6: Comparison of AHRTF (“param”) and the spectral front-back differences of the measured
(“meas”) and simulated (“sim”) [HRTFs| of dummy head Harry33.
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4.2. LISTENING TEST

4.2 Listening Test

A listening test was conducted to assess in what extent listeners could interpret the provided
spectral cues. For this, mono sounds were converted to stereo stimuli with directional information
which were presented over headphones to the participants. Spectral cues were introduced to the
stimuli by rendering filters. The localization performance obtained with the different rendering filters
was evaluated. Two methods of generating the stimuli were used and it was evaluated how these
methods influence the localization performance. Further, two sound samples were used to investigate

if the spectral composition of the sound sample affects the localization performance.

4.2.1 Setup

Prior to the listening test, we performed a Békésy audiometry to verify that the listeners have
normal hearing related to their age. The audiometry was conducted in the semi-anechoic chamber.
We used pure tones, which ranged the interval [125 Hz; 8 kHz] in octave bands. The Otometrics Madsen
Astera? clinical audiometer, TDH39 headphones, and the Otometrics Otosuite audiometry software

were automatically controlling the test [179].

The listening test was conducted in an office pod (SBS Silence Business Solutions “Procyon Qua-
tro”). Participants were seated and listened to stimuli via stereo headphones (BeyerDynamics “DT
770M”) which were driven by a tablet computer. The computer conducted the listening test and
served as user interface. The interface resembled the user interface of the localization test, c.f. Fig-
ure Common elements were the acoustic horizon (black circle), the direction cursor (black ray),
the progress bar and the button for validating the responses. The button was relocated outside the
acoustic horizon and a head icon was placed at the center point of the acoustic horizon (ancient posi-
tion of the response button), providing the reference orientation for frontal directions, c.f. Figure
The test was an unforced choice test, i.e. the direction cursor could be freely steered in any direction,

whereas the step size was only limited by the technical specifications of the touch screen.

4.2.2 Stimuli

The stimuli were generated based on two mono sound samples. The first sample, i.e. male speech

of 0.992s, covered the lower frequency range up to approximately 3kHz, c.f. Figure [4.8a] The second
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Pogus

Figure 4.7: The comprised of the progress bar, the direction cursor (black ray), the acoustic
horizon (black circle), the reference orientation for the subject (head icon in the center), and the
response validation button.

litude [dB]

Frequency [Hz]
Amplitude [dB]
Frequency [Hz]

(a) Male speech. (b) Cicada sound.

Figure 4.8: Spectrogram of the sound samples which were deployed during the listening test.

sample, i.e. cicada sound of 0.908s, covered the high frequency range from approximately 2kHz up

to 10kHz and resembled to pulsed noise, i.e. bursts, c.f. Figure [£.8a]

The methods of generating the stimuli were based on ambisonic rendering and discrete rendering
and converted the mono sound sample into a stereo stimuli with directional information. The pro-

cessing chains are sketched in Figures [£.9) and Both methods included headphone equalization

as terminating step.

The ambisonic method started by recording the sound field in the center point of the circular
loudspeaker array with a 15t-order ambisonic microphone (TetraMic by Core Sound). The sound

sample was positioned at discrete positions ¢;. The recorded A-format signals, i.e. output signals of
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A-Format (4) E
; , ;
Ambisonic B-Format (4) Ambisonic vV (4) - Vi) .. HPS (2)
Filtering Mixing HP equal
Encoder Decoder

S
)

HPS (2)

R’

Figure 4.9: Processing chain for generating the stimuli using the ambisonic method. The signals are
the virtual loudspeaker signal (V'), the filtered, virtual loudspeaker signal (Vf ), and the headphone
signal (HPS). The digits in parenthesis denote the number of channels per signal.

Rendering Filter

the microphone capsules, were encoding to B-format signals, called W, X, Y, and Z. The B-format
signals were decoded for a squared virtual loudspeaker setup, c.f. “Decoding Target” in Figure
resulting in the virtual loudspeaker signals V; to Vy. Spectral front-back information was introduced
to the virtual loudspeaker signals by applying rendering filters, c.f. “Rendering Filter” in Figure
The filtered, virtual loudspeaker signals Vlf to V4f were down mixed to a stereo headphone signal

HPS, accordingly to Equation (4.7)), and finally headphone equalization was performed.

HPS, =V + V) HPSp =V +Vv] (4.7)

Rendering the stimuli by the discrete method, c.f. Figure [£.10] started by converting the mono
sound sample into a stereo sound sample and introducing the spectral front-back information by
applying rendering filters, c.f. “Rendering Filter” in Figure m The values of 7 = 0.105m (head
diameter) and ¢ = 343.23ms~! (speed of sound) were inserted into the approximation of the as
given in Equation . The resulting expression, c.f. Equation , defined the and the left

and right channels were correspondingly delayed to each other. Finally, headphone equalization was
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Figure 4.10: Processing chain for generating the stimuli using the discrete method. The signals are the
sound sample (SS), the filtered sound sample (SS7), and the headphone signal (HPS). The digits in
parenthesis denote the number of channels per signal.

performed.

[ITD| ¢:) = 611.83 us - sin(¢y). (4.8)

4.2.2.1 Rendering Filters

If not explicitly otherwise stated, the rendering filters differentiated only between frontal and back
sound incidence but didn’t differentiate between the left and right ear. Hence, their frequency responses
were symmetric to the median plane, i.e. H(f, ) = H(f,360°—¢). In the ambisonic rendering method,
the virtual loudspeaker signals V; and Vy, resp. V5 and V3 are filtered with the “frontal”, resp. “back”
frequency response. In the discrete rending method, the sound sample was filtered with the “frontal”,

resp. “back” frequency response for ¢, < 90° or ¢; > 270°, resp. 90° < ¢y < 270°.

4.2.2.1.1 High shelf filter According to Frank et al., a 3kHz enhances front-back discrimina-
tion [76]. They reported that a filter gain of +6 dB leads to an unnaturally sharp sound but good
localization results. With the implementation of 2"-order from [194] we obtained the frequency
response for frontal and back sound incidence as shown in Figure In the following, filter N° 1

refers to this filter.
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Figure 4.11: 3kHz (filter N° 1).

4.2.2.1.2 Blauert band filters Each coherent frequency interval of Blauert’s directional and boosted
bands of 90 % and 95 % confidence, as given in Table was represented by one 2"-order peak
filter. The center frequencies fy, resp. bandwidths f; of the peak filters were calculated accordingly
to Equation , resp. Equation . fi, resp. f, denote the lower, resp. upper frequency
of a coherent frequency interval. The implementation from [I194] was used. Peak filters which
correspond to the same type of band were linearly combined with the optimization technique from
[196], presented in Section The optimization was performed with a target gain of 6dB.
Figure [£.12] visualizes the magnitudes of the obtained filters, which are referred to as filter N° 2 to N°
5.

fo=/f2 12 (4.9) fo=fu—fi (4.10)

4.2.2.1.3 Parameterized difference-HRTF AIHE:EL i.e. the parameterized spectral front-back dif-
ference as developed in Section was evaluated for the ambisonic render at ¢ € {45°,135°}
and for the discrete method at ¢ = ¢;. In the ambisonic method, loudspeaker signals Vi and V4, resp.
Vo and V3 were filtered with the “frontal” (¢ = 45°), resp. “back” (¢ = 135°) AHRTE] as visualized
in Figure In the discrete method AHRTE was evaluated for all possible azimuth positions ¢;.
Pairs of azimuth angles symmetrical to the median plane, led to equal filters, see Figure Filter

N° 6 refers to the AIHRTE based filter.
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Figure 4.12: Filters, which are based on Blauert’s directional and boosted bands of 90 % and 95 %
confidence, were implemented with 2"d-order peak filters.
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Figure 4.13: AHRTE (filter N° 6) as applied to the signals of front and back virtual loudspeakers in

the ambisonic rendering method (Figure 4.13al) and as applied to the sound sample in the discrete
rendering method (Figure [4.13b)).

125



4.2. LISTENING TEST

Magnitude [dB]
Magnitude [dB]
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Figure 4.14: AHRTF] as based on the average HRTF|of the CIPIC database (filter N° 7, Figure [4.14a),

the measured [HRTF's| of dummy head Harry34 (filter N° 8, Figure |4.14b)), and the measured [HRTFs
of dummy head Harry33 (filter N° 9, Figure {4.14c]).

4.2.2.1.4 Averaged difference-HRTF We defined the averaged, spectral front-back difference
called AHRTEL Based on the magnitude of the initial called [HRTTEY f, ¢), we calculated
the average called [RTTEY f, Q;), over the frontal ipsilateral quadrant (i = 1) and the back
ipsilateral quadrant ¢ = 2, c.f. Equation . The front-back difference was obtained by calculating
the difference between both quadrants and scaling the result with 0.5, c.f. Equation .

HRTR(/, Q) = 3+ . BRTES.6)| vie {12}
et , (4.11)
with ®; = {{22.5 ,45°,67.5°} fori=1
{112.5°,135°,157.5°}, for i =2
AHRTR(f) = - (@RTB(/, Q1) - BETH(/,22)) (1.12)

As initial [HRTF| we took the average [HRTF| of the CIPIC database [61] (resulting in filter N° 7)
and the measured [HRTFs of dummy head Harry34 (resulting in filter N° 8) and Harry33 (resulting in

filter N° 9). The obtained frequency responses for frontal and back sound incidence are visualized in

Figure [£.14]

4.2.2.1.5 Averaged HRTF From the calculation of the AHRTE|in Paragraph4.2.2.1.4] we reused the
definition of the quadrant wise averaged [HRTF| i.e. [HRTE f, Q;). [HRTF| data which were related to
the frontal ipsilateral quadrant )1, resp. the back ipsilateral quadrant ()2 were defining the rendering
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(a) Harry34, measured (filter N° 10). (b) Harry34, simulated (filter N° 11).
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(c) Harry33, measured (filter N° 12). (d) Harry33, simulated (filter N° 13).

Figure 4.15: [HRTTE of the measured (Figures4.15aland [4.15¢]) and simulated (Figures 4.15b{and [4.15d))
|HR'_IT| of dummy head Harry34 and Harry34.

filters for frontal, resp. back virtual loudspeaker signals or azimuth positions ¢. [HRTTE] was calculated

for the measured and simulated of the dummy heads Harry34 and Harry33. The resulting

filters are referred to as filter N° 10 to N° 13. The obtained frequency responses for frontal and back
positions are shown in Figure

4.2.2.1.6 Simulated HRTF The rendering filter N° 14 was based on the simulated [HRTF|of dummy
head Harry33, c.f. Section With this rendering filter, the signal processing changed slightly as
it took into account the ipsilateral and contralateral data of the [HRTE} In the ambisonic rendering

method, the four virtual loudspeaker signals V; to V4 were binaurally filtered with the [HRTEF] c.f.
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Figure 4.16: [HRTF|based rendering filter for the ambisonic (Figure |4.16a)) and discrete (Figure [4.16b)

method.

Equation . The frequency responses of the simulated aligning with the the positions of
the virtual loudspeakers are shown in Figure [£.16a] In the case of the discrete rendering, the stereo
sound sample was binaurally filtered with the simulated The simulated is shown in
Figure for an exemplary set of azimuth angles ¢.

45°

HPS,| (Vi Vo V3 V4 135°

[HPSR] N [V4 Vs Va VI] HETH) £, 225° (4.13)
315°

4.2.3 Procedure

The stimuli were presented in complete random order to the listeners and each stimulus was tested
twice. To keep the test duration at an acceptable length, i.e. below 20 min, the test was divided into

two series. Subjects were allowed to participate in one of the series or in both series.

In the 1%t series we tested stimuli based on both audio samples generated by the ambisonic method
in combination with the rendering filters N° 1 to N° 13. Due to the large number of filters only
few sound directions were tested. Stimuli were located at ¢, = {0°,67.5°,180°,247.5°}, covering the
horizontal plane approximately uniformly. The directions of 67.5° and 247.5° replaced the directions

of 90° and 270°, which were intended to be initially tested. The cones of confusions of 67.5° and 247.5°
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Filter N° Description Method ‘ Series ‘
amb 1
1 3 kHz |HSF' dis 9
2 Blauert’s directional band, 90 % confidence amb 1
3 Blauert’s directional band, 95 % confidence amb 1
4 Blauert’s boosted band, 90 % confidence amb 1
b} Blauert’s boosted band, 95 % confidence a;nisb ;
. . amb 1
6 Parameterized difference [HRTF! dis 9
7 Averaged difference |HRTFL KEMAR amb 1
8 Averaged difference HRTF| Harry34, measured amb 1
9 Averaged difference [HRTF| Harry33, measured amb 1
10 Averaged [HRTF| Harry34, measured amb 1
11 Averaged [HRTF| Harry34, simulated amb 1
12 Averaged [HRTF|, Harry33, measured amb 1
13 Averaged [HRTF| Harry33, simulated amb 1
14d HRTF| Harry33, simulated dis 2
14s HRTF| Harry33, simulated amb 2

Table 4.3: Summary of the rendering filters. The separations correspond to the paragraphs in Sec-
tion 4.2.2.1} The processing methods are ambisonic (“amb”) and discrete (“dis”).

are three dimensional, whereas the cones of confusions of 90° and 270° collapse to a plane. Subjects of

the 15¢ series listen in total to 208 stimuli (13 filters, 4 directions, 2 sound samples, and 2 repetitions).

In the 2" series we augmented the number of sound directions. We tested stimuli based on the
male speech only. Stimuli were generated by the ambisonic method in combination with the rendering
filter N° 14 and by the discrete method in combination with the rendering filters N° 1, N° 5, N° 6, and
N° 14. The stimuli were located at ¢, = {22.5°,45°,...,337.5°} {90°,180°,270°}, covering nearly the
entire horizontal plane. Directions of 90° and 270° were exuded as they lack front-back pairs, while 0°
and 180° were already included in the 15% series. Subjects listened in total to 120 stimuli (5 filters, 12

directions, 1 sound sample, and 2 repetitions).

None of the series provided an adaptation nor training phase. After an introduction to the test by
the supervisor, subjects started directly with the listening test. Table summarizes the deployed

combinations of rendering filters and processing methods for both series.
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Figure 4.17: Distribution of the age of the participants of the 1% series (S1) and the 2" series (S2).

4.2.4 Participants

In total, 45 subjects with normal hearing participated in the test. The 1¢ and 2”9 series were
performed by 30 and 33 subjects, and 18 subjects performed both series. The females-to-males ratio
in both groups was 1 : 2. The distribution of the subjects’ age is shown in Figure Subjects of
the 1%¢, resp. 2" series were between 19 and 64 (mean: 36.5 years, median: 34 years), resp. 20 and
54 years old (mean: 32.09 years, median: 31 years). The population of participants was noticeably
younger in the 2"¢ series (30 % below age 25) than in the 1% series (16.67 % below age 25). In contrast,
the age of the subjects of the 15 series ranged a larger interval than the age of the subjects of the 274

series.

4.2.5 Results

A preliminary evaluation has shown that the filters of the 15 series show very similar results.
To facilitate the evaluation of the 15 series, a representative filter was used for each paragraph of
Section The filters N° 1, 5, 6, 9, and 12 were selected. These filters were either part of the 24

2nd gerjes

series or were based on the same dummy head as filters of the 2" series. Evaluation of the
was done on all deployed filters.

274 series the ambisonic and discrete rendering methods were used in combination with

During the
filter N° 14. To present the data in a more compact way, we defined the filters N° 14s and N° 14d.

Filter N° 14s refers to the ambisonic rendering method (“s™: squared decoding target) and filter N°
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14d refers to the discrete rendering method (“d”: discrete rendering).

4.2.5.1 Response time

The average response time was 2.37s, resp. 2.40s during the 1%, resp. 29 series. Figures
and show the distribution of the response time across the rendering filters. The response time
t, varied between 2.33s and 2.42s across the rendering filters of the 15! series. No significant effect of
the rendering filter on the response time was identified by performing a Kruskal-Wallis test (p-value
> 0.05). In the 2" series, ¢, varied across the rendering filters between 2.22s and 2.90s. Contrarily
to the 15 series, a Kruskal-Wallis test proved that the rendering filter had a significant effect on
the response time during the 2" series (p-value: < 0.001). With a pairwise Kruskal-Wallis test we
identified that rendering filters N° 14s led to significantly increased ¢, than rendering filters N° 1, N° 5,
N° 6, and N° 14d. Between rendering filters N° 1, N° 5, N° 6, and N° 14d no difference was identified.

The trend of ¢, along the test progress and its moving average showed equal characteristics in

both series, c.f. Figures 4.18c| and [4.18dl After familiarizing with the test during the first 3% of the

stimuli, subjects speed up with responding. Their response time converged to 2s above 30 % of the

test progress.

4.2.5.2 General performance

Figure [1.19] visualizes the confusion matrices for both series. Perfect localization is highlighted by
the main diagonal and front-back confusions are highlighted by anti-diagonals. The discrete tested
angles ¢, are plotted on the horizontal axis and the responded angles ¢, are plotted on the vertical
axis. For increased visibility we discretized the continuous scale of ¢, (remember that the data are
obtained with an unforced choice test) with a step size of 11.25°. It is obtained that for both series

only little data is located on the main diagonal.

In the 15 series, the responded angles ¢, are spread over the entire horizontal plane independent
of ¢, see Figure Stimuli which are positioned on the median plane (¢; € {0°,180°}) were
localized in 37.25 % at frontal median positions (¢, = 0°) but only in 20.67 % at back median positions
(¢ = 180°). Stimuli which were located at ¢; = 67.5° and ¢, = 247.5° are more frequently localized
at ¢, = 90° (35.06 %) and ¢, = 270° (37.63 %) than at the correct positions of ¢, = 67.5° (7.12%) and
¢ = 247.5° (12.05%).
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Figure 4.18: Box plot with mean values (asterisks) of the response times across the rendering filters
during the 1°¢ series (Figure [4.18a]) and 29 series (Figure |4.18b]). The trend of the averaged response
time (¢,) and its moving average over 5 samples (u5 t,) along the test progress is shown in Figure

(15% series) and Figure (27 series).

132



4.2. LISTENING TEST

360, e b 360 - i
° [N / o o . e e o o o
® o ° - r . . o o o o o
3 ° ° ° ° ° e o o e o o
o . . . o o @ e o o o o o ° °
315 ° ° . e 315 o o ° o o o 0 ° /): °
lo . ° . 0.8 t o e o o o e o 0.8
. . o : o o . . e o 0. o o o a
270 fo . ° X 270r o o o o o ® X { 4
L[] [ Vs e o e o o o o o
lo ° '3 E o o o o o o
o . . e ° o o0 ° \: °
o . ° e . o o o ° °
225 ° ° ° 0.6 225 ° ° ® o o o o @ 0.6
) o ° . 0 F o o o o o o o o
[} ° [ ° L5} o o o e e o o o
. 180 |o . 4 . <. 180 © © e e o o e o o
N N ° e N e o e ° o e o o
1Y o . . =S F e e e . e o
. ° . 0.4 o 0o o ° 0.4
fo ° . o o o . . b
135 03 e . 135 o o 0 o o
fo e . . o o @
. [ 2N e o o ° .
o . e
£ e : 0 $9e
o - ° 0.2 o o @ 0.2
. e . o o o .
45 le ° . 45+ o o @ °
° ° . e o o o o .
o ° . o o @
° ° e . e e e AN ° .
[ L TR ] L L L L L L L L L L 0 O @ e o L © e e | e e o 0
0 45 90 135 180 225 270 315 360 0 45 90 135 180 225 270 315 360
& [deg] &1 [deg]
(a) (b)

Figure 4.19: Confusion matrices of the 15 series (Figure and 2"? series (Figure . The
distributions of the responded angels ¢, are visualized over the tested angles ¢;. The size and the
color of the circles indicate the relative frequency of the pairs of the test angle ¢; and responded angle
¢r. The latter was discrete with a step size of 11.25°.

Regarding the confusion matrix of the 2°¢ series in Figure the data is mainly located in the
lower left or upper right submatrix with some outliers in the lower right and upper left submatrix.
Further, stimuli were often localized at lateral positions independently of ¢;. We notice the trend
that the more lateral, resp. median a stimulus is positioned, the more frequent subjects localized
the stimulus at ¢, € {90°,270°}, resp. ¢, € {0°,180°}. The distributions of ¢, show nearly constant

characteristics in the left and right hemisphere with peaks at lateral and median positions.

4.2.5.3 Angular error

The distributions of the signed angular error € of the 15¢ and 2°9 series are visualized in Figure
with a resolution of 5.625°. Both distributions show approximately the characteristic of even functions,
i.e. they are symmetric with respect to e = 0°. Focusing on the 1%t series, the peak of the distribution
is located at e = 0° with an amplitude of 27.88 %. Two minor peaks are located at ¢ = +22.5° with an
amplitude of 7.72% and 9.60 %. Outside the interval of ¢ = £22.5° the distribution drops to 1.12%
and 2.1 % and decreases towards zero. Regarding the 2°! series, the distribution shows a repetitive
pattern with local maxima at integer multiples of ¢ = +22.5° and local minima at odd multiples of

+11.25°. The rate of signed angular errors outside ¢ = £67.5° converges towards zero.
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Figure 4.20: Distribution of the signed angular error € (Figure4.20al), the trend of the unsigned angular
error |e| along the test progress and its moving average over 5 samples u5 |e| (Figure [4.20b)) of the 15¢
series (S1) and the 2"? series (S2).

The trend of the unsigned angular error |e|, averaged over all subjects, and its moving average
over 5 samples are traced for both series in Figure [£:20b] It is noticed that the curves are shifted by

2"d geries around its mean value of 16.88°, resp.

approximately 13.33°. || varies during the 15, resp.
29.36° with a standard deviation of 3.80°, resp. 3.77°. After initially high values for |e| the curves

converge within the first 3% of the stimuli and vary constantly around their mean values.

Regarding the two sound samples of the 15 series, we obtained an unsigned angular error of 16.11°
(male speech) and 17.65° (cicada sound). This difference was statistically significant, accordingly to a

Kruskal-Wallis test (p-value: < 0.01).

The distributions of the unsigned angular error |e| with respect to the tested angles ¢, are visualized
in Figure [4.21] with box plots. For both series we notice that the range of the outliers is smaller at
median positions than at lateral positions. In the 15 series, the average of |e| varied little with ¢; but
the median values are highly dependent on ¢;. In the 2" series, the average values of |¢| per direction

increased for median positions and decrease for lateral positions.

4.2.5.4 Correct responses

With the definition of the correct responses, c.f. Section [2.3.3.3] and the tight condition, i.e.

Or € |Or — %‘50;@ + % , we obtained a correct response rate of 27.29% (15 series) and 9.89 %
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Figure 4.21: Box plots with mean values (asterisks) of the unsigned angular error |e| for the tested
angles ¢, as obtained during the 15 series (Figure j and the 2" series (Figure [4.21b)).

(274 series). The correct response rate of the 15 series depended significantly on the sound samples
(Standard ]ANOVA| resulted in p-value < 0.05) and varied between 39.75 % (male speech) and 25.83 %
(cicada sound).

For filters which are included in the 15% series, resp. 29 series the correct response rate varies in

the interval [24.37 %; 30.63 %], resp. [7.08 %;12.64 %]. Figures4.22aand [4.22b|break down the correct

response rate for each rendering filter. By visual inspection of the box plots, it is obtained that almost
all notches of the boxes overlap, which means that the filters had no statistically significant effect on

the correct answer rate. This was supported by a standard one-way [ANOVA| (p-values: > 0.05).

Regarding the discrete processing method in the 2" series most, second most, and fewest correct
responses were obtained with rendering filters N° 14d (12.64 %), N° 1 (10.97 %), and N° 6 (9.03 %),
respectively. The simulated, non-individual i.e. filter N° 14d, led to at least 1.67 % more
correct responses than boosting selected frequency intervals, i.e. filters N° 1, N° 5, and N° 6. The
different processing methods, which were deployed in the 2"? series with the filters N° 14d and N° 14s,
led to correct response rates of 12.64 % (N° 14d) and 7.08 % (N° 14s). The notches in the interquartile
range are not overlapping and a standard [ANOVA] proved that the obtained difference is statistically

significant (p-value: < 0.05).

The trend of the correct response rate along the test progress and its moving average over 5 samples

are drawn in Figures [4.22¢/ and 4.22dl The graphs of the 15¢ and 2" series do not show any noticeable
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trend. An interval of familiarization, as it was obtained with the response time (Section [4.2.5.1]) and
the absolute angular error (Section 4.2.5.3)), is not obtained with the correct response rate.

4.2.5.5 Confusion rate

Front-back, left-right and mixed confusions were calculated based on the definitions given in Sec-
tion Hence, stimuli where ¢; aligned with the frontal plane, median plane, resp. frontal or
median plane weren’t considered. As a result, the left-right and mixed confusion rates of the 15 series
didn’t considered stimuli with ¢, € {0°,180°}, i.e. they are calculated on only 50 % of the stimuli that
were presented during the 15¢ series. The 279 series was not affected because it didn’t contain stimuli

at ¢ € {0°,90°,180°, 270°}.

The distributions of the front-back, left-right and mixed confusions for the rendering filters of the

15¢, resp. 2"d series are given in Figures to resp. Figures |4.23d| to The results are

presented in detail in the following.

4.2.5.5.1 Front-back confusion The front-back confusion rate was in average 31.83 % in the 15¢ series

and 43.78 % in the 2 series.

The average front-back confusion rate for filters of the 1% series span a narrow interval between
[30.21 %; 34.38 %], c.f. asterisks in Figure According to the overlapping notches and a standard
[ANOVA] the differences in the averaged front-back confusion rates between the filters was not signif-
icant (p-value: > 0.05). In the 27d series, the average front-back confusion rates of the individual
filters span the interval [36.25 %;52.22 %]. A standard showed that the filters had a signifi-
cant effect on the number of front-back confusions (p-value: < 0.001). A pairwise revealed
significant differences between filter N° 14d and the other four filters (pairwise p-values: < 0.001) and
between filter N° 6 and N° 14s (p-value < 0.01). Grouping the filters accordingly to the 0.001 level of
significance, results in the groups of {N° 1, N° 5, N° 6, N° 14s} and {N° 14d}.

In both series the tested azimuth angle ¢; showed significant effects on the number of front-back
confusions (p-values: < 0.001). In the 15% series we noticed increased front-back confusion rates
for lateral positions of ¢y € {67.5°,247.5°} (confusion rate > 33.83 %) than for median positions of
¢¢ € {0°,180°} (confusion rate < 24.17%). In the 2"¢ series frontal stimuli (¢; < 67.5°, or ¢; > 247.5°)

led to front-back confusions, e.g. front-to-back reversals, in at least 43.33 % while back stimuli (¢; €
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Figure 4.22: Box plots with mean values (asterisks) of the correct response rate under the tight condi-
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rate and its moving average over 5 samples (u5) along the test progress is shown in (Figures

and |4.22d)).
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[112.5°247.5°]) led to front-back confusions, e.g. back-to-front reversals, of in most 39.67 %. In the
15¢ series, both stimuli led to a front-back confusion rate of 31.83 %. The stimuli didn’t show an effect

on the front-back confusion rate (ANOVA| p-value: > 0.05).

4.2.5.5.2 Left-right confusion Left-right confusions were obtained in 1.00 % (1%* series) and 3.69 %
(27 series).

274 geries, the left-right confusion rate varied with the filters between 0.42 % and

In the 15, resp.
2.08 %, resp. 0.25% and 12.37%, c.f. asterisks in Figure resp. Figure According to
a standard the differences among the filters of the 15 series were not significant (p-value:
> 0.05) while the differences among the filters of the 2°¢ series were significant (p-value: < 0.001).
A pairwise on the data of the 2" series showed that filter N° 14s led to significant different

results than the remaining four filters (pairwise p-values: < 0.001), while pairs of filters of the group

{N° 1,N° 5,N° 6,N° 14d} did not show significant different results (pairwise p-values: > 0.05).

The azimuth angle ¢; had a significant effect on the left-right confusion rate in the 2°d series
(p-value: < 0.001) but not in the 15 series (p-value: > 0.05). In the 2°¢ series, we obtained that
the left-right confusion rate at median positions is up to 4.34 % higher than at lateral positions of the
same quadrant. Regarding only filter N° 14s, the left-right confusion rate at median positions was

14.77 % and deceased for lateral positions to 7.95 %.

4.2.5.5.3 Mixed confusion We obtained a mixed-confusion rate of 0.33 %, resp. 3.72% in the 15¢,

resp. 2" series.

The averaged, mixed confusion rates per filter ranged the intervals [0.0 %;0.83 %] (1% series) and
[0.42 %; 12.36 %] (29 series). Based on a standard no significant difference was obtained for
the data of the 15 series (p-value: > 0.05). In contrast, with the data of 2"d series we obtained a
significant difference between the filters (p-value: < 0.001). With a pairwise standard we
identified that filter N° 14s led to significant different mixed confusion rates than the remaining filters
(pairwise p-values: < 0.001). Pairs of filters, which are comprising filter N° 1, N° 5, N° 6, and N° 14d,

did not show significant different effects (pairwise p-values: > 0.05).

The effect of the azimuth angle ¢; was not significant in the 15 series (p-value: > 0.05) but was

significant in the 2"¢ series (p-value: < 0.001). In the 1% series, a mixed confusion rate of 0.50 %,
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resp. 0.17 % was obtained at ¢; = 67.5°, resp. ¢; = 247.5°. Data of the 27! series showed that within
a quadrant the mixed-confusion rate increased from 2.75% at lateral positions to 5.17 % at median

positions.

4.2.5.6 Interactions

4.2.5.6.1 Angular error & Response time In Figures |4.180L |4.18d| and |4.20b| we identified at the

beginning of both series matching intervals where subjects showed long response times and large

unsigned angular errors. Figures [4.24al and [4.24b| show the trend of the unsigned angular error ||

over the response time %, in a 2D plot. Each dot represents one step on the scale of the test progress
(coded by the dot’s color) and indicates the corresponding |e| and ¢,, averaged over all subjects. The
first, resp. last stimuli of a series is labeled by the letter S (start), resp. E (end). In the 2D plots, we
easily recognize the random oscillation of |¢| and the convergence of ¢, with increasing test progress,

as it was already identified in Sections |4.2.5.1| and [4.2.5.3| The of 0.40, resp. 0.15 for the 15,

2nd

resp. series showed that |e| and ¢, are not linearly correlated. This confirms that subjects showed

only adaptation but no learning during the test.

Figures [4.24¢| and 4.24d| were obtained by applying the same style of 2D plot but with respect

to the rendering filters. Now each dot represents one rendering filter, indicating the corresponding
value of |e| and ¢,.. It can be noticed the filters of the 15 series are densely spread around the average
unsigned angular error of 16.88° and the average response time of 2.37s, c.f. Figure These
filters are not linearly correlated in the |e|-t,-plane which was supported by a of —0.051. Filters
of the 2" series, in particular filter N° 14d and N° 14s, led to a much larger variation around the
average unsigned angular error of 29.36° and average response time 2.40s, c.f. Figure The
corresponding equaled to 0.75, indicating a certain correction between |e| and ¢,. This value was
mostly caused by filters N° 14s and N° 14s and the small number of five data points. Nevertheless,
subjects responded less intuitively (increased response time) and the provided directional cues were
more ambiguous (increased absolute angular error) using the ambisonic method than the discrete

method.

4.2.5.6.2 Front-back confusion rate & Hearing threshold The frequency range between 1kHz and

10kHz plays an important role for front-back discrimination, c.f. Blauert bands in Table [I.1] Hence
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Figure 4.24: Unsigned angular errors |¢| over the response times of the 15 (Figures [4.24a| and [4.24c)
and 2" (Figures |4.24b|and |4.24d)) series. In Figures [4.24al and 4.24b|the dots represent one step on the
test progress scale, c.f. trend along the test progress. The markers “S” and “E” highlight the start (test

progress = 0) and end (test progress = 1) of the test. In Figures [4.24d and [4.24d| the dots represent
the data of the rendering filters.
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it is of justified interest if the measured hearing threshold of the subjects in this frequency range and
the observed front-back confusion rate correlated. Figure[4.25| visualizes the front-back confusion rates
over the hearing thresholds at 1kHz, 2kHz, 4kHz, and 8 kHz. Each dot represents the averaged data
of one subject. By visual inspection, we notice in both series that the spread of the data increases with
increasing frequency and the generally reduced front-back confusion rate in the 15 series compared to
the 29 series. In contrast the inter-subject variation of the front-back confusion rate was much larger
in the 1% than in the 2°d series. Subject N° 17, who participated in both series, indicated prior to the
audiometry that an audiologist had diagnosed a major increase in its hearing threshold which can be
recognized in Figure across all frequencies. The [PCC| between the front-back confusion rate and
the hearing threshold for frequencies above 500 Hz ranged between —0.60 and —0.21 (1% series) and
between 0.08 and 0.18 (2" series). So, there was no linear correlation between the hearing threshold
and the front-back confusion rates. Subjects with an increased hearing threshold over the entire
frequency range, e.g. subject N° 17, perceived the stimuli quieter but with nearly the original spectral
cues as all frequencies were dampened equally. Subjects with a narrow shift in hearing thresholds, e.g.
subject N° 27, N° 30, N° 34, and N° 37, learned to compensate the loss by evaluating spectral cues

which they are sufficiently sensitive to.

4.2.5.6.3 Front-back confusion rate & Series A possible effect of the series on the front-back confu-
sion rate was examined by confronting data of both series in Figure .26l Only data sets where the
directions of incidence, filters, and audio samples were matching between the series were compared.
Therefore, we exclusively considered data of the 15¢ and 2°d series where the directions of incidence
¢¢ € {67.5°,247.5°}, the filters N° 1, N° 5, and N° 6, and the male speech audio sample were used. Av-
eraging the front-back confusion rate over these data sets of the 15 and 27! series resulted in 45.83 %
and 44.19 %. We notice the overlapping notches in Figure i.e. no effect of the series on front-back

confusion rates, which was confirmed by a Kruskal-Wallis test (p-value: > 0.05).

4.2.6 Discussion

The increased response time during the 274

series seems to have been caused by the reduced number
of 120 stimuli, compared to 208 stimuli during the 1% series. The progress bar of the user interface

fills up faster during the 2°d series than during the 15 series, so subjects take little more time for
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Figure 4.26: Box plot with mean values (asterisks) of the front-back confusion rates during the 15
and 29 series. The graph is based on data where the filter, audio sample, and direction are the same
for both series.

responding. The groups of rendering filters {N° 1,N° 5, N° 6, N° 14d} and {N° 14s} corresponds to the
discrete and ambisonic processing method of the 2°¢ series. Stimuli which were filtered with the same
[HRTE] but originate of different rendering methods, i.e. filter N° 14s and N° 14d, led to increased
response times with the ambisonic method, i.e. filter N° 14s, than the discrete method, i.e. filter N°
14d. It seems that the ambisonic method leads to stimuli with less intuitive directional information,

requiring the subjects to reflect about the spectral information and actively take decisions.

The decreasing response time and unsigned angular error indicate that subjects familiarize with the
setup and the user interface mainly within the first 3 % of the stimuli, i.e. test progress. The decrease
in response time is also related to the monotonous task and the lack of re-attracting the attention of the
subjects during the test. Subjects adapted to the test in the beginning of the 15 series. As most of the
subjects participated in both series, most of them remembered quickly the procedure in the beginning
of the 2°d series. This observation is very common as adaption and learning generally require more
trials and time than remembering already learned patterns. The constant correct response rate along
the test progress showed that the localization performance was not influenced by possible training

effects.

Male speech might be more familiar to the subjects, and they have might perceived it as less
disturbing than the cicada sound. the cicada sound resembled to noise which is suspected to be

disturbing or annoying. Further, the sound level of the cicada sound sample was not realistic as
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4.2. LISTENING TEST

subjects were allowed to individually set a pleasant sound level. Additionally, subjects were locals
of the tripoint region Germany, France, and Switzerland, where the cicada is rare. It is more likely
that subjects heard it on trips. Nevertheless, it seems that sound localization performance, regarding
the angular error and correct responses rate, is significantly enhanced with an all-day sound than an

unusual sound.

The high spread of the responded angle ¢, in the confusion matrices indicates that the directional
cues were ambiguous for the subjects. Consequently, they had difficulty distinguishing between left-
right and front-back. Subjects correctly localized more sounds with the discrete method than the
ambisonic method. In the ambisonic processing, the virtual loudspeaker which is diagonally opposite
of the quadrant where the sound source is located, emits a 180° phase shifted signal with a small
amplitude. Except for ¢, € {0°,90°,180°,270°}, all four virtual loudspeakers emit acoustic signals
for all sound directions. The phase shifted signal of the diagonal opposing loudspeaker augments
the energy in the contralateral headphone signal and hence, increases the ambiguity about left-right
discrimination. In contrast, the discrete rendering method introduces robust left-right cues by applying
the [TD] The energy contribution of the diagonal opposing virtual loudspeaker also reduces the effect
of the rendering filter. As the frequency responses of the rendering filters were generally symmetric for
frontal and back sounds, the down mixing of the filtered, virtual loudspeaker signals led to a reduction

of the previously introduced front-back cues.

The positions of the local maxima in Figure reflect the response behavior of the subjects
which we identified in the confusion matrices in Figure The most frequent signed angular error is
e € {0°,+22.5°}. This is caused by the false localization of the lateral positions ¢; € {67.5°,247.5°} at
¢r € {90°,270°} and the correct localization of the median positions ¢; € {0°,180°} at ¢, € {0°,180°}.
Subjects of the 2" series tend to respond with a signed angular error of € € {422.5°, +45°, £67.5°},
which is in line with the previous findings that subjects localize falsely most of the stimuli at lateral
positions. The location of the local minima at odd multiples of 11.25°and the distinct prominence
of the local maxima show that subjects localized the stimuli within a finite set of discrete positions.
Further, they managed to map precisely the space of the [VAE] to the circular, acoustic horizon of the

user interface.

Our observation of the unsigned angular error |¢| in relation to the tested azimuth angle ¢, con-

tributed an additional trend to what has been already published. We obtained a large unsigned angu-
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lar error at median positions and decreasing unsigned angular errors for lateral positions. Contrarily,
McAnally et al. reported a constant angular error over the entire horizontal plane [197], Makous et al.
reported an angular error that increased with ¢, [198], while Pulkki et al. reported that the angular
error reached maxima, resp. minima at lateral, resp. median positions [199]. A major difference to our
work is that our subjects did not listen with their natural hearing, nor with their individual cues. In
addition, the previously discussed problems with left-right cues in the ambisonic method cause large

angular errors.

By definition, the calculation of the angular error projects all angular positions to the frontal

hemisphere. This limits the maximum value of the angular error to

L +90° f L <90°
{(bt + I or ¢t — (414)

(360° — ¢;) +90° , for ¢, > 270°
with ¢, denoting the projection of ¢; into the frontal hemisphere, c.f. Equation (2.7). Therefore,
for the median and lateral positions, the maximum possible values are 90° and 180°, explaining the

varying intervals in which the outliers were observed in Figure

The test was designed as unforced choice test which is crucial for the accuracy of the responses
and the different confusion rates. Responded angles that are close to the frontal or median plane
were very likely mistakenly placed in the adjacent quadrant. Therefore, the confusion rates were
highly influenced by the accuracy of the pointer position. The fact that the subjects most frequently

responded with either a lateral or a median position, regardless of ¢;, reinforced this effect.

Stimuli where ¢, is located on the frontal plane, median plane, or on one of both planes is excluded
from determining the front-back, left-right, and mixed confusion rates, c.f. Section Hence, the
front-back, left-right, and mixed confusion rates does not represent all data. This affects the left-right
and mixed confusion rates of the 15 series, but not their front-back confusion rates. The left-right and
mixed confusion rates were calculated on only 50 % of the stimuli, i.e. where ¢; € {67.5°,247.5°}. The
27d geries is not affected because all stimuli were located off the frontal and median planes. The little
number of left-right and mixed confusions in the 15 series, was caused by the extreme values of the

left-right cues at the few considered positions, making left-right discrimination evident, c.f. near-zero

means in Figures [4.23D] and .23

The left-right cues introduced by the in the discrete method (filter N° 14d) led to significantly

improved left-right discrimination than the cues introduced by the gain differences of the virtual
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loudspeakers, i.e. the in the ambisonic method (filter N° 14s). In the 1%° that contained only
stimuli of the ambisonic method, subjects seemed to correctly interpret the left-right cues. In[B]we list
issues of recording the stimuli by ambisonics and how they reduce the level differences in the decoded
loudspeaker signals. This in turn inevitably led to a reduced [[LD]in the stimuli of the ambisonic
method. When all stimuli contained weak left-right cues, i.e. 15 series of the listening test, subjects
showed high sensitivity. In contrast, when presenting stimuli with strong and weak left-right cues,
i.e. 27 geries of the listening test, the strong cues reduced the sensitivity such that weak cues were
falsely interpreted. The subjective judgments about sound directions appear to be relative judgments

between the provided cues in each series, and the results depend strongly on the set of provided stimuli.

The 15t series suffers the most from the similarities between the rendering filters. The development
of the rendering filters was based on the same [HRTF} resulting in highly related spectral cues. Subjects
did not perceive differences between the rendering filters. The enormous number of filters, their only

slight differences in frequency responses, and the lack of training apparently overwhelms the subjects.

The noticeably reduced front-back confusion rate of filter N° 14s in 2"¢ series was contrasted by a
greatly increased left-right and mixed confusion rate. Based on the discrete rendering, the simulated,
non-individual (filter N° 14d), led to more front-back confusions than simply boosting certain
frequency intervals (filter N° 1, N° 5, and N° 6). Hence, when imposing non-individual spectral cues,
generalized spectral cues with a smooth frequency response seems to be preferable rather than detailed
spectral cues with a fine structured frequency response. Fewest front-back confusions were obtained
neither with the highly generalized filter N° 1 nor with the narrow-peaked filter N° 6. Filter N° 5 seems
to have been a good compromise between generalization and detail. Hence, the generalized cues must
be designed with care and not too generic or have too narrow details. Additionally, filter N° 5 boosted
high (> 1kHz) and low (< 1kHz) frequencies, while filter N° 1 and N° 6 boosted or attenuated high

frequencies only (> 1kHz).

4.3 Conclusion

Having started with the analysis of the spectral front-back differences based on simulated and
measured [HRTEF| of dummy heads, we identified the frequency range between 2kHz and 8kHz to

contribute the most to spectral cues in the horizontal plane. In this frequency range the front-back
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difference showed a wide band with medium gain, superposed by a narrow peak. With increasing
azimuth angle the bandwidth of the wide band reduced, while the narrow peak first increased and

then decreased.

Furthermore, 2"-order peak filters were used to develop a model representing the identified
spectral front-back difference. The model was controlled by the horizontal angle ¢ and returned the
filter coefficient of a corresponding 10" order filter. The developed model had an < 1.7dB
and thus approximated very precisely the initially measured and simulated [HRTF| The model provides
a small, handy tool for obtaining a [HRTF] based filter without the need to store the entire, in general

large memory demanding, [HRTF]

Finally, a listening test was conducted in a headphone based [VAE] to evaluate the subjective sound
localization performance. The stimuli were generated by ambisonic and discrete rendering methods. In

both methods the spectral cues were applied to the signals by digital filters. With a large set of digital

filters, different spectral cues were tested, including [High-Shelf Filter (HSF)| band boosting, and the

previously developed [HRTE] model. The test was designed as unforced choice test and disposed of
similar user interface to the localization test in Paragraph [1.4.2.2.4] and was split in two series of 208

(1%t series) and 120 (29 series) stimuli.

The obtained localization performance was identified to be influenced on one hand by the design
of the test and on the other hand by the deployed test parameters. The unforced choice design has
the greatest effect on the confusion rates for responded directions near the frontal or median plane.
Due to a limited positioning accuracy of the response cursor, it easily happened that the responded
angle fell into the neighboring quadrant. A forced choice test would reduce the number of font-back,
left-right, and mixed confusions by simply canceling out confusions which are due to the inaccurate
cursor positioning. Conducting the headphone based in an office pod did not allow subjects to
notice real world objects around them, which they could have identify as sound source. The absence
of visual cues reduced the localization performance and made subjects to fall back on their daily
experience, telling them that invisible sound sources are mostly located behind them. Coupling the
[VAE] with a virtual visual environment, both simultaneously presented by a virtual reality headset,
subjects are led to believe that loudspeakers or possible sound sources are placed all around them. The
similarity of the filters and consequently the similarity of the spectral cues in the 15 series led to equal

localization performance. Subjects did not perceive spectral cues altering between frontal and back
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incidence, nor between the filters. In the 2°4 series, the discrete method led to increased localization
performance over the ambisonic method. We identified reduced [[LD] cues with the ambisonic method
but also the issues related to ambisonic measurements as identified in Appendix [B] From the filters
of the discrete method, it turned out that in terms of front-back discrimination subjects preferred
generalized frequency responses than highly detailed, non-individual It seems that the detailed,
non-individual [HRTF| was in concurrence with the detailed, individual [HRTF] of the subject, making
the brain to match unsuccessfully the non-individual cues to its known, individual cues. In contrast,
generalized frequency responses were recognized by the brain as such, making front-back discrimination

more reliable.

In this chapter we showed how directional cues can be applied to an audio signal. We have
identified low order filters to provide the most comprehensible front-back cues. The prototypes in
the following chapter will use filter N° 1, i.e. the 2"d-order, 3kHz This filter showed good
localization results and is highly suitable for low power, embedded systems. Additionally, despite the
trend towards low order filters, we will equip one prototype with KEMAR’s [HRTE] that resembles to
filter N° 14d but with a smoother frequency response. Knowing how to reconstruct the directional
information under an [HPD| we will focus in the following chapter on how to capture the surrounding

sound field.
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5.1. DESIGN AIMS

The focus of this chapter is set on the development of improved regarding localization
performance. Different designs are presented, and the assembled prototype were evaluated within a
listening test. The experience gained from the listening test in the previous chapter is used for the

setup of the upcoming listening test.

5.1 Design aims

The aims of the earmuff prototypes are the reconstruction of meaningful, spectral cues and en-
hancing sound localization with respect to the commercially available Z-Tactical ZSORDIN headset,
c.f. [HPD| P2 in Figure The prototypes are about gaining initial basic knowledge about the feasi-
bility and functionality of the individual designs, but not about developing finished devices. To keep
the setups simple we use post-processing and equipped the prototypes only with the most necessary
electronic components, e.g. microphones. Therefore, they were not fully functional nor real time
This post processing approach facilitates the setups and the signal evaluation. Consequently,
the subjective listening test requires a design where subjects listen to prerecorded stimuli instead of
actually wearing the prototypes. The prototypes are evaluated regarding their usability, the recording

techniques, i.e. the microphone configurations, and the localization performance.

Active talk through record surrounding sounds with external microphones and reproduce
the recorded signals by internal loudspeakers. In order to provide improved sound localization, the
prototypes need to provide meaningful spectral cues that code the directional information. These cues
had to be introduced either before or after recording. Introducing them prior to recording implies that
they have to part of the acoustic wave before it reaches the microphones. Introducing the cues after

recording requires appropriate filtering of the recorded signals.

5.2 HPD Prototypes

We examined four [HPD] prototypes which were planned and assembled as acoustic sensors. The
prototypes were not equipped with electronics, except the mounted external microphones. These
prototypes allow to record signals, while any subsequent signal processing and reproduction were done
offline on a[PC| Even though the signal processing was performed on a standard [PC| high importance

was brought to its simplicity in order to guarantee viability on lightweight and portable embedded
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5.2. HPD PROTOTYPES

[HPD] systems. For each prototype one pair of output signals was calculated which can be reproduced
by any stereo headphones. These output signals correspond to those signals which will be reproduced

under the prototypes, once the prototypes will be equipped with loudspeakers in the future.

The design of the prototypes, especially the geometries of the shells, was inspired by the design of
P2. The original design of P2 was adapted to obtain a simplified (without any cut-outs for
microphones or buttons), symmetric (with respect to the frontal plane) geometry. The prototypes must
record the surrounding sounds and provide them to the user with the spatial information. Different
microphone arrays were realized and tested across the prototypes. Binaural filtering of the audio

signals, which provides spectral cues, was combined with stereo playback.

The shells and microphone supports of the prototypes, which were developed and constructed using
numerical 3D models, were manufactured by additive technology using the Stratasys “Objet30” 3D
printer. The deployed material was an opaque, rigid photopolymer (“VeroBlackPlus” by Stratasys)
[200].

5.2.1 Prototype A

Prototype A consists of 6 cardioid, i.e. unidirectional, condenser microphones (Kingstate KEIG-
4537TFL-N) which were mounted on the outside of the shells. The microphones were counterclockwise
labeled from M1 to M6, starting with the front-left microphone, c.f. Figure [5.1} The 3D model of
the shell with the mounting points for the microphones and the microphone support are shown in
Figure 5.2l The symmetric shell was printed twice, the microphone support was printed six times.
The microphones were clipped into microphone supports, each of which was attached to a mounting
point. The microphone supports leave a 5 mm gap between the shell and the back of the microphones.
The left and right shell were linked by a headband. The completed prototype with the microphone
cabling is shown in Figure On each shell the microphones were oriented in the three directions
front, side, and back.

Figure shows the measured, frequency dependent directivity characteristics of the microphone
model used in free field without microphone support and shell. We notice sensitivity difference of 10 dB
at 1kHz between ¢ = 0° (frontal direction) and ¢ = 180° (back direction). The data provided by the
manufacturer indicate a sensitivity difference of 20dB at 1kHz between frontal and back directions.

The difference between the results of our measurements and the data of the manufacturer was caused
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Figure 5.1: Sketch of Prototype A showing the positions of microphones M1 to M6 on the outside of
the shell.

(a) (b)

Figure 5.2: 3D models of the shells of Prototype A (Figure and the microphone support (Fig-
ure [5.2b)). The mounting points for the microphone supports are the cross-like geometries on the
outside of the shell in Figure The interactive 3D models are available when reading the elec-
tronic version of this document with an suitable PDF reader.
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5.2. HPD PROTOTYPES

Figure 5.3: Prototype A with labeled microphones. Microphone M2 is located on the outside of the
left shell facing away in the picture and is therefore neither visible nor labeled.

by the drift of the measurement equipment and the reflections at the microphone support we used
during the measurements. Figure shows the directivity diagram of the same microphone as used
for Figure[5.4a] but mounted with the microphone support on the shell of the prototype. We notice that
the proximity between the microphone and the shell interacts with the directional characteristic of the
microphone. The directivity trends towards omnidirectional characteristic, particular for frequencies
below 2 kHz. The sensitivity difference between ¢ = 0° (frontal direction) and ¢ = 180° (back direction)
reduces to 3.77dB at 125Hz and to 6.67dB at 1kHz. For frequencies above 1kHz scattering and

reflection causes multiple side lobes.

The directivity pattern of the assembled prototype was measured in the anechoic chamber with
a realistic usage scenario by putting the prototype on dummy head Harry33. The measurement was
done with pure tones and frequencies between 62.5 Hz and 16 kHz. They were spread by octaves and
the angular resolution was set to 10°. The obtained directivity patterns of the front, side, and back
microphones were symmetric between the left and right shell. For enhanced visibility Figure [5.5|shows
the directivity patters of the front, side, and back microphones, averaged between the left and right
shell. It is noticed that the front and back microphones have approximately equal directivity patterns,
each other symmetric to the frontal plane. The reduced cardioid characteristic of the microphones
which was due to the proximity between the microphones and the shell, was recognized. The side

microphones show symmetric characteristics with respect to the frontal plane. Side microphones
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Figure 5.4: Frequency dependent directivity of the cardioid, i.e. unidirectional, microphone as mea-
sured in free field (Figure |5.4a)) and mounted with distance of 5mm on the shell (Figure [5.4bj).

equally capture frontal and back sounds, blurring out directional cues in the subsequent filtering and
summation stage. The sums of the directional patterns of the front and back microphones (FB)
and the front, side, and back microphones (FSB) are plotted in Figure Independently of the
frequency, the FB configuration is slightly more sensitive for median directions and less sensitive for
lateral directions as the FSB configuration. This difference is considered secondary to the blurring
effect of the directional cues by the side microphone. It turned out that laterally positioned sounds
were sufficiently captured by the front and back microphones. Hence, even though M2 and M5 were
already mounted they are not going to be used anymore. It seems to be more promising, working from

now on with the signals of M1, M3, M4, and M6, i.e. the front and back microphones, only.

Directional cues were applied to the equalized microphone signals xps1, T3, Tyma, and xae by
a 3kHz According to [76], this filter approximates the front-back difference of and
enhances discrimination between frontal and back sound incidence. The gain of the [HSF] depends
on the direction ¢ in which the corresponding microphone steers. Frank et al. propose for frontal
directions, i.e. M1 and M6, resp. back directions, i.e. M3 and M4, a gain of gggr = +6 dB, resp.
gusr = —6dB [76]. High frequencies of frontal sounds are boosted while those of back sounds are
diminished. In low frequencies the original magnitudes are kept. We use the implementation of 274

order from [194]. The output signals L4, resp. R4 were obtained by summing the filtered signals
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Figure 5.6: Directivity pattern of the Prototype A based on the front and back microphones (FB) and on the front, side, and back
microphones (FSB). The prototype was put on dummy head Harry33 for the measurements.
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Figure 5.7: Sketch of Prototype B with the ambisonic microphone illustrated in the center of the
headband.

of the left, resp. right microphones, c.f. Equation (5.1]).

La=HSFi6aB *xy1 + HSF_gaB * Tar3

Roa=HSF gqp *xpa+ HSFi64B * The

5.2.2 Prototype B

Prototype B captures the sound filed around the listener with an ambisonic microphone, while the
shells were only required for holding the [HPD] on the head, Figure The shells were constructed
symmetrically, c.f. 3D model in Figure [5.8] printed twice, and assembled with a headband. A 15

order ambisonic microphone (Core Sound “TetraMic”) was mounted to the headband, c.f. Figure

The ambisonic A-format signals, i.e. the output signals of the four microphone capsules, were
equalized, encoded to ambisonic B-format, and decoded for a squared setup of virtual loudspeakers
by using the VVMic application by VVAudio [201]. The virtual loudspeakers V1 to V4 were virtually
positioned between ¢ = 45° and ¢ = 135° with a spacing of 90° in space around the prototype or
listener. Similar to Prototype A, the loudspeaker signals zy1 to xy4 were filtered with the 3 kHz [HSF}|
which is low cost in terms of computational resource and approximates the front-back difference of
HRTFS] c.f. Section For the frontal signals xy1 and xy4, resp. the back signals zy9 and xy3
the gain of the filter was set to +6 dB, resp. —6dB [76]. The output signals Lp and Rp were obtained
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Figure 5.8: Symmetric 3D model of the shells of Figure 5.9: Prototype B with the 15* order am-

Prototype B. The interactive 3D model is avail- bisonic microphone. AmbMic marks the tetra-
able when reading the electronic version of this hedral arranged microphone capsules of the am-
document with an suitable PDF reader. bisonic microphone.

by linear combination of the filtered loudspeaker signals, c.f. Equation ([5.2)).

Lp=HSF g4 * vv1 + HSF_gqB * Tv2
(5.2)
Rp = HSF_gqB * xv3 + HSF 64B * Tv4

5.2.3 Prototype C

Prototype C aims to provide compatibility with ballistic helmets, and therefore its design was
not based on [HPD] P2. The acoustic array consisting of 6 cardioid, i.e. unidirectional, condenser
microphones (Kingstate KEIG4537TFL-N), was therefore mounted directly on the ballistic helmet,
c.f. Figure Gillett, Hengy, or Capin et al. examined similar approaches but with omnidirectional
microphones and subsequent diffraction compensation [202), 203], 204]. To provide acoustic protection
and reproduce the acoustic signals, users must wear appropriate earplugs or earmuffs. The microphones
were mounted with the microphone supports, c.f. Figure [5.2b) on the outside of the helmet in a
plane parallel to the horizontal plane, c.f. Figure The microphones were distanced by 5mm to

the surface of the helmet. Microphone M1 points to the front and microphones M2 to M6 follow
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Figure 5.10: Sketch of Prototype C indicating Figure 5.11: Prototype C with labeled micro-
the positions of microphones M1 to M6 on the phones. Microphone M3 and M4 are not visible
helmet. and therefore nor label.

counterclockwise, c.f. Figure[5.10] The angular distance between two neighboring microphones is 60°.

Figure shows the directivity pattern of microphones M1 to M4 in octave bands between
62.5 Hz and 16 kHz. Data of microphones M5 and M6 are not shown in order to increase visibility.
Their data were symmetrical to M3 and M2 with respect to the median plane. Diffraction around
the helmet and the proximity between the microphones and the helmet cause the unidirectional char-
acteristic of the microphones in free field to be altered towards omnidirectional characteristic when

mounted on the helmet, also compare Figure [5.12] with Figure [5.4]

The equalized microphone signals 71 to 76 were filtered with KEMAR’s H(p), where ¢
corresponds to the angular position of the microphones. The [HRTE] of the left ear, i.e. the one with
the “normal”-sized pinna, was taken from the MIT database [140]. H(¢) was implemented as a
filter of 128 points.

The signal x 71 was filtered with H(0°), x a2 and x 6 were filtered with H(60°), x5 and 575 were
filtered with H(120°), and xp4 was filtered with 7(180°). The output signals Lc and Rc were the
weighted sums of the filtered signals. Microphones which are entirely positioned in the left, resp. right
hemisphere exclusively contribute to the left Lo, resp. right Ro output signal. The corresponding
microphones signals were therefore weighted with a factor of 1. Microphones which are located on the

median plane contribute to both output signals, c.f. Equation (5.3)). To prevent that these signals
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Figure 5.12: Directivity patterns of the mounted microphones of Prototype C. Due to symmetry along the median plane the pairs
M2 and M6, resp. M3 and M5 are represented by the data of M2, resp. M3. The prototype was put on dummy head Harry33
for the measurements.
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were perceived much louder than off median plane microphone signals, we applied a gain of % to them.

1
Lo == -H(0%) x xpp1 + H(60°) x xpr0 + H(120°) * zps3 + 3 H(180°) * wpz4

Ro =

N =N
—
ot
w
SN—

1
TH(0°) %y + H(60°) * 2arg + H(120%) * wars + o - H(180%) * 2ara

5.2.4 Prototype D

Prototype D was intended to introduce the spectral cues prior to recording by the geometry of its
shells, similarly to the principle of the outer ear. Rubak et al. carved a concha-like cavity in the shell
of an earmuff hearing protection but never provided localization performance [I32] while Joubaud
attached an outer ear-like geometry on top of the microphones of an active [166]. Protruding

geometries seemed not very useful, so we decided to pick up the idea from Rubak.

Instead of the triangular height profile, as used for the shells of Prototype A and Prototype B, a
constant height profile was used for the shells of Prototype D. This allows to carve a cavity into the
shell which follows the geometry of the simplified pinna simulator Type 3.4, c.f. Figure [147].
A left and right shell was manufactured. Both were each equipped with an omnidirectional pressure
field condenser microphone placed at the ear canal entrance point of the pinna simulator. Except of
the directionality, the microphones characteristics were like those of Kingstate KEIG4537TFL-N. The
shells were assembled by a headband, c.f. Figure [5.15] The stereo output signals Lp resp. Rp were

the equalized microphone output signals of the left x 71, resp. right z 70 microphone.

5.3 Spectral cues

Dummy head HATS33 was placed in the center of the circular loudspeaker array in the semi-
anechoic chamber, c.f. Figure [5.16al and exposed to white noise which was subsequently presented
at frontal and back positions, i.e. ¢ € {0°,180°}. The duration of the white noise at each position
was 5s. Recording was performed with a sampling frequency of 48 kHz, an audio interface (MOTU
“8pre-es”) and a digital audio workstation (Steinberg “Cubase”). Six recording series were performed

each simulating one of the following hearing conditions (HC):

HCO0 HATS33 with its natural hearing, i.e. without any [HPD|nor prototype, c.f. Figure[5.16al Output
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Figure 5.13: Sketch of Prototype D showing the cavities in the shells and the positions of the micro-
phones M1 to M2.

Figure 5.14: 3D model of the left shell of Pro- Figure 5.15: Prototype D with labeled micro-
totype D. The microphone is integrated in the phones in the chonca-like geometry of the shell.
cutout at the ear canal entrance point of the The interior of the right shell is visible and re-
concha-like cavity. The interactive 3D model is veals the back view of microphone M 2.
available when reading the electronic version of

this document with an suitable PDF reader.
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signals of HATS33 were recorded.
HC1 HATS33 wearing [HPD| P2, c.f. Figure Output signals of HATS33 were recorded.

HC2 HATS33 wearing Prototype A, c.f. Figure Signals of the microphones M1, M3, M4, and

M6 of Prototype A were recorded.

HC3 HATS33 wearing Prototype B, c.f. Figure Signals of the ambisonic microphone of Proto-

type B were recorded.

HC4 HATS33 wearing Prototype C, c.f. Figure Signals of the microphones M1 to M6 of

Prototype C were recorded.
HC5 HATS33 wearing Prototype D, c.f. Figure Signals of the microphones M1 and M2 of

Prototype D were recorded.

For HCO, resp. HC1, the internal microphones of HATS33 were used for recording, providing the

pair of stereo output signals Lyco and Ryco, resp. Lyci and Rygci. The microphone signals were not

equalized to remove the [Transfer Function of the Open Ear (TFOE)l When these stimuli are listened

through headphones, the signal arriving at the eardrum contains the individual [TFOE] of the listener
and the [TFOE] of the dummy head. For HC2 to HC5, the dummy head was required to simulate a
realistic use of the prototypes, but the microphones of the prototypes were used for recording. The
recorded signals were processed accordingly to Sections to The signals Lpce to Lyce and

Ryco to Rycg correspond to the output signals L4 to Lp and R4 to Rp.

The spectral front-back difference AHyc; (7 € [0, 5]) of the pair of stereo output signals Lyc; and

Ryc; was calculated and averaged for each hearing condition between the left and right signal, c.f.

Equation (5.4). The results are plotted in Figure

FFT (£(6=0°) \°
ST ( I =180 ) (5.4)
1 &={Luci,’uci} FFT (§(¢ = 180°%))

As seen in Figure the weak signal to noise ratio, i.e. the noise floor of the measurement
setup, causes high frequency (> 20kHz) peaks and notches in AHpco to AHpcs. Except AHycs,
the curves shows a broad boost band in the frequency interval [3kHz;7kHz| (HCO0), [2kHz;7kHz]
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Figure 5.16: Figure Dummy head HATS33 placed in the semi-anechoic chamber, ready for HCO
measurements. According to this setup, the measurement setups for HC1 to HC5 are similar but with

the corresponding [HPD] resp. prototype put on the dummy head. Figures to Close-up

views of HATS33 wearing P2 (Figure|5.16b)) and Prototype A to D (Figures to |5.16f)).
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Figure 5.17: Magnitude of the spectral front-back difference AH between median sound source posi-
tions of ¢ = 0° and ¢ = 180° for the six hearing conditions HCO to HC5. The curves are zero averaged.

(HC1), [1.5kHz; 8.5kHz] (HC2), [2.5 kHz; 6 kHz| (HC3), and [3.5 kHz; 7 kHz] (HC4). This broad boost
band shows an additional peak on top which is least present for HC3 (10.48 dB), followed by HCO
(10.98dB) and HC2 (12.26dB) and most present for HC4, resp. HC1 (15.21dB, resp. 15.62dB).
Even though this peak has individual prominence and width for each hearing condition, the boost
band aligns with Blauert’s boosted band of frontal directions between 1.86 kHz and 7.03kHz [40]. In
contrast, such characteristics can not be obtained for AHycs. The corresponding curve varies closely
around 0dB on the entire frequency range. Only a small peak at 200 Hz and a slight attenuation in

the high frequencies (> 10kHz) are noticed.

The design of Prototype D appears to result in no front-back being measured in HC5. The
membrane of the condenser microphone is located behind a centered, 2 mm circular opening in the
front of the microphone housing. We define the center point of the microphone to represent the
microphone membrane. In the cross-sectional view of the shell of Prototype D, c.f. Figure «
denotes the sector for direct line of sight with the center point of the microphone. « ranges from
66.46° to 126.76° for the left shell and from 233.24° to 293.54° for the right shell. Hence, it spans

60.30° slightly oriented to the back. Sound sources which are positioned within the sector o are in
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Figure 5.18: Cross-sectional view along the positive Z-axis of the left shell of Prototype D. The position
of the microphone is marked by a magenta colored rectangle, c.f. “Mic”. « denotes the sector for direct
line of sight with the center point of the microphone.

direct line of sight of the microphones. Sound emitted from these positions reach the microphones on
direct, reflected, and diffracted sound paths. Sound sources which are positioned outside the sector «,
including median positions, reach the microphone only on reflected and diffracted sound paths. The
diffraction at the outer edges of the concha-like cavity, c.f. end points of the dotted lines in Figure [5.18]
in combination with reflections result in similar spectral cues for frontal and back sound incidence.
This canceled out any front-back differences and led to the flat AHpg¢s in Figure[5.17] The cavity on
the outside of the shell was expected to introduce spectral cues unique to each direction, similar to
the principle of the outer ear. In contrast, the developed design for Prototype D did not introduce

noticeable spectral differences between ¢ = 0° and ¢ = 180°.

5.4 Localization performance

Since the prototypes were mounted as acoustic sensors, the localization performance must be
assessed by an “offline” listening test, and cannot be assessed by a “live” localization test, as conducted
in Chapter 2] The prototypes were used to record the stimuli. The signal processing was done
offline, and the output signals were presented through stereo headphones to subjects. The output
signals simulated the wearing of the prototypes. Subjective sound localization performance with the
presented Prototypes A to D was compared to subjective sound localization performance without

earmuffs and with P2 (Z-Tactical ZSORDIN headset).

This localization test differs from the preceding listening and localization test concerning the tested
direction ¢y of the stimuli. This test used dynamic stimuli positions, i.e. rotating stimuli, which lead
in general to better localization performance than static stimuli positions [34]. We limit the range of

rotation to the four quadrants left-front (LF), left-back (LB), right-back (RB) and right-front (RF).
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We decided to use a forced choice design to eliminate the inaccuracies in the positioning of the cursor.
5.4.1 Stimuli

The stimuli were recorded in the semi-anechoic chamber with the same hardware setup as used
for the measurements of the spectral cues in Section With vector base amplitude panning [173]
a sound sample was circularly moved on eight trajectories with constant radius of 1.10m around the
dummy head. The radius of 1.10 m equals the radius of the loudspeaker array. The start positions ¢g
of the trajectories were located at ¢g € {0°,90°,180°,270°}. End positions ¢ of the trajectories were
located at ¢ = ¢pg +90°. Hence, the sound sample swept counterclockwise and clockwise around the
dummy head through the four quadrants on the eight trajectories, respectively. The angular speed
of w = 0.65s~! was defined by the 90° arc through which the sound sample swept and the duration
of the sound sample of ¢t = 2.41s. The recording was sampled at 48 kHz and performed with all six
hearing conditions HCO to HC6, c.f. Section 5.3

Two series of recordings were performed with two different sound samples. A natural, pleasant
sound which subjects were generally familiar with, i.e. male speech, c.f. Figure and a sound
which stimulates the human hearing system on the entire audible frequency range, i.e. pulsed white
noise, c.f. Figure were used. As the pulsed white noise covers the entire audible frequency rage,
it was aimed to provide more spatial information than the male speech. The post processing, which

was required for obtaining the output signals, was done as described in Section [5.3

The total set of stimuli contained 96 stereo audio files (2 sound samples, 6 hearing conditions, 4
quadrants, 2 directions of rotation). Due to filtering and avoidance of temporal clipping, the recorded

stimuli lasted 3.00s.
5.4.2 Setup

Subjects were seated in an office pod (SBS Silence Business Solutions “Procyon Quatro”) and listen
to stimuli through stereo headphones (BeyerDynamics “DT 770M”). The headphones were connected
to a tablet computer that guided the listening test and served as user interface. The [GU]| provided
6 response buttons (one for each quadrant and each direction of rotation), a replay button, and a

progress bar, c.f. Figure [5.20

Subjects were asked to indicate the perceived quadrant and direction of rotation of each stimulus
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Figure 5.19: Spectrogram of the sound samples which were used for recording the moving stimuli. Male
speech with limited energy in the high frequencies (Figure[5.19al) and pulsed white noise (Figure|5.19b)).
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Figure 5.20: |GUI for the listening test.
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by pressing the corresponding response buttons on the user interface. Subjects were not given the
opportunity to change their responses afterwards. Once, subjects responded a quadrant and a direc-
tion, the next stimulus was automatically presented. Subjects had the possibility to listen the current
stimulus a second time by pressing the replay button. This functionality was introduced because the
number of stimuli to listen to was large and subjects might become inattentive during the test. We
wanted subjects to have the opportunity to re-listen the current stimulus in order to interpret the
spatial information, rather than responding arbitrarily. The replay button became inactive for the

current stimulus as soon as one of the 6 response buttons was pressed.

5.4.3 Procedure

Both sounds samples were tested during the listening test, which therefore was split into two series.
During the 15t series, subjects listened to stimuli containing either male speech or white noise. The

27d geries. The order was randomly chosen for each subject.

other stimuli were presented during the
Nevertheless, it was ensured that a balanced number of subjects started with the male speech sample
and pulsed white noise sample. Each series contained 48 different stimuli (2 directions, 4 quadrants,
6 hearing conditions) and each stimulus was repeated 3 times, resulting in 144 stimuli per series. The

two series were separated by at least 7 days.

The subjects were split into three groups. Each group was assigned with an individual order
regarding the presentation of the stimuli. Subjects in group 0 listened to the 144 stimuli in random
order. Subjects of group 1 and 2 listened the stimuli in subsets of 24 stimuli. Each subset comprised
the 24 stimuli of one of the six hearing conditions. The order of the stimuli was random within the
subsets. The order of the subsets was also random. Only subjects of group 2 were informed by a
message on the tablet’s screen that the upcoming stimuli originate of a different processing method,

i.e. hearing condition subset.

Upon arrival subjects were introduced to the listening test. They were told that they will hear
moving sounds through headphones and that their first impression counts about the quadrant in which
they perceive the sound, but also the direction of rotation of the sound. They were instructed to use
the playback button according to its purpose, i.e. not to overuse it and not to use it to confirm their
decisions. Subjects in group 2 were told that different processing methods are tested, the stimuli

are grouped by processing method, and that they are informed when the processing method changes.
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Subjects in group 1 and 0 were not told anything about the processing methods. After completing the
series with the pulsed white noise, subjects were asked what they associated with the sound they just
heard. After completion of the 2°d series, subjects were asked which of the two sound samples they
would prefer in terms of least annoyance and easier localization of the sound during a hypothetical

third series.

5.4.4 Participants

36 subjects participated in the listening test, 12 in each group. Subjects were between age 21
years and 54 years with a mean of 31.89 years. As subjects were randomly split into the three groups,
the mean age per group was not constant (u = 34.08years in group 0, u = 28.42years in group 1,
@ = 33.17years in group 2). Some of the subjects occasionally had participated in listening tests in
the past, others not at all. None of them participated regularly in listening tests. The entire listening

2nd

test ran for 18 days. 8 days passed in average between the 1% and series.

5.4.5 Results

A Kolmogorov—Smirnov test was performed to verify the null hypothesis that the data were follow-
ing standard normal distribution. If the null hypothesis was rejected at the 5 % level, a Kruskal-Wallis

test was performed to check for significance, otherwise standard ANOVA was applied.

5.4.5.1 Response time

The average response time was 2.34s with a standard deviation of 1.68s. During the 1%, resp. 214
series the response time was 2.57s, resp. 2.11s. According to a Kruskal-Wallis test, this difference
was statistically significant (p-value < 0.05). The response time, averaged over all subjects, was 2.33's
for male speech stimuli and 2.36 s for pulsed noise stimuli. With a Kruskal-Wallis test it was proven
that there was no effect of the type of stimuli on the response time (p-value: > 0.05). The response
time, averaged over all subjects, decreased with increasing test progress with (inverse) exponential
characteristics, c.f. Figure With least squares were determined the model for the response time
tr(z) to be

t(r) = 1.98 4 1.86 - ¢ 207 (5.5)
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Figure 5.21: Trend of the response time ¢, and the estimated response time %, over the test progress.
Test progress of 0, resp. 1 indicates the start, resp. end of the test.

where x denotes the test progress ranging the interval [0; 1]. The residual sum of squares was 6.32s2, the
R? value was 82 %, and the root mean squared error was 0.21s. Hence, the fitted curve approximated
well the obtained data. Subjects became familiar with the test procedure and accelerated during the
course of the test. Subjects took more time for responding during the 15 series (2.57s) than during
the 274 series (2.11s). Based on a Kruskal-Wallis test, there was an effect of the series on the response
time (p-value < 0.01). The response times, averaged for each hearing conditions, were 2.17s (HCO),
2.36s (HC1), 2.40s (HC2), 2.53s (HC3), 2.33s (HC4), and 2.25s (HC5). There was a significant effect
of the hearing condition on the response time, according to a Kruskal-Wallis test (p-value < 0.001).
By a pairwise Kruskal-Wallis test we identified a significant difference in ¢, between hearing condition

HCO and the group HC1 to HC4 (pairwise p-values < 0.001).

5.4.5.2 Replay

Subjects used the replay button for 13.6 % of all stimuli and slightly less often during the 15 series
(13.23 %) than during the 2°4 series (13.97 %). They relistened male speech (16.07 %) more frequently
than white noise (11.13%). The effect of the sound sample was significant at the 5% level after a
Kruskal-Wallis test. Fitting a 15* order polynomial to the replay rate over the test progress using

unweighted linear least squares yielded the function

fepl(z) = 0.00049 - z + 0.1357 (5.6)

173



5.4. LOCALIZATION PERFORMANCE

where z € [0;1] indicates the test progress. The resulting residual sum of squares equaled 0.94, R?
6.1-1075, and the root mean squared error 0.057. The low value of R? was caused by the high variation
of the replay rate along the test. Equation ([5.6)) shows that the replay rate was constant along the

test progress.

5.4.5.3 Preferred sound & Sound imagination

Across all subjects an equal preference of 50 % for both types of stimulus was obtained. Their
preferred sound sample corresponded in 72.2% to the sound they were exposed to during the 2°d

series.

Subjects associated the pulsed white noise with sawing wood, stroking a brush or broom across a
table or the floor, the sound of an insect, e.g. cicada, the rustle of walking over fallen leaves, and a

steam engine.

5.4.5.4 Confusion matrices

The confusion matrices in Table are showing the responded quadrant (), and the direction of
rotation D, over the tested quadrant (J; and the direction of rotation D;. The numerical values and
the cell colors are indicating the occurrence rate of the pairs of tested and responded quadrant, resp.
direction of rotation. The lower left and upper right 2-by-2 submatrices indicate that there were few
(< 3%) left-right and mixed-confusions. So, subjects answered either correctly or with front-back
confusions exclusively. Independently of the tested quadrant ()¢, subjects perceived sounds in general
on the correct side and more often in the back hemisphere (61.75 %) than in the frontal hemisphere
(38.75%). Correct quadrants, resp. directions of rotation were obtained in 56.75 %, resp. 59.00 %,
c.f. means of diagonals in Table At least two-third of the back sounds (Q; € {LB,RB}) were
localized in the correct quadrant, while frontal sounds (Q; € {LF,RF}) were localized in the correct
quadrant in a maximum of 47 %. The confusion matrix of the directions of rotations in Table
is nearly symmetrical. Counterclockwise (CCW) rotation was perceived correctly in 58 %, clockwise

rotation was perceived correctly in 60 %.

174



5.4. LOCALIZATION PERFORMANCE

Q1

0.44 0.27 0.00

0.52 JON0Y 0.01 ‘. 0.58 0.40
| 0.02 ]
Lo

0.03 | 0.02 POY66 Q 0.42 | 0.60
0.01

(a)

Table 5.1: Confusion table for the quadrants (Table and directions of rotation (Table .
The values for the quadrants (); and @, are Left-Front, Left-Back, Right-Back, resp. Right-Front,
corresponding to quadrant I to IV of the user interface c.f. Figure [5.20] The values of the directions
of rotation D; and D, are counterclockwise and ClockWise. The rows correspond to the values of @,
and D, responded by the user; the columns correspond to the tested values of @; and D;. The sum
of a column might be > 1 due to rounding errors.

0.02

0.33

5.4.5.5 Localization performance

Subjective sound localization performance was evaluated based on the correct response rate, the
left-right, front-back, and mixed confusion rates. Each of the 10368 data sets (288 responses per
subject, 36 subjects) were checked if they meet the correct response condition, the left-right, front-
back, and mixed confusion condition. If so, it was flagged 1 otherwise 0, respectively for each condition.
The correct response condition was satisfied if the responded quadrant ), equaled the tested quadrant
Q) and the responded direction of rotation D, equaled the tested direction of rotation D;. The front-
back, resp. left-right confusion condition was satisfied if the @, and Q; were separated by the frontal,
resp. median plane. The mixed confusion condition was satisfied if Q). and ); were diagonally
opposing. The rates were obtained by computing the mean value over the flags. Our main interest
was the influence of the hearing conditions on the localization performance. Nevertheless, additional
factors, such as the sounds, the series, or the groups, were evaluated to gain profound insight about

the results.

5.4.5.5.1 Correct responses The correct response rate over all subjects was 51.41 % with a standard
deviation of 17.65 %. The correct response rate was 53.59 %, 50.93 %, and 49.71 % in group 0, group 1,
and group 2 respectively. A Kruskal-Wallis test showed that the difference between the groups was not
significant (p-value > 0.05). When subjects listened to their preferred sound, the correct response rate

(51.39 %) was almost the same as when they listened to their non-preferred sound (51.52 %). Subjects
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Figure 5.22: Box plot with mean values (asterisks) of correct responses for the hearing conditions HCO
to HC5.

achieved an increased correct response rate with the pulsed white noise (52.76 %) than with the male
speech (50.06 %). According to a Kruskal-Wallis test, this difference was not significant (p-value
> 0.05). The average correct response rate of 49.73 % during the 15 series was increased to 53.09 %
during the 279 series. The series influenced the correct response rate, accordingly to a Kruskal-Wallis
test (p-value < 0.05). The conditional probabilities P(D, = D;|Q, = Q) and P(Q, = Q¢|D, = Dy)
resulted in 0.91 and 0.87.

The distribution of the correct responses rate per hearing conditions is visualized by a box plot
in Figure including the mean values (c.f. asterisks). Correct responses were obtained in average
most often under HC2 with 61.40 %, second most under HCO with 54.69 %, followed by HC3 (53.70 %),
HC4 (50.41 %), and HC5 (44.73 %). Fewest correct responses were obtained under HC1 (43.52%). A
Kruskal-Wallis test showed a significant effect of the hearing conditions on the number of correct
responses (p-value < 0.001). By applying a pairwise test it was identified that HCO and HC1 led
to significant different number of correct responses (p-value < 0.01). Between Prototype A (HC2)
and Prototype B (HC2) no difference was obtained (p-value > 0.05). Both significantly increase
the number of correct responses with respect to P2 (HC1) (p-values < 0.01) but no difference
was obtained with respect to HCO (p-values > 0.05). Subjects performed significantly worse with
Prototype C (HC4) than with Prototype A (HC2) (p-value < 0.01). Statistically equal numbers of
correct responses were obtained between Prototype D (HC5) and Prototype C (HC4), resp. P2
(HC1) (p-values > 0.05).
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The correct response rate over the response time, resp. the replay rate is visualized in Figure [5.23]
Both graphs are based on 216 data points, each representing the averaged data of one subject and one
hearing condition. [PCC] for all 216 data equaled in 0.0070, resp. 0.049 not showing any correlation

between the correct response rate and the response time, resp. replay rate. These uncorrelated

properties can be proven by visual inspection of Figures [5.23a] and [5.23b] Regarding the individual

hearing conditions, the [PCC] for the 36 data points of each hearing condition resulted in 0.021, resp.
—0.037 (HCO0), 0.069, resp. —0.071 (HC1), —0.093, resp. 0.0079 (HC2), —0.055, resp. 0.075 (HC3),
—0.048, resp. 0.063 (HC4), and 0.16, resp. 0.026 (HC5) between the correct response rate and the

response time, resp. replay rate.
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Figure 5.23: Correct response rate over response time (Figure[5.23a)), resp. replay rate (Figure |5.23b))
for each subject and each hearing condition.

5.4.5.5.2 Front-back confusions We obtained front-back confusions in 40.83 % of all responses. Across
the hearing conditions, the averaged front-back confusions ranged the interval [0.31;0.49], c.f. aster-
isks in Figure[5.24] The hearing conditions, ordered by increasing front-back confusion rates, are HC2
(30.96 %), HCO (36.98 %), HC3 (37.32%), HC4 (41.09 %), HC5 (48.50 %), and HC1 (49.48%). Ac-
cording to a Kruskal-Wallis test, the hearing conditions significantly affected the front-back confusion
rates (p-value < 0.001). A pairwise Kruskal-Wallis test on the hearing conditions showed, that we
can cluster the hearing conditions in the groups {HC0, HC2, HC3}, {HC4}, and {HC1, HC5}. Hearing
conditions of two different groups led to different front-back confusion rates at 1 % level of significance.

Subjects erred between frontal and back sound with statistical equal rates under the natural hearing
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Figure 5.24: Box plot with mean values (asterisks) of front-back confusions for each of the hearing
conditions.

(HCO), with Prototype A (HC2), and with Prototype B (HC3). Prototype D (HC5) led to a similar
number of front-back confusions as the commercially available headset (HC1). The helmet-based Pro-
totype C (HC4) reduced the front-back confusion rate with respect to the P2 (HC1). Prototype
A (HC2) and Prototype B (HC3) resulted in even better performance than Prototype C and further

reduced the front-back confusion rate.

Table splits the front-back confusion into those where subjects simultaneously responded with
inverted directions of rotation (D, # D), i.e. direction confusion, and where subjects responded with
the original directions of rotation (D, = D). Front-back confusions with inverted, resp. original
directions of rotation were obtained in average in 34.83 %, reps. 6.00% of all responses. When
subjects responded with a front-back confusion, they inverted in 85.37 % the direction of rotation,
too. Front-back confusions with inverted directions of rotation strongly depended on the hearing
conditions and ranged the interval [0.26;0.43]. Ordering the hearing conditions by increasing front-
back and direction confusions gave HC2, HC0, HC3, HC4, HC5, HC1. The front-back confusion rates
with original directions of rotation were approximately constant among the hearing conditions and

ranged the interval [0.05;0.07].

5.4.5.5.3 Left-right confusions Left-right confusions were obtained in 1.47 % of all responses. The
left-right confusion rates, averaged over all subjects, were 0.58 % (HC5), 1.34 % (HC1), 1.51 % (HCO0),
1.62% (HC4), 1.74% (HC2), and 2.02% (HC3), c.f. asterisks in Figure Using a Kruskal-Wallis
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HC mean
0 1 2 3 4 5 0-6
D, +# D, | 0.30 | 043 | 0.26 | 0.32 | 0.35 | 0.43 || 0.35
D.=D; | 0.07 ] 0.06 | 0.05 | 0.06 | 0.06 | 0.06 || 0.06

Table 5.2: The values indicate the front-back confusion rate for each of the six hearing conditions
(HC) where subjects responded with the inverted (D, # D), resp. original (D, = D;) direction of
rotation with respect to the entire number of responses.
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Figure 5.25: Box plot with mean values (asterisks) of left-right confusions for each of the hearing

conditions.

test, any statistically significant effects of the hearing conditions on the left-right confusion rate were
rejected (p-value of > 0.05). In 88.44 %, resp. 11.56 % of all left-right confusions, D, was equal to the

original, resp. inverted direction of rotation.

5.4.5.5.4 Mixed confusions With 1.14% of all data, mixed confusions were those errors which we
obtained the fewest. The distribution of the mixed confusions are shown in Figure Prototype A
(HC2) led to the lowest mixed confusion rate of 0.52 %, followed by Prototype D (HC5) with 0.81 %,
Prototype C (HC4) with 0.93 %, natural hearing (HCO) with 0.98 %, the commercial headset (HC1)
with 1.22 % and Prototype B (HC2) with 2.38 %. A Kruskal-Wallis proved that there was an effect of
the hearing conditions on the mixed-confusion rates (p-value < 0.05). Applying a pairwise Kruskal-
Wallis test, we found that HC3 resulted in significantly different mixed confusion rates than all other
hearing conditions (pairwise p-values < 0.01). In 12.28 % of all mixed confusions, i.e. 0.14% of all

data, the responded direction of rotation equaled the original direction of rotation.
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Figure 5.26: Box plot with mean values (asterisks) of mixed confusions for each of the hearing condi-
tions.

5.4.6 Discussion

ond geries faster, as they knew the test setup, their task and as the test

Subjects aim to finish the
didn’t provide any elements to rise the attention and motivation of the subjects. The acceleration
during the series is subjected to be caused by the monotony of the test, fading motivation, and
increasing familiarization. Among all listening conditions, HCO matched closest to natural hearing,

causing subjects to respond intuitively and faster than under listening conditions that introduced

spectral cues by digital filters.

We expected the replay button to be used with varying frequency along the course of the test, e.g.
increasing frequency due to fatigue or decreasing frequency due to adaption. In contrary we obtained
that subjects relisted sounds with constant rate along the test progress. On the one hand, it seems that
fatigue and adaption balanced each other out. On the other hand, subjects did not want to prolong
the time spend on the test by using the replay button. Neither the frequency with which the replay
button was used nor thinking about the sound direction seemed to affect the localization performance.
This rather confirms that subjects followed the instruction to choose their answer instinctively and to
use the replay button only in exceptional cases. In contrast, the dual task of recognizing the quadrant
and the direction of rotation may have been difficult for subjects and may have required high cognitive

effort, leading to faster fatigue.

Once subjects in group 2 received the notification, they seem to discard their judgments about
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the spectral cues and their decision rule for front-back discrimination and aim to identify a new rule
for the upcoming subset. Subjects of group 1 seem to notice differences in the spectrum and aim to
identify a new decision rule. In the case of group 0 subjects seem to keep the same decision rule along

the entire test, leading to an increased correct response rate.

Both types of stimuli are repetitive, which might be more severe for male speech as for pulsed
white noise. In contrast, subjects might be more familiar with speech which might be perceived more
pleasant than white noise. The male speech sample is unambiguous, while the pulsed noise sample
left room for imagination about the sound source. The possible drawback of annoyance of the noise
sample was compensated by the subjective imagination. The constant peak amplitude of the wide
band pulsed noise slightly increases the rate of correct responses compared to the male speech, which
has a temporally decreasing peak amplitude and a limited bandwidth.

Subjects didn’t know much about what they were faced to before performing the 15 series. In

274 series, they had gained some experience and knew about the proceeding of the

contrast, for the
test, which made them more self-confident and led to an increased correct response rate. Some subjects
seemed to think about which sound sample they prefer, but the majority simply chose the last sound

heard as their preferred sound.

Due to the test design, the responded quadrant and the responded direction of rotation are related
and if one is correct, it is very likely that the other is correct, too. Correct responses and front-back
confusions account for 92.24 % of all responses and the between them is —0.99. Thus, subjects
responded either correctly or with a front-back confusion. Sound localization performance is therefore
primarily affected by the front-back confusions associated with direction confusions. Mirroring the
perceived quadrant at the frontal plane while preserving the perception of a movement from lateral to
median positions or vice versa, results inevitably in an inversion of the direction of rotation (D, # D).
Subjects who responded with a front-back confusion but with the original direction of rotation (D, =
D) perceived the stimuli in the opposite direction to the actual lateral-to-median or median-to-lateral

movement. These issues are caused by corruptions of the provided and

When subjects listened with the natural hearing (HCO) they listened with the natural of
the dummy head rather than their individual Hence, the hearing condition HCO corresponds
to sound localization with a non-individualized Prototype C (HC4), that used the of
dummy head KEMAR, and Prototype D (HC5), that introduced the spectral cues of the outer ear-
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like cavity, were also introducing non-individual It seems that subjects could not interpret
the spectral cues of the non-individual as directional information. The diffraction around
the helmet additionally blurs the position of the sound source (Prototype C). The symmetry of the
spectral cues and the lack of spectral front-back difference with Prototype D are further increasing
the front-back confusion rates. In contrast, the microphone distance of Prototype D introduced in
larger [TD] values than the natural outer ear distance, resulting in more lateral localization of sounds.
The simple signal processing with directional microphones and a[HSF|seems to be most favorable over
all prototypes. Even tough the spectra cues were not very detailed, subjects managed to match a

direction to the provided acoustic information.

Prototype B (HC3) struggles of the error-proneness of the ambisonic technology on the position
and orientation of the recording microphone. Due to the non-ideal recording, the contralateral virtual
loudspeakers received strong signals than required, which shifted the stimulus. Further, the deployed
technique for mixing the four virtual loudspeakers signals to one stereo signal provides only weak [[LD]
but no In the case of discordance, the dominates over the [205]. This led to stimulus
being perceived at median positions and making subjects randomly choosing between a left and right
quadrant. Advanced ambisonic decoders, rectangular or hexagonal virtual loudspeaker setups, and
might enhance sound localization [206], 207]. This in turn increases the computational power.
Futher, the choice of the [HRTF| must be well made to match the subjects.

The listening test simulated dynamic localization cues by a relative source-head movement. There-
fore, localization performance should have increased compared to the localization test in Section
with its static cues and source-head positioning. Contrary to our expectations, we obtained with
P2 less font-back confusions with static (37 %) than with dynamic (49 %) cues. The listening test
didn’t provide vestibular cues and experience of daily life made humans localize sounds in the back,
if there is no object in the field of view which they can identify as sound source. To overcome this
psychological effect, the prototypes need to be upgraded to fully functional and their evaluation
should be conducted as a “live” localization test in the semi-anechoic chamber, like the localization
test in Section [2.3] By this, subjects listen with their individual [HRTF} the HCO hearing condition
would actually correspond to natural listening, and the drawback of dummy head recordings would

be eliminated [192].
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5.5 Conclusion

Four different designs of earmuff were presented in the beginning of this chapter. They are
based on cardioid microphones which were mounted on the shells (Prototype A) and on a ballistic
helmet (Prototype C), equipped with an ambisonic microphone (Prototype B), and a concha-like cavity
in the outside of the shells (Prototype D). Except Prototype D whose cavities filter the incoming
sound similar to the human outer ear, the prototypes introduce spectral cues by filtering digitally the
microphone signals. The localization performance of the prototypes was evaluated by a subjective
listening test and compared to the localization performance with the of a dummy head and a
commercially available headset [HPD] P2, c.f. Figure

Even though the spectral cues, which are introduced by the prototypes, slightly differ to each
other, they show common characteristics, which are corresponding to Blauert’s boosted band between
1.86kHz and 7.03kHz [40]. The spectral differences between frontal and back sound incidence were
clearly noticeable by applying frequency analysis. However, it turned out that for Prototype D the
combination of the cavity and the microphone positioning led to similar spectral cues for frontal and
back sound incidence. The spectral difference should be enhanced by studying more asymmetric

designs, e.g. geometries with less material at the front of the shell.

The listening test supported the findings from the frequency analysis. Subjects localized sounds
the best with Prototype A, followed by Prototype B. They both boost high frequencies of frontal
sounds. These results are in coherence with Frank et al. and Brungart et al. [76] [I81]. Contrarily to
Rubak et al. who reported enhanced sound localization with cavities in the shells, we observed reduced
sound localization with Prototype D [132]. The reduced spectral differences between frontal and back
sound incidence are identified to cause the reduced performance. The Prototype C is a promising good

approach but requires amelioration of the microphone array to provide more unidirectional recordings.

Even though Prototype D does not introduce spectral front-back differences while [HPD] P2 does
introduce such differences, both devices led to similar localization performance. Hence, to allow proper
sound localization it is not sufficient to simply provide any spectral cues. It is important to provide
spectral cues that users can correctly interpret and assign directions to. Here we are in accordance
with Brungart et al. who demand from [HPD|not only providing a wide system bandwidth to provide

enough spectral cues but also proper spectral information [I81].
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The design of the listening test was subjected to influence the obtained localization performance.
The sound source was turning around the subjects, but the relative position to the head was fix.
When subjects turned their heads, the sound source rotated in the same way. Hence, the vestibular
cues conflict with the constant head-to-sound positioning. Further, subjects realized that their visual
environment, i.e. the office pod, and the acoustic environment were decoupled.Hence, sound sources
are hardly perceived in the front. To overcome these drawbacks, the prototypes need to be designed
and realized as fully functional which must be reevaluated with real sound sources and a [VAE]
such as used in Section [.4.2.2

Concerning the usability of the presented devices, Prototype B is the least practical in field. In
its next stage of development, it should be envisaged to mount the ambisonic microphone the closest
possible to the headband. Another approach would be to mount two ambisonic microphones on the
top of the shells, one microphone on each shell, just next to the head, slightly above the outer ear.
This requires evaluation of the effect of the head on the acoustic field in such proximity which might be
promisingly compensated by binaural techniques. Neither Prototype A nor Prototype C are yet fully
developed. Avoiding protruding microphones on Prototype A could be achieved by redesigning the
shells with appropriate cavities. Flush mounting the microphone on the ballistic helmet of Prototype
C retains any directional characteristic of the microphones. Therefore, it seems more promising to
mount a dense array of miniature digital microphones with tiny dimensions on the ballistic helmet.
Optimized beam forming algorithms seem to be suitable to scan the surrounding environment for
sound sources, to focus on them separately, and to restore them with proper directional cues under
the hearing protection. Limited computational power and energy supply may restrict these algorithms
on either a limited number of simultaneously processed sound sources or low angular resolution. This
in turn conflicts with 360° surveillance of a large number of simultaneous sources. Prototype D seems
to be the best design in terms of usability as there aren’t any parts which are sticking out. The design

of the shells requires optimization to allow compatibility with ballistic helmets.
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Conclusion

The overall aim of this work was to propose principles and solutions for acoustically “transparent”
hearing protections. The auditory environment was intended to be reconstructed under these hearing
protections so that the user not only perceives the sounds acoustically, but also hears where the
sounds are located. For this we wanted to gain insight on, first, the [HRTF] modifications introduced
by and the resulting localization performance and, second, about possible design approaches.
Third, on methods for capturing the directional cues of environmental sounds and, forth and finally,

on techniques for reconstructing the sounds with directional cues under the [HPD]

6.1 Results

An existing loudspeaker based [VAE| was completely redesigned, including the installation of 16
professional loudspeakers and their driver electronics, and developing a system for head motion track-
ing. A dedicated software was implemented, which provides independent control on all loudspeaker

signals, communicates with the head motion tracker, and conducts listening tests in the [VAE]

Measurements of [HPD]induced modifications in the of three different dummy heads showed
that the modifications highly depend on the deployed [HPD] Earplugs showed little effect on the
IHRT'Fs|, while earmuffs strongly changed the along the entire frequency range. The results
of a subjective sound localization test, which was conducted in the loudspeaker based [VAE| with 40
subjects, each testing 4 are in line with the results of the [HRTE| measurements. An inverse
proportional relation between the [ HRTF]modifications and the localization performance was identified,
i.e. the more the is modified the worse subjects localize sound sources. We obtained that the
tested earplugs, resp. active were preferable over earmuffs, resp. passive Numerical

simulations, based on the 3D scans of the dummy heads, have shown that the outer ear exclusively
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introduces the individual spectral cues which are required for front-back discrimination. Hence, to
maintain localization performance with earplugs, they should cover the least possible the outer ear.
This can be achieved using miniaturization technology, already used for hearing aids, to construct tiny
earplugs that are placed in the ear canal. Since this approach is not applicable for earmulffs, additional

solutions were presented and evaluated.

An analytic model was developed which describes the spectral front-back differences of measured
and simulated The model is controlled only by the parameter ¢, i.e. the azimuth angle, and
returns the filter coefficients for a 10*® order filter. The model is based on five 2°¢ order peak
filters. They are combined to optimally approximate the angle-dependent spectral difference of the
underlying between pairwise positions symmetric about the interaural axis. The spectral error
between the model and the underlying is inferior to 2dB. Two series of listening tests with
30 (1% series) and 33 subjects (2" series) were conducted to assess the localization performance of

sounds in a headphone based Digital filters introduced directional front-back information to the

stimuli. A large variety of filters was tested including an [High-Shelf Filter (HSF)| the developed model
for spectral front-back difference, peaking filters, and The design of the listening test, i.e.

the unforced choice design, was identified to bias the localization performance. Further, the similarity
of the filters which were deployed in the 15! series led to similar localization performance among the
filters. The 2"¢ series showed that the low order (max. 10" order) filter led to better front-back
differentiation than detailed high order non-individual

Four designs of advanced earmuff were developed, and the corresponding prototypes were
set up. In general, the prototypes recorded the surrounding sound field with directional microphones.
They reconstruct the sound field with directional information under the earmuff, by applying a subset
of the previously evaluated numerical filters. Prototype A consists of an array of six microphones
mounted on the exterior of the earmuffs, Prototype B consists of a 15* order ambisonic microphone
which is centered over the head, and Prototype C consists of a microphone array attached to a ballistic
helmet. Prototype D comprises a concha like cavity, which introduces the spectral cues like the human
outer ears without the need of numerical filters. Measurements showed that Prototype D introduces
least spectral front-back cues. Further, Prototype A to C introduce spectral front-back differences
which are most distinct between 2kHz and 8 kHz. These characteristics are similar to natural [HRTEFS

and the positions of Blauert’s directional bands. The sound localization performance with these
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prototypes was evaluated in a listening test with 36 participants. With respect to a commercially
available active earmuff, all prototypes reduced the number of front-back errors and increase sound
localization performance. Compared to a non-individual [HRTE] only Prototype A led to a reduced

number of front-back errors.

The response to the initial problem of “transparent” hearing protections can be summarized as:
Miniaturized, active earplugs are required to allow the user to perceive the environmental sounds
correctly positioned in space and enhance situational awareness. With active earmuffs it is possible
to restore the directional information by applying simple digital filters to the recorded sound field
signals. Additionally, audio which is transmitted through radio communication can be enriched with

directional cues by making use of the technique of directional information reconstruction of earmulffs.

6.2 Perspectives

The [HPD] prototypes and the correspondingly obtained subjective localization performance re-
quires validation. The sensor-based prototypes need to be upgraded to fully functional by
adding signal processing electronics and internal reproduction components and reviewing the acoustic
attenuation. A real-time subjective localization test, similar to the initial localization test, has to be
followed in a loudspeaker based [VAE] Prior to the subjective localization test it is worth predicting the
localization performance under these with the models developed by Joubaud [166]. Thus, the
localization performance and [HPD]rankings we observed can be verified by two independent methods.
Future designs of earmuffs may also be tested, which consists of a multichannel reproduction system,
similar to Pomberger et al. [208]. This approach seems to be the most promising solution for aug-
menting the localization performance with as it incorporates the users’ individual Such
prototypes should be manufactured and evaluated for verification. Earplugs will benefit of miniatur-
ization technologies. By reducing their geometries, they can be inserted into the ear canal without
covering the outer ear. Consequently, they do not modify the user’s individual spectral cues. They
have to block the ear canal in order to provide acoustic protection and might be designed as either
rigid, custom molded devices, or multiuser devices. Earmuffs might also benefit from miniaturized

microphones, as they reduce the weight of the protection and the impact on the sound field.

Involving human subjects in further studies might carry out a much more profound knowledge
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about the interaction between [IPDg], [IRTFS, and sound localization performance. Measuring the
spectral modifications caused by in the individual of subjects allows to evaluate the

variance of the spectral modifications between individuals. Additionally, the subjective, individual
sound localization performance can be confronted with the [HPD]induced modifications in the individ-
ual of the subjects rather than with the of dummy heads. Further, human subjects
are necessary for upcoming work on the approximation of individual by combining a generic
transfer function, e.g. of an ellipsoid or head without ears, with the individual [PRTF] First, inves-
tigation must be done on the relation between individual individual and individual
anatomy. Second, algorithms need to be developed and enhanced for combining a generic transfer
functions with an individual [PRTE| in order to approximate the original, individual [HRTF} Third
and finally, the combined need to be evaluated in terms of sound localization performance and
compared to the original, individual [HRTF] In combination with a 3D scanner and simulation software
this technique would allow to develop a portable field system for obtaining individual for a
large public. Complex measurements in anechoic chamber would get redundant and personnel
devices such as hearing protections, communications systems, or headphones can thus be adapted

anywhere, independent of laboratory facilities.

The design of Prototype D is promising but requires additional revision. To overcome the issue
of limited localization performance, the earmuff with the concha like cavity requires updates on its
geometry. New propositions on the geometry should be examined, such that asymmetric spectral
cues are generated. In particular, the frontal part of the shell is considered to provide potential for
optimization. The geometry of the cavity can be further updated considering the advanced pinna
simulator from [I47] or the individual anatomy of the outer ear of human subjects. The generalized
geometry from [147] results in multi-user, non-individual prototypes. the application of the individual
anatomy leads to custom, i.e. individualized, prototypes that resolve the issue with non-individual
[HRTE] This is extreme costly as the individual geometries of the outer ears have to be scanned and
prototypes for each subject need to be manufactured. To reduce these costs, a system can be imaged
which is based on an earmuff with a detachable cavity, and users mount their own, individualized

cavity to the earmuff.
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Appendix A

Résumé étendu des travaux de these

A.1 Chapitre 1

L’humain percoit des ondes acoustiques a partir d’une amplitude de 20 pPa (=0dB SPL) entre
20 Hz et 20kHz [1 3]. La sensibilité du systeme auditif dépend de la fréquence [17]. Le seuil de douleur
apparait & des niveaux sonores compris entre 20 Pa (=120dB SPL) et 200 Pa (=140dB SPL) [4]. Des
courbes de pondération, basées sur I'inverse du seuil de perception, permettent d’estimer le niveau
sonore per¢u d’un son large bande [25]. Pour évaluer 'exposition & des bruits de durées limitées, un
niveau de bruit équivalent & un bruit constant est déterminé sur ’équivalent journée de travail (=8h)

126].

Les sons environnementaux sont localisés grace a la différence de temps interaurale (Interaural Time

[Difference (I'TD)J), la différence de niveau interaurale (Interaural Level Difference (ILD)|) et les indices

spectraux. La considération de I{I'TD| et permet de décrire un céne de confusion dans lequel la

source sonore peut étre placée. A 'aide des indices spectraux, la position exacte sur le cone de confusion
est déterminée. Les indices spectraux sont uniques pour les différents angles d’azimut et d’élévation,
mais aussi individuels pour chaque humain. Ces indices sont introduits par 'oreille externe et définis

par son anatomie. Le cerveau est bien adapté aux indices spectraux individuels. LTTD] 1ILD] et les

indices spectraux décrivent la fonction de transfert relative a la téte (Head-Related Transfer Function|

(HRTF)|). Les HRTFS| fournissent des informations spatiales sur les différentes sources acoustiques,

permettant de séparer les sources individuelles (c.f. “cocktail party effect” [27]) et de les localiser.
Dans des environnements virtuels, on se sert des pour créer des scénes acoustiques avec des

sources placées virtuellement dans lespace. Les changements de 1JHRTE] individuelle, provoqués en
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insérant des bouchons ou en utilisant des casques de protection réduisent fortement la localisation

sonore [51), 50].

Dans des situations avec un niveau de bruit tres fort, il faut utiliser les protecteurs auditifs (Hearing

[Protection Devices (HPDs)|) pour se protéger des risques possibles, a la fois des maladies indirectement

liées & l'oreille (maladies cardio-vasculaires, stress, insomnies) et des maladies de l'oreille comme la
surdité [88, [’7, RI]. Par contre, porter des empéche la conversation face-a face [108], [109],
mais aussi la localisation fiable des sons environnementaux [50), 117, 118, 119, 120, 121]. Souvent,
les utilisateurs décident de pouvoir communiquer et d’analyser leur environnement correctement et
donc, enlévent la protection acoustique en prenant des risques sanitaires. Les études présentées dans
la suite ont pour objectif d’orienter la conception dJHPDs| qui permettraient une localisation des sons
environnementaux et donc augmenteraient 1’acceptation des [HPD] en réduisant de ce fait les cas de

perte de 'audition.

Pour tester les solutions proposées un environnement acoustique virtuel (Virtual Acoustic Environ-|

ment (VAE)|) a été pensé planifié et mis en place en deux phases. Ce consiste en 16 haut-parleurs

professionnels, espacés de 22.5° sur un cercle de 2.20m de diametre, c.f. Figure Un logiciel de
guidage est développé et gere le positionnement des sources sonores. Grace a la méthode de “vector
base amplitude panning”, le son peut étre positionné en continu sur tout ’ensemble du cercle. Le lo-
giciel est également muni d’une interface utilisateur qui peut étre utilisé pour des tests de localisation
de sources sonores. Dans sa premiere phase, la sortie audio stéréo de l'ordinateur est utilisée et la
[VAE] ne permet pas de présenter des sons dans plusieurs directions simultanées. Dans la deuxiéme
phase de développement, une interface audio professionnelle est intégrée permettant le controle direct
sur le signal de chaque haut-parleur et donc rajoute la possibilité de placer plusieurs sources sonores

simultanées avec des positions indépendantes.

A.2 Chapitre 2

Ce chapitre traite de l'interaction entre les et la localisation des sources sonores sous 5
conditions d’écoute. Ces conditions d’écoute sont définies comme suit, ot [HPD| PO est une condition

d’écoute naturelle et [HPDI P1 & P4 sont des conditions d’écoute non-naturelles.

o [HPDI PO : I’écoute naturel sans [HPD
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FIGURE A.1: a 16 haut-parleurs positionnés dans un cercle de 2.20m de diametre. La position
d’écoute est au milieu du cercle, les haut-parleurs sont cachés derriére un rideau acoustique. Gauche :
le rideau est posé par terre. Droite : le rideau est mis en place.

e [HPD| P1 : l’écoute avec 1JHPD] ISL “Bang” qui est un bouchon actif avec un embout d’oreille &

ailette universel.

HPD| P1C : équivalent & 1JHPD] P1 mais avec un bouchon d’oreille personnalisé et moulé,

disponible pour les tétes artificielles Harry34 et Harry33.
e [HPD] P2 : I’écoute avec 1JHPD| ZTac “Z111” qui est un casques auditif actif.

e [HPD| P3 : I'écoute avec 1JHPD| Nacre “QuietPro” qui est un bouchon actif avec un embout

d’oreille en mousse.

e [HPD| P4 : I’écoute avec 1THPD] 3M “X5A” qui est un casque auditif passif.

Dans la chambre anechoique, on mesure les de trois tétes artificielles avec chaque condition
d’écoute (HPD| PO & P4). Les tétes artificielles sont :

e Harry34 : téte artificielle du [French-German Research Institute of Saint-Louis (ISL)| équipée

avec des simulateurs d’oreille simplifiée de type 3.4 conforme a 'ITU-T P.57 [147].
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e Harry33 : téte artificielle de 1{ISL] équipée avec des simulateurs d’oreille avancée de type 3.3
conforme a I'ITU-T P.57 [147].

e HATS33 : téte artificielle de B&K Type 5128 “Head and Torso Simulator”.

Le signal de référence est un sinus glissant et la distance entre le haut-parleur et la position de la
téte est de 3m. Cette distance est limitée par la longueur de la chambre anechoique de 5.60m. La
condition d’écoute [HPD] PO est mesurée deux fois pour chaque téte. On obtient 20 dont la
résolution angulaire est de 22.5° et la plage de fréquences est de 16 Hz a 25.6 kHz avec 1600 points

espacés logarithmiquement. Les signaux mesurés sont convertis pour obtenir la [Directional Transfer|

[Function (DTF)|qui est, dans la suite, aussi appelée HRTF

L’analyse des modifications d[HRTF]introduites par les protections est basée sur la racine-carrée de

Perreur quadratique moyenne (Root Mean Square Error (RMSE)|) entre les conditions d’écoute non-

naturelles l P1 & P4) et la condition d’écoute naturelle 1 P0), c.f. Equations 1' et 1D

L’HRTF p; correspond a 1[HRTF] avec une écoute non-naturelle avec i = 1,...,4, et HRTF; correspond

a 1THRTE avec ’écoute naturelle.

E(f,6) = 20 logyg (\m\) (A1)
1 337.5°

D(f)= |1c Y BUf.0) (A2)
=0°

La Figure présente les valeurs m par bandes de fréquences établies par Zwicker [12]. Tout
d’abord, on s’apercoit que les courbes diminuent tres rapidement dans les trois premieres bandes, puis
qu’elles augmentent avec des pentes différentes et arrivent sur des maximums vers la bande N° 24.
La pente avec laquelle les courbes remontent dépend fortement de 1JHPD] et non de la téte artificielle.
Pour une comparaison entre les bandes N° 7 et N° 20, P1 et P3 (type de bouchon) possédent une
beaucoup moins grande qu’entre P2 et P4 (type de casque). Sur une bande fréquentielle tres
large (jusqu’a la bande N° 15), les bouchons introduisent un changement inférieur & 2dB dans les
HRT'Fs, alors que le changement dépasse 2dB avec des casques a partir de la bande N° 5. Dans les

hautes fréquences comme dans les basses fréquences, la bande passante du haut-parleur (d’apres le
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RMSE [dB]
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(a) Harry34. (b) Harry33. (c) HATS33.

FIGURE A.2 : |RMSE]| entre des paires d’écoutes naturelles (P0) et non-naturelles (P1, P2, P3, et P4)
par bandes de Zwicker (“critical bands”) [12] pour les trois tétes artificielles.

Harry34

12 «""Pl
©PI1C

10 |

RMSE [dB]

0 5 10 15 20 25
Critical Band

Harry33

RMSE [dB]
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FIGURE A.3 : |RMSE] entre des paires d’écoutes naturelles (P0) et non-naturelles (P1 et P1C) par
bandes de Zwicker (“critical bands”) [12] pour les deux tétes artificielles.

fournisseur de 100 Hz a 18kHz) limite I’énergie du signal de référence, réduisant la pertinence des

résultats.

La Figure compare les RMSE[ dis aux différents types de bouchons d’oreilles (universels ou
personnalisés). Pour les deux tétes artificielles, on obtient des courbes presque identiques. Sauf aux
hautes fréquences (supérieures a la bande N° 17), les bouchons d’oreilles montrent des différences

significatives, liées au positionnement du bouchon dans l'oreille et a la bande passante du haut-parleur.

Avec un test de localisation, on évalue la performance de localisation des sources sonores sous
les conditions d’écoute [HPD| PO & P4. Le test est effectué dans la [VAE] & 16 haut-parleurs. Pendant
ce test a choix non-forcé, on présente un bruit blanc de 200 ms et on demande aux sujets d’indiquer

sur une tablette tactile la direction dans laquelle ils ont percu le son. On utilise les directions ¢; €
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{0°,22.5°,...,337.5°} et chaque direction est testée 5 fois, soit 80 sons a écouter par condition d’écoute.
La moitié des sujets (groupe de test) passe une phase d’entrainement & 32 sons avec chaque condition
d’écoute. On commence toujours avec I’écoute naturelle, suivie, dans un ordre aléatoire, des conditions
d’écoute non-naturelles. Avec un test de Békésy on vérifie le seuil d’audition des sujets aux fréquences

d’octave entre 125 Hz et 8 kHz.

40 sujets avec une audition normale et un age moyen de p = 31.45 ans (o = 10.47) ont participé a
ce test de localisation. Le temps de réponse est en moyenne de 2.42s et diminue logarithmiquement au
cours du test de 3.71s au début vers 2s a la fin. Ceci implique que le temps de réponse avec [HPD| PO
(écoute naturelle) est toujours plus élevé qu’avec les conditions non-naturelles. La perte de motivation

et I'adaptation au test sont des raisons majeures pour la décroissance du temps de réponse.

La matrice de confusion de la Figure [A-4a] montre avec une résolution de F5.625° qu’il y a peu de
confusions gauche-droite et mixtes (peu de points dans le sous-quadrant haut-gauche et bas-droite).
Par contre, il y un certain nombre de confusions avant-arriere (points sur les anti-diagonales). Une
grosse partie des points se répartissent autour de la diagonale principale, ce que I'erreur angulaire non-
signée de |¢| = 13.18° confirme. L’évolution de |e|, visualisée dans la Figure montre clairement
I'influence d’un sur la performance de localisation. En dépassant 20 % du test, c’est-a-dire en
passant de PO aux non-naturels, |¢| augmente en moyenne instantanément de 2.53° soit
de 22.67 %. Les confusions avant-arriere, c.f. Figure dépendent significativement de la condition
d’écoute (p-value < 0.001). Avec PO, le taux de confusions est 0.052 (groupe de test) et 0.084
(groupe de controle). Cette valeur augmente a 0.28 pour les de type bouchon et a 0.39 pour les
de type casque. Avec une précision d’environ 0.6, la plupart des réponse se trouvent dans un
intervalle de F4.5° autour de la position d’'un haut-parleur, peu importe si c’est le bon haut-parleur

ou norim.

On a pu montrer que 'effet des[[IPDs|sur les [IRTFS|est inversement proportionnel & la performance

de localisation des sources sonores. Plus 1JHRTE] est détériorée, plus il y a de confusions avant-arriére.

Concernant cette relation, les de type bouchon sont & préférer aux de type casque.
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FIGURE A.4 : Résultats du test de localisation. La matrice de confusion dans la Figure donne
une impression globale sur la performance de localisation. L’évolution de I'erreur angulaire non-signée
le|, moyennée sur toutes les conditions d’écoute au cours du test est montrée dans la Figure Les
confusions avant-arriere par groupe et par conditions d’écoute sont visualisées dans la Figure

A.3 Chapitre 3

Dans ce chapitre on applique les simulations d]JHRTF| Les tétes artificielles (Harry34, Harry33, et

HATS33) sont numérisées avec un scanner 3D et des maillages 3D sont utilisés pour faire des simu-

lations numériques, basées sur la méthode des éléments finis de frontiere (Boundary Element Method|

(BEM)J|). Les simulations sont faites pour la méme échelle de fréquences (1600 pas logarithmiques dans
l'intervalle [16 Hz;25.6 kHz]) et d’angles d’incidence (¢ = {0°,22.5° ...,337.5°}) que les mesures du

chapitre précédent.

La entre 1JHRTE] mesurée et simulée est de 2.54dB pour Harry34, 2.10dB pour Harry33
et 1.91dB pour HATS33. Comparativement aux entre deux tétes différentes qui varient entre
2.22dB et 3.07dB, on observe en particulier pour Harry34, une erreur entre la simulation et la mesure
plus grande que entre deux tétes différentes. Cette observation est liée & la mesure d[HRTF|de Harry34
qui a une répétabilité réduite. Le montage expérimental pour Harry34 sur la table tournante inclut un
réhausseur qui alourdit et déséquilibre le dispositif, conduisant facilement & des erreurs de positions.
Cet effet est également observé, mais de maniére moins prononcée pour Harry33. Les par
bandes de Zwicker entre les [ HRTEFS mesurées et simulées des trois tétes artificielles sont données dans
la Figure A part pour la bande N° 1, l'erreur dépasse sérieusement la limite de 2dB a partir de
la bande N° 10 (Harry34 et Harry33) et N° 18 (HATS33). Pour Harry34 et Harry33, le probleme de
stabilité suite a la mise en place réduit la concordance par rapport a HATS33. Des écarts tres fins

dans la partie de l'oreille externe entre la téte artificielle réelle et son maillage 3D cause des résultats
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F1cURE A.5 : Les | RMSEs| par bandes de Zwicker entre les [HRTFs| mesurées et simulée des trois tétes
artificielles.

légerement différents dans les hautes fréquences.

La contribution de ’oreille externe est, dans un premier temps, évaluée avec le maillage de la téte
artificielle HATS33, c.f. Figure A partir de ce dernier, un second modele est crée en enlevant les
oreilles externes et en ajoutant un conduit de forme cylindrique, c.f. Figure Un dernier modele
consiste a extraire I'oreille externe du cote droit, c.f. Figure [A.6¢] Les [HRTFS pour ces trois modeéles
sont montrés dans les Figures [A.6b] [A.6d| et [A.6ff La méthode du gradient conjugué (Conjugate-|

|Gradient Solver (CGS)|) ne converge pas dans les basses fréquences (< 30Hz) pour les maillages
HATS33 et HATSO00, produisant des artefacts dans les En comparant les Figures [A.6d] et [A.6]]
avec la Figure on obtient que la téte seule (HATS00) introduit 1ILD| et 1JITD]| mais aussi des

indices spectraux symétriques a ’axe interaural et donc non utilisables pour distinguer I'avant et
I’arriere. Par contre, l'oreille externe introduit des indices spectraux supérieurs a 1kHz asymétrique
par rapport a ’axe interaural. Avec les indices spectraux de l'oreille externe la localisation des sons
donne des résultats fiables. Pour les de type bouchon, cela signifie qu’ils doivent couvrir 'oreille

externe le moins possible.

Pour réduire la durée d’acquisition d’une on évalue I'idée de combiner une (géné-
rique) d’une téte sans oreille, avec I{HRTF| des oreilles externes (individuelles). Deux méthodes pour
la recomposition de IfHRTF| & partir de 1{HRTE| de la téte sans oreille (HATS00) et I{HRTF]de D'oreille
externe (oreille externe de HATS33) sont présentées. La méthode 1 additionne les deux la
méthode 2 moyenne les deux [HRTFS Les [RMSES entre les résultats de ces deux méthodes et 1JHRTE|
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FIGURE A.6 : Maillages 3D (gauche) et résultats des simulations numériques d[HRTF
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FIGURE A.7 : erreurs entre IJHRTF|d’origine (HATS33) et les|[HRTFs|composées, en utilisant méthode

de sommation (Figure [A.7a]) et de moyenne (Figure [A.7Db)). Les values positives correspondent a une
surestimation de l@ d’origine.

d’origine (HATS33) sont montrées sur la Figure En dessous de 1kHz, les deux méthodes donnent
les mémes erreurs. Par contre au dessus de 1kHz, la méthode des sommes résulte dans une [RMSE] de
4.34dB et la méthode des moyennes donne une [RMSE] de 2.68 dB. Néanmoins, prendre la moyenne
réduit les distances entre les maxima et minima locaux qui définissent les indices spectraux individuels
qui sont importants pour la localisation sonore. Il serait nécessaire de réaliser des études supplémen-
taires car ces deux méthodes sont identique & un gain pres. Notamment, une évaluation subjective

permettrait de mieux comprendre cet effet.

A.4 Chapitre 4

Dans une premiére partie un modéle analytique d{HRTEF| controlé par angle horizontal ¢, est
développé. Ce modele est basé sur 'analyse des différences spectrales entre l'avant et 'arriere de
1[HRTEF] simulée et mesurée de Harry33. Avec cette analyse on voit que la plupart des différences
spectrales entre I’avant et l'arriere sont localisées entre 2kHz et 8 kHz. Cette plage de fréquences est
tres proche de la bande de Blauert entre 1.86kHz et 7.03kHz [40]. Le modele se focalise donc sur la

décade fréquentielle allant de 1kHz a 10kHz. Il est réalisé avec une superposition de 5 filtres peak

d’ordre deux & réponse impulsionnelle infinie (Infinite Impulse Response (ITR)) [194]. Les fréquences

centrales, les bandes passantes et les gains de ces filtres sont définis & partir d’une analyse des différences
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FIGURE A.8 : Les courbes de niveaux de I'amplitude de IJTHRTF| paramétrée.

spectrales avant-arriere des naturelles des tétes artificielles. La fonction obtenue est montrée
sur la Figure L’erreur entre le modele développé et les d’origine est inférieure ou égale a
1.80dB (pour 1JHRTF| d’origine mesurée) et 1.31 dB (pour 1JHRTF| d’origine simulée).

Dans une deuxiéme partie on évalue avec un test de localisation un grand nombre de filtres nu-

mériques concernant la performance subjective de discrimination entre des sons placés virtuellement

a Pavant et a larriere. L’ensemble des filtres inclut des filtres de shelving (3 kHz [High-Shelf Filter|
(HSF)| [76], le modele analytique dJHRTEF] les bandes de Blauert [40]) et des [ HRTFs| Deux méthodes

de génération de signaux sont utilisées : par traitement ambisonique et par traitement discret. Dans

la méthode ambisonique les signaux sont enregistrés dans le [VAE]| avec un microphone ambisonique de
premier ordre, et les filtres sont appliqués sur les signaux des haut-parleurs virtuels, avant obtenir le
signal stéréo. Dans la méthode discrete, les signaux sont générés par I'application du filtre en fonction
de la direction et un décalage entre le signal de gauche et de droite, qui correspond & ITTD] Ce test de
localisation est en deux parties. La premiere partie ne contient que des stimuli ambisoniques, 13 filtres
distincts, 4 directions différentes (¢ = {0°,67.5°,180°,247.5°}), et deux sons différents (voix masculine
et bruit d’une cigale). La deuxiéme partie contient des stimuli distincts et ambisoniques, 4 filtres, 12
directions différentes (¢ = {22.5°,45°,..,337.5°} sans ¢ = {90°,180°,270°}), et qu'un seul son de base
(voix masculine). Les participants écoutent les stimuli dans un espace acoustique a bruit réduit par un
casque audio stéréo et indiquent leur réponse sur une tablette a écran tactile en dirigeant une fleche

dans la direction percue.
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Le temps de réponse est en moyenne de 2.35s (partie 1) et 2.40s (partie 2) et diminue logarithmi-
quement avec ’expérience. Les données sur les directions percues montrent qu’avec une résolution de
5.625°, les sujets répondent le plus souvent avec un erreur angulaire signée ¢ = {0°, £22.5°} (partie 1) et
e = {£22.5°,+45°, +67.5°} (partie 2). Les sujets préferent répondre aux angles ¢, = {0°,90°, 180°,270°}
(partie 1) et aux angles ¢, = {90°,270°} (partie 2), ce qui signifie que la discrimination gauche-droite
est maintenue, par contre la position exacte est perdue. La performance de distinction entre I’avant et
I’arriere ne varie pas entre les filtres de la partie 1. On obtient un taux de confusion avant-arriere en
moyenne de 31.43 %. Un test de Kruskal-Wallis montre qu’il n’y a pas de différences significatives entre
ces filtres (p-value : 0.72). Le grand nombre de filtres avec des indices trop similaires ne permet pas
aux participants de remarquer les fines nuances spectrales entre les sons. Les calculs pour déterminer
le taux de confusion avant-arriére ne prennent pas en compte les sons pour ¢y = {0°,180°}, c’est-a-dire
que pour cette premiere partie, seulement 50 % des données sont représentées par la confusion avant-
arriere. Pour les filtres de la partie 2, le taux de confusion avant-arriere est de 43.78 % en moyenne et
varie dans l'intervalle [36.25 %;52.22 %]. Un test de Kruskal-Wallis montre une différence significative
entre les filtres (p-value : < 0.001). Concernant les filtres en combinaison avec la méthode discrete,
1HRTF] non-individuelle donne les indices spectraux les moins fiables. Le [HSF| de 3kHz, la bande de
Blauert et le modele analytique dJHRTF| proposent des indices plus compréhensibles aux participants.
Par conséquent, en travaillant avec des filtres non-individuels il est beaucoup plus prometteur d’utiliser
des filtres avec une réponse fréquentielle lisse, pas trop détaillée, plutét que des filtres avec une ré-
ponse fréquentielle avec plein de détails. Les confusions gauche-droite et mixtes montrent des résultats
similaires : pour les filtres en combinaison avec la méthode discréte, le taux ne dépasse pas 2.27 %, par
contre en combinaison avec la méthode ambisonique le taux augmente jusqu’a 12.37 %. En utilisant le
filtre d[HRTF] pour la méthode discrete et la méthode ambisonique, on observe avec cette deuxiéme
partie du test d’écoute que la méthode ambisonique est moins avantageuse que la méthode discrete.
La méthode ambisonique introduit une [[LD] trés faible qui n’est plus correctement identifiée par les
participants. Dans la partie 1 qui ne dispose que d’une [[LD] tres faible, les sujets s’y sensibilisent, par
contre dans la partie 2 qui dispose d’une tres faible (de la méthode ambisonique) mais aussi d’une
(de la méthode discrete), les sujets ne montrent pas cette sensibilisation. En plus, du fait que le
test est a choix non-forcé, les sujets répondent avec une précision limitée ce qui augmente le taux de

confusions. Les angles ¢ = {0°,90°,180°,270°} correspondent aux frontiéres des quadrants. Quand les
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sujets veulent répondre vers une de ces directions, ils doivent positionner la fleche sur la tablette avec
une bonne précision car une légere faute dirigerait le curseur dans le quadrant voisin, induisant une

erreur avant-arriere, gauche-droite ou mixte.

A.5 Chapitre 5

On développe 4 prototypes pour des protections acoustiques avancées de type casque. Le but de leur
design est de préserver des indices spectraux et donc la performance de localisation des sources sonores.
Les coques des prototypes sont basées sur la coque de 1JHPD]| P2 du c.f. Annexe en
enlevant les ouvertures pour des boutons, donnant une géométrie tres simple et symétrique par rapport
au plan frontal. Les prototypes sont utilisés en tant que capteurs et ne disposent que de microphones.
Le traitement du signal inclut pour chaque prototype 1’égalisation des microphones, celui-ci st réalisé
sur un ordinateur apres avoir enregistré les signaux. Une fois traités, ils peuvent étre écoutés avec un

casque audio standard.

Le Prototype A est équipé de 6 microphones unidirectionnels (Kingstate KEIG4537TFL-N), dont
3 sont montés sur I'extérieur de chaque coque. Les microphones sont orientés vers 'avant, les cotés et
I’arriere, numérotés de M1 a M6 dans le sens inverse des aiguilles d’'une montre en commengant par
le microphone avant-gauche, c.f. Figure Des mesures de directivité montrent que la proximité
entre la coque et les microphones change la directivité des microphones. Au lieu d’avoir une carac-
téristique unidirectionnelle, ils ont plutét une caractéristique omnidirectionnelle. Di a cet effet, les
microphones dirigés vers 'avant et ’arriere captent suffisamment les sons provenant des cotés. En
plus, les microphones latéraux (M2 et M5) captent les sons provenant de I'avant et de l'arriere de la
méme maniere, réduisant aussi I'information directionnelle. Ainsi dans la suite on ne prend plus en
compte les signaux des microphones latéraux (M2 et M5). On filtre les signaux des microphones avec
un de 3kHz dont le gain dépend de la direction. Pour les microphones positionnés a avant (M1
et M6) on applique un gain de 6 dB. Pour les microphones & 'arriere (M3 et M4) on applique un gain

de —6dB [76]. Pour obtenir le signal stéréo de sortie on additionne les 4 signaux, filtrés par coté.

Le Prototype B est équipé d’'un microphone ambisonique d’ordre 1, monté au milieu de I'arc qui
tient ensemble les coques. Avec le logiciel “VVMic” de VVAudio, on implémente I’encodage ambisonique

et le décodage vers quatre haut-parleurs, placés virtuellement et rectangulairement dans l’espace. On
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procede comme pour le Prototype A : filtrage avec un [HSF| de 3kHz. Les gains pour les signaux des
haut-parleurs placés virtuellement a ’avant, et a ’arriere, sont respectivement de 6 dB et —6 dB. Les

4 signaux filtrés sont additionnés par coté.

Les six microphones du Prototype C sont montés régulierement dans un plan parallele au plan
horizontal sur un casque balistique. Les microphones sont du méme type que pour le Prototype A. On
filtre les signaux des microphones zy1 & zp6 avec 1JHRTF| H de la téte artificielle KEMAR [140] en

ne prenant en compte que les données ipsilatérales. Le signal stéréo de sortie est obtenu en suivant

l’Equation .

1
Lo =5 - H(0%) * 2 + H(607) * a2 + H(120%) * wass + 5 - H(180%) + wss
(A.3)

Re =

DO =N

1
- H(0%) * 2ar1 + H(60%) * ware + H(120°) * was5 + 9 H(180°) * pr4

Le Prototype D est inspiré de l'oreille externe humaine [132] [166]. On creuse une cavité qui res-
semble & la conque dans l'extérieur des coques, en suivant les géométries données dans [147]. Au centre
de la conque, on place un microphone qui ressemble au Kingstate KEIG4537TFL-N mais qui a une
caractéristique omnidirectionnelle. De cette facon, les sons sont déja filtrés par la géométrie de la coque
avant qu’ils n’arrivent aux microphones, comme dans la situation ou les sons passeraient du pavillon

de l'oreille externe au tympan.

Avec les prototypes, une protection industrielle et la téte artificielle nue, des mesures dans la cabine
semi-anechoique ont été réalisées pour évaluer les indices spectraux et enregistrer des stimuli pour un
dernier test de localisation. Les conditions d’écoute (HC) pour ces mesures sont expliquées dans la
Figure [A.10]

Pour toutes les conditions d’écoute, la différence des indices spectraux entre les directions médianes
arriere et avant est proche de zéro pour des fréquences inférieures & 1 kHz, c.f. Figure[AT1] Au-dela de
10kHz la bande passante des microphones limite la transmission. Entre 1 kHz et 10 kHz les différences
spectrales sont maximales. Les positions des maxima correspondent a la bande de Blauert de direction
avant entre 1.86 kHz et 7.03 kHz [40]. Seul HC5 (Prototype D) ne dispose pas d’une différence spectrale
comme HCO a HC4. Du fait que le microphone soit positionné assez profondément dans la cavité, il
recoit des ondes qui sont diffractées au méme bord de la cavité et donc ont les mémes indices spectraux

pour la majorité des positions sonores
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(a) Prototype A avec les microphones M1 a M6. Le (b) Prototype B avec le microphone ambisonique
microphone M2 se trouve a l'extérieur de la coque d’ordre 1. AmbMic dénomme les capsules arrangées
gauche dans la direction opposée et n’est donc pas tétraédriquement du microphone ambisonique.

visible ni marqué.

(¢) Prototype C avec ses microphones. Les micro- (d) Prototype D avec la cavité, imitant la conque,

phones M3 et M4 ne sont ni visibles ni indiqués sur dans l'extérieur de la coque. L’intérieur de la coque

la figure. droite est visible, donnant vue sur ’arriere du micro-
phone M2.

FIGURE A.9 : Présentation des quatre prototypes qui ont été développés dans le contexte de ’étude.
Les prototypes sont posés sur un miroir.
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(d) HC3 (e) HC4 (f) HC5

FIGURE A.10 : Figure : téte artificielle HATS33 montée dans la cabine semi-anechoique, préte
pour des mesures de HCO. Les mesures pour HC1 a HC5 sont réalisées de maniere similaire en mettant
la protection auditive ou le prototype sur la téte artificielle. Figures a[A7101): vues détaillées de

la téte artificielle portant P2 (Figure [A.10b)) et les prototypes A a D (Figures alA.101).
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FiGURE A.11 : amplitude de la différence spectrale avant-arriere AH pour des positions médianes
¢ =0° et ¢ = 180° pour les six conditions d’écoute HCO to HC5. Les courbes sont centrées en zéro.

Avec un test d’écoute, on évalue la capacité des sujets a discriminer 'avant et ’arriere en leur
demandant d’écouter des sons évoluant a l'intérieur d’'un quadrant et d’indiquer le quadrant et le
sens de rotation de chaque son. Les sons sont enregistrés dans la cabine anechoique et traités pour
chaque condition d’écoute. Les sons commencent & ¢, € {0°,90°,180° 270°}, tournent de 90° dans
le sens des aiguilles d’'une montre ou dans les sens contraire et sont diffusés par un casque audio.
Apres la diffusion d’un son, les sujets peuvent répondre directement ou choisir de ré-écouter le son qui
vient d’étre diffusé avant de répondre. Le test est géré automatiquement par un logiciel, développé en
incluant une interface pour interagir avec les sujets. Le test est séparé en deux parties : dans la partie 1,
on utilise une parole masculine, dans la partie 2 un bruit blanc pulsé. Chaque sujet participe aux deux
parties dont 'ordre est décidé aléatoirement. D’abord on observe que le temps de réponse diminue
avec ’expérience car les sujets s’habituent au test. En plus le type de son n’a pas d’influence sur la
performance de localisation. Par contre, le son préféré par les sujets correspond dans 72.2 % au son de
la deuxiéme partie. En moyenne on observe un taux de réponses correctes de 51.41 % et un taux de
confusions avant-arriere de 40.83 %. Le taux de réponses correctes varient selon les conditions d’écoute

entre 61.40 % (HC2), 54.69 % (HCO), 53.70 % (HC3), 50.41 % (HC4), 44.73 % (HC5) et 43.52 % (HC1).
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Un test de Kruskal-Wallis montre que la différence entre les conditions d’écoute est significative sur
le taux de réponses correctes (p-value < 0.001). Les confusions avant-arriere varient entre 30.96 %
(HC2), 36.98 % (HCO0), 37.32% (HC3), 41.09% (HC4), 48.50 % (HC5) et 49.48 % (HC1). D’apres un
test de Kruskal-Wallis, ces différences sont également significatives (p-value < 0.001). Avec tous les
prototypes on observe une possibilité d’amélioration de la performance de localisation par rapport a
1THPD| P2 (HC1). Sur I'ensemble des prototypes testés, c’est avec le Prototype A (HC2) qu’on obtient
les meilleurs performances de localisation. Dans le cas ou les sujets se trompent entre I’avant et ’arriere,
ils répondent aussi dans 85.31 % des cas avec une confusion du sens de direction. Refléter le quadrant
au plan frontal (équivalent & une confusion avant-arriere) mais garder le mouvement latéral-médian

induit forcément une confusion du sens de rotation.

A.6 Conclusion

Dans cette étude, on présente le travail mené pour répondre a la question initiale : comment
améliorer la localisation d’une source sonore en utilisant des protections auditives. Trois tests subjectifs
ont été réalisés, accompagnés par des mesures objectives. Des protections disponibles sur le marché
ont été évaluées et des prototypes ont été construits. On a pu faire ressortir les réponses suivantes par

rapport a la question initiale :

e La performance de localisation dépend tres fortement du type de protection : les bouchons sont
plus performants que les casques. Dans le contexte de notre étude, les trois protections actives

conferent une meilleur performance que la protection passive.

e Dans le cas des bouchons, il faut arriver & une taille de bouchon suffisamment petite pour qu’il
couvre le moins possible l'oreille externe. S’il peut étre placé dans le conduit auditif, cela serait

encore mieux.

e Dans le cas des casques, la performance de localisation peut étre récupérée en induisant des

indices spectraux par des filtres numériques.

e Des filtres numériques de bas ordre (inférieurs a l'ordre 10) donnent de meilleurs résultats de

localisation que des non-individuelles de tétes artificielles.
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e Il est possible de construire des protections auditives de type casque qui permettent d’améliorer

la performance de localisation en leur appliquant un design adéquate.
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Appendix B

Ambisonic encoder test

Ambisonic recordings were used extensively in combination with non-individual filters for listening
tests in Chapter[d Therefore, it is of importance to investigate the localization performance of subjects
listening to such ambisonic signals with their individual [HRTE] i.e. natural hearing. The aim of this

appendix is to assess the impact of different ambisonic signals on the localization performance.

Ambisonic B-format signals can be derived from measured A-format signals but also obtained by
synthesis. During the measurements, the sound sources are physically placed around the microphone.
The measurement setups require precise orientation as it highly influences the perceived location of
the sound sources during reconstitution. Signals of indoor measurements comprise also the room
response. As by the nature of measurements, uncertainties are inevitable, whereas synthesis provides
exact, numerical control of the positions of the sound source. Additional effort is required to apply
room characteristics such as reflections. This appendix examines the difference between ambisonic
signals measured in a semi-anechoic chamber and synthesized ambisonic signals in terms of subjective

localization performance and the signals themselves.

B.1 Stimuli

Two sets of stimuli are prepared each using a different method for obtaining the encoded B-format
signals. The 1%, resp. 2" set of stimuli is based on acoustic measurements, resp. synthesis. For the
measurements of the 15 set, a 15¢ order ambisonic microphone (TetraMic by Core Sound) is placed in

the center of the circular loudspeaker array, c.f. Section [1.4.2.2] The microphone is oriented upright,
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B.2. EXPERIMENTAL PROCEDURE

facing with its front loudspeaker N° 1. Male Speech["_-] is presented with each loudspeaker subsequently
and recorded with the ambisonic microphone. The recorded A-format signal, i.e., the output signals
of the microphone capsules Front-Left-Up, Front-Right-Down, Back-Left-Down, and Back-Right-Up,
captured the sound source located at ¢, = {0°,22.5°, ...,337.5°}. The ambisonic A-format signals are
equalized and encoded to ambisonic B-format following Equation [209].

1 1 1 FLU
1 -1 —-1| |FRD
-1 1 -=1| |BLD
-1 -1 1 BRU

(B.1)

N =
|

B-format signals comprise the sound pressure W and the sound pressure gradients X, Y, resp. Z
along the X-, Y-, resp. Z-axis [209]. The subsequent decoding is done for a squared loudspeaker setup
with loudspeakers located at ¢5 = {45°,135°,225° 315°}. The VVMic tool from VVAudio is used for

microphone equalization, encoding, and decoding [210].

The 27 set of stimuli is based on synthesizing the ambisonic B-format signals. According to
Benjamin et al. [207], B-format signals are basically obtained by trigonometric weighting of the mono

source signal S with the horizontal, resp. vertical angle of incidence ¢, resp. 6.

W L =07 L

X cos(9) (2308(9) ' COS(2¢)

Y|  |sin(¢)cos(6) 5= sin(¢) s (2
Z sin(6 0

Based on Equation (B.2)), the ambisonic B-format signals are calculated for the source signal S (male
speech, c.f. 15 set) at positions of ¢ = ¢ = {0°,22.5° ...,337.5°}. The B-format signals are decoded

for a squared loudspeaker setup, c.f. 15¢ set.

B.2 Experimental procedure

The test is designed as a forced-choice test where listeners are seated in the center of the circular
loudspeaker array, c.f. localization test in Section Each subject is listening to 32 stimuli (2 sets of
16 stimuli). Stimuli are presented in subgroups which are corresponding to the two sets, i.e., stimuli
of different sets are not mixed. The intra-set order of the stimuli is random, as well as the order

of the sets. Each stimulus is presented once without repetition. Even though the loudspeaker array

'Harvard Sentences, List 19, Sentence 6: “Add the column and put the sum here.”. Duration: 3s.
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provides 16 loudspeakers, only those four loudspeakers are used for reproduction which correspond to
the squared loudspeaker setup of the ambisonic decoding stage. Thus, the sound emitting loudspeakers

are located at ¢ = {45°,135°,225°,315°}.

Upon arrival, participants are instructed to the test. During the test they are asked to indicate the
number of the loudspeaker which is in the direction where they perceive the presented sound. They
are delivered with a response sheet, c.f. Figure to write down the answers. Modifying previous
answers is not allowed, even if the current sound makes them realize having falsely located preceding
sounds. There is no time limit for responding. Further, they are told that the positioning of the head
is very important and minor displacements will lead to false perceptions. They are instructed how
to correctly position the head in the center point of the loudspeaker array, remaining in this position
during listening, and reposition after having responded. The test supervisor triggered the computer to

present the next sound after the subject verbally indicated having answered and replaced their head.

B.3 Results

25 listeners participated in the test, whereof 11 listened to the recorded signals first and 14 listened
to the synthesized signals first. In total, 800 data sets (16 directions, 2 sets, 25 participants) were

recorded.

B.3.1 Angular error

A Kolmogorov-Smirnov test proves that the angular error is normally distributed (p-value: 0.013),
c.f. the distribution of the signed angular error as shown in Figure It is obtained that 44.25 % of
the sounds are localized correctly, i.e., € = 0°, while 45.50 % of the sounds are localized at neighboring
positions, i.e., € = +22.5°. For 89.75% of the responses the unsigned angular error is |e] < 22.5°
corresponding to the rate which was obtained by Joubaud [166]. They were using eight loudspeakers
to generate 16 source positions and obtained in 95.38 % of all responses an unsigned angular error of
le| < 22.5° [166].

The trend of the unsigned angular error |e| over the test progress, averaged over all 25 subjects,
and its moving average over 5 samples are shown in Figure le| varies along the test progress
in the interval [5.40°;20.70°] with an average of u = 15.24° and a standard deviation of o = 3.73°.
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Sound N° | Speaker N° || Sound N° | Speaker N*
1 17
2 18
3 19
1 20
5 21
6 22
7 23
B 24
9 25
10 26
11 27
1 28
13 29
14 30
1. 31
16 32

Figure B.1: Response sheet which is provided to subjects.
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Figure B.2: Distribution of the singed angular error ¢ (Figure [B.2a)). Trend of the unsigned angular
error |e| and its moving average over 5 samples u5 |e| along the test progress (Figure [B.2b).

le| does not noticeably differ between the first 16 sound samples, i.e., test progress tp < 0.5, and the
last 16 sound samples, i.e., test progress tp > 0.5 (uep<os = 15.13°, resp. pp>05 = 15.36°). The
obtained standard deviation o is slightly increased during the 2nd half of the test (otp<0.5 = 3.00°,
resp. Oyp>0.5 = 4.45°). As more measurement-based stimuli are presented during the 2nd half, the
increased value of o seems to be related to a less precise localization performance which is caused by
these measurement-based stimuli. |e| and its moving average show both a constant trend along the

test progress. It is not obtained that the unsigned angular error is dependent on the test progress.

B.3.2 Confusion Matrix

The confusion matrices in Figure visualize for both types of stimuli the distributions of the
responded angle ¢, over each tested angle ¢;. A circle indicates that the corresponding pair of (¢¢, ¢;)
occurs at least once in the obtained data set. The size and color of the circles are direct proportionally
to the relative occurrence of the pairs of (¢, ¢,). The main diagonal, which corresponds to perfect
localization, and two anti-sub-diagonals, which correspond to idealized front-back errors, are traced
with light gray lines. It is seen that pairs of (¢, ¢,) with a high occurrence are located either on or
near the main diagonal. In the upper-left quadrant, i.e., ¢; < 180° and ¢, > 180°, and the lower-right
quadrant, i.e., ¢; > 180° and ¢, < 180°, only little data are obtained. Data are mostly located in
the lower-left quadrant, i.e., ¢, ¢, < 180°, and upper-right quadrant, i.e., ¢¢, ¢, > 180°. Thus, the
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Figure B.3: Confusion matrices for the measurement-based (Figure [B.3a]) and synthesis-based (Fig-

ure stimuli.

sound source localization shows an overall good performance and localization errors are mainly due
to front-back confusions. Left-right and mixed confusions are obtained rarely. By visual inspection
it is noticed that the distributions of ¢, vary along ¢;. We will pick up this fact in the next section.
Further, differences are obtained between the two types of stimuli, in particular for left-back positions,
ie., ¢ € [112.5%180°]. Good localization performance is obtained with the synthesized stimuli while

the measurement-based stimuli lead to a localization bias of 22.5° towards back positions.

B.3.3 Angular error per direction

The confusion matrices showed that the distributions of ¢, depend on ¢;. This requires inves-
tigating the angular error as a function of ¢y, too. The signed angular error e¢ over the tested
angle ¢; is shown in Figure [B4] for both sets of stimuli. e closest to 0° are obtained at ¢, =
{67°,112.5°,135°,202.5°} (measured stimuli), resp. ¢ = {247.5°} (synthesized stimuli). Extreme
values of the angular error are obtained at lateral positions of ¢, = 90° (measurement: ¢ = —32.4°,
synthesis: € = —25.2°) and ¢; = 270° (measurement: ¢ = 22.5°, synthesis: € = 25.2°), c.f. Figure
Humans generally show poor localization performance at lateral positions, c.f. an increased spread of
or at () = {90°,270°} in Section Benjamin et al. identified squared loudspeaker arrangements
to be least preferable than rectangular or hexagonal setups regarding the localization performance at

lateral positions [207]. In the interval ¢; € [112.5°;202.5°] the angular errors of the measured and
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Figure B.4: Polar plot of the signed angular error e (coded by the polar radius in the graph) for the
16 tested angles ¢; (coded by the polar angle in the graph). The polar radius ranges the interval
[—50°;30°] and e = 0° is highlighted by a black circle.

synthesized stimuli highly diverge. At these directions the offset between the curves in Figure [B.4]
range between 15.3° (¢ = 135°) and 28.8° (¢ = 180°).

For sounds which are positioned in the frontal hemisphere (¢; € [0°;90°] U ]270°; 360°]) a negative,
signed angular error represents a clockwise shift between ¢; and ¢,.. For sounds which are positioned in
the back hemisphere (¢, € ]90°; 270°[) negative, signed angular errors correspond to a counterclockwise
shift between ¢; and ¢,.. Hence, measured, resp. synthesized stimuli are resulting in 81.25 %, resp.
50% to a counterclockwise shift of the responded angle ¢,. The localization bias of 22.5° for the
measurement-based stimuli, as identified in the confusion matrix, is hereby proven and most important

for back positions, denoting a counterclockwise shift.

B.3.4 Localization errors

A left-right, front-back, resp. mixed confusion rate of 0.43 %, 16 %, resp. 0.17 % was obtained over
the entire data. The low rates of left-right and mixed errors allow to conclude that, first, the provided
binaural cues of the [[LD] and were consistent during the localization test, and second, subjects

correctly placed their head on the Y-axis.

In the following only the front-back confusions are considered which equal 20 %, resp. 11 % for
the measured, resp. synthesized signals. The type of stimuli shows a significant effect on the front-

back confusions (p-value = 0.0095), see also non-overlapping notches in Figure The increased
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Figure B.6: Box plot with mean values (asterisks) of the front-back confusion rates for the measurement
(meas) and synthesis (syn) based stimuli.

front-back confusion rate during the measured stimuli is subjected to be caused by a microphone
positioning not matching perfectly with the center point of the loudspeaker array. In addition, the
room response is an inevitable part of the measured signals. The acoustical properties of the semi-
anechoic chamber interact with the placement of the loudspeaker array leading to reflections which

depend on the direction of incidence ¢;.

20 % (measured stimuli) and 16 % (synthesized stimuli) of the median-frontal directions (¢ = 0°)
are localized in the back hemisphere (¢, € ]90°270°[). In contrast only 4 % (measured stimuli) and
0% (synthesized stimuli) of median-back directions (¢; = 180°) are localized in the frontal hemisphere
(¢r € [0°90°[ U]270°;360°]). Subjects are suspected having placed their heads slightly misplaced on
the X-axis, towards the back. This issue should be investigated in further studies in combination with

a head tracking system, such as used during the introductory localization test in Section [2.3

B.4 Encoded signals

The measured and synthesized ambisonic B-format signals are visualized in Figure [B:7] The gain
of Wineas, r€sp. Zmeas ranges the interval [0.58;0.81] (u = 0.68), resp. [—0.39; —0.16] (u = —0.25).
The peak values of X,cqs and Yi,eqas show both sinusoidal characteristics and X,,¢qs an additional

phase shift of 90°. Minima of X,,cqs, reSp. Yiueas are located at 180°, resp. 270° and maxima are
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located at 0°, resp. 90°. None of both signals show zero gain at any of the 16 discrete values of ¢;.

Gains closest to zero are identified in X,eqs at ¢y = {67.5°;247.5°} and in Y,eqs at ¢y = {0°157.5°}.

According to Equation , the synthesized signals Wy, resp. Zs,, show constant gains, c.f.
Figure The gains of X, resp. Yy, show perfect co-sinusoidal, resp. sinusoidal characteristics,
where extreme values are located at ¢ = {0°;180°} (X, yn) and ¢ = {90%270°} (Yeyn), and zero gains
occur at ¢ = {90°;270°} (Xyn) and ¢ = {0%180°} (Yeyn)-

The average gain of Wi,eqs (0 = 0.68) is close to the averaged gain of Wy, (= 0.71), showing
good accordance and a correctly measured Wi,cqs signal. The variations of the gain in W,,..s are due
to reflections in the semi-anechoic chamber, such as at the loudspeaker array. The gains in the up-down
gradient Z,,.qs are all non-zero and negative. This indicates that there is a vertical component (c.f.
non-zero) in the sound field which originates from below the microphone (c.f. negative). Reflections at
the floor of the semi-anechoic chamber and the microphone stand are causing these gradients. Further,
the position of the microphone seems to introduce these gradients, too. The mounting height of the
loudspeaker array corresponds to the geometric center points of the individual loudspeakers. The
loudspeakers consist of two transducers and a crossover frequency of 4.2 kHz [141], hence they are not
point sources. The housing of the loudspeaker holds in its upper, resp. lower part the tweeter, resp.
subwoofer. Therefore, high frequencies are emitted above while low frequency are emitted below the

ambisonic microphone, causing the non-zero up-down gradient Z,,cqs.

The extreme values in X,,eqs, 1€Sp. Yineas are correctly positioned at ¢, = {0° 180°}, resp. ¢, =
{90°;270°}, in contrast they do not contain zero gains as they are supposed to do. The gains, which are
the closest to zero, are clockwise shifted by 22.5°. During playback this shift causes the acoustic scene
being counterclockwise rotated by 22.5°. The consequences are subjectively, falsely perceived directions
of incidence, c.f. Figures and Reverberations and reflections at the floor of the semi-
anechoic chamber and the relative placement of the loudspeaker array in the semi-anechoic chamber
seem to interact with the ambisonic measurement. In addition, corrupted directivity patterns of the
microphone capsules may privilege the microphone’s sensitivity towards certain directions of incidence.
Further the perfect positioning and orientation of the ambisonic microphone during measurement is

of extreme importance and is highly error-prone [209].
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Figure B.7: Ambisonic B-Format signals for 16 discrete, horizontal angles ¢;. The signals are obtained
by encoding the measured A-Format signals (Figure [B.7a) and by synthesis (Figure [B.7bj).

B.5 Conclusion

The localization performance is significantly different between the measured and synthesized sig-
nals. Good localization performance was obtained using synthesized B-format signals, while reduced
localization performance was obtained with ambisonic measured B-format signals. A localization
bias of 22.5° for back sound positions and an increased front-back error rate are identified using the
measurement-based signals. This difference is identified to be caused by the encoded B-format signals,
mostly influenced by the two horizontal signal components X eqs and Yieqs- Small misalignment of
the ambisonic microphone impacts the subjective localization of sound sources in the reconstructed
sound field. In Chapter [ the same measurement, resp. recording, setup to acquire the ambisonic
signals was used. Though, the localization performance obtained in Chapter [4]is not only influenced
by the deployed rendering filters, but also by misalignment of the setup which has large impact on the

localization performance.

Regardless of measuring or synthesizing the B-format signals, small misalignment of the head
instantly increases the confusion rates. Measuring, resp. recording the sound filed introduces the
additional critical aspect of the microphone positioning. The listener positioning during reconstruction
must be precisely matched to either the positioning of the microphone during measurement or the

reference point during synthesis. The positioning is less critical on the front-back confusion rates
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when using discrete sound sources (6.8 %), c.f. Chapter [2, than when using ambisonic signals (11 %).

Nevertheless, synthesizing B-format signals shows advantages over encoding measured A-format
signals. Contrary to measurements, synthesis is not facing the issues of microphone positioning, loud-
speaker properties, and possibly disturbing room reflections. Therefore, synthesis results in accurate

signals and consequently better localization of the sound direction.
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Appendix C

List of acronyms

ANC Active Noise Control.
ANOVA Analysis of variance.

ANR Active Noise Reduction.

BEM Boundary Element Method.

BRIR Binaural room impulse response.

CGS Conjugate-Gradient Solver.
Cnam Conservatoire national des arts et métiers.

CoH center of head.

DRIR Directional room impulse response.

DTF Directional Transfer Function.

FEM Finite Element Method.

FIR Finite Impulse Response.
GUI Graphical User Interface.

HINT Hearing in Noise Test.
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List of acronyms

HPD Hearing Protection Device.
HRIR Head-Related impulse response.
HRTF Head-Related Transfer Function.

HSF High-Shelf Filter.

ITIR Infinite Impulse Response.
ILD Interaural Level Difference.
ISL French-German Research Institute of Saint-Louis.

ITD Interaural Time Difference.

LDL Loudness Discomfort Level.
LMSSC Structural Mechanics and Coupled Systems Laboratory.

LSF Low-Shelf Filter.

MLFMM Multi-Level Fast Multipole Method.

MRT Modified Rhyme Test.

PC Personal Computer.
PCC Pearson’s correlation coefficient.

PRTF Pinna-Related Transfer Function.

RMS Root Mean Square.

RMSE Root Mean Square Error.

SNR Signal-to-Noise Ratio.
SOFA Spatially Oriented Format for Acoustics.
SPL Sound Pressure Level.
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List of acronyms

TFOE Transfer Function of the Open Ear.

TOA Time Of Arrival.

VAE Virtual Acoustic Environment.
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Appendix D

List of symbols

Lyhon Loundess in phon.
¢ Azimuth angle in spherical coordiantes.

Leg: Equivalent sound level for timer interval t.

Ley gn Daily (8h) exposition sound level.

0 Elevation angle in spherical coordiantes.
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Lorenz KROENER

| Reconstruction of the Audio Environment HESAM
© CcCham | with a Hearing Protection Device: Principle .
and Concepts of Solutions for an Acoustically UNIVERSITE

“Transparent” Hearing Protection

Abstract : Many professionals, e.g. mining and construction workers, ground crews or soldiers
are exposed to impulsive or constant high level noise. In order to prevent hearing loss, they de-
pend on hearing protections devices (HPDs). On the contrary, HPDs interfere with situational
awareness and sound source localization. This contradiction makes users pondering between
hearing loss and situational awareness. Often last mentioned dominates over first mentioned.
This work aims to bring in line hearing protection and situational awareness. A virtual acoustic
environment (VAE) with 16 circularly, horizontally arranged loudspeakers is set up. Localiza-
tion performance with commercially available HPDs, including active and passive earplugs and
earmulffs, is assessed in the VAE with 40 subjects. Earplugs with small geometries show better
results than large-sized earmuffs. These results coincide with the study on modifications of the
Head Related Transfer Function (HRTF) caused by HPDs. Earplugs preserve many individual
spectral cues, while earmuffs cancel out most of these cues. We compare methods of combining
a simulated, generic HRTF with the simulated, individual Pinna Related Transfer Function.
An analytic model of HRTFs, controlled by the azimuth angle, is developed. Respecting the
limitations of embedded systems, regarding energy supply and computational power, 14 digital
filters are defined. A headphone based listening test is conducted to rate these filters regarding
subjective front-back discrimination performance, resulting in better performance with low or-
der filters than with high order filters. We present 4 designs of advanced HPDs which are aimed
to improve the sound localization performance. Prototypes are manufactured and evaluated in
a subjective listening test with 36 participants, showing that it is possible to improve sound
localization of a commercially available active HPD.

Keywords : Binaural filter, Front-back confusion, Hearing protection device, HRTF measure-
ment, HRTF modifications, HRTF simulation, Localization performance, Non-individual HRTF,
Subjective listening test.

Résumé : De nombreux professionnels sont exposés a des bruits impulsifs ou constants, de tres
forts niveaux. Pour se prémunir d’une perte auditive, ils portent des protecteurs auditifs. Il
s’ensuit une réduction de la localisation des sources sonores, cependant celle-ci est importante,
notamment pour des raisons de sécurité. L’objectif de cette étude est de concevoir des systemes
qui concilient la protection auditive, tout en gardant la perception d’espace. Un environnement
acoustique virtuel (EAV) de 16 haut-parleurs disposés circulairement et horizontalement est mis
en place pour tester les systéemes de protection. La performance de localisation avec des protec-
tions acoustiques de types actives et passives, bouchons et casques, disponibles sur le marché,
est évaluée avec 40 sujets. Ce test a montré que les bouchons sont a préférer aux casques,
selon ce critére de conservation des capacités de localisation. Ces résultats sont corrélés avec
les modifications des Head Related Transfer Functions (HRTFs) introduites par les protecteurs
auditifs. On montre que les bouchons conservent mieux que les casques les indices spectraux
individuels. On compare 2 méthodes pour combiner une HRTF générique et pré-simulée, avec
la fonction de transfert individuelle relative a la coque simulée. Un modele analytique des
HRTFs, controlé par I’angle d’azimut, est développé. Avec les contraintes imposées, en termes
de ressources d’énergie et de puissance de calcul sur des systémes embarqués, 14 filtres sont
définis. Un test d’écoute a permis d’évaluer ces filtres, concernant la discrimination des sons
émis devant et derriere 'auditeur, et les filtres d’ordre faible montrent de meilleurs résultats
que ceux d’ordre élevé. On propose 4 approches pour des protecteurs auditifs avancés de type
casque, qui ont comme but d’améliorer la localisation des sons. Ces prototypes ont été as-
semblés, et évalués grace a un test d’écoute avec 36 participants qui montre qu’il est possible
d’améliorer la performance de localisation d’un protecteur auditif du commerce.

Mots clés : Confusion avant-arriere, Filtre binaural, HRTF non-individualisée, Mesure d’HRTF,
Modification d’HRTF, Performance de localisation, Protecteur auditif, Simulation d’HRTF,
Test subjective d’écoute.
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