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Résumé

Ce travail vise à contrôler les propriétés spectrales des photons émis par une boîte quantique
semiconductrice intégrée dans une antenne à fil photonique. Dans une étude théorique, nous
dévoilons tout d’abord un nouveau mécanisme de décohérence dans ce système. Même à
température cryogénique, les vibrations thermiques du nanofil induisent un très fort élargissement
spectral qui interdit l’émission de photons indiscernables. Nous proposons trois approches qui
suppriment efficacement ce canal de décohérence en exploitant une ingénierie des propriétés
mécaniques du nanofil. Ensuite, nous introduisons une nanocavité optique à nanofil qui offre
une accélération de l’émission spontanée très prononcée (facteur de Purcell théorique de 6.3)
sur une large gamme spectrale (30 nm à mi-hauteur). Nous avons fabriqué une nanocavité en
GaAs qui contient des boîtes quantiques auto-assemblées en InAs. Les mesures révèlent une
accélération de l’émission spontanée par un facteur 5.6 et une efficacité de collection de 0.35
au niveau de la première lentille. Enfin, nous proposons une stratégie pour accorder la longueur
d’onde d’émission d’une boîte quantique intégrée dans une antenne à nanofil. Deux électrodes
sur puce génèrent une force électrostatique qui plie le nanofil. La déformation résultante module
l’énergie de bande interdite de la boîte quantique. Nous avons réalisé ces dispositifs et discutons
les premières mesures démontrant l’accordabilité spectrale. Globalement, ces résultats ouvrent
des perspectives prometteuses pour les technologies photoniques quantiques, en particulier pour
la réalisation de sources avancées d’états quantiques de la lumière.

Abstract

This work aims at controlling the spectral properties of photons that are emitted by a semi-
conductor quantum dot (QD) embedded in a photonic nanowire antenna. First, we conduct a
theoretical study which unveils a new decoherence mechanism in this system. We show that,
even at cryogenic temperature, the thermal vibrations of the nanowire induce a large spectral
broadening that prevents the emission of indistinguishable photons. We propose three designs
that suppress this decoherence channel thanks to an engineering of the mechanical properties of
the nanowire. Next we introduce a nanowire optical nanocavity which offers a large acceleration
of spontaneous emission (predicted Purcell factor of 6.3) that is maintained over a 30-nm-wide
operation bandwidth. We fabricate a GaAs nanocavity which embeds InAs self-assembled QDs.
Single QD spectroscopy reveals a maximal acceleration of spontaneous emission by a factor
as large as 5.6 and a first lens collection efficiency of 0.35. Finally, we propose a strategy to
tune the emission wavelength of a QD embedded in a nanowire antenna. On-chip electrodes
generate an electrostatic force that bends the nanowire. The resulting strain modulates the QD
bandgap energy. We realise a first generation of devices and discuss preliminary wavelength
tuning measurements. Overall, these results open promising perspectives for photonic quantum
technologies, in particular for the realisation of advanced sources of quantum light.
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Introduction

For centuries laws of classical physics have described phenomena in the physical world,
until the late 19th century, when a few discoveries would necessitate the redefinition of
fundamental rules that govern all material existence, and thus quantum mechanics was
born. Quantum mechanics introduced concepts such as discrete energies, and wave-particle
duality, which provided a clearer understanding of the atomic and subatomic worlds.
Knowledge of the ‘quantum’ nature of matter enabled new technologies such as transistors,
lasers, the GPS, and solar cells, thus ushering the first quantum revolution. We often hear
that we could be on the verge of a second quantum revolution, which is associated with
technologies that directly exploit the ‘strange’ properties of a quantum system, in particular
superposition and entanglement.

Such a quest is driven by prospective applications in four main domains. Quantum
communications enable the sharing of secret keys for data encryption with an intrinsic degree
of security that is guaranteed by the laws of physics [1]. Quantum sensing and metrology aim
at exploiting quantum systems to make high-resolution and highly sensitive measurements
that surpass the capabilities of classical techniques [2, 3]. Quantum simulation focuses on
studying large and complex real quantum systems, by drawing insights from simulations
of the quantum effects of a controllable model systems [4]. Quantum computing exploits
the quantum nature of physical systems to perform computations, whereby a general
quantum computer could exponentially outperform a classical processor on certain kinds of
calculations. [5].

At a fundamental level, quantum information can be encoded on the state of ensembles
of two-level quantum systems, referred to as quantum bits (or simply ‘qubits’). Some
popular examples of material systems used to define qubits are atoms [6], trapped ions [7],
molecules [8, 9] and superconducting Josephson junctions [10]. Generally speaking, matter
qubits are particularly well suited to realise quantum simulators or processors.

Alternatively, quantum information can also be stored on a single-photon (for example
on the polarisation degree of freedom), thus creating a flying qubit that interacts weakly
with its environment and offers a long coherence time. Photons can be transmitted over long
distances with minimal losses, either in free space or through fibre-optic cables. As such,
they constitute a system of choice for quantum communications. Quantum key distribution
has been demonstrated with single photons and entangled photon pairs [11, 12]. Quantum
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teleportation paves the way towards a ‘quantum internet’ [13, 14], and enables photons
to mediate interactions between distant matter qubits [15, 16]. In quantum metrology,
entangled photons have enabled high-precision measurements with a sensitivity attaining
the fundamental Heisenberg limit [17, 18]. Such quantum-enhanced sensing has been
demonstrated in phase-contrast microscopy [19], low energy probing of a sensitive atomic
spin ensembles [20], and for measuring the concentration of biological molecules [21].
Photonic quantum computing has witnessed encouraging results with the demonstration
of several single-qubit [22] and multi-qubit [23, 24] gates, that have enabled several quan-
tum computing tasks [25–27]. Photonic logic gate architectures have been implemented
to perform several quantum simulation tasks [28–31], in particular in Boson sampling
experiments [32]. Apart from computations based on uncorrelated photons, entangled
multi-photon cluster states [33] have emerged as realistic platforms for scalable photonic
quantum computing [34].

Most of the above-mentioned applications rely on the efficient generation of quantum
states of light, of which the simplest, yet crucial, is a single-photon state. An ideal single-
photon source must be capable of generating exactly one photon on demand, which is
identical to photons emitted before it, and to those emitted by a different source. Despite
impressive progress in the last decades, there is still a large global effort in research
towards improving the performance of single-photon sources. Such sources broadly fall
into two categories. Probabilistic sources exploit non-linear processes to generate photons
in pairs [35–38]. One photon of the pair is then used to herald the emission of the other
photon. In contrast, deterministic sources can generate single photons on demand. They
are based on single quantum emitters, such as single atoms [39], single ions [40], single
molecules [41], colour centers [42–44] and semiconductor quantum dots [45].

A quantum dot (QD) is a nanometric semiconductor ‘island’ embedded in a semiconduc-
tor matrix of a higher bandgap. This bandgap contrast allows the QD to trap charge carriers
(electrons and holes) in the three directions of space, which leads to discrete electronic
states, much like a real atom. Direct bandgap semiconductors are of particular interest
since they present optically active transitions between these states. There exists several
methods to produce self-assembled QDs [46], of which some examples include chemical
synthesis [47], Stranski-Krastanov (SK) epitaxy [48], droplet epitaxy [49], and nanowire
epitaxy [50]. We focus here on SK epitaxial self-assembled QDs in the InAs/GaAs material
system as emitters of non-classical states of light [51]. These emitters offer a fast and
stable emission, without any blinking and photo-bleaching, attaining a near-unity radiative
yield [52, 53]. Single photons can be generated by spectrally filtering the emission from the
recombination of an exciton (electron-hole bound state) [54–56]. Additionally in an ideal
QD, the emissions associated with the radiative cascade of a biexciton (doubly-bound pair
of electron-hole state) generate a pair of polarisation-entangled photons [57–59]. Finally,
cluster states of entangled photons have also been generated with QDs [60].
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The practical implementation of self-assembled QDs as photon emitters raises several
challenges. Since the QD is enclosed in a material of high refractive index (GaAs in
our case, n = 3.5), most of the emitted light undergoes internal reflections, letting only
∼2% of the light escape [61]. A QD is also susceptible to interact with various sources of
decoherence, which broaden the spectrum of the emitted photons. These include acoustic
phonons [62–65], fluctuating charges trapped in the QD surroundings [66, 67] and nuclear
spins which overlap with the trapped carrier wavefunction [67]. Finally, self-assembled QDs
display a dispersion in emission energy due to their individually differing morphology [68].
Such a dispersion is a particular hindrance towards applications that require the interference
of identical photons emanating from different sources.

State-of-the-art QD devices generally employ a photonic structure that defines a con-
trolled electromagnetic environment around the emitter. The first major objective is to
funnel the QD spontaneous emission (SE) into a controlled channel (a free-space output
beam or a guided mode in the case of integrated optics). Among the various approaches
investigated so far, one can cite two families of structures: optical microcavities and waveg-
uides. A microcavity exploits the Purcell effect to selectively accelerate SE into the cavity
mode. With a large acceleration, the cavity mode becomes the dominant SE channel [69].
Accelerating SE also makes the radiative recombination less sensitive to decoherence, thus
considerably facilitating the generation of indistinguishable photons [70–73]. While very
successful, this approach is however intrinsically limited to the narrow operation bandwidth
defined by the microcavity mode. Waveguides on the other hand rely on the preferential
coupling of the emission to a guided mode, by suppressing the emission into all other
“unwanted” modes [52, 74–76]. The main advantage of waveguides over microcavities is
their wide operation bandwidth. The latter is a key asset to realise wavelength-tunable
single-photon sources or to simultaneously collect several detuned QD transitions. How-
ever, waveguides generally lack any significant SE acceleration, making the emission of
indistinguishable photons more challenging.

The research team at CEA Grenoble, in which this work was carried out, has pioneered
the development of photonic nanowire antennas embedding QDs [75]. The antenna is
based on a waveguide made of a dielectric material with a large refractive index n. A
diameter of the order of λ/n (λ is the free-space operation wavelength) offers optimal
lateral confinement of the fundamental guided mode. At the same time, SE into the other
free-space modes is strongly inhibited thanks to a dielectric screening effect [52]. As a
result, the fundamental guided mode is the preferential emission channel for the QD. To
optimise the collection of the guided photons in the far-field, the nanowire stands on a
planar mirror and its top extremity is tapered. This taper can either have a needle-like
shape [77] or an inverted cone shape, nicknamed ‘a photonic trumpet’ [78]. Both structures
offer a large collection efficiency (predicted value above 0.9), a Gaussian output beam, and
a broad operation bandwidth.
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Using this approach, bright and pure single-photon sources have been demonstrated [77,
79, 78, 50]. The broad operation bandwidth of the antenna has been exploited to realise
wavelength-tunable single-photon sources [80, 81]. It was also key to demonstrate sources
of entangled photon pairs [82, 83], and triply correlated photons [84]. Beyond quantum
light sources, the QD-antenna system can also be used to enhance optical nonlinearities.
For example, giant two-mode nonlinearity was demonstrated in Ref. [85]. Such a system
can also enhance the four-wave mixing signal generated by a single QD by several orders
of magnitude [86].

Despite all these promising results, the emission of indistinguishable photons with a
QD-nanowire system is still to be demonstrated. At a temperature of 4K and under resonant
excitation, the spectral linewidth of the excitonic emission was measured to be around
5 µeV in the best case [87]. This value is around 10 times higher than the radiatively-limited
linewidth (0.7 µeV for an excitonic lifetime of 1 ns). Interestingly, the noise spectroscopy
conducted in Ref. [87] also showed that the first few thermally-excited low-frequency
vibration modes of the nanowire have a significant impact on the QD linewidth. The large
coupling to vibrations is a clear asset in the context of hybrid nanomechanics [81, 88–90].
However, it is a nuisance for applications in quantum photonics.

My PhD project aimed at controlling the spectral properties of the photons that are
emitted by a semiconductor QD embedded in a photonic nanowire antenna. The results of
this manuscript tackle this challenge along three main directions.

• First, we conduct a theoretical study that unveils a decoherence mechanism, specific
to nanowire systems. We show that, even at cryogenic temperature, the thermal vibra-
tions of the nanowire induce a large spectral broadening that prevents the emission of
indistinguishable photons. We propose three designs that suppress this decoherence
channel thanks to an engineering of the nanowire mechanical properties. These results
have been published in Phys. Rev. Lett. [A.1].

• Next we introduce a new type of optical nanocavity which is based on a nanowire
segment. Despite its simplicity, the device offers a large acceleration of spontaneous
emission (predicted Purcell factor of 6.3) that is maintained over a 30-nm-wide
operation bandwidth. The photonic design was conducted in collaboration with the
group of Niels Gregersen (DTU Fotonik, Denmark). We fabricate a GaAs nanocavity
that embeds InAs self-assembled QDs. Single QD spectroscopy reveals a maximal
acceleration of spontaneous emission by a factor as large as 5.6 and a first lens
collection efficiency of 0.35. A large SE rate is indeed an advantage for emitting
indistinguishable photons. The broad operation bandwidth is compatible with QD
wavelength tuning and with the collection of several detuned transitions. These results
have been published in Appl. Phys. Lett. [A.2].
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• Finally, we propose a strategy to tune the emission wavelength of a QD embedded in
a nanowire antenna. On-chip electrodes generate an electrostatic force that bends the
nanowire and the resulting strain modulates the QD bandgap energy. We realise a
first generation of devices and discuss preliminary wavelength tuning measurements.
Such tuning is interesting for applications involving several resonant sources, or
for the investigation of collective effects (which involve several emitters) such as
superradiance.

In the course of my PhD project, I have been responsible for various tasks. I ran finite
element simulations using the COMSOL Multiphysics software to model the vibration
modes of nanowire devices. I then programmed a routine on MATLAB to determine the
impact of these thermally-driven vibrations on the optical properties of the embedded
QD. COMSOL simulations were also employed for the design of strain-tunable photonic
trumpets. I participated in the cleanroom processing of nanocavities and strain-tunable
trumpets. In particular, together with Alberto Artioli (postdoc in the team), we improved
the flip-chip process and developed a new inductively coupled plasma etching recipe at
the PTA cleanroom. Finally, I conducted all the optical experiments on the nanocavity
devices (micro-photoluminescence, polarisation analyses, time-resolved measurements). I
was also involved in a project that is not detailed in this manuscript, in which we fabricated
a first generation of trumpet antennas embedding QDs emitting at telecom wavelengths. I
characterised these devices during a two-month stay in the group of Val Zwiller at KTH
Stockholm.

This manuscript is organised as follows:

Chapter 1 first introduces the electronic and optical properties of self-assembled quantum
dots. Then we discuss two major classes of nanostructures employed to control the sponta-
neous emission of the QDs, namely microcavities and waveguides. Finally, we elaborate
physical and optical properties of photonic wire antennas.

Chapter 2 is centred on the theoretical work which investigates the impact of low-frequency
thermal vibrations in QD-nanowire antennas. We begin by reviewing the impact of bulk
acoustic phonons on the coherence of QD emission. We take the example of an infinitely-
long nanowire to illustrate how a reduction of the dimensionality modifies the QD-phonon
interaction. We then discuss the specific case of the discrete vibration modes supported
by nanoantennas and present our main results. Importantly, we propose three designs that
exploit nanomechanical engineering to suppress this decoherence channel.

Chapter 3 presents the nanowire optical nanocavity, which is designed for free-space
emission. We elaborate on the design considerations of the structure and describe the
fabrication of an Au-SiO2-GaAs device embedding isolated self-assembled InAs QDs. We
conclude the chapter with the results of optical characterisation experiments.
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Chapter 4 proposes a wavelength-tunable single-photon source that is based on a photonic
trumpet that can be bent with on-chip electrodes. We describe the tuning mechanism and
the design of the device. Then we detail the device fabrication process before presenting
preliminary experimental results.



Chapter 1

Self-assembled quantum dots in
photonic nanostructures

The objective of this chapter is to lay down the fundamental concepts required to appreciate
and understand the studies and results described in the subsequent chapters. The first
section presents the electronic and optical properties of self-assembled quantum dots (QDs).
A key feature of QDs is that they operate much like artificial atoms. These solid-state
nanostructures can thus be employed to emit various non-classical states of light on-demand.
However, they are generally embedded in a bulk semiconductor material of a much higher
refractive index, which in turn poses a challenge in extracting the emitted photons from
the QD. The environment of the QD also introduces sources of noise that can degrade the
optical properties of the QD. In the second section, we will discuss ways of engineering
the photonic environment of the QD to control its spontaneous emission (SE), as well as
collecting it efficiently. We will address two widely implemented families of photonic
nanostructures, namely microcavities and waveguides. In the last section, we make a
detailed description of photonic wire antennas, a class of waveguide structures designed for
photon emission into free space.

1.1 Properties of self-assembled InAs/GaAs quantum dots

1.1.1 Fabrication and morphology

The core goal of my PhD project has been to develop and improve the performance of
semiconductor single-photon sources based on photonic nanowires. In the course of this
project, the emitters of single-photons that I worked with were self-assembled QDs made
of indium arsenide (InAs) and embedded in a gallium arsenide (GaAs) matrix. Both these
materials are III-V semiconductors, where Ga and In belong to group III and As belongs to
group V of the periodic table.
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Table 1.1 Some relevant properties of InAs and GaAs. The data presented here was obtained
from Ref. [91].

InAs GaAs
Lattice parameter at 300 K (Å) 6.0584 5.6533
Bandgap energy at 300 K (eV) 0.36 1.42
Bandgap energy 4 K (eV) 0.42 1.52

Epitaxial QDs, like the ones I studied, are realised by a self-assembling process during
growth by molecular beam epitaxy (MBE). The widely used Stranski-Krastanov (SK)
method is employed to grow heterostructures with monolayer (ML) precision under ultra-
high vacuum (with pressure around 10−12 mbar), to avoid impurities and defects. The
SK method relies on a growth mode theorised by I. Stranski et L. Krastanov in 1938 [92]
and experimentally demonstrated with InAs/GaAs by L. Goldstein et al. in 1985 [48]. In
our case, this entails growing InAs on a planar wafer of GaAs. In practice, a substrate of
GaAs is placed within a high vacuum MBE chamber and molecular jets of the materials
to be grown (Ga, In, As), which are evaporated in effusion cells, are targeted towards the
substrate. The precise control of growth is achieved by adjusting the substrate temperature
and the molecular fluxes.

The SK growth is favoured when using materials that present a large lattice mismatch
and high interaction strength between adatoms (atoms adsorbed on the surface) and the
growth surface. From Table 1.1, we find there is a lattice mismatch of ∼7% between GaAs
and InAs. Fig. 1.1 illustrates the SK growth mode. In the beginning, the InAs adapts to
the substrate forming a uniform planar layer. However beyond a critical thickness of 1.7
ML the elastic energy of the InAs layer, induced by the lattice mismatch is too strong to
maintain its planar topology. Therefore the InAs relaxes the elastic energy by nucleating
into islands on a 1 ML thick residual 2D layer that is called the wetting layer (WL). The
islands are capped with a layer of GaAs, in order to prevent them from oxidising and
interacting with surface states. This completes the formation of the self-assembled QDs.
While InAs QDs are pyramidal before capping, this encapsulation with GaAs causes a
redistribution of In atoms due to surface segregation and some diffusion of Ga into InAs,
thus leading to the spherical lens-like shape of QDs. This inhomogeneous distribution of
InAs causes a position-dependent strain across the QD.

Fig. 1.2 illustrates a cross-section view of an InAs QD within a GaAs matrix. The
image was obtained using a transmission electron microscope (TEM). QDs grown following
the method described earlier usually have a height ranging between 1 nm and 5 nm and a
diameter ranging between 10 nm and 20 nm. The dimensions of the QDs depend on the
specific growth parameters implemented. However, since the QDs form by a self-assembly
process, which is stochastic, in addition to a random spatial distribution of QDs, there also
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(a) (b)

wetting 
layer

t < tc

Fig. 1.1 Schematic representation of the Stranski-Krastanov growth mode. The small dark
circles represent GaAs, which has a smaller lattice constant, and the large pale circles
represent InAs. (a) For InAs layer thickness t, less than the critical thickness tc, InAs adapts
to form a planar layer. The horizontal arrows represent the lateral lattice compression
experienced by InAs. (b) The InAs layer clumps to form a small 3D island, elastically
relaxing strain (outward arrows) [93].

exists a dispersion in QD dimensions, shape, and composition, across a sample from a
single growth. The dispersion in QD size is typically around 10% and the spatial density
strongly depends on growth conditions and can vary from as little as 1 QD µm−2 to as
much as several 100 QDs µm−2 [94].

Fig. 1.2 TEM image of an InAs QD cross-section embedded in GaAs. In the image, we can
identify a spherical lens-like island which is the QD, with a thin 2D InAs layer on either side
representing the WL. The region around the QD is GaAs. This image was obtained from
A. Ponchet (CNRS/CEMES) Toulouse, captured on a sample fabricated by J.M. Gérard
(France Télécom/CNET, 1993).

1.1.2 Electronic states

1.1.2.a. Electronic states of bulk semiconductor

An individual atom consists of electrons that occupy well-defined discrete energy levels. In
the case of two like-atom molecules, the individual atoms form bonds with one another via
a hybridisation of orbitals, which lifts the degeneracy of their energy levels and gives rise to
additional energy levels. In a crystal lattice, a multipartite interaction gives rise to energy
bands separated by forbidden zones. Electrons populate these bands following Fermi-Dirac
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statistics. Among the various energy bands, the two that are of particular interest are the
conduction band and the valence band. The valence band is the last completely occupied
band and the conduction band corresponds to the band where electrons are not bound to
any individual atom and can move all across the crystal. The difference in energy between
the two bands is known as the energy gap or the bandgap. A semiconductor presents a
conduction band that is empty at absolute zero temperature but has a sufficiently narrow
bandgap, such that the probability of transferring electrons to the conduction band is non-
zero. Electrons in a semiconductor can be excited to a conduction band by optical or thermal
excitation.

Due to the periodicity of the crystal, the electrons experience a periodic potential.
Therefore, the electronic wavefunctions may be expressed by a Bloch functions of the form,

Ψn,k(r) = exp(ik · r)un,k(r). (1.1)

Thus Ψn,k(r) is represented as a plane wave with wavevector k, whose amplitude is mod-
ulated by the function un,k(r) that has the same periodicity as V (r). There exists several
methods to determine the energy band structure of the crystal, which is the evolution of the
energy eigenvalues En associated to the different Bloch states, as a function of k.

The energy band structure of GaAs, calculated by a local pseudopotential method, can
be seen in Fig. 1.3. A point of particular interest on the energy plot is denoted by Γ, which
corresponds to the energy at k = 0, (the centre of the first Brillouin zone). The negative
energy plots correspond to valence band states and the positive energy plots represent
conduction band states. In the case of GaAs, we find that the maximum of the valence band
and the minimum of the conduction band coincide at Γ, which shows that GaAs has a direct
bandgap.

Fig. 1.3 Energy band structure of GaAs obtained from a pseudopotential method [95].
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In the case of a direct bandgap semiconductor, which includes all III-V semiconductors,
all optical properties can be described from the knowledge of the band structure in the
proximity of Γ, the centre of the first Brillouin zone. The band structure around the Γ

point can be evaluated using the k ·p method. The k ·p method consists in solving the
Schrödinger equation for k = 0 to determine un,0(r) and En,0, then to extrapolate the band
structure over the entire Brillouin zone (k ̸= 0) by applying perturbation theory. The k ·p
method also makes it possible to obtain analytic expressions for effective mass and band
dispersion around points of symmetry [96]. A detailed treatment of this method may be
found in Ref. [95].

The energy bands in the vicinity of Γ can be approximated by parabolas, having the
form Eedge ±}2k2/2m∗, where Eedge represents the band edge. Electrons occupying these
energy bands behave like free-space electrons, as long as the electron energy remains within
the range of validity for the parabolic band approximation. The electrons in the energy
bands appear to possess a mass, called effective mass (m∗), which is different from the
free-space electron mass. This is called the effective mass approximation.

Solving the Schrödinger equation, at the Γ point, yields wavefunctions that are charac-
terised by an orbital angular momentum L. In particular, L = 0 for the conduction band and
L = 1 for the valence band, where L is the quantum number associated with the eigenvalues
L2 from }2L(L+1). Disregarding spin-orbit coupling entails a three-fold degeneracy of the
valence energy bands with ml = 0,ml =±1. The magnetic quantum numbers, ml are the
eigenvalues of Lz which is the z component of L. The three degenerate valence band states
are known as the light-hole, heavy-hole, and split-off energy bands. It must also be noted
that each orbital bands are doubly degenerate in spin.

Taking the spin-orbit interaction into account implies the addition of the spin orbit
Hamiltonian to the Schrödinger equation. This interaction term is proportional to L ·σ .
The resulting solutions are eigenstates of the total angular momentum, J = L+σ and its
z component Jz. For L = 1 and σ = 1/2 one obtains J = 3/2,1/2, while the eigenvalues
jz of Jz can take any of the 2 j+1 values, J,J−1, ...,−J+1,−J. The spin-orbit coupling
thus causes the split-off band to shift to a lower energy, thus lifting the otherwise three-fold
degenerate valence band. The spin-orbit coupling doesn’t affect the conduction band, since
its orbital angular momentum is L = 0 [96].

An external biaxial compressive strain exerted on the semiconductor matrix lifts the
remaining two-fold degeneracy of the valence band. As a result of this strain, the light-hole
band is shifted towards lower energy in the order of several tens of meV [97, 98]. These
shifts in energy are sufficiently large to consider only the heavy-hole state as the valence
band of the system. This effect is particularly relevant for systems embedded in a host
material, such as the InAs wetting layer and QDs in GaAs. The nature of lifting degeneracy
between the light-hole and heavy-hole states depends on the geometry and the material
composition of the system. In some situations, the energy shift may be reversed, in which
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Fig. 1.4 Schematic representation of energy band structure near Γ of direct gap semiconduc-
tors, (a) not considering spin-orbit coupling, (b) taking spin-orbit coupling into account, (c)
including effects of biaxial compressive strain experienced by the QD from the surrounding
semiconductor matrix. ∆SO denotes the energy difference between the J = 3/2 and J = 1/2
valence bands.

case the valence band would be simplified to only the light-hole state. These scenarios are
dealt with in more depth in Ref. [97]. Fig. 1.4 depicts the conduction and valence bands of
a direct gap semiconductor in the vicinity of Γ for all the situations discussed above.

The description so far of the band structure has addressed 3D bulk semiconductors. The
effects of external strain were invoked only to present the lifting of degeneracy in the valence
band. However, once we begin to deal with structures of reduced dimensionalities, the
electron (hole) wavefunction gets confined leading to a progressive quantisation of quantum
numbers in the direction of confinement. This confinement in turn affects the density of
states (DOS) until for a 0D structure, such as a QD, the DOS spectrum is completely
discretised, much like an atom. This outcome gives the QD its nickname of “artificial
atom”. Fig. 1.5 summarises the effects of confinement on the energy DOS. In practice,
such confinement is achieved by introducing a semiconductor with a small bandgap into
a surrounding semiconductor matrix with a larger bandgap. This difference in bandgap
produces a potential barrier that allows trapping of charge carriers.

Fig. 1.5 Density of states corresponding to various degrees of spatial confinement.



1.1 Properties of self-assembled InAs/GaAs quantum dots 13

1.1.2.b. Electronic states of the wetting layer

Having presented the electronic states in a 3D bulk semiconductor, we consider the elec-
tronic states of our system of interest, namely the QD and the WL. As presented in Sec. 1.1.1,
in our case, the WL is a 2D layer of InAs on which the QDs are scattered. This 2D layer
represents a quantum well that confines carriers only in the growth (z) direction, while
the carriers are free to move in the (x,y) plane. The electronic states of the WL may be
determined following an envelope function formalism[98], which consists in describing the
wavefunctions of the carriers by Bloch functions of the form,

Ψ j,k(r) = φn, j(r)u j,k(r). (1.2)

In the Bloch functions used for the 3D semiconductor case (Eqn. ??), the plane wave
term eik·r, characterised the translational invariance in the bulk crystal. Here this term is
replaced by the envelope function φn, j, that varies gradually on the scale of the crystallo-
graphic lattice, and arises from the confinement of carriers. This envelope function may be
expressed as a product of a plane wave component delocalised in the (x,y) plane and a term
corresponding to a localised state in the z direction,

φn, j = eikp·rpΦn, j(z), (1.3)

where n is the quantum state number localised along z, and j is the band index. Each band
corresponds to its energy level En, j which exhibits a 2D continuum. The density of states, as
illustrated in Fig. 1.5, features a step-like trend. In the case of a 1 ML thick InAs quantum
well, only the first quantum state (n = 1) is confined, thus the DOS presents only one step.
In reality, the WL comprises rough step-like layers rather than a uniform 2D layer. These
defects behave somewhat like spread-out QDs, thus replacing the 2D quasi-continuum by
more-or-less localised states, which has the effect of softening the abrupt step-like features
of the DOS to eventually resemble more like Fig. 1.6.

ML ML ML ML

VB CB

Fig. 1.6 Schematic representation of the density of states of the wetting layer, where ML =
monolayer, VB = valence band, and CB = conduction band [99].
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1.1.2.c. Electronic states of a quantum dot

A QD is a 0D nanostructure that confines carriers in all three spatial directions, thus giving
rise to discrete energy levels, much like an atom. Self-assembled InAs QDs in particular
have a lens-like shape, which is flattened in the growth direction (z direction or [001]
crystallographic axis). Additionally, such QDs often feature an in-plane ellipticity. The
realistic confinement potential of such a system thus doesn’t present any symmetries nor is
it separable, thus making it impossible to solve the system analytically. In order to describe
the physical phenomena of the system, its morphology may be approximated to a flattened
cylinder [99, 100]. The confinement potential, in this case, comprises the anisotropy of
confinement between the z axis and the (x,y) plane, and the strain experienced by the QD
from the surrounding semiconductor matrix. Under the simplified geometry of the QD, the
confinement potential now presents a cylindrical symmetry around the z axis. The discrete
energy levels arise from the valence (heavy-hole) and conduction bands.

The allowed energy levels may be calculated following an envelope function formalism,
using a function similar to Eqn. 1.2. φn, j(r), in this case, comprises a product of a term
expressing the confinement along the growth direction, and a term that describes the lateral
confinement in the (x,y) plane, which also has cylindrical symmetry. This lateral component
is expressed in the envelope eigenstate basis {|L,mz⟩}, which are quantum numbers related
to the L2 and Lz operators. Analogous to the WL only the first quantum state (n = 1) is
bound.

Fig. 1.7 Electronic states of an InAs/GaAs QD. (a) Schematic diagram of the density
of states corresponding InAs/GaAs QD system. Values of energy gaps indicated here
correspond to typical values at T ≈ 4K for QDs used in this work. (b) The ground state of
the QD with its valence band completely occupied by electrons, represented by black dots.
The arrows correspond to the allowed transitions between the different envelop states. Black
arrows represent interband transitions, while green arrows represent intraband transitions.
Figures adapted from Ref. [101].

The bandgap difference between InAs QDs and the surrounding GaAs matrix translates
into a finite potential well for bound carriers in the QD. This implies that the QD can
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possess only a limited number of confined states. For QDs with sub-micron emission
wavelength, like the ones used in this work, only the states corresponding to envelope
functions with L = 0 and L = 1 are bound (corresponding to S and P states from an atomic
physics analogy). For larger QDs with longer emission wavelengths, D states (L = 2) must
also be included among bound states. The InAs/GaAs QD system may be completely
described with a density of states representation, such as the one in Fig. 1.7 (a). The values
presented correspond to typical values for QDs used in this work, at cryogenic temperature
(T ≈ 4K). These values may vary with the morphology and growth condition of the QDs.
Let Se and Pe (Sh and Ph) be the confined states of the conduction band (the valence band),
which are the only states available to carriers trapped in a QD. Fig. 1.7 (b) portrays the
ground state of a QD, with its valence band completely occupied.

A more realistic QD shape (e.g. lens-shaped) exhibits some qualitative differences from
the discussion above. The wavefunctions of the carriers no longer extend until the edges of
the QD, thus the lateral confinement effects are stronger. The QD at a constant height has
fewer energy states than a cylindrical QD of the same height, and the wavefunction of the
first states are localised closer to the centre of the QD [102].

1.1.3 Optical transitions of a quantum dot

1.1.3.a. Optical selection rules

A QD in its fundamental (ground) state features a filled valence band and an empty conduc-
tion band. An electron from the valence band may absorb energy from a photon and jump
to the conduction band. The initial and final states of the electron may be expressed in terms
of an envelope function φ and atomic components u as |ψi⟩= |ui⟩|φi⟩ and |ψ f ⟩= |u f ⟩|φ f ⟩.
The interaction between the electron and the electromagnetic field may be expressed using
the dipole approximation as, H =−D ·E, where D and E are the electric dipole and elec-
tromagnetic field operators, respectively. Higher-order terms are ignored since the QD is
much smaller than its emission wavelength.

The transition probability thus depends on the matrix element:

⟨ψ f |H|ψi⟩=−E · ⟨φ f |D|φi⟩ · ⟨u f |ui⟩−E · ⟨φ f |φi⟩ · ⟨u f |D|ui⟩. (1.4)

The first term is non-zero only if |u f ⟩ = |ui⟩: it corresponds to intraband transitions
(see Fig. 1.7). In addition, ⟨φ f |D|φi⟩ must be non-zero for permissible transitions. This
requirement leads to the selection rule for the z-projection of the total angular momentum
of the envelope function, ∆mz = ±1. Intraband transitions generally occur between Pe

and Se. The size and shape of the QD stongly influence the energy spacing, which for
InAs QDs has been measured between a few tens to a few hundreds of meV [103, 104].
The second term in the transition probability equation describes the interband transition:
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⟨u f |D|ui⟩ is non-zero for |u f ⟩ ≠ |ui⟩. In addition, allowed interband transitions conserve the
envelope state, i.e. |φ f ⟩= |φi⟩ (Se ↔ Sh,Pe ↔ Ph). This condition is satisfied for transitions
presenting a variation of the z-projection of the total angular momentum, of ∆ jz =±1. In
this work, we focus on the interband transitions.

1.1.3.b. Bright and dark excitons

When an electron from the valence band makes an interband transition to the conduction
band, it leaves a vacancy in the valence band. This absence of an electron is treated as a
positive pseudo particle, called a “hole”, which has the same characteristics as an electron,
except having the opposite sign. An attractive Coulombic interaction between the electron
and the hole leads to the formation of the bound state, known as an “exciton” (X), which
lowers the overall energy of the system. Spontaneous emission (SE) results from the
radiative recombination between an electron and a hole.

The ground states of an electron in the conduction band Se are,

|e ↑⟩= |J = 1/2, je
z =+1/2⟩, |e ↓⟩= |J = 1/2, je

z =−1/2⟩, (1.5)

and those of a hole in the heavy-hole valence band Sh are,

|h ⇑⟩= |J = 3/2, jh
z =+3/2⟩, |h ⇓⟩= |J = 3/2, jh

z =−3/2⟩. (1.6)

From these states we can envisage a total of four separate electron-hole pair bound states, or
exciton states. We only consider electron-hole bound states constructed with S envelop states
because only the SeSh transition exists well isolated spectrally, while the PePh transition
overlaps a spectral quasi-continuum due to the QD-WL crossed transitions. These exciton
states can be identified by the sum of the z-projection of the total angular momentum as
follows,

|e ↓,h ⇓⟩= | ↓⇓⟩ ≡ | jeh
z =−2⟩,

|e ↑,h ⇓⟩= | ↑⇓⟩ ≡ | jeh
z =−1⟩,

|e ↓,h ⇑⟩= | ↓⇑⟩ ≡ | jeh
z =+1⟩,

|e ↑,h ⇑⟩= | ↑⇑⟩ ≡ | jeh
z =+2⟩.

Only two of the four exciton states obey the selection rule for optical interband tran-
sitions and thus only | ↑⇓⟩ and | ↓⇑⟩ are optically active. They are referred to as bright
excitons. They emit left (σ−) and right (σ+) circular-polarised photons, respectively. The
states | ↓⇓⟩ and | ↑⇑⟩, on the other hand, are not optically active and are known as dark
excitons. Some mechanisms can flip the spin of a hole or an electron, thereby converting
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a dark exciton into a bright one, the latter in turn may recombine radiatively and emit a
photon.

1.1.3.c. Photoluminescence of a quantum dot

In a typical non-resonant photoluminescence (PL) experiment (Fig. 1.8), the excitation
energy of the laser is set higher than the GaAs bandgap. This results in the generation
of carriers in the bulk material, which diffuses through the WL before randomly being
captured by the QD, hence occupying its various energy levels. The radiative recombination
of these carriers would produce several emission lines in the luminescence spectrum,
corresponding to the various optical transitions. Individual lines can be filtered spectrally
and their corresponding transitions be determined by methods such as power dependence
of the emission intensity [105], correlation measurements, [106] and analysis of the fine
structure in the presence of a magnetic field [107].
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Fig. 1.8 QD photoluminescence. For non-resonant excitation, the laser generates free
carriers in the semiconductor surrounding the QD. These free carriers diffuse through the
WL to be captured by the QD, where they recombine to emit photons. The right panel
shows a sample micro-PL spectrum of an exciton (X) and the corresponding biexciton (XX)
at different excitation power.

Similarly, a single optical transition may be selectively probed via resonant photolumi-
nescence. This is achieved by tuning the central energy of the laser excitation to match the
desired optical transition. This method of excitation ensures little energy is injected into the
QD environment, thus preventing incoherent processes from influencing the spontaneous
emission[108].

1.1.3.d. Fine structure of a neutral exciton

As introduced in Sec. 1.1.3.b., an electron-hole pair, or a neutral exciton, features four
distinct quantum states. Two of these states are coupled to light while the other two are not,
known as the bright and dark excitonic states respectively. Coulomb interactions between
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the electron and hole lift this degeneracy. The Coulomb interaction consists of two terms,
one a direct attractive interaction, and a second exchange term. The exchange interaction
term is responsible for the coupling of spins of the electron and hole, which results in the
lifting of degeneracy between the bright and dark exciton states.

Let σe and σh be the spin of an electron and a hole respectively. The short-range part of
the exchange interaction of the electron-hole pair may be expressed as [109],

Hexchange =− ∑
i=x,y,z

(
aiσh,i ·σe,i +biσ

3
h,i ·σe,i

)
, (1.7)

where ai and bi are the spin coupling coefficients along every direction, with z corresponding
to the growth direction. Using the total angular momentum eigenstates of the exciton
{|+1⟩, |−1⟩, |+2⟩, |−2⟩} as a basis, the matrix formulation of Hexchange is expressed
as [109],

Hexchange =
1
2


δ0 δ1 0 0
δ1 δ0 0 0
0 0 −δ0 δ2

0 0 δ2 −δ0

 , (1.8)

where δ0 =−3/4(az+9bz/4),δ1 = 3/8(bx −by), and δ2 = 3/8(bx +by). The block diago-
nal form of Hexchange indicates that the bright exciton states don’t mix with the dark exciton
states. The bright and dark states are split by an energy δ0, with the dark states being lower
in energy than the bright ones. The typical value of δ0 is in the order of a few hundreds
of µeV [110]. The off-diagonal elements of the subblocks lead to state mixing between
the two bright states, and between the two dark states. This in turn results in the lifting of
degeneracy of the bright and dark exciton states by δ1 and δ2 respectively. Typical values
for the two splitting energy are δ1 in the range of 10 to 100 µeV , and δ2 = 1µeV [111].
The eigenstates of the exchange Hamiltonian are,

|XH⟩= (|+1⟩+ |−1⟩)/
√

2, (1.9)

|XV ⟩= (|+1⟩− |−1⟩)/
√

2, (1.10)

|Dy⟩= (|+2⟩+ |−2⟩)/
√

2, (1.11)

|Dx⟩= (|+2⟩− |−2⟩)/
√

2. (1.12)

The two bright exciton eigenstates (|XH⟩, |XV ⟩) are split by δ1, which is referred to as the
exciton fine structure splitting (FSS). When these two excitons recombine to return to the
ground state they emit a linearly polarised photon each, H and V (see Fig. 1.9).

While the primary outcome of the short-range exchange interaction is to split the exciton
quadruplet into bright and dark pair states, the long-range exchange interaction has two
effects. It not only adds to the splitting between bright and dark excitons (γ0), but also
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contributes (γ1) to the splitting of the bright exciton in structures with in-plane asymmetry,
into transverse and longitudinal components. The long-range exchange interaction has no
impact on the dark exciton states.

The contribution of the long range exchange interaction can be included by simply
adding the necessary terms to the bright exciton subblock in Eqn. 1.8, which becomes [110],(

δ0 + γ0 δ1 + γ1

δ1 + γ1 δ0 + γ0

)
, (1.13)

where γ1 = (γx − γy), and γx,y are the coupling constants of the long range exchange
interaction in the x and y directions. When the QD exhibits in-plane rotational symmetry,
γx = γy hence γ1 = 0. In addition, when the x and y axes are equivalent, δ1 = 3/8(bx−by) =

0 because bx = by, thus resulting in the vanishing of the splitting between the bright exciton
states to vanish. Self-assembled QDs tend to have an inherent anisotropic in-plane trapping
potential, which may arise from an anisotropy in QD form, in QD composition [112], or in
strain [113]. Therefore the ability to restore the degeneracy of the bright exciton states is
crucial to produce polarisation entangled photon pairs, for instance. Many techniques have
been developed in order to modify the exciton FSS to achieve degeneracy of states, which
involve the use of electric fields [114], and strain [115].

1.1.3.e. The neutral biexciton

Just as the exciton is a bound state between an electron in the conduction band and a hole in
the valence band of a QD, similarly there exists bound states that consist of multiple carriers.
The biexciton (XX) state is one such multiparticle state, that consists of two electrons being
bound to two holes in the S-shell of the QD. According to the Pauli exclusion principle,
there can be only one configuration of such a state. The biexciton state thus is a singlet state
and can be expressed as,

|XX⟩= 1√
2
(⇑⇓⟩− | ⇓⇑⟩)⊗ (↑↓⟩− | ↓↑⟩) . (1.14)

The energy of the biexciton is written, EXX = 2EX −Eb, which may be less or more
than the sum of energies of two uncorrelated excitons depending on the sign of Eb. Eb

is the binding energy that results from the Coulomb interaction between the carriers. An
attractive (repulsive) interaction is characterised by a positive (negative) value of Eb, whose
magnitude is a few meV [100]. The nature of Coulomb interaction is dictated by the size
of the QD. The QDs we use are small, due to their flash-growth process (more details in
Chapter 3), and generally feature a negative binding energy.

When one electron-hole pair in the biexciton state recombines radiatively by emitting a
photon, the QD finds itself in a neutral exciton state. The photon emitted by a biexciton
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and the photon emitted by an exciton have different energies that are separated by Eb

which is of the order of 2 meV for InAs QDs. The difference in energy makes it possible
to differentiate the two photons corresponding to each transition spectrally. For a non-
symmetric QD, the photon emitted by the biexciton is linearly polarised. The polarisation
depends on the bright exciton state to which the biexciton has decayed (Fig. 1.9) (a). The
|XX⟩ → |XH⟩ transition generates a photon with H-polarisation, while the |XX⟩ → |XV ⟩
transition produces a photon with V -polarisation. When the FSS of the exciton is removed,
both possible decay sequences become indistinguishable, and the information on the decay
path adopted by the biexciton is lost, thus generating a pair of photons that are entangled in
polarisation [58, 116].

Fig. 1.9 (a) Schematic representation of the possible decay sequences of the |XX⟩ state in
cascade via the bright exciton states |XH⟩ and |XV ⟩, emitting photons polarised horizontally
H, and vertically V . The dark exciton states are omitted in order to simplify the repre-
sentation. (b) Radiative recombination scheme of a negative trion (a positive trion has an
equivalent state diagram) [101].

1.1.3.f. The trion

Finally, the bound state formed by a set of three carriers (neutral exciton with an additional
carrier), is a charged exciton or trion state. There can be two kinds of trions, namely the
positive trion consisting of two holes and one electron, and the negative trion, comprising
of two electrons and one hole. Both holes and electrons being Fermions, the two carriers of
the same species must have opposite spins, while the single carrier species could have any
of the two possible spins making both trion states doubly degenerate. In this case, there
is no Coulomb exchange interaction due to Kramers theorem which states that a system
consisting of an odd number of Fermions remains at least doubly degenerate in the absence
of an external magnetic field [117]. The two states corresponding to the positive trion are
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expressed as,

|X+
⇑ ⟩= 1√

2
(| ⇑⇓⟩− | ⇓⇑⟩)⊗| ↑⟩, (1.15)

|X+
⇓ ⟩= 1√

2
(| ⇑⇓⟩− | ⇓⇑⟩)⊗| ↓⟩. (1.16)

Similarly the two states corresponding to the negative trion can be denoted as,

|X−
↑ ⟩= 1√

2
| ⇑⟩⊗ (| ↑↓⟩− | ↓↑⟩) , (1.17)

|X−
↓ ⟩= 1√

2
| ⇓⟩⊗ (| ↑↓⟩− | ↓↑⟩) . (1.18)

The energy of the trion is different from the sum of the neutral exciton energy and a
single carrier energy. This difference depends on the Coulomb interaction, whose sign and
magnitude depend on the QD shape and size [100]. Thus the radiative recombination of an
electron-hole pair from the trion generates a photon of different energy from that emitted
by the neutral exciton decay. Upon radiative recombination, the trion leaves the QD with
either a single electron or hole state. The emitted photon is circularly polarised, σ+ or σ−

depending on the spin of the additional charge carrier.

1.1.4 Decoherence channels

Since QDs are embedded in a solid-state environment, their carrier states inevitably couple
to the electromagnetic and mechanical degrees of freedom of the surrounding material.
These degrees of freedom include lattice vibrations, charge fluctuations due to lattice defects
and impurities, spin fluctuations in the collection of nuclei. They have detrimental effects on
the quality of single-photons emitted by the quantum dot, causing dephasing, spin-flip, and
non-radiative decay processes (thermal escape of carriers from QD levels to barrier bands).
In the absence of these limiting mechanisms, the coherence of the exciton state is only
limited by radiative recombination of the trapped carriers. The annihilation of the exciton
state leads to the creation of a photon. This process is dictated by the radiative lifetime of
the exciton, T1. In this ideal scenario, T1 determines the temporal duration and the spectral
linewidth of the emitted photon. However, the exciton state may lose its coherence without
a decay of its population, which would be an outcome of random interactions of the state
with its environment. This channel of decoherence is known as dephasing because the
uncontrolled interactions with the environment cause a loss of information on the phase of
the exciton state. When the dephasing occurs at a timescale that is faster than the radiative
recombination T1, the linewidth of the photon is described by the coherence time T2, a
timescale over which the coherence of the exciton state phase is preserved. Nonetheless,
the temporal duration of the photon is still determined by T1. The dephasing may be
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simply modelled assuming the coupling to a Markovian reservoir, which controls the optical
transition state stochastically. The emission spectrum features Lorentzian peaks whose
linewidth is defined by the radiative lifetime as follows [111],

1
T2

=
1

2T1
+

1
T ∗

2
, equivalent to γ =

γsp

2
+ γ

∗, (1.19)

where T2 is the total coherence time, and T ∗
2 is the pure dephasing time, γ is the total

dephasing rate, γsp is the SE rate, and γ∗ is the pure dephasing rate. From the equation
above it is evident that for non-negligible pure dephasing, the coherence decay rate of
the excited state is faster than the decay of the population. This implies that the resulting
emission linewidth of the excited state would be larger than the expected linewidth limited
by the radiative lifetime. In the following, we examine in more detail some of the important
decoherence channels.

1.1.4.a. Charge noise

A fluctuating electrostatic environment in the vicinity of a QD generates a local electric field
E(t) that varies in time. This varying field acts on the QD through the confined Stark effect
thus resulting in a shift in transition energy of the QDs. These fast fluctuations of the optical
transition energy, in turn translate into a significant broadening of the optical linewidth in
comparison to the radiatively limited linewidth. This is the principal detrimental effect of
charge noise [67]. Charge noise being caused by the charge environment of the QD tends
to vary depending on the sample history. Thus while it generally presents low-frequency
components (< kHz) [67], it may, under certain conditions, also exhibit high-frequency
components [118]

1.1.4.b. Spin noise

Spin noise on the other hand is induced by the fluctuations of the nuclear spins of the QD
material. This fluctuation of spins generates a time-varying magnetic field, BN(t), which
couples to the QD via the hyperfine interaction. Unlike charge noise, which in a given
charge environment, has the same effect on both a neutral and charged exciton, spin noise
affects them differently. In the case of a neutral exciton with a finite FSS, BN tends to shift
the optical transition energy, somewhat like charge noise. However in the case of a trion,
spin noise induces a Zeeman splitting on the degenerate trion states leading to an altered
emission profile associated with two mildly detuned spectral lines. Spin noise interacts with
the QD typically in the µs timescale.
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1.1.4.c. Phonon dephasing

Another major source of dephasing in QD carrier states is the coupling to lattice vibrations,
particularly acoustic phonons. This coupling is unavoidable and exists by the virtue of QDs
being embedded in a solid-state material. Two principal effects of this coupling are observed.
The first is the apparition of phonon sidebands (PSBs) on either side of the radiatively-
limited Lorentzian emission line, also known as the zero phonon line (ZPL) [62, 63]. These
phonon sidebands correspond to the emission of a photon, associated with the emission
or absorption of a phonon. The second effect leads to the homogeneous broadening
of the ZPL linewidth [64]. The resulting emission spectrum is shown in Fig. 1.10. It is
strongly temperature-dependent. At low temperature, the broadening of the ZPL is generally
negligible. Also, the high energy PSB is absent. However, the low energy PSB, which
corresponds to the emission of a phonon, always persists.

0 K 10 K 25 K

50 K

Fig. 1.10 Normalised emission spectrum of a QD coupled to a phonon reservoir at different
temperatures. The inset indicates the fraction of total emission accounted for by the
PSBs [111].

The coupling of the exciton to a phonon reservoir is a significant and undesirable source
of decoherence, which imposes serious limitations in the generation of indistinguishable
photons. The mechanism of this coupling will be addressed in more depth in Chapter 2. We
will also see that nanowire structures are particularly sensitive to low-frequency phonons,
an effect that is absent in the bulk.

1.2 Photonic structures

QDs are appealing emitters for sources of quantum light. InAs QDs are reported to present
elevated values of quantum efficiency of the order of 0.9 [53], they offer a stable emission
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of photons, and they do not suffer from photobleaching. Despite all these assets, several
challenges need to be overcome in order to develop a practical source of quantum light
based on QDs. One of these challenges stems from the fact that a QD behaves as a point-like
emitter that generates a quasi-isotropic emission pattern within the semiconductor material.
Furthermore, because of the large refractive index contrast between the barrier material and
air, only a small fraction of light can escape. Thus the collection efficiency of InAs QD
in bulk is as low as only 2% [61]. Another challenge is the degradation of the quality of
emitted photons due to the QD coupling to various sources of dephasing, discussed in the
previous sections. These shortcomings may be vastly improved by specific engineering of
the QD electromagnetic environment, to make the QD emission directional, and to increase
the QD SE rate so that it is less sensitive to different coherence channels. In the following
section, we present some of the photonic structures most widely used to establish sources
of quantum light comprising a QD emitter embedded in a higher bandgap semiconductor.

1.2.1 Figures of merit of spontaneous emission control

Before introducing systems used to control the SE in QD emitters, let’s take a look at the
figures of merit used to characterise the performance of photonic nanostructures. Two
widely used indicators are the Purcell factor FP and the β -factor. The Purcell factor is
defined as,

FP =
ΓM

Γ0
, (1.20)

where ΓM is the SE rate in a mode of interest M, and Γ0 is the SE rate of the same emitter
in an unstructured bulk material, that serves as a reference. The β -factor, on the other hand,
is expressed as,

β =
ΓM

ΓM + γ
, (1.21)

with γ denoting the rate of SE coupled to the continuum of all modes other than the mode
M.

The Purcell factor was originally introduced to address optical cavities, which present
significant acceleration of SE due to a strong spatial and spectral confinement of the optical
mode. It is used to characterise other systems too, such as waveguides, in which case it is
referred to as a generalised Purcell effect. In contrast, the β -factor is a more general figure
of merit. In particular, ΓM ≫ γ may be achieved either by enhancing the contribution of
ΓM (Purcell effect in cavities), or by suppressing the influence of γ (photonic crystals, or
dielectric screening effect in waveguides, to strongly inhibit the emission into undesired
modes). In the limit when β = 1, the corresponding nanostructure is classified to be strictly
monomode. The derivations of both these figures of merit will be elaborated for specific
systems in subsequent sections.
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1.2.2 Optical cavities

In the case of an emitter within a cavity, the density of accessible optical modes for the
emitted photons is discretised due to the 3D confinement of light by the cavity. We consider
here a single mode of the cavity, with an angular frequency ωc.

We denote the coupling between the emitter and the cavity by g, which characterises
the rate of coherent exchange of energy between the two. A realistic system also exhibits
losses. The cavity stores photons during a finite time, and the rate at which it loses them,
or the cavity damping rate, is expressed as κ = ωc/Q, where Q is the quality factor of
the cavity. The losses of the emitter are given by γsp, which describes the spontaneous
emission into modes other than the cavity mode. Depending on the hierarchy between
the coherent coupling and losses, two regimes of interaction emerge: the strong coupling
regime (g ≫ (κ,γsp)) and the weak coupling regime (g ≪ (κ,γsp)).

1.2.2.a. Strong coupling regime

In the strong coupling regime (g ≫ (κ,γsp)), the emitter-cavity dynamics are governed by
coherent interactions which can be described by the Jaynes-Cummings Hamiltonian,

H = }ωemσ̂
†
σ̂ +}ωcâ†â+}g(σ̂ â† + σ̂

†â). (1.22)

The first term represents the Hamiltonian of the emitter transitioning from ground state |g⟩
to excited state |e⟩ (σ̂†) and vice versa (σ̂ ). The second term describes the electromagnetic
field in terms of the photon creation (â†) and annihilation (â) operators. The interaction term
describes the |g⟩ → |e⟩ (|e⟩ → |g⟩) transition with the simultaneous absorption (emission)
of a photon.

The time signature of the emitter-cavity interaction presents an oscillatory behaviour,
called Rabi oscillations, which corresponds to the photon emission, then absorption, then
remission, and so on. This reversible coherent exchange of energy is a consequence of the
strong coupling between the emitter and the cavity. In reality, the cavity isn’t ideal and this
introduces losses of the emission into the continuum, thus leading to damped oscillations.

1.2.2.b. Weak coupling regime

In the weak coupling regime (g ≪ (κ,γsp)) the coupled cavity-continuum system can be
described as a mixed quasi-mode having a density of states given by,

ρ(ω) =
2

π∆ωc

∆ω2
c

4(ω −ωc)2 +∆ω2
c
. (1.23)

ρ(ω) has a Lorentzian profile with a FWHM of ∆ωc = κ , which is the rate at which the
cavity mode loses photons.
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The SE rate of the emitter into the quasi-continuum mode can be quantified by the
Fermi’s golden rule,

Γ =
2π

}2 |⟨e,0|Hint |g,1⟩|2ρ(ωem), (1.24)

where |e,0⟩ denotes the emitter in its excited state and no emitted photons in the cavity, and
|g,1⟩ denotes the emitter in the ground state, with one photon being emitted in the cavity.
ρ(ωem) represents the density of accessible states at the emitter frequency ωem. Hint is the
interaction Hamiltonian, which under the dipole approximation, is expressed as,

Hint =−d ·E(rem). (1.25)

where E(rem) is the electromagnetic field operator, at the location rem of the emitter, and d
is the electric dipole operator.

We consider an emitter with a linear optical dipole. The SE into the cavity mode is
maximum when the emitter is resonant with the cavity, it is located on the E field maximum,
and it features a dipole oriented along the local polarisation. The SE rate of the emitter in
such a case is,

Γ
max
cav =

2d2
emQ

}ε0n2Ve f f
. (1.26)

Here d2
em = |⟨e|d|g⟩|2, and Ve f f is the effective quasi-mode volume denoted by,

Ve f f =

∫∫∫
n2(r)|E(r)|2d3r

n2max(|E(r)|2)
, (1.27)

and n is the refractive index of the quasi-mode at the emitter location.
The SE rate of an emitter embedded within a linear, homogeneous, isotropic dielectric

material of refractive index n is,

Γ0 =
d2

emω3
emn

3π}ε0c3 . (1.28)

We can now calculate the Purcell factor FP in the cavity mode, which is defined as the
ratio between the SE rate ΓM in a mode of interest M and the SE rate Γ0 of the emitter in an
unstructured semiconductor environment of refractive index n, which serves as a reference.
Thus we have,

FP =
Γmax

cav
Γ0

=
3

4π2
Q

Ve f f

(
λc

n

)3

. (1.29)

From Eqn. 1.29 we find that to increase the Purcell factor, and hence accelerate the SE rate,
we can either increase the quality factor of the cavity or reduce the effective volume of the
confined mode. In the following section, we will review some popular examples of optical
cavities that exploit this effect.
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1.2.2.c. Examples of photonic cavities

In the course of the last couple of decades, several approaches have been adopted to develop
dielectric photonic cavities. Out of these, the primary cavity systems are portrayed in
Fig. 1.11.

Fig. 1.11 Examples of microcavities. Images correspond to real structures and are captured
with a SEM. The operation principle of the coupling of the emitter to the cavity is illustrated
in the diagrams. (a) Micropillar cavity embedding an InAs QD. The emission is confined
by the AlGaAs/GaAs Bragg mirrors on either side of the QD. (b) Photonic crystal cavity on
a 2D membrane, embedding a QD in the middle of the zone without holes. (c) Microdisk
cavity with a layer of embedded QDs that couple to the gallery modes of the cavity. [111].

Micropillar cavities. A micropillar cavity, as represented in Fig. 1.11 (a), consists of
two Bragg mirrors. These mirrors consist of alternating layers of materials with different
refractive indices (say, n1 and n2). These layers are grown by MBE and have a thickness
of λ/4ni, where λ is the emission wavelength of the emitter resonant to the cavity. The
micropillar is etched by a top-down approach. The emitter is carefully positioned at the
very centre of a layer whose thickness is λ/n1, in between the Bragg mirrors. This zone
confines the cavity mode. When InAs QDs are used as emitters, GaAs and AlGaAs are
often employed to define the Bragg mirrors. The reflectivity of the mirrors is controlled
by the number of interchanging layers that are defined. This allows obtaining an almost
perfectly reflecting bottom mirror. The top mirror is intentionally created with a slightly
lower reflectivity than the lower one. While this difference in reflectivity degrades the Q
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of the cavity, it also permits the preferential upward extraction of light. The diameter of
the micropillar is a vital parameter, which must be sufficiently small in order to restrict
the lateral expansion of the mode, thus providing a tighter effective volume. However,
diameters less than 1-2 µm have been reported to degrade the Q factor of the cavity [119].
In literature, the effective volume generally used tends to be in the order of Ve f f ∼ 10(λ/n)3,
associated with a quality factor of the order of Q ∼ 5×104. For instance Ref. [120] reports
Q ∼ 6.5×104 for a cavity of diameter of 7µm, and Ref. [121], achieved Q ∼ 1.65×105

for a cavity of diameter of 4µm.

Photonic crystal cavities. The control of SE of a QD embedded in a photonic crystal was
first demonstrated in 2005 [70, 122]. A photonic crystal cavity is obtained by introducing
local defects in a two-dimensional membrane riddled with periodically etched holes. While
several kinds of photonic crystal cavities exist, one of the best performing and most
popular types consists of eliminating three linearly adjacent holes in a membrane of holes
following a triangular periodicity, as shown in Fig. 1.11 (b). Such cavities can achieve an
effective volume of the order of (λ/n)3 and strongly suppress the emission into free-space
modes [123]. Quality factors of Q = 3×104 was achieved with a GaAs membrane [124],
while for Si cavities, with emission around 1.55 µm, Q = 2×106 has been reported [125].

Microdisk cavities. These cavities comprise a dielectric disk with a diameter in the
range of 1−10µm, and a thickness of λ/n, pictured in Fig. 1.11 (c). The confinement of
light in this system arises from a sequence of total internal reflections producing a mode
that is localised on the periphery of the disk. Such a mode is known as a whispering-
gallery-mode. First demonstrations of SE acceleration on InAs QDs in a microdisk was
made in 2001 [126]. While the effective volume of such a system is much larger than the
previous cavities presented, it is compensated by an elevated Q which eventually results
in a significant Purcell enhancement of SE. Literature shows that for microdisks of GaAs,
Q = 4×105 [127], and for Si microdisks, Q = 5×106 [128], have been reported.

1.2.2.d. Assets and limitations of photonic cavities

Tremendous technological progress has been and continues to be made on the acceleration
of SE using photonic cavities, to achieve near-unity β . The first demonstration of FP ∼ 5
in a micropillar cavity was made in 1998 [69], while in 2018 FP ∼ 65 was achieved on a
photonic crystal cavity [129]. Although such acceleration of SE has made it possible to
emit indistinguishable photons [70, 72], the approach of cavities possesses some limitations.
In particular, the necessity of the emitter-cavity resonance condition means that not only the
emitted photon must spectrally match the cavity mode, but the emitter must also be spatially
located at the electric field maximum within the cavity. Self-assembled QDs following a
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Stranski-Krastanov growth method, present a stochastic spatial distribution as well as an
inhomogeneous spectral dispersion of ∼20-50 meV. This shortcoming can be overcome
using a deterministic in-situ lithography technique [130]. The position and energy of a QD
are determined, at T = 10 K, by photoluminescence, before a laser exposes a photosensitive
resin on the surface of the sample in order to delineate the cavity.

While cavities make it possible to generate single photons at a high quality, the tech-
niques necessary to achieve optimal cavities tend to be technologically demanding. Addi-
tionally, such systems need emitters to be monochromatic. While this criterion is satisfied by
self-assembled QDs at cryogenic temperatures, it isn’t the case for broadband emitters such
as nitrogen vacancies in diamond. Finally conceiving applications such as the generation
of entangled photon pairs, or feeding a spectrally matched multi-source quantum circuit
(e.g. quantum computing) becomes challenging. To realise such systems sources based on
waveguides are very appealing, because of their broad operation bandwidth. Control of SE
in these systems is described in the next section.

1.2.3 Optical waveguides

Waveguides offer an alternative strategy to control the SE of an embedded emitter. Several
kinds of waveguides have emerged in the last couple of decades, among which slow-light
photonic crystal waveguides and plasmon waveguides rely on accelerating the emission in a
given mode much like a cavity. However, a near-unity β -factor may also be achieved by
inhibiting the emission in free-space modes. This approach is adopted by photonic crystal
waveguides and photonic nanowires.

1.2.3.a. Controlling spontaneous emission in a guided mode

In a waveguide light can propagate freely along one direction (say, z), while being strongly
confined in the two transverse directions. We consider the simplest scenario of a waveguide
that supports a single mode. The corresponding electric field, may be expressed as,

E(r, t) = E(r⊥)exp(iωt − kzz), (1.30)

where E(r⊥) represents the transverse field distribution (perpendicular to the propagation
direction), ω is the angular frequency and kz is the propagation constant.

In order to simplify the calculation of the SE rate into the guided mode, the following
assumptions are made. The emitter is modelled as a point dipole that emits at a wavelength
λem and the nanowire is considered to have a finite length such that, L ≫ λem. Applying
periodic boundary conditions along z results in a quantisation of kz with an interval of
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∆kz = 2π/L. The spectral density of states associated with the guided mode is given by,

ρ1D(ω) =

0 when ω < ωCO

2 L
2π|vg(ω)| when ω ≥ ωCO

(1.31)

where vg = dω/dkz is the group velocity of the desired mode, and ωCO is the cut-off angular
frequency above which the guided mode is present. The factor 2 arises from the two guided
modes propagating along +z and −z.

To compute an expression for the maximum SE rate into the guided mode, the emitter
is assumed to be located at a maximum of the electric field and that the emitter dipole is
aligned in the direction of the local polarisation of the mode. Substituting the relevant terms
in Eqn. 1.24, the maximum SE rate in the guided mode is found to be,

Γ
max
wg =

2d2
emωem

}ε0n2Se f f |vg(ω)|
. (1.32)

Here n is the refractive index at the emitter location and Se f f is the effective surface of the
guided mode expressed as,

Se f f =

∫∫
n2(r⊥)|E(r⊥)|2d2r⊥
n2max(|E(r⊥)|2)

. (1.33)

Se f f characterises the transverse confinement of the guided mode.
Analogous to a cavity, the generalised Purcell factor for waveguides may be expressed

as,

FP,wg =
Γmax

wg

Γ0
=

3
4π

(λem/n)2

Se f f

ng(ω)

n
, (1.34)

where ng(ω) = c/|vg(ω)| is the group index of the mode of interest at frequency ω . Com-
paring Eqn. 1.34 with Eqn. 1.29 reveals an analogy with the cavity Purcell factor, with a
correspondence between the spatial mode confinement terms Se f f ↔Ve f f and a correspon-
dence between the density of state terms ng(ω)/n ↔ Q. It thus becomes evident that in
order to maximise FP,wg, Se f f must be minimised while maximising ng. In the following
section we present some of the principal strategies employed to develop waveguides.

1.2.3.b. Examples of high-β waveguides

Plasmonic waveguides. A plasmonic waveguide comprises a metallic nanowire placed
only a few nanometres away from an emitter. The emitted light is therefore coupled to
surface plasmons that are guided along the nanowire. The nanowire diameter is generally
in the sub-wavelength range, thus offering tight transverse mode confinement by virtue of
Se f f ≪ (λem/n)2. It also supports the coupling over a broad spectral band. A Purcell factor
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Fig. 1.12 Some examples of photonic waveguides. Each image corresponds to a real
structure captured with a SEM. The diagrams illustrate the working principle of the guiding
of light emitted by the emitter. (a) Photonic crystal waveguide membrane. A layer of QD is
embedded in the middle of the membrane and is indicated by yellow triangles. (b) Photonic
nanowire consisting of an InAs QD embedded in a GaAs nanowire. The nanowire sits on
a SiO2 −Au hybrid mirror and the top part is tapered in order to maximise the collection
efficiency. (c) Plasmonic wire coupled to a single QD emission via a surface plasmon
mode [111].

of over 500 has been predicted in 2006, for such systems under certain circumstances [131].
The first experimental demonstration of the system was made in 2007 with a CdSe colloidal
QD as emitter and a silver nanowire, as pictured in Fig. 1.12 (a). The study reported an
SE acceleration of FP,wg = 2.5(β ∼ 0.7) [132]. This approach unfortunately suffers from
extreme losses in the metal [131, 133]. Some solutions to overcome these losses include
adiabatic coupling of the plasmonic mode to a dielectric guide [131], or to produce the
plasmonic mode between two metallic nanowires [134].

Photonic crystal waveguides. As the name suggests such waveguides are embedded into
a photonic crystal. Historically such a waveguide was first proposed in 1993 by introducing
a line defect in a 3D photonic structure [135]. Near-unity values of β are achievable
by reducing, on one hand, the group velocity of the guided mode but also by inhibiting
the coupling to the continuum of free-space modes. In practice, these waveguides are
often defined on a 2D membrane, covered in holes distributed with a triangular periodicity
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(Fig. 1.12 (a)). An emitter is embedded in the middle of the waveguide which is a crystal
corridor defined by eliminating a line of holes. When such a waveguide is devoid of
any imperfection due to fabrication, it can in theory completely eliminate the coupling
to lossy free-space modes, attaining β = 1, at a single precise wavelength, for planar
dipoles [136, 137]. In reality guided modes of such systems present high group dispersion,
which means the group refractive index ng is strongly frequency-dependent. This property
may be exploited to selectively accelerate emissions at a given frequency, which leads to
slow-light regimes (vg ≪ c) over a narrow spectral range. A Purcell factor of FP ∼ 60 was
obtained from the demonstration of a group index of ng ∼ 300 from a Si membrane in
2005 [138]. While this result was promising, it must be noted that generally, a high group
index implies a narrow operation band making the waveguide more sensitive to defects
arising from fabrication, which in turn enhances the optical losses in transmission [139, 140].
Therefore optimal systems must settle for a moderate group index, which can be adjusted by
modifying the geometric parameters of the photonic crystal. The highest value of β = 0.984
has been demonstrated on a GaAs membrane, with β > 0.9 over a spectral range of 10 nm
in 2014 [74].

Dielectric photonic nanowire waveguides. As shown in Fig. 1.12 (b), these waveguides
are made of a dielectric nanowire having a high refractive index (e.g. n = 3.45 for GaAs).
These cylindrical wires may be developed following an etching (top-down) [77, 78], as
well as an epitaxial (bottom-up) [141, 50] process. The strong inhibition of SE into free-
space modes is the primary benefit of such a system, which it achieves through a dielectric
screening effect on dipoles oriented along the plane perpendicular to the direction of growth
(nanowire axis). Unlike in photonic crystal waveguides, guided modes in a dielectric
nanowire are weakly dispersive, allowing to maintain their efficiency over a very large
spectral range, ∆λ ∼ 100 nm [142]. The CEA research team I worked in, exploits these
structures to realise nanowire antennas, which are optimised for free space operation. The
following section discusses the main concepts behind such antennas in more detail.

1.3 Photonic wire antennas

In this section, we will take a closer look at the dynamics of spontaneous emission in a
photonic nanowire. Next, we show how to collect the guided photon by discussing the
design considerations of a complete nanowire antenna.
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1.3.1 Spontaneous emission into guided modes

We begin by considering an infinitely long wire with a circular cross-section of diameter d.
The additional effects of a finite length, structured top extremity, and bottom mirror, can be
introduced with a Fabry-Pérot model.

1.3.1.a. Guided modes

The wire has a refractive index n (n = 3.45 for GaAs used in this work), is oriented along
the vertical z direction, and is surrounded by free-space (nc = 1). The guided modes are
confined in the (x,y)-plane, and are free to propagate along the z-direction with a scalar
propagation constant kz. The complete derivation of supported modes of the structure is
beyond the scope of this work and can be found in [143]. Since the system exhibits a
cylindrical symmetry, the electromagnetic field associated to the guided modes can be
expressed as, [

E(r, t)
H(r, t)

]
=

[
El,m(r)
Hl,m(r)

]
e±ilθ ei(ωt−kzz), (l ∈ N, m ∈ N∗). (1.35)

Waveguides such as the one considered here are not restricted to only supporting pure
transverse electric, TE (Ez = 0), of pure transverse magnetic, TM (Hz = 0), fields. Modes
with TE or TM symmetry must have l = 0 and m ≥ 1. Waveguides also support hybrid
modes that are classified depending on the relative magnitudes of Ez and Hz. If Ez dominates,
the corresponding mode is named EHlm, conversely HElm modes feature a dominant Hz.
Figure 1.13 illustrates the dispersion relation of the first few modes of a waveguide. The
fundamental guided HE11 mode is always supported by the waveguide and doesn’t feature
any cutoff, unlike the other modes. Every mode, except the ones for which l = 0, are
two-fold degenerate due to the eilθ factor in Eqn. 1.35.

Since we are interested in monomode operation, we focus hereafter on the coupling
to the fundamental guided mode. In particular, we consider a point-like emitter, featuring
a linear transverse optical dipole, with free-space wavelength λ = 950 nm embedded in
the wire. Thus the emitter couples to the in-plane component of the guided mode. From
Fig. 1.13 it is evident that the waveguide is monomode as long as its reduced diameter
satisfies d/λ < 0.229. In the particular case of an on-axis emitter, the wire remains
monomode until d/λ < 0.366. Indeed the T E01 and T M01 modes exhibit a null electric
field amplitude at the wire axis [75].

1.3.1.b. Spontaneous emission in the fundamental guided mode (HE11)

We have seen in Sec. 1.2.3 that the SE rate into the guided mode depends on the effective
surface Se f f and on the group index ng. Fig. 1.14 summarises the effective surface (Se f f ),
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Fig. 1.13 Guided modes of an infinitely long cylindrical GaAs wire. (a) The geometry
of the cylindrical waveguide. (b) Dispersion curves of the first guided modes of the wire.
d/λ = ωd/(2πc) is plotted as a function of the propagation constant kz. The polarisation
degeneracy is indicated within brackets beside the mode label. (c) In-plane electric field
amplitude for the first few guided modes. The map of HE11 is plotted for d/λ = 0.25 while
the others are plotted for d/λ = 0.37. The scale bars represent 200 nm. [144].

the group index (ng = c(kz/ω)), the effective index (ne f f = c(dkz/dω)), and the normalised
SE rate as a function of the reduced diameter d/λ , for an on-axis emitter.

A closer look at the plots reveals two confinement regimes. For d/λ < 0.17, ne f f

approaches nc. This is indicative of poor lateral confinement of the mode in the waveguide.
In other words, the mode is primarily deconfined and spills out into the surrounding outside
the waveguide. Se f f in this regime increases sharply for decreasing d/λ . Asymptotically
the dispersion relation appears to be linear at this scale and corresponds to that of a plane
wave propagating in the cladding. For d ≫ λ/n, ne f f approaches n, which indicates that
the mode is most localised within the wire. For very large diameters, the dispersion relation
approaches the one of a plane wave propagating in the bulk material constituting the
wire. Se f f exhibits an almost quadratic dependence over d, in this regime. The maximum
coupling to the HE11 mode occurs when d/λ = 0.235. At this point Se f f = 0.41× (λ/n)2,
and ng = 1.55×n. The resulting maximum SE rate into HE11 is 0.9×Γ0 [75].

1.3.2 Inhibition of spontaneous emission into radiation modes

As briefly mentioned earlier, an emitter can also be coupled to a 3D continuum of free-space
modes, which are referred to as radiative modes hereafter. Fig. 1.15, depicts the SE rate γ

into non-guided radiative modes. As showcased in the plot, there is a large inhibition of
the SE into radiative modes for d/λ < 0.3 presenting indeed γ < Γ0/10 in this range [142].
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Fig. 1.14 Characteristics of the fundamental guided HE11 mode as a function of reduced
diameter d/λ , where λ is the free-space wavelength. The horizontal axis is in log scale.
(Top panel) Effective mode surface normalised by (λ/n)2. Vertical axis is in log scale.
(Middle panel) Effective index ne f f and group index ng. (Bottom panel) Normalised SE
rate into HE11. The shaded area demarcates the multimode regime for an on-axis emitter.
For an off-axis emitter, the multimode regime begins from the dotted line, at a lower wire
diameter. [144].

This suppression of coupling to radiative modes due to a dielectric screening effect. In
order to gain a simplified appreciation of this effect, we consider below, a very thin wire,
whose diameter is small in comparison to the emission wavelength in matter. Under these
conditions, the system may be described within the electrostatic approximation.

1.3.2.a. Dielectric screening in the electrostatic approximation

The assumption d ≪ λ/n, renders wave propagation within the wire negligible. We neglect
here the spatial dependence of the electromagnetic fields. The dielectric screening effect
arises when an electric field Einc incident on the wire perpendicularly to its axis, polarises
the dielectric material, leading to the appearance of surface charges. This effect is illustrated
in Fig. 1.16 (a). The distribution of charge generates its own electric field Edep with an
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Fig. 1.15 SE dynamics for an on-axis emitter. (Bottom panel) Normalised SE rate into
the fundamental HE11 mode (red), radiation modes (blue), EH11 mode, as a function of
d/λ for an on-axis transverse optical dipole with λ = 950 nm, embedded in an circular,
infinitely long wire. (Top panel) The β -factor as a function of d/λ . [75].

opposing orientation to Einc,

Edep =−

(
n
nc

)2
−1(

n
nc

)2
−1+2

Einc. (1.36)

For materials presenting a large mismatch in refractive index, n ≫ nc, the amplitude
of Edep is almost as large as that of Einc. In this scenario the total electric field in the wire
Einc +Edep tends towards zero, which leads to a suppression of the zero-point fluctuations
(ZPF) of non-guided radiative modes [145]. Invoking Eqn. 1.24 the SE rate γ into radiative
modes for a transverse emitter presenting a linear dipole can be expressed as,

γ ∝

 2(
n
nc

)2
−1+2


2

ρ3D. (1.37)

A normalisation by Γ0 ∝ (n/nc)ρ3D leads to,

γ

Γ0
=

22

n
nc

[(
n
nc

)2
−1+2

]2 . (1.38)

This dielectric screening is valid, under the electrostatic approximation, for any trans-
verse dipole orientation and position (including off-axis). For a GaAs wire, n/nc = 3.45
which results in a strongly inhibited SE of γ/Γ0 = 0.007. However following analogous
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Fig. 1.16 Dielectric screening in the electrostatic approximation. (a) Schematic diagram
illustrating the principle of dielectric screening in a cylindrical wire of circular cross
section, immersed in a constant electric field Einc. (b) Dielectric screening in an infinite 2D
membrane, an infinitely long cylinder, and a sphere. The dipole along the short (finite) axis
experiences screening represented by dotted arrows, along with the respective inhibition
factor Γ0/γ . The dipole (solid arrow) along the infinite dimension is not screened. This
effect holds under electrostatic approximation valid for (w,d)≪ λ/n. (c) Plot of inhibition
factor, Γ0/γ as a function of contrast of refractive index between the structure material and
its surrounding, n/nc, for the three geometries. [75].

reasoning on longitudinal dipoles (oriented in the direction of the wire axis) shows they
don’t experience this dielectric screening, presenting a normalised rate γ/Γ0 = n/nc [146].

Dielectric screening is a general effect, which can be also observed in nanostructures
with other dimensionalities, such as membranes [147] and spheres [145]. It must be noted
however that only dipoles oriented along the short dimensions of the structures (indicated by
dotted arrows in Fig. 1.16) undergo a dielectric screening, while dipoles oriented along the
longer or infinite dimensions experience no screening. Fig. 1.16 (c) presents the inhibition
factor Γ0/γ as a function of n/nc for the three geometries of nanostructures considered.
Γ0/γ varies according to −p2(n/nc)

5 for high index mismatch, indicative of the scale of
suppression of SE into radiative mode achievable from these structures.

1.3.3 Fraction of spontaneous emission into the HE11 mode

The fundamental HE11 mode family consists of two modes that have orthogonal linear
polarisations and obey the same dispersion law. To compute β into the HE11 mode, we
represent the QD as two orthogonal, linear optical dipoles oriented in the plane perpendicular
to the wire axis. We assume that the two dipoles possess the same oscillator strength. When
considering a QD situated on the axis of a wire, due to the symmetry of the situation, it may
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be treated as a single linear dipole. The β -factor of such a dipole is thus,

β =
ΓHE11

ΓHE11 +Γg + γ
, (1.39)

where the denominator is a sum of the SE rates into HE11, other guided modes, and
radiation modes, respectively. From Fig. 1.15, we find βmax = 0.95 for d/λ = 0.24, which
is characteristic of an almost pure monomodal emission. Such a result can be attributed, on
one hand, to a large coupling to the fundamental mode (ΓHE11 ∼ Γ0), but also to a strong
inhibition of SE into free-space modes. It is also noteworthy that β > 0.9 for d/λ in the
range of 0.21 to 0.28. This makes the wire more tolerant toward fabrication variations and
offers a broad operation bandwidth ∆λ/λ = 0.26 [75]. β degrades significantly for an
emitter located further off from the wire axis. This degradation is due to a decrease in the
coupling to HE11, combined with a higher SE rate into higher order guided modes [75].

1.3.4 Photonic wire antennas

All the SE of a QD embedded in an infinitely-long nanowire is funnelled into the funda-
mental guided mode. However, a realistic nanowire has a finite length. The nanowires
we use are generally propped vertically on a planar substrate. The integrated QD can
emit photons that propagate upward or downward. Since only the upward propagating
photons are collected, half of the photons would be lost into the substrate. In order to
recover the downward propagating photons, a mirror with a strong modal reflectivity for the
fundamental guided mode is introduced between the substrate and the bottom facet of the
nanowire. Additionally in the range of diameters considered for the wires, the HE11 mode
is strongly confined within the wire and presents a lateral extension (∼ λ/n) that is much
smaller than the free-space wavelength (λ ). As a consequence, photons exit the structure
with large divergent angles therefore limiting the collection of photons in the far-field [148].
To overcome this problem the top end of the nanowire is deliberately shaped to achieve
a more directional emission. In the following, we introduce a Fabry-Pérot model which
provides simple analytical formulas that are very useful to determine the design of the wire.

1.3.4.a. Fabry-Pérot model

We summarise here the main results of the Fabry-Perot model developed in Ref. [142]. The
model supposes that the reflections at the wire facets modify only the coupling to guided
modes, leaving the coupling to radiation modes unchanged. Therefore the emission rate of
the emitter and the collection efficiency of the system can be determined from information
about the reflectivity of the facets and the position of the emitter. For now we assume the
top facet reflectivity rt = 0. The bottom mirror reflects the downward emitted photons back
towards the top of the wire. The emission rate and subsequently the collection efficiency are
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maximised when the reflected beam interferes constructively with the upward propagating
beam, in other words, the reflected beam must acquire a phase of 2πm. This condition
of phase imposes only a discrete set of optimal vertical positions hm for the emitter. All
vertical positions hm are equivalent in terms of SE ratio into HE11 and lead to,

ΓHE11 = Γ
∞
HE11

(1+ |rb|), (1.40)

where Γ∞
HE11

is the emission rate into HE11 for an infinite wire. For a perfect mirror (rb =
1), we have ΓHE11/Γ0 = 1.8.

The collection efficiency may be expressed as,

ε(θ) =
1
2

β
∞ (1+ |rb|)2

1+β ∞|rb|
Tα(sinθ), (1.41)

where Tα(sinθ) is defined as the taper transmission into a cone of numerical aperture
NA = sinθ , β ∞ is the SE coupling factor for an infinite wire. To obtain an optimal extraction
efficiency the only parameters that must be tweaked are therefore the reflectivity of the
bottom mirror, and the transmission through the tapered top. In the best case scenario
(|rb|= 1 and Tα(sinθ) = 1), ε = 2β ∞/(1+β ∞) = 0.98.

1.3.4.b. Bottom mirror

The primary objective of the bottom mirror, situated between the substrate and the nanowire,
is to offer near unity reflectivity for the mode of interest, over a large spectral range, so as
to prevent the loss of photons coupled to the downward propagating fundamental mode.
The solution retained to overcome this problem, has been to implement a metallic mirror
made of gold. Such a mirror is convenient to integrate and provides a large reflectivity over
a broad spectral range. The reflectivity plummets to almost zero around the diameter range
of interest (d/λ ∼ 0.23). This effect is suspected to be caused by the coupling to surface
plasmon modes [149]. Fortunately the addition of a thin (9-11 nm) silica layer between the
gold and the nanowire restores |rb|2 > 0.9 over the entire desirable diameter range.

1.3.4.c. Needle and trumpet top tapers

The objective of engineering the top end of the nanowire is two-fold. On one hand, it
must annul the modal reflectivity associated with HE11, while on the other it must allow
for efficient collection in the far-field by a commercial microscope objective. Both these
requirements were satisfied by gradually tapering the top end of the nanowire. We discuss
in the following, two taper geometries.

The first solution is to gradually decrease the wire diameter, to end up with a needle-
like configuration with an angle α (Fig. 1.17 (a)). The progressive decline in diameter
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reduces ne f f of HE11 gradually such that the mode is less confined by the nanowire until
for d/λ ≤ 0.15 the mode is completely deconfined in the surrounding vacuum [150]. This
expansion allows to eliminate the reflection from the top facet and leads to a directive
emission. The angle α of the taper must be < 2◦ to ensure an adiabatic expansion of the
mode.

Au

SiO2

HE11

(a) (b) (c) (d) (e)

Fig. 1.17 (a) Diagram of a photonic nanowire antenna on an Au-SiO2 mirror. The top end
of the wire is tapered to form a needle. This taper allows the guided HE11 mode to extend
outside the wire, to achieve a directional far-field emission. (b) SEM image of an example
of a needle antenna fabricated by a top-down process [77]. Vertical and horizontal scale
bar: 0.2 µm. (c) SEM image of an example of a needled antenna fabricated by a bottom-up
process needle antenna [50]. Vertical and horizontal scale bar: 1 µm. (d)Schematic diagram
of a trumpet nanowire antenna set on an Au-SiO2 mirror. The HE11 mode is adiabatically
expanded within the taper. (e) SEM image of trumpet nanowire antenna fabricated with a
top-down process. [78]. Vertical and horizontal scale bar: 1 µm.

An alternate nanowire configuration to expand the HE11 mode adiabatically, is an
inverted conical taper, or as we call it, a ‘photonic trumpet’. The HE11 mode is expanded
by gradually increasing the wire diameter. In doing so the mode remains well confined
within the wire rather than progressively extending into the surrounding. The reflection of
the top facet is suppressed with an antireflection coating [151].

Comparing the performance of a trumpet taper to that of a needle taper, we find that
both geometries offer near-unity transmission into a Gaussian mode. However nearly
perfect adiabatic expansion of HE11 is achieved for α < 15◦, for a trumpet, while the
needle suffers strong non-adiabatic losses for α > 2◦ [78]. Such a strict constraint on taper
angle makes needle nanowires challenging to realise by top-down fabrication, however,
they have enabled the generation of high-performance devices fabricated by bottom-up
techniques [50]. In contrast, by virtue of its tolerant performance over a large range
of α , trumpet taper nanowires proved to be less technologically challenging and more
reproducible in terms of top-down fabrication. They are also considerably promising and
versatile to be implemented in free-space and fibre-coupled optics applications [152]. In



1.4 Conclusion 41

Chapter 4 we will elaborate a complete fabrication process to develop these structures as
well as introduce strategies to exploit them for tunable sources of quantum light.

1.3.4.d. Examples of devices based on photonic wire antennas

Over the last couple of decades, QDs embedded in such nanowire antennas with a needle or
trumpet top-taper, have been implemented in several applications. They have enabled the
development of bright single-photon sources, demonstrating high photon purity [50, 77–79],
as well as sources of entangled photon pairs [82, 83], and correlated photon triplets [84].
Wavelength-tunable single-photon sources have been produced on these systems [80, 81],
thanks to their large operating bandwidth. This same asset coupled to the ‘atom-like’ nature
of a QD led to the exploitation of giant optical nonlinear interactions at a single-photon
scale [85]. Finally, such QD in nanowire antenna systems aided the amplification of signal
in a four-wave mixing experiment on individual QDs [86]

1.4 Conclusion

In this chapter, first we have presented the general electronic properties of semiconductor
self-assembled QDs, focusing particularly on flattened lens-shaped InAs/GaAs QDs. The
strong confinement, in all three spatial directions, of charge carriers in a QD, results in
discrete energy levels. We then discussed the various excitonic complexes associated
with the S states, namely the neutral exciton, the biexciton, and the two trions, and we
addressed their fine structure splitting in the absence of a magnetic field. The QD solid-
state environment leads to some inevitable dephasing of its excitonic complex states. The
principal sources of dephasing are related to the coupling to phonons, electric charges, and
nuclear spins, all hindering the generation of indistinguishable single-photons.

The second part of the chapter was dedicated to photonic structures, designed to en-
hance the light collection efficiency and in some cases to accelerate the SE rate. This
control can be achieved via precise engineering of the electromagnetic environment of the
QD. We reviewed two main classes of structures: resonant optical cavities and photonic
waveguides. Optical cavities accelerate the SE into the resonant mode of the cavity, through
the Purcell effect, thus making the radiative recombination process insensitive to dephasing
mechanisms. Microcavities achieve high Purcell enhancement of SE with a combination
of an elevated quality factor Q, and a small mode volume. The high Q in turn entails
stringent limitations on the operation bandwidth of the device. Waveguides on the other
hand, generally lead to single-mode emission by inhibiting the emission into all other
modes. Even though they generally provide a modest acceleration of SE, they feature a
broad operation bandwidth.
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In the third part, we focused on the nanowire antenna and detailed SE control in these
structures. The Purcell factor can be slightly increased (≈ 1.8) by introducing a gold mirror
on one end of the wire. The other end can be tapered in order to achieve highly directive
emission, ensuring an excellent collection efficiency in the far-field. The emitted mode
couples almost perfectly to a Gaussian free-space mode, making these systems promising
for free-space as well as fibre-coupled optics. Besides, nanowire antennas sustain such high
performance over a wide spectral range.

A challenge with nanowire antennas however is the coupling of the optical transitions to
acoustic phonons, arising from thermally induced mechanical vibrations of the wire. Such a
coupling causes an undesirable broadening of the emission linewidth of the ZPL. The lack
of a significant Purcell acceleration of SE in these systems makes emitters more susceptible
to phonon coupling, which poses strong limitations on the generation of indistinguishable
photons. This decoherence will be addressed in Chapter 2 along with proposed solutions to
suppress it.

In Chapter 3, we will introduce a new photonic nanostructure, which is a cross-over
between a nanowire and a microcavity, that conserves the broadband operation from the
former, while retaining the Purcell enhancement of SE from the latter. Additionally making
the antenna more compact makes it less sensitive to phonon modes.

Finally, the broadband operability makes nanowire antennas appealing components for
realising tunable sources of single-photons. A new strategy to tune the spectral properties
of a QD in a nanowire antenna is presented in Chapter 4.



Chapter 2

Decoherence from low-frequency
thermal vibrations in nanowire
single-photon sources

Bright sources of indistinguishable photons are key resources for photonic quantum in-
formation technologies [18]. In this context, self-assembled semiconductor quantum dots
(QDs) offer important assets to realise practical devices. However, their solid-state envi-
ronment also raises significant challenges, since the coupling of the QD to uncontrolled
degrees of freedom may degrade the spectral purity of the emitted photons [67]. Despite
impressive progresses in the last years [72, 108, 153–156], it remains very important to
understand QD decoherence processes. As briefly discussed in Chapter 1, these degrees of
freedom comprise three decoherence processes: the charge fluctuation in the electrostatic
environment of the QD, the coupling to nuclear spins of the host material, and the coupling
to acoustic phonons. These processes influence the QD at different timescales, in particular,
the first two are slow processes, where the interactions generally occur in the µs scale.
Charge noise can be curbed using electrically contacted structures. Spin noise is more
difficult to control but is also much weaker than charge noise.

The last source of decoherence is the unavoidable coupling to lattice vibrations. Owing
to an interaction in the ps to ns timescale, which is comparable to or faster than the SE rate
of a QD, dephasing due to acoustic phonon proves to be a fundamental limiting factor of
the degree of indistinguishability of a source. The dephasing due to the coupling to lattice
vibrations has been intensively studied, and the impact of bulk acoustic phonons is now
well understood [62–64, 157–162]. Yet, modern quantum light sources are often based on a
photonic nanostructure that defines a controlled electromagnetic environment around the
QD [111], giving rise to a discrete set of low-frequency mechanical resonances. While a few
theoretical works have investigated the decoherence of a QD coupled to phonon continua
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of reduced dimension [65, 163], the impact of the discrete phonon resonances hosted by
realistic nanowire structures remains to be explored.

In this chapter, we will introduce the theory used to describe the exciton-phonon interac-
tion in bulk, before extending it to nanostructures of reduced dimensions. The structuration
of the QD surrounding necessarily reshapes the phonon landscape and gives rise to a discrete
set of low-frequency mechanical resonances, which confine elastic energy in tiny volumes.
Even at cryogenic temperature, the thermal excitation of a single mechanical mode can then
have a sizeable influence on the QD optical linewidth. This was demonstrated on a QD
embedded in a nanowire antenna [87], a system widely employed to realise bright sources
of quantum light [50, 77, 78, 80, 82–84]. A comprehensive theoretical analysis reveals that
the QD spectral broadening is dominated by the contribution of a finite set of low-frequency
mechanical modes, and strongly depends on the QD location within the nanowire section.
To overcome this fundamental limitation, we will present several proposed designs based
on the engineering of the nanomechanical properties, which may play a key role in the
development of other high-performance light-matter interfaces based on nanostructures.
This chapter is adapted from Ref. [164].

2.1 Phonon decoherence for a QD in bulk

In this section, we examine decoherence due to acoustic phonon modes for a QD embedded
in a bulk environment. The coupling between the QD and phonon modes arise because
the strain associated with the phonon modes modifies the QD emission energy via the
deformation potentials. This coupling modifies the QD emission lineshape. The phonon-
induced decoherence of the radiative emission of a QD leads to the apparition of broad
sideband peaks on either side of its emission spectrum, as well as a broadening of the central
emission peak (zero phonon line, ZPL). This phenomenon occurs somewhat universally
across QD systems. It was initially observed on II-VI CdTe/ZnTe QDs [62], but subsequently
also evidenced in other QD systems, such as InAs/GaAs [63], GaAs/AlAs [165], and
GaN/AlN [166].

2.1.1 Exciton-phonon Hamiltonian

According to the description developed in Chapter 1, a QD may be modelled as a two level
system, consisting of a ground state |0⟩ and an excited state |1⟩. The phonon environment is
described as a set of independent harmonic oscillators. The interaction between an exciton
and an acoustic phonon may be addressed by considering transitions between eigenstates
that emerge from a mixing of a discrete excitonic state with a continuum of acoustic phonon
modes. The theory used to quantify the exciton-phonon interaction is based on the localised
electron-phonon interaction [167]. The complete Hamiltonian of the system, following the
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formalism developed in Refs. [64, 65, 168], may be expressed as,

H = HQD +Hph +Hin, (2.1)

HQD = }ω01|1⟩⟨1|, (2.2)

Hph = ∑
q
}ωqa†

mam, (2.3)

Hin = (VL +VQ)|1⟩⟨1|, (2.4)

where HQD is the 2-level QD Hamiltonian with transition energy }ω01. Hph is the phonon
Hamiltonian with }ωq the energy of the phonon mode with momentum q, and a†

q (aq)
the associated phonon creation (annihilation) operator. Hin is the QD-phonon interaction
Hamiltonian, which consists of two terms: one linear in phonon displacement (VL) and one
quadratic in phonon displacement (VQ).

The linear interaction term VL is expressed as,

VL = ∑
q

Lq(aq +a†
q), (2.5)

with Lq representing the linear coupling strength,

Lq = M11
qe −M11

qh. (2.6)

In this equation Mmn
qb is the matrix element representing a transition of an electron, denoted

by replacing the subscript b by e (and a hole, by replacing b by h) between two electronic
states m and n induced by a phonon mode with a momentum q, when the phonon dephasing
of a QD occurs predominantly by deformation potential coupling [62]. Mmn

qb can be written
as,

Mmn
qb = Db⟨ψm

b (r)|∇ ·uq(r)|ψn
b (r)⟩, (2.7)

where ∇ ·uq(r) is the volumetric strain at a generalised coordinate r, and uq is the phonon
displacement.

∇ ·uq(r) =

√
}ωq

2ρMu2
sV

exp(iq · r), (2.8)

with ρM is the mass density, us is the velocity of sound in the material, Db is the deformation
potential, which characterises the changes strain causes to band structures, for the electron
band, denoted by replacing the subscript b by e, and for the hole band, obtained by replacing
b by h, V is the phonon quantisation volume, and ψm

b (r) is the confined wavefunction
of the m-th state. The phonon modes are considered to be plane waves represented by
exp(iq · r) in Eqn. 2.8. For an InAs QD, De =−5.08 eV , Dh =−1 eV , ρM = 5.67 g/cm3,
and us ≈ 4000 m/s [63].
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Fig. 2.1 (Left) Dephasing of QD emission spectrum due to phonons. The emission spectrum
consists of a zero phonon line (ZPL) surrounded by broad phonon sidebands (PSBs). The
spectrally thin ZPL is broadened due to a quadratic coupling characterised by the scattering
of phonons through virtual excitation of the exciton to higher states. The broad PSBs arise
from a linear coupling to phonons. They correspond to the emission of a photon assisted by
the emission or absorption of a phonon. [65]. (Right) PL line shape of a CdTe QD at T = 45
K. The lineshape can no longer be described by a Lorentzian profile, due to the PSBs on
either side of the ZPL. Figure adapted from Ref. [62]

The quadratic interaction term Qm
qb is represented as follows,

VQ = ∑
b,m

[
∑
q

Qm
qb(aq +a†

q)

]2

, (2.9)

Qm
qb =

M1m
qb√
∆m

, (2.10)

where ∆m is the energy difference between the first excited state, |1⟩ and the m-th state of
the QD, with m ≥ 2.

2.1.2 Emission lineshape of QD in bulk

After exciting a QD from its ground state |0⟩ to its excited state |1⟩, with a delta-pulse at
time t = 0, the evolution of the QD coherence at t > 0 can be computed from the dipole
correlation function, expressed as [64, 65, 168, 169],

P(t) = ⟨σ−(t)σ+(0)⟩

with σ+ and σ+ representing the off-diagonal elements of the two-level QD density matrix.
σ+ (σ+) represents the transition between |0⟩ to |1⟩ (|1⟩ to |0⟩). The evolution of P(t) due
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to the coupling to phonons is described by,

P(t) =
〈

T exp
[
− i
}

∫ t

0
dτ(VL +VQ)

]〉
where T is the time ordering operator, VL and VQ the coupling terms in the interaction
picture. The complete mathematical treatment of this expression is rather complex, and
we discuss below the final result. The interested reader may find more details and the
derivations in Ref. [168]. The contributions of linear and quadratic couplings can be
separated according to,

P(t) = exp[−iµFt +KL(t)+KQ(t)], (2.11)

where KL (KQ) represents the contribution from the linear (quadratic) interaction, and is
composed of the phonon Green’s function. The term iµFt represents a spectral shift, arising
due to the quadratic coupling. iµFt has no impact on the coherence of the system, thus it
will be ignored hereafter.

Assuming instantaneous excitation in |1⟩, as well as a negligible thermal population of
this state, the QD photon emission spectrum S(ω) can be calculated following Ref. [64],

S(ω) = Re
∫

∞

0
dte−Γt/2P(t)e−iωt . (2.12)

The interaction of the QD with electromagnetic modes is treated as a Markovian decay chan-
nel. It is introduced phenomenologically through the decay factor denoted by exp[−(Γ/2)t].
The corresponding spontaneous emission decay rate Γ is determined by applying the Fermi
golden rule to the photonic environment. In Eqn. 2.12, the dephasing associated with sponta-
neous emission is introduced as a multiplicative term, which is equivalent to factorising the
phonon interaction by the electromagnetic mode interaction. These two interactions can be
treated separately when the respective correlation functions act on very different timescales.
We will see in the next section that, InAs QDs exhibit a coupling cutoff to phonons with
energies greater than ∼ 1 meV, which entails that the phonon interactions occur in the range
of a few picoseconds. The interaction between a QD in bulk and electromagnetic modes
is observed in the order of the optical period, which for an InAs QD exhibiting a 1 eV
energy split between |0⟩ and |1⟩, leads to a timescale in the femtosecond range. This large
mismatch in timescale means that the phonon interaction can be considered almost constant
over the optical interaction timescale. In other words, this factorisation holds as long as the
density of optical states does not vary significantly over a spectral range which includes
relevant phonon modes [170].

In the following sections, we take a closer look at the expressions for KL and KQ, as
well as discuss the various impacts of linear and quadratic QD-phonon coupling. The
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expressions are obtained by performing a suitable mathematical development of Eqn. 2.11.
The complete derivation and justification of KL and KQ remain out of the scope of the
current work. Interested readers may find the necessary details in Ref. [64, 168].

2.1.2.a. Impact of linear coupling: acoustic phonon sidebands

According to Ref. [65], the linear interaction between a QD and phonons in bulk can be
expressed as,

KL(t) =− 1
2}2 ∑

q
|Lq|2

[
(2Nq +1)

(
sin ωq

2
ωq
2

)
+

2i
ω2

q
(sinωqt −ωqt)

]
, (2.13)

where ωq is the frequency of the phonon mode with momentum q, Nq is phonon occupation
number given by a Bose-Einstein distribution, Nq = 1/[exp(}ωq/kBT )− 1]. The other
terms have been defined in Eqns. 2.6, and 2.7.

In the limit where the thermal energy, kBT is sufficiently lower than the spacing between
two excited states of the exciton, higher excited states may be neglected limiting the
discussion to a single excited state. In this situation, the coupling of an exciton with
every phonon mode alters the equilibrium position of the lattice and an exciton energy
shift. The shift in exciton energy, known as the polaron energy, is temperature-independent
and denoted by ∆q in Fig. 2.2. The shift in the lattice equilibrium position, on the other
hand, changes the overlap between wave-functions having different phonon states, thus
resulting in the apparition of transitions between different phonon occupation states during
the excitonic recombination. In other words, the exciton can not only recombine with no
phonon contribution, but it may relax to the ground state by emitting or absorbing a phonon
as well, as pictured in the inset of Fig. 2.2 [62].

While the linear coupling to phonons doesn’t affect the width of the ZPL, it modifies
the QD emission spectrum by generating phonon sidebands (PSBs). These PSBs are a
result of phonon-assisted recombination of the exciton. Specifically, the ZPL corresponds
to QD emission with zero phonon contribution. Exciton recombination assisted by phonon
emission appears as a sideband red-shifted in energy from the ZPL, while contributions
to QD emission from phonon absorption emerges as a sideband that is blue-shifted in
energy. Emission into the sidebands can be strongly suppressed by reducing the temperature
whereby freezing phonons, however, it isn’t possible to eliminate the lower energy sideband,
since phonon emission prevails even at absolute zero temperature. Thus at low temperature,
the emission spectrum of a QD presents asymmetric sidebands.

The phonon sidebands have a finite spectral extension. It can be estimated in the simple
case of a spherical QD with parabolic confinement potentials. The wave function of its
lowest confined states would have an isotropic Gaussian distribution with a variance of
L. This length L characterises the extent of localisation of the exciton within the QD,
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which varies based on QD lateral size corresponding approximately to 2L
√

2ln2 [62]. The
dephasing associated to a mode q is determined by the square of the coupling strength, |Lq|2

(see Eqn. 2.13, which scales as (M11
qb)

2 ∝ q exp[−(qL)2/2]. This in turn defines a cutoff
in phonon energy, expressed as }us/L [64]. In particular, for the InAs QDs we use, L is
estimated to be around 5 nm [171]. Phonons with energies two times greater than this cutoff
(≈ 1 meV for InAs QDs), have little impact on the dephasing of the exciton in the linear
regime, i.e. these phonons don’t contribute to the PSBs. Fig. 2.2 illustrates the coupling
constant as a function of phonon energy for different values of L for II-VI semiconductor
QDs [62].

L

η
 

L

L

Fig. 2.2 The exciton-phonon coupling constant η(q) as a function of phonon energy }ωq.
Each phonon mode q is characterised by the modulus of its wave vector q, η(q) is integrated
over all directions of q, and is expressed as η2(q) = ρ(q)(Lq/}ωq)

2. The inset illustrates
the energy of the exciton-phonon system for a phonon mode m. The lattice harmonic
potentials of the initial and final states are represented as parabolas, where the dotted on is
in the presence of phonon coupling, while the coupling is neglected in the solid one. The
labelled vertical arrows represent optical transitions, namely the recombination without
phonon interaction (a), the emission of a phonon (b), and the absorption of a phonon (c).
Figure adapted from [62].

2.1.2.b. Impact of quadratic coupling: homogeneous broadening of the zero-phonon
line

The quadratic coupling of a QD to phonon leads to the elastic scattering of phonons by a QD,
mediated by virtual transitions of the QD from its first excited state to other excited states.
A complete mathematical description of the quadratic coupling is rather cumbersome since
it involves transitions between many QD states, arising from multiple interactions between



50Decoherence from low-frequency thermal vibrations in nanowire single-photon sources

a phonon and the QD. However, some hypotheses may help to simplify the description. The
first approximation consists in considering transitions only between the excited states |1⟩
and |2⟩ of the exciton, which is justified because the strength of the quadratic interaction
scales as 1/∆2

m, where ∆m is the energy spacing between state |1⟩ and state |m⟩, m ≥ 2.
Next, due to a “weak” interaction between a QD and a phonon, it is assumed that a phonon,
while being elastically scattered from a QD, interacts only once with the latter. Further
justification for these assumptions is presented in Ref. [168].

Under these simplifying hypotheses, one finds that in the long-time limit, the quadratic
exciton-phonon interaction, leads to a Markovian dephasing and is represented as an
exponential decay,

KQ(t) =−Γ3Dt, (2.14)

where Γ3D is the dephasing rate in bulk and is expressed as,

Γ3D = 3π
us

L
C2

Q

∫
∞

0
d(qL)(qL)10e−(qL)2

Nq(Nq +1), (2.15)

with L representing the QD wavefunction radius, q the phonon wave number, and NQ is the
phonon occupation number. The dimensionless constant CQ is defined as,

CQ =
D2

e/∆e +D2
h/∆h

3(2π)2ρMu2
s L3 . (2.16)

where us represents the speed of sound, ρM is the mass density, De (Dh) denotes the
deformation potential of the electron (hole), and ∆e (∆h) corresponds to the energy spacing
between excited states of the electron (hole).

Upon inspecting Eqn. 2.15, we see that the bulk dephasing rate Γ3D experiences two
cut-offs. These cut-offs are, qL = 1/L, which is a limit defined by the QD size, and
qT = kBT/}us, which is imposed by the thermal population of modes. By equating both
the limits qL = qT , allows to identify a critical temperature Tc = }us/kBL. This leads to the
emergence of two operation temperature regimes. From Eqn. 2.15 we find at T < Tc, the
cut-off in wave vector q is set by the temperature. Γ3D thus scales as (T/Tc)

11, which leads
to a rapid collapse of the quadratic interaction due to the freezing of phonons. In particular
for T ≤ 5K decoherence due to quadratic coupling can be completely neglected [65]. At
higher temperature T > Tc, the cut-off is set by the QD size. We thus have Nq(Nq +1) =
(kBT/}ωq)

2, which leads to Γ3D scaling as (T/Tc)
2.

2.2 Phonon decoherence in an infinite nanowire

The discussion so far was focused on the impact of the interaction with acoustic phonons
on the exciton coherence of a QD in bulk. In practice, QDs are often integrated into
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nanostructures designed to improve the light collection efficiency. Such nanostructures
necessarily reshape the phonon environment. As a first illustration of this effect, we present
in this section the theoretical results of Ref. [163], which considers an infinitely-long
nanowire with a diameter of 50 nm (we note this diameter is typically 4 times smaller than
that of photonic wire antennas). Following Ref. [163] we first consider the modification
associated with linear coupling. While the phenomenon of QD decoherence due to acoustic
phonons in a nanostructure is fundamentally the same as in bulk material, the structuration
essentially gives rise to two major differences. These differences, as pictured in Fig. 2.3,
are the apparition of satellite peaks on the PSBs, and the broadening of the ZPL.

The lateral confinement of the wire limits the family of guided modes that are supported
at low energy, thus altering the density of modes at low-frequency. The wire supports more
guided modes as the mode energy increases, as illustrated in Fig. 2.4. Even though similar
low-frequency modes are present in bulk, their coupling strength is significantly enhanced
in a nanowire (Fig. 2.4). This amplification in coupling may be attributed to the fact that
these mechanical modes confine elastic energy in small volumes, within the nanowire. As a
result, the linear coupling between the QD and low-frequency phonon modes is altered and
manifests itself in the form of distinct satellite peaks in the sidebands of a QD emission
spectrum, as shown in Fig. 2.3. Among these low-frequency modes, the nanowire amplifies
the coupling strength between a QD and phonons with energy sufficiently small, to produce
emission satellites that are spectrally located within the natural linewidth of the ZPL. Thus
the ZPL is broadened within the linear interaction regime, and the broadening is only
amplified when the system also undergoes quadratic interactions.

The interaction between the QD and an electromagnetic mode can be considered to be
uncorrelated to the QD-phonon interaction because they act on largely different timescales,
femtoseconds for the former (∼ 1/bandwidth) and picoseconds for the latter. Thus it
remains valid to include the QD-electromagnetic mode interaction phenomenologically
to the QD-phonon treatment. In the high-energy limit, modes possess wavelengths much
smaller than the physical size of the nanowire, causing the latter to appear much like bulk
material. Therefore a density of modes similar to bulk is retrieved in the high-frequency
limit. Consequently, the quadratic coupling isn’t affected by the structuration either, because
the phonons responsible for virtual transitions generally possess high frequencies, such that
their energy may be comparable to the QD excited states energy difference.

Similar effects, although less pronounced than the infinite nanowire, have been predicted
in the case of an infinite 2D membrane in Ref. [65]. In the following section, we focus our
attention on a finite nanowire antenna. Under finite dimensions in all 3 dimensions, the
nanowire antenna acts as a 0D structure, thus sustaining discrete mechanical resonances.
We perform a comprehensive study in order to estimate the impact of these discrete modes
on the coherence of a QD emission.
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Fig. 2.3 Absorption spectra of a QD in bulk (left) and a QD in a nanowire (right) as a
function of energy detuning with respect to the ZPL transition energy (}ωZPL), at different
temperatures [163].

h(ω−ω
ren

) 

0

1

2

3

4

A
b
so

rp
ti

o
n
 (

ar
b
. 
u
n
it

s) (a)

0 0.2 0.4 0.6 0.8
E (meV)

0

0.1

0.2

0.3

0.4

q
 (

n
m

-1
)

(b)

0 20 40 60

|g
x
|
2

(neV
2
)

(c) mode 2
mode 4
mode 5

ZPL

Fig. 2.4 (a) A portion of the absorption spectrum of a QD in an infinite nanowire with a
50nm diameter at 40 K. The spectrum is representative of the density of phonon modes as
a function of energy. The reference transition energy }ωren is the ZPL emission energy.
(b) Phonon mode spectrum indicating the families of modes present in the nanowire at
different energies. (c) Exciton coupling strength of a few selected phonon modes of the
nanowire [163].
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2.3 Decoherence due to low-frequency thermal vibrations
in nanowire antennas

In previous sections, we have discussed the different regimes of interaction between QD and
acoustic phonons, and we have established that low frequency mechanical mode continua
are a dominant source of QD decoherence in nanostructures of reduced dimensionality.
Compared to the bulk, a realistic nanowire features a set of discrete, low frequency me-
chanical resonances, typically in the MHz-GHz range. In this section, we focus on the
specific impact of these discrete low-frequency mechanical resonances. We bear in mind
that the high-frequency part of the phonon environment also contributes to the spectral
broadening of the QD emission (through the formation of acoustic phonon sidebands, and
the homogeneous broadening of the zero-phonon line [64]). However, we limit our study to
the interactions that are linear in phonon displacement. The objective here is not to provide
a complete description of phonon dephasing in our nanowire systems, but rather to estimate
the impact of low-frequency mechanical resonances on the decoherence of the QD.

2.3.1 Vibration modes of nanowire antennas

Nanowire antenna geometry. Nanowire antennas exploit a tapered dielectric waveguide
to shape the emission of a QD into a directive free-space beam [75]. As shown in Fig. 2.5,
the nanowire features a diameter d ∼ λ/n around the QD, where λ is the free-space
operation wavelength and n the nanowire refractive index. To optimise light collection
efficiency, the nanowire stands on a hybrid dielectric-metallic mirror and is terminated by
a top taper, which can feature either a ‘needle’ (panel (a)) or ‘trumpet’ shape (panel (b)).
Needle antennas can be obtained with top-down [77, 80] or bottom-up [50, 83] fabrication
strategies, while photonic trumpets have so far been produced only through top-down
processing [78]. In this work, we consider GaAs antennas, either featuring a needle or
trumpet top taper, which embed a self-assembled InAs QD (λ = 900 nm). The emitter is
located on the first antinode of the vertical standing wave pattern generated by the mirror
reflection, 100nm above the bottom mechanical clamping plane. This choice maximizes the
optical bandwidth of the antenna, which exceeds 100 nm [142]. In both cases, the bottom
part of the antenna is identical (d = 200 nm). At the level of the QD, the wire reduced
diameter is d/λ = 0.23, a choice which leads to an optimal lateral confinement of the
guided mode, and thus to a maximal Γ∞

HE11
(Γ∞

HE11
= 0.9×Γbulk for an on-axis emitter, with

Γbulk the bulk reference SE rate). Both antennas stand on a gold-silica mirror, with a modal
energy reflectivity |rb|2 = 0.91.

The needle antenna (Fig. 2.5(a)), measuring 3 µm in height, is very close to the one
investigated in Ref. [77], which was realised with a top-down (etching) process. The needle
has a diameter at its base of 200 nm, and a 1.1 µm top taper ending in a top facet of 80 nm in
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Fig. 2.5 Nanowire antennas with a ‘needle’ (a) and ‘trumpet’ (b) top taper. The thermal
excitation of nanowire vibration modes generates a fluctuating stress which modulates the
QD bandgap energy and thus broadens the spectrum S(ω) of QD photons. (c) Fundamental
flexural (F1), longitudinal (L1) and torsional (T1) vibration modes for the needle antenna
shown in (a). The color codes the amplitude of the σzz stress component.

diameter. It is also representative of the typical dimensions of bottom-up nanowire antennas.
While the photonic trumpet (Fig. 2.7(a)) under study is identical to the one investigated in
Ref. [78]. It features a height of 12 µm; the top facet is 1.5 µm large, and is covered by a
λ/4 anti-reflection coating (green layer in Fig. 2.7(a)).

For pedagogical purposes, we first detail the case of the GaAs needle antenna shown
in Fig. 2.5(a). Its mechanical spectrum is calculated with a finite element software. As
schematised in Fig. 2.5(c), the first vibration modes fall into three families, flexural (F),
longitudinal (L) and torsional (T). T-modes can be neglected since they essentially generate
shear stress, which does not modify the bandgap energy of a self-assembled QD to first
order [87, 172]. In contrast, F- and L-modes generate a longitudinal stress σzz which
strongly modulates the QD bandgap energy [172]. For L-modes, σzz is uniform over
horizontal nanowire sections, the coupling strength gm does not depend on the QD lateral
position. For F-modes, σzz is null on a central neutral axis and increases linearly when
approaching the sidewall, gm is thus strongly position-dependent [88].
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2.3.2 Electron-phonon Hamiltonian

The electron-phonon Hamiltonian, after neglecting non-linear intermode couplings [173]
for the phonon Hamiltonian, can be expressed as,

H = }ω01|1⟩⟨1|+∑
m
}ωma†

mam +∑
m
}gm(am +a†

m)|1⟩⟨1|, (2.17)

Here we retain only the linear coupling term in the interaction Hamiltonian. Since the
phonon wavelengths vastly exceed the QD size, the latter can be modelled as a point-like
structure, leading to the coupling strength [90, 174],

gm =
(∂ω01

∂um

)
uzpf

m . (2.18)

In this expression, um is a scalar coordinate which describes the mode displacement,
(

∂ωeg
∂um

) is the QD spectral shift in response to this displacement. uzpf
m is the rms value of

zero-point fluctuations,

uzpf
m =

√
}

2meff
m ωm

, (2.19)

with meff
m the mode effective mass and ωm the resonance angular frequency. In practice,

(
∂ωeg
∂um

) is dominated by the shift of the bandgap of the QD material. For a self-assembled
QD, with a large residual bi-axial compressive strain, it reads [172],

}
∂ωeg

∂um
= a
( ∂εh

∂um

)
+

b
2
(∂εsh

∂um

)
. (2.20)

Here, a is the deformation potential associated with the hydrostatic strain εh = εxx +

εyy + εzz and b the deformation potential associated with the tetragonal shear strain εsh =

2εzz − εxx − εyy (z is the QD growth axis). We suppose that the QD is composed of an
In0.5Ga0.5As alloy and use a =−7.5 eV and b =−1.9 eV (linear interpolation between the
deformation potentials of InAs and GaAs, given in Ref. [175]). The quantities ( ∂εh

∂um
), (∂εsh

∂um
),

ωm and meff
m are determined from numerical simulation using a finite element software

(Comsol Multiphysics). The mode solver provides: (i) ωm, (ii) the strain tensor at arbitrary
location in the structure for a displacement equal to the oscillation amplitude umax

m , which
yields the two first derivatives and (iii) the time-averaged total elastic energy ⟨Wel⟩t , from
which we deduce the effective mass using:

⟨Wel⟩t =
1
4

meff
m ω

2
m(u

max
m )2. (2.21)
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2.3.3 Emission lineshape of QD in nanowire antennas

In order to evaluate the phonon dephased lineshape S(ω) (Eqn. 2.12) of the QD we pursue
an approach analogous to the one presented in Sec. 2.1.2. The interaction between QD
and electromagnetic modes occurs in the order of the inverse of the bandwidth of the
nanostructure, which in our nanowires leads to a timescale in the femtosecond range. This
timescale is 3 orders of magnitude smaller than the phonon interaction, which means
the density of optical states does not vary significantly over a spectral range including
relevant phonon modes. We are thus still justified to treat the interaction between QD and
electromagnetic modes phenomenologically. However narrow band photonic structures,
which present a spectral bandwidth that is comparable to the phonon spectral band, such as
resonant microcavities or slow-light waveguides do not allow for the correlations between
phonons and electromagnetic modes to be overlooked. These narrow band systems therefore
generally require a more involved treatment to be able to compute the spontaneous decay
rate [158, 159, 176]. An alternate timescale mismatch between the phonon and optical
interactions could be obtained in a highly spectrally-narrow resonant cavity as in Refs. [72,
159]. The bandwidth of the cavity is significantly narrower than the spectral extent of the
PSBs, which if resonantly matched to the ZPL could act as a spectral filter for the PSBs. The
cavity promotes the ZPL as a more preferential emission channel, and in the process draws
in some emission that would otherwise feed the PSBs back into the ZPL. The decoupling
argument between the optical and phononic interaction still holds in this case however the
treatment would be slightly different than in broadband nanowires.

Since there is no mode mixing between low-frequency modes at cryogenic tempera-
ture, we can rewrite P(t) = ∏m Pm(t), which describes the time-evolution of dipole-dipole
correlations driven by the (uncorrelated) contributions of individual vibration modes from
Eqn. 2.11 as,

Pm(t) = exp
[
−θ

2
m sin2 (ωmt

2
)
−η

2
m(1− e−iωmt)

]
, (2.22)

where η
2
m = (gm/ωm)

2 and θ
2
m = 4η

2
mNm

with Nm = [exp(}ωm/kBT )−1]−1.

The argument proportional to η2
m accounts for phonon emission in the zero-temperature

limit, and the one proportional to θ 2
m, accounts for the thermally-activated absorption and

emission of phonons. For simplicity, we have omitted the so-called polaron shift in Pm(t),
which simply induces a rigid spectral shift of the QD emission spectrum. S(ω) can be recast
as the convolution product,

S(ω) = Srad(ω)∗S1(ω)∗S2(ω)∗ · · · . (2.23)
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Here, Srad(ω) is the radiatively-limited QD emission spectrum,

Srad(ω) =
Γ/2

ω2 +(Γ/2)2 , (2.24)

while Sm(ω) captures the spectral broadening associated with mode m.

Sm(ω) =
∫ +∞

−∞

dtPm(t)exp(−iωt). (2.25)

Sm(ω) consists of spectral lines separated by ωm, whose relative weights are governed by
the parameters θ 2

m and η2
m.

Considering a needle antenna cooled down to T = 4 K, θ 2
m and η2

m are plotted in
Fig. 2.6(a) for the first 15 vibration modes. For F-modes, we plot the on-sidewall, maximal
values. Both θ 2

m and η2
m decrease as the mechanical frequency increases. For all modes

η2
m ≪ 1, whereas θ 2

m ≫ 1 for the first harmonics and θ 2
m ≪ 1 in the high-frequency limit.

For the first vibration modes (θ 2
m ≫ 1 ≫ η2

m), Sm(ω) is a comb of spectral lines with a
Gaussian envelope having a standard deviation |gm|

√
2Nm (Fig. 2.6(b)). In this case, the

QD experiences a spectral broadening which directly reflects the thermally-driven stress
fluctuations, whose rms values are given for a few modes as an inset in Fig. 2.6(a). Since
|gm|

√
2Nm features a relatively smooth dependence on ωm, all modes found in this limit

significantly contribute to the spectral broadening. The high-frequency limit corresponds to
a perturbative regime (η2

m, θ 2
m ≪ 1). As shown in Fig. 2.6(b), Sm(ω) is then composed of a

central spectral line, flanked by a red and a blue sideband, whose weights are η2
m(Nm +1)

and η2
mNm, respectively. For the considered needle antenna, we compute the mechanical

spectrum up to 8 GHz, and the sideband weight for the last modes is below 10−4.
Fig. 2.6(c) shows the calculated QD emission spectrum for on-axis and on-sidewall

locations, at T = 4 K. For reference, we plot as a shaded curve the radiatively-limited
spectra. These spectra differ significantly because the local density of optical states varies in
the nanowire section [75]. We take here Γ = 1.74×Γbulk on the axis, and Γ = 0.33×Γbulk

on the sidewall [52], with Γbulk = (1 ns)−1 = 2π × 160 MHz the reference decay rate of
a typical QD embedded in bulk GaAs. Due to nanowire vibrations, both on-axis and on-
sidewall emitters feature a spectrum that differs from the radiatively-limited lineshape. An
on-axis emitter is only coupled to L-modes, and the sidebands generated by L1 (390 MHz)
are clearly resolved in the spectrum. On the sidewall, the emitter experiences a strong
contribution of low-frequency F-modes. The QD emission is then well approximated by a
Voigt profile, which is much broader than the radiatively-limited lineshape.

Similar results are obtained in photonic trumpets (Fig. 2.7), for which QD linewidths
have been measured with resonant spectroscopy. At low driving power, the QD inves-
tigated in Ref. [87] features a full width at half maximum (FWHM) of 5.1 µeV and a
radiatively-limited FWHM of 0.7 µeV. The QD position was determined by strain-gradient
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Fig. 2.6 Impact of the thermal vibrations of a needle antenna at T = 4 K. (a) θ 2
m and η2

m
for the first 15 vibration modes. Inset: rms values of the thermal top facet displacement
⟨u2

m⟩1/2 and of the longitudinal stress ⟨σ2
zz,m⟩1/2 for a few modes. For F-modes, we plot

the maximum, on-sidewall values. (b) Lineshape Sm(ω) for θ 2
m ≫ 1 and for θ 2

m ≪ 1 (in
both cases η2

m ≪ 1). The arrows represent Dirac δ -peaks. (c) Solid line: Calculated QD
emission profile, S(ω). Dotted line: Calculated QD emission profile without the 7 first
mechanical modes (6 F-modes and 1 L-mode). Filled curve: Lorentzian, radiatively-limited
emission line, Srad(ω). Top panel: on-axis QD; Bottom panel: on-sidewall QD.

mapping [88]: the emitter is off-axis by 35nm (the mean wire radius is 145 nm). Our theory
then predicts a FWHM of 2.9 µeV, showing that even for QDs that are relatively close to
the nanowire axis, thermal vibrations constitute a major source of decoherence at T = 4 K.

Fig. 2.7 (a) Standard trumpet antenna. (b) θ 2
m and η2

m for the first vibration modes. There
are several differences with the needle antenna. The fundamental flexural mode features
a very large η2

m > 1. This agrees well with previous optomechanical studies on this
system [87, 90]. An on-sidewall QD is in the so-called ultra-strong coupling regime,
defined by ηm = gm/ωm > 1. We note that all the other modes feature η2

m ≪ 1. In addition,
the fundamental L-mode has a strong contribution (θ 2

m > 1). This explains why photon
indistinguishability is degraded for an on-axis emitter compared to the case of the needle
antenna.
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Fig. 2.6(c) also demonstrates that the spectral broadening is dominated by the contribu-
tion of the first mechanical modes. By suppressing the first 7 modes in a needle antenna,
we were able to restore an emission profile that is very close to the radiatively-limited one.
This can be directly traced back to the very fast decrease of θ 2

m and η2
m at large mechanical

frequency.
For a quantitative analysis, in the subsequent sections, we will consider the photon in-

distinguishability I, a figure of merit that corresponds to the outcome of a Hong-Ou Mandel
two-photon coalescence experiment, a key phenomenon for many quantum information
protocols. Assuming a perfectly antibunched photon emission (g2(0) = 0), the degree of
indistinguishability can be calculated as [65, 177],

I = Γ

∫
∞

0
dte−Γt |P(t)|2. (2.26)

The maximum degree of indistinguishability of emitted photons, for a nanowire single-
photon source, is achieved for a QD located on the wire axis. In particular, a nanowire
operating at T = 4 K, this maximum values is I = 0.75 for a needle and I = 0.5 for a trumpet.
At just 20 nm off-axis, I drops to around 0.5 for a needle, and 0.4 for a trumpet, until I
plummets to almost zero for both in the case of a QD at the wire-edge.

2.3.4 Suppressing decoherence by decreasing operation temperature

To improve I, a first obvious strategy is to reduce the operating temperature. The numbers
given in the following include only the effect of nanowire vibrations and exclude all other
decoherence channels. Fig. 2.8 confirms that at T = 4 K, thermal vibrations of needle
and trumpet antennas lead to indistinguishability values that are not compatible with the
requirements of quantum optics experiments. In a pumped 3He cryostat (T = 300 mK), a
QD located on the axis of a needle antenna features I = 0.98 and emitters with a distance to
the axis below 20 nm exhibit I > 0.92 (Fig. 2.8(a)). However, on-sidewall emitters are still
plagued with a poor I. In this situation, accurate emitter positioning in the nanowire section
is critical to minimise vibration-induced decoherence. For top-down devices, this could be
realized with deterministic lithography techniques [178–180]. Interestingly, the bottom-up
fabrication route defines an on-axis QD with an even better accuracy [50]. Operating the
source in a dilution fridge (T = 20 mK) further improves I and the tolerance on the emitter
lateral position.

2.4 Mechanically engineered nanowire antennas

Below we explore a different and less expensive path to improve I. We propose to engineer
the decoherence channels, bringing all vibration modes deep into the perturbative regime
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Fig. 2.8 Photon indistinguishability I as a function of the operation temperature T for a
typical needle (a) and trumpet (b) nanowire antenna. We consider four transverse QD
positions: on-axis, 20 nm off-axis, 30 nm off-axis and on-sidewall. The vertical dashed lines
indicate the typical base temperature in a dilution fridge (20 mK), a pumped 3He cryostat
(300 mK) and a liquid 4He cryostat (4 K).

(θ 2
m, η2

m ≪ 1), for which mechanical sidebands feature a vanishingly small weight. This
approach largely suppresses the impact of low-frequency vibrations, restoring photon
indistinguishability when the antenna is operated in a standard 4He cryostat. Generally
speaking, it is interesting to shift mechanical resonances towards the high-frequency domain,
because both Nm and ηm decrease. A second important improvement direction is to locate
the emitter as far as possible from high-stress zones. In the following, we propose three
designs that exploit separately or combine these ideas. We also present the photonic rationale
of the designs, which preserve a large light extraction efficiency (> 80%). Changes in
the geometry also imply (small) changes in the QD emission rate Γ, which are taken into
account in the calculation of I.

In this section, we present the photonic rationale behind each mechanically engineered
antenna, and we also propose a fabrication process for them. More details on the photonic
properties of the device are given in Appendix B.

2.4.0.a. Needle antenna covered by a low-index dielectric shell

As illustrated in Fig. 2.9(a), covering the antenna with a conformal dielectric shell made
of a low-index material represents a simple yet effective solution to suppress vibration
decoherence. We consider here SiO2, but other materials could be employed as well. The
shell can be deposited on a standard needle antenna (optimal Γ∞

HE11
for d/λ = 0.24), using

a conformal deposition technique, such as Plasma Enhanced Chemical Vapour Deposition.
The complete planarisation of the device can be obtained by spin-coating an appropriate
polymer (see for example Ref. [181]).
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Fig. 2.9 (a) Needle-like antenna covered with a conformal, low-index dielectric shell
(thickness of 500 nm). (b) θ 2

m and η2
m for the first vibration modes. Compared to the bare

needle antenna, flexural modes resonate at higher frequencies, while longitudinal ones do
not experience major frequency shifts. In all cases, θ 2

m and η2
m are strongly reduced, which

explains the better indistinguishability. (c) Photon indistinguishability I as a function of the
operation temperature T . The dotted vertical line marks T = 4K.

A shell with a thickness of just s = 500 nm leads to excellent performance at T = 4 K:
An on-axis emitter features I = 0.99, and I exceeds 0.96 at any QD lateral positions. The
shell largely suppresses the impact of F-modes, because an emitter embedded in the core
remains far from the lateral stress maximum, which is located at the external sidewall
of the shell. Also, the frequency of F-modes increases with the structure diameter. The
impact of L-modes also decreases, essentially because the shell increases the effective
mass of the resonator, hence reducing gm. As s further increases, performance continues
to improve, since the phonon environment progressively matches the one of bulk material.
From a technological point of view, the limit s → ∞ can be conveniently achieved through a
planarisation of the device. This approach also proves to be very efficient when applied to
trumpet-like antennas standing on a bottom mirror.
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 on edge

Fig. 2.10 (a) Suspended trumpet taper. The structure is suspended by four arms connected
to anchoring pillars (not shown). (b) θ 2

m and η2
m for the first vibration modes. (c) Photon

indistinguishability I as a function of the operation temperature T . The dotted vertical line
marks T = 4K.

2.4.0.b. Suspended photonic trumpet

In standard nanowire antennas, QDs are located close to a longitudinal maximum of the
vibration-induced strain. However, the suspended photonic trumpet shown in Fig. 2.10(a)
completely reverses this situation. In the proposed device, the top part of the taper is
anchored to distant pillars and the QD is located close to the bottom part of the nanowire,
which is terminated by a flat facet, used as a mirror. The emitter is thus located close to a
free end of the nanowire, which dramatically decreases the coupling strengths and restores
excellent spectral properties (I > 0.98 for all QD positions).

We keep the taper dimensions of the standard photonic trumpet, and suspend it with
anchoring arms (Fig. 2.10(a)). For this device, the bottom, flat dielectric facet is used as a
mirror. A reduced diameter d/λ = 0.25 ensures a good facet modal reflectivity |rb|2 = 0.41,
while preserving a close-to-optimal Γ∞

HE11
(Γ∞

HE11
= 0.87×Γbulk for an on-axis emitter).

The phase acquired upon reflection on the dielectric facet is close to 0. Therefore, the first
antinode is located on the facet, and cannot be used. The QD is located on the second
antinode, ∼ 300 nm above the facet.
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Ref. [86], shows that it is possible to realise suspended trumpets anchored to pillars
in a single dry etching step. In this first realisation, the bottom part of the trumpet was
terminated by a conical tip, with a reflectivity close to zero. A flat bottom facet is crucial to
achieving a significant reflectivity and thus a large collection efficiency. To define this facet,
we propose to integrate a sacrificial AlGaAs layer (typical Al content of 80 %) below the
QD layer. An isotropic wet chemical etching will be employed to remove the sacrificial
layer, releasing the bottom tip and revealing the desired flat bottom facet. If stopped in
due time (etching depth ∼ 100 nm), this wet etching will not compromise the mechanical
stability of the anchoring pillars, which are much thicker than the trumpet (pillar bottom
diameter > 2 µm, trumpet bottom diameter ∼ 200 nm). Alternatively suspended trumpets
could be realised by glueing the top facet of the trumpet on the cleaved end of a single-mode
fiber [152].

2.4.0.c. Photonic trumpet with a mechanically-decoupled top taper
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Fig. 2.11 (a) Trumpet antenna with a mechanically-decoupled top taper. The top taper is
suspended by four arms connected to anchoring pillars (not shown). (b) θ 2

m and η2
m for the

first vibration modes. All mechanical resonances are pushed to very high frequencies (>
GHz). (c) Photon indistinguishability I as a function of the operation temperature T for
three mechanically-engineered antennas. The dotted vertical line marks T = 4K.
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Fig. 2.12 (a) Modal transmission of the fundamental guided mode through the gap section,
as a function of the gap opening g. (b) Modal reflectivity as a function of g. We consider
a reduced wire diameter d/λ = 0.20 and a free-space operation wavelength λ = 900 nm.
The star indicates the value used in the design (g = 10 nm).

A last possible strategy is to shift all mechanical resonances to very large (GHz) values.
In the device schematised in Fig. 2.11(a), a 10 nm thin air gap is introduced between a
200 nm-high bottom nanowire section and the top taper. The air gap is sufficiently thin to
minimise the optical discontinuity, while completely decoupling the bottom part from the
taper from a mechanical point of view. Owing to its nanoscale volume, the bottom section
exhibits a fundamental resonance frequency as high as 2 GHz, an increase by more than 3
orders of magnitude compared to a standard trumpet. For an on-axis emitter, I = 0.98 and
I > 0.87 for all emitters.

The QD is embedded in a short (200 nm high) nanowire section, which is mechanically
decoupled from the top taper by a thin gap of thickness g (Fig. 2.11(a)). The modal
transmission Tgap of the gap critically depends on the wire diameter. For d/λ = 0.23, Tgap

is significantly degraded even for modest gap opening (Tgap = 0.67 for g = 10 nm). To
limit the optical discontinuity associated with the gap, it is interesting to decrease d, so
that a larger fraction of HE11 propagates in air. This is done at the cost of a weaker lateral
confinement, and thus a reduced emission rate into HE11. A diameter d/λ = 0.2 represents
a good compromise. As shown in Fig. 2.12, Tgap is then as large as 0.93 for g = 10 nm. In
the same time, Γ∞

HE11
is still reasonably large (Γ∞

HE11
= 0.54×Γbulk for an on-axis emitter).

For all considered openings, the modal reflectivity of the gap remains below 3%. Therefore,
it has a minor impact on the total SE rate, which can still be computed with Eqn. C.1.

As a starting point for the fabrication of this structure, we consider a planar epitaxial
structure supported by a gold + silica planar mirror (obtained by a flip-chip process). Then
a trumpet connected to pillars with anchoring arms is defined. This step is similar to the
one employed to fabricate suspended trumpets, however with two differences: i) the etching
depth and the trumpet lateral dimensions are now chosen so that the bottom part of the
trumpet remains connected to the substrate and ii) the sacrificial layer, whose removal
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will define the future gap, is located above the QD layer. Analogous to the suspended
trumpets, the sacrificial layer is removed by wet chemical etching. The etching depth
(∼ 100 nm) is large enough to ensure complete removal in the trumpet section and small
enough to preserve the mechanical stability of the anchoring pillars. To avoid a collapse of
the very thin gap due to capillary forces, the drying of the sample will very likely require
supercritical drying.

2.5 Conclusion

In conclusion, in this chapter, we delved into the problem of dephasing in QD emission due
to the coupling to acoustic phonons that arise from the deformation of the lattice surrounding
the QD. The coupling to phonons happens to be a decoherence channel that influences a
QD in a timescale of the order of its radiative lifetime, thus making it rather challenging
to exclude completely. The interaction between acoustic phonons and an exciton can be
separated into two effects, one with a linear dependence on phonon displacement, and
the other varying quadratically with phonon displacement. In a bulk material, the linear
interaction is characterised by the recombination of the exciton accompanied by either
emission or absorption of a phonon. This gives rise to spectrally broad PSBs on either
side of the ZPL. The linear interaction exhibits a coupling cutoff to phonon modes with
wavelengths shorter than the order of the exciton confinement dimension. In the case of
InAs QDs this cutoff is for phonon modes of energy > 1 meV . On the other hand, the
quadratic interaction is driven by the scattering of phonons through virtual transitions of the
exciton to higher states. This in turn manifests as a homogeneous spectral broadening of
the ZPL. The quadratic interaction is generally negligible at cryogenic temperature (T < 5
K), but becomes important for larger temperatures, on the order of a few tens of Kelvin.

For QDs embedded in nanowire antennas, the decoherence due to phonon interaction
is enhanced due to a strong coupling of the QD to discrete low-frequency phonon modes.
These modes confine elastic energy into reduced volumes and are sufficiently low in energy
to produce a broadening of the ZPL within the linear interaction regime. Therefore we
performed a comprehensive study to estimate the degree of dephasing attributed to only
mechanical vibrations of nanowire needles and trumpets, within the linear interaction
regime. This decoherence depends on the QD position within the nanowire section. It is
minimal (but finite) on the axis and increases as the QD approaches the wire sidewalls. We
found that these mechanical modes could account for ∼ 60% of the broadening of the QD
linewidth measured in a trumpet antenna [87]. We also showed that the detrimental effects
of discrete low-frequency modes are dominated by the first vibration modes. In particular,
among all the different geometries we considered, only about the first dozen modes seem to
have the most influence on the spectral linewidth. This phenomenon is due to both a rapid
decline of the parameter η2 = (gm/ωm)

2 and also a diminution in their thermal population.
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Finally, we proposed several possible solutions to suppress the impact of these first set
of mechanical vibration modes of our nanowires. Our solutions exploit nanomechanical
engineering of the QD-nanowire environment, which allowed us to successfully regain a
photon indistinguishability of over 0.9 in every situation, irrespective of the QD position
within the nanowire. Thus we have not only demonstrated that nanowire thermal vibrations
constitute a major decoherence channel for an embedded QD, but also that this limitation
can be overcome through specific engineering of the mechanical properties of the antenna.
Our work establishes such nanomechanical engineering as a crucial part of the design of
high-performance light-matter interfaces based on photonic nanostructures. In particular,
we anticipate that mechanical vibrations also play an important role in suspended on-chip
waveguides [156, 182], a potential building block of integrated quantum photonic circuits.

Finally, another very efficient way to mitigate phonon decoherence is to rely on a
photonic structure that accelerates SE. In Chapter 3, we propose and demonstrate a nanowire
nanocavity that offers a broadband Purcell effect.



Chapter 3

A nanowire nanocavity for broadband
Purcell enhancement

In the previous chapter, we have elaborated the two major categories of photonic nanos-
tructures used to efficiently extract light from embedded quantum dots (QDs). These are
namely, microcavities and nanowire waveguides.

In an optical microcavity, an emitter is resonantly coupled to a cavity mode. The
emission is selectively accelerated into the coupled mode due to the Purcell effect. When
the latter is sufficiently strong, spontaneous emission into the cavity mode becomes the
preferential channel of emission. Such an acceleration of spontaneous emission also renders
the emission less sensitive to various decoherence channels. However, the requirement of
resonance between the emitter mode and the cavity mode places strict constraints on the
emission wavelength of the emitter, as well as its position within the microcavity. This
extreme selectivity in wavelength makes it difficult to implement any form of tuning system
on sources of quantum light based on microcavities. Additionally, deterministic techniques
must be used to ensure the optimal position of the emitter in the cavity [124, 130, 183–185].

Dielectric waveguides, on the other hand, rely on extracting light from the emitter by
coupling it to a guided mode. The cross-sectional dimensions of the nanowire are in the
order of the emission wavelength in matter, to ensure optimal lateral confinement. The major
advantages of nanowires are their broad operation bandwidth. This allows for simultaneous
coupling to optical transitions of different energies, making nanowires promising candidates
to establish tunable sources of quantum light. Nonetheless, these systems generally provide
a limited acceleration of spontaneous emission, making the optical recombination more
sensitive to decoherence sources in the environment.

Microcavities lack a broadband operation but are resilient to noise due to their high
Purcell factors. In contrast, nanowires offer broadband coupling, although they tend to be
more sensitive to sources of noise. It would appear then that the ideal single-photon source
should have the best of both systems - a high enough Purcell enhancement while retaining
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broadband characteristics - in some sense, a love child of the nanowire waveguide and the
microcavity.

Nanocavities potentially combine the assets of these two mainstream approaches.
Thanks to their ultra-small mode volume, nanocavities indeed provide a large Purcell
acceleration with a moderate optical quality factor, which directly translates into a large
operating bandwidth. This strategy inspired several proposals [75, 142, 149, 186], but only
a few broadband QD nanocavity devices have been demonstrated so far, using photonic
crystals [155] or bull’s-eye structures [180, 187, 188]

In this chapter, we present a new type of nanocavity based on a nanowire. Despite its
simplicity, this structure offers an appealing performance in terms of SE acceleration and
light collection efficiency. We begin by briefly introducing the nanocavity and laying out the
theoretical methods used to determine its design parameters, then elaborate the fabrication
process of the nanocavities, followed by the optical experiments I carried out to characterise
them along with the corresponding results.

3.1 Design of a nanowire nanocavity

The geometry of the nanocavity we consider is presented in Fig. 3.1. The nanocavity
consists of a gallium arsenide (GaAs) cylinder (truncated nanowire) set on a silica-gold
(SiO2-Au) bottom mirror. The SiO2 layer acts as a spacer to prevent the coupling to surface
plasmon polaritons (SPPs), which causes a strong decrease in modal reflectivity of the
guided mode. The reflectivity drops to as little a ∼3% for a nanowire with a diameter of the
order of λ/n (wavelength in a material of refractive index n) [149]. The GaAs-air interface
at the top facet of the nanocavity forms a second mirror with a weaker reflectance, by virtue
of the refractive index mismatch. The QD is situated at a height corresponding to the first
antinode of the fundamental HE11 mode.

To design the nanocavity, we first rely on a single-mode model, which considers the
reflection of the fundamental guided mode (HE11) on the nanowire extremities. This
simple analytic approach provides physical intuition but fails to completely capture the
physics of the device. It will thus be complemented by calculations taking into account
more modes and based on an open-geometry Fourier modal method (oFMM) [189]. These
calculations were conducted by Andreas Østerkryger, Yujing Whang, and Niels Gregersen
at the Technical University of Denmark, Copenhagen. We review the essentials of the
methods that were used and the design and performance parameters that were computed, in
the sections that follow.
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Fig. 3.1 Design of a GaAs nanocavity set on a silica-gold mirror. The distance between the
QD (red triangle) and the mirror corresponds to the first antinode of the HE11 mode.

3.1.1 Single-mode model

The nanocavity presented in Fig. 3.1 is an example of a finite-length nanowire. In such a
case, the spontaneous emission (SE) of the embedded QD is modified by the reflections
occurring at the ends of the nanowire. This modification of SE may be calculated by
rigorously solving Maxwell’s equations of the scattering problem of the complete system.
The same could be achieved by implementing finite computational domain methods, such
as finite-difference time-domain (FDTD), and finite element method (FEM). However such
approaches tend to be tedious and computing-resource hungry and fail to provide much
physical insight into the system, and as a consequence prevent the engineering of individual
parameters that dictate the overall performance of the device. Instead, we first rely on a
single-mode model based on an element-splitting approach [149, 151, 190]. The major
assumption made in this method is that the reflections at the top facet and bottom mirror
alter only the emission rate into the fundamental guided mode, while the emission rate into
the radiation mode continuum remains the same as that of an infinite nanowire.

The model considers the propagation of the fundamental waveguide mode (HE11)
in the nanocavity. We denote the spontaneous emission rate into the HE11 mode of an
infinitely long nanowire by ΓHE11 , and the amplitude coefficients of the fundamental mode
propagating upward (A↑) and downward (A↓) with respect to the QD plane by,

A↑ = As + rbA↓, A↓ = As + rtA↑, (3.1)

where rt and rb are the complex modal reflection coefficients from the top facet and bottom
mirrors respectively, seen from the QD. The phase accumulated over the propagation of
HE11 starting from the QD layer to and from the bottom mirror (top facet) is included in
the coefficients rb (rt). As is the discontinuity in amplitude induced by the dipole source. In
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particular, for a QD in an infinitely long nanowire, we have A↑ = A↓ = As = (ΓHE11/2)1/2.
By solving the Eqns. 3.1, we obtain,

A↑ = As
1+ rb

1− rtrb
, (3.2)

A↓ = As
1+ rt

1− rtrb
. (3.3)

The total SE rate ΓT in the finite nanowire is expressed as,

ΓT = (1−|rt |2)|A↑|2 +(1−|rb|2)|A↓|2 +Γrad, (3.4)

where Γrad is the SE rate into radiation modes. Γrad remains unaffected by the reflections
induced by ends of the finite nanowires, and remains the same as that in an infinite nanowire.

The rate of SE into the cavity mode ΓC, depends on the scattering coefficients, and after
being normalised by the SE rate in the bulk material Γ0, we obtain,

ΓC

Γ0
= Re

[
(1− rt)(1+ rb)

1− rtrb

]
ΓHE11

Γ0
≡ FG

P . (3.5)

Since no assumptions were made on the spectral and spatial location of the QD position
with respect to the cavity to derive Eqn. 3.5, it represents the normalised SE rate into HE11

at an arbitrary wavelength. Alternatively, the Purcell factor FP, which also describes the
normalised SE rate into the cavity mode, may be written as,

FP =
ΓC

Γ0
=

3
4π2

Q
V
(
λ

n
)3, (3.6)

where V represents the mode volume, and Q is the quality factor of the cavity. However
the main difference between Eqns. 3.5 and 3.6 is that Eqn. 3.6 holds only when the QD
emission is in resonance with the cavity, and the QD is also situated at a field maximum,
while Eqn. 3.5 is valid for an emitter situation anywhere within the nanowire, and emitting
at any wavelength. Eqn. 3.5 may therefore be considered as a generalised Purcell factor.
Finally both Eqns. 3.5 and 3.6 require that the linewidth of the emitter be narrower than
the linewidth of the cavity. In the case of the nanocavity, the low quality factor (Q) of the
cavity, due to the weakly reflecting top facet, offers a cavity linewidth which is several
orders of magnitude larger than that of the InAs QDs, and therefore Eqns. 3.5 and 3.6 are
both applicable.

The Q factor of the cavity may be computed as,

Q =
−λc

2(1−|rtrb|)
∂

∂λ
arg(rtrb), (3.7)



3.1 Design of a nanowire nanocavity 71

where λc is the resonance wavelength such that arg(rtrb) = 0.
Finally we define an expression for the extraction efficiency of the nanowire, which

we define as the fraction of emitted photons that are collected by a lens over the top facet
within a cone spanning a solid angle of 2π(1− cosθ). The number of photons collected
may be expressed as T (θ)|A↑|2, where γ(θ) is the fraction of photons transmitted into the
observed cone, carried by an upward-propagating HE11 mode. We thus have,

ε(θ) =
γ(θ)|A↑|2

ΓT
. (3.8)

The scattering coefficients, rt , rb, and γ(θ) and the SE rates ΓHE11, and Γrad are com-
puted and optimised separately using the oFMM. The oFMM is a numerical technique
that is used in modeling open photonic systems that have major properties that depend on
radiative losses.

In oFMM, the structure of interest is divided into z-invariant sections (uniform refractive
index profile). The total electromagnetic field in these sections is considered to be a
superposition of eigenmodes travelling along the ±z direction. Open boundary conditions
are used to simulate the infinite physical space with a finite computation volume. The
eigenmodes are expanded over a set of basis functions and plugged into Maxwell’s equations.
By assuming no free current (J = 0), the equations are solved as an eigenvalue problem,
thus allowing to determine the eigenmodes as well as the propagation coefficients. The
transmission and reflection matrices between adjacent z-invariant layers are obtained by
matching the electromagnetic fields at every interface. Then the scattering at all interfaces is
sought, using the scattering matrix formalism [191], which is a cyclic method for calculating
the reflection and transmission matrices between any two layers. This allows to access
all the modal expansion coefficients in the structure, and hence also the coupling between
modes. The oFMM differentiates itself from brute-force methods in terms of the modal
description it provides, which offers a more intuitive physical understanding of the system.

3.1.2 The single-mode model applied on the nanowire nanocavity

Before a complete design for the GaAs nanocavity may be obtained, several design pa-
rameters must first be optimised. In order to maximise the effects of the cavity, the QD
must be placed on an antinode of the cavity mode, which means, arg(rHE11

b ) = arg(rHE11
t )

= 2πn, where n = 0, 1, 2,... We consider below a cavity mode that features 3 longitudinal
antinodes. The QD is located on the nanowire axis, on the first longitudinal antinode (start-
ing from the bottom mirror). We next determine the diameter leading to a large emission
rate into the cavity mode. To this end the modal reflectivity at the top facet, as a function
of reduced nanowire diameter (D/λ ) is plotted in Fig. 3.2. While |rb| =

√
0.9 does not

significantly depend on the diameter D [149], both |rt | and ΓHE11/Γbulk strongly depend
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on this parameter. From Fig. 3.2 we find ΓHE11/Γbulk is maximum at D = 0.23λ . For
D = 0.23λ , |rt |=

√
0.24 [142], however in order to increase |rt | further, we choose here

a slightly larger diameter. The transverse confinement of HE11 is degraded a bit in the
process, but the top facet reflectivity is significantly increased. For example, D = 0.26λ

leads to ΓHE11/Γbulk = 0.86 for an on-axis emitter and |rt |=
√

0.43, which from Eqn. 3.5
yields a Purcell factor as large as 7.3. At the same time, |rt | remains small enough to i)
ensure a modest optical quality factor (∼30) and thus a large operation bandwidth and ii)
keep losses in the bottom mirror at a reasonable level and thus preserve a good collection
efficiency.

Fig. 3.2 (Left) Normalised SE rates and β -factor for an on-axis emitter in an infinite
nanowire [75]. (Right) Modal reflectivity Rm of the top facet as a function of reduced
diameter, D/λ for a finite nanowire. T (π/2) is the transmission of the fundamental HE11
collected through a NA = 1 and Rs is the intensity of the mode reflected into radiation
modes. [142].

The next design consideration is the SiO2 layer thickness in the SiO2-Au mirror. Since
this thickness can be chosen freely, the reflectance of the HE11 mode, Rb = |rb|2, is plotted
in Fig. 3.3, as a function of the nanowire diameter, considering different thicknesses for
the SiO2 layer. The optimal thickness varies considerably based on the diameter of the
nanowire, however for wire diameter around D = 240 nm (D/λ = 0.26 for λ = 920nm), 7
nm is retained as the optimal option. The silica layer is introduced to reduce the reflectance
dip of the simple metal mirror, which is caused by the coupling to SPPs.

3.1.3 Beyond the single-mode model

Although the single-mode model is a useful tool to simply and analytically understand the
behaviour of a system, in reality, it alone doesn’t suffice to describe the nanocavity. The
nanocavity mode cannot be solely constructed with HE11, due to a small coupling of HE11

to weakly guided or non-guided modes upon reflection on the facets. For instance, the
bottom mirror has a reflectivity of RHE11 = 0.92 for the HE11 mode. The remaining 8%
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b

Fig. 3.3 Modal reflectance of the HE11 mode as function of the nanowire diameter for various
thickness of the SiO2 layer, calculated for an operation wavelength of 920 nm. [192].

of the power of the HE11 mode therefore goes into weakly-guided or non-guided modes.
Similar losses also occur at the top facet. Due to the short height of the nanocavity, these
non-guided modes can be reflected from the bottom mirror and interfere with the HE11

emission, which has interesting consequences on the nanocavity performance. Therefore,
the result we present, hereafter are obtained with a Fourier modal method implementing
open geometry boundary conditions, which permits to take into account the coupling of
the emitter to all relevant modes. The nanocavity geometry used for the simulations had a
diameter D = 245 nm. The QD was positioned at hb = 70nm and ht = 390 nm. The cavity
resonance is found at λC = 928 nm.

3.1.3.a. Enhancement of the SE rate

Fig. 3.4 (a) shows the normalised SE rate ΓC/Γ0 as a function of (λ −λc). On resonance,
ΓC/Γ0 = 6.3. This value, though slightly lower than the single-mode prediction, remains
remarkably high for such a simple structure. Furthermore, a pronounced SE acceleration is
maintained over a 30 nm-large bandwidth (full width at half maximum (FWHM)). Fig. 3.4
(a) also shows γ/Γ0, the normalised emission rate into the 3D continuum of radiation modes.
Thanks to a strong dielectric screening effect [52], γ/Γ0 ≪ 1 over an even larger spectral
range. As a result, the fraction β = ΓC/(ΓC + γ) of SE funnelled into the cavity mode is as
high as 0.98 at resonance and exceeds 0.95 over a 100 nm spectral range (Fig. 3.4 (b)).

3.1.3.b. Source efficiency

As evidenced in Fig. 3.4 (b), a broadband β -factor directly translates into a broadband
collection efficiency ε . At resonance, one obtains ε as large as 0.54 into a first lens having
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(a) (b)

Fig. 3.4 (a) Normalised SE rates into the cavity mode (Γc/Γ0) and into the 3D continuum of
radiation modes (γ/Γ0) calculated as a function of the emitter-cavity wavelength detuning
(λ − λc). (b) Fraction β of SE funnelled into the cavity mode and first lens collection
efficiency ε (for NA = 0.75 and 1), as a function of (λ −λc). All calculations are conducted
for hb = 70 nm, ht = 390nm, and d = 245 nm, which leads to a cavity resonance at λc = 928
nm.

a NA = 0.75. To shed light on loss channels, we also plot a calculation of ε for NA = 1.
This reveals firstly the limitations set by absorption losses upon reflection on the bottom
gold layer. Secondly, a comparison between the two NAs shows that the output beam is
directional: more than 70% of the photons emitted upwards can be collected with NA =
0.75.

3.1.3.c. Far-field emission pattern

1.0

0.0

0.5

(a) (b) (c)

Fig. 3.5 Calculated far-field emission patterns. The far-field patterns correspond to a QD:
(a) negatively detuned from cavity mode, (b) on resonance with cavity mode, (c) positively
detuned from cavity mode. The dashed circles mark a numerical aperture of 0.75. These
calculations are conducted for a linear optical dipole.
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The angular profile of the device output beam, pictured in Fig. 3.5 (b) confirms that
a realistic microscope lens with NA = 0.75 allows collecting the majority of the emitted
photons. We note that this profile results from the subtle interplay between several con-
tributions (scattering and reflection by the top facet) and involves interference associated
with the reflection from the bottom mirror. Fig. 3.5 (a) depicts the far-field emission pattern
of an emitter detuned by -80 nm with respect to the cavity mode. The emission pattern is
anisotropic and more dispersed, with the field maxima being pushed close to the edge. The
collection efficiency of a lens with NA = 0.75 now drops to 48%. Lastly, for an emitter with
+76 nm detuning, we find in Fig. 3.5 (c), that the far-field emission pattern becomes more
focused towards the centre, and presents a circular symmetry. The collection efficiency at
NA = 0.75, in this case, increases to 87%. This result is promising because it entails that a
detailed optimisation of the design could further increase the beam directionality and in
turn the collection efficiency for moderate collection NA. Such an optimisation is ongoing
in the group and will be part of a future work.

3.2 Fabrication process

After having discussed the theoretical models used to design the optimal geometry for
the nanocavity, in this section, we detail the sample fabrication process. Even though the
geometry of the nanocavity appears rather simple it takes a multistage fabrication process
to realise a complete sample. The various stages of the fabrication process are summarised
as follows:

• Growth of planar sample by molecular beam epitaxy

• Deposition of Au-SiO2 bottom mirror

• Flip-chip (gluing on a host substrate and removal of the growth wafer)

• Electron beam lithography and lift-off to define a Ni hard mask

• Inductively coupled plasma etching to define the nanocavities

It is critical to execute each step as accurately as possible since defects and deviations
could negatively affect the final figures of merit of the nanocavity. The growth stage defines
the emission properties of the QDs and the vertical dimensions of the final sample. The
flip-chip stage ensures a good adherence between the sample and the new substrate and
therefore a good thermalisation with the cryostat. The lithography and etching stages are
responsible for delimiting the lateral dimensions of the cavity which determine its Purcell
factor.
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3.2.1 Growth by molecular beam epitaxy

Growth by molecular beam epitaxy (MBE) is a method producing high-quality semicon-
ductor structures by the deposition of one layer of semiconductor material at a time, on a
semiconductor substrate. This method permits to elaborate structures with high precision
since their thickness can be controlled at a single atomic layer level.

Fig. 3.6 Schematic representation of a MBE chamber.

In this section, we describe successively the growth of samples, executed by Yann
Genuist, and their early optical characterisation by macro-PL that I carried out. A MBE
chamber schematically resembles Fig. 3.6. The chamber is maintained at ultra-high vacuum
(≈ 10-9 mbar) to prevent the contamination of the growth sample by impurities. The walls
of the epitaxy chamber are also cooled to liquid nitrogen temperature to maintain a high
vacuum and to prevent the evaporation of substance that have deposited on them.

The substrate on which the growth is to be performed is mounted on a temperature-
controlled holder, by clipping it in a frame. The effusion cells contain the various pure
elements that may be used for the growth. The growth rate can be adjusted by varying the
flux of the individual elements, which is achieved by finely modulating the temperature of
crucibles in which the elements are contained. The emitted flux follows the Arrhenius law:
the hotter the crucible, the higher the flux of the element.

The process for developing the nanocavities begins with the growth of planar het-
erostructures, by MBE on a semi-insulating (001) GaAs wafer. The planar sample consists
of a layer of InAs QDs, embedded in a layer of GaAs, which rests on a sacrificial layer
of Al0.8Ga0.2As. The sample is grown upside down to deposit the bottom mirror on what
is the top of the sample after growth. It will be set right side up by a flip-chip process by
gluing the mirrored face to a new substrate and then by grinding off the original growth
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substrate. The AlGaAs acts as a sacrificial layer that will allow to cleanly expose the actual
top face of the sample. These steps of the process will be discussed in more detail later.

The exact geometry of the planar sample is displayed in Fig. 3.7 and the growth
parameters are given in Table 3.1. The substrate is heated to a temperature at which
the GaAs surface is deoxidised, which provides a reference for the substrate temperature
(Tde−ox = 590◦C). The entire growth is carried out in an arsenic-rich environment, where
arsenic is constantly introduced into the chamber as As4 molecules at flux pressure of
1.6× 10−6 mbar. Without this constant supply of As4, the As from the heated substrate
would evaporate leaving droplets of Ga, which would roughen the surface. In order to get
small QDs emitting around 920 nm, we use a method which has been proposed in Ref. [94].
We deposit a quantity of InAs equivalent to around 1.9 monolayers, i.e. slightly larger
than the 1.7 monolayers critical thickness for 3D growth of InAs on GaAs. To limit the
expansion of the InAs islands after their nucleation, we deposit InAs over a flash lasting one
second, which is very fast compared to usual growth rates in MBE. We then immediately
cap the InAs islands with GaAs.

GaAs (70 nm)

InAs QDs (1.9 ML, t3D = 1s)

GaAs (390 nm)

GaAs buffer (500 nm)

Al0.8Ga0.2As sacrificial layer (500 nm)

GaAs (001) wafer

 

Fig. 3.7 Planar heterostructures used for the fabrication of nanocavities.

Table 3.1 Growth parameters used for planar heterostructures of the nanocavity sample
performed in a As-rich environment, where • indicates the shutter of respective cell is
closed.

Growth step Thickness (nm)
Temperature (◦C)

Al In Ga Substrate
GaAs buffer 500 • • 920 600
Al0.8Ga0.2As 500 1081 • 850 600
GaAs body 390 • • 920 600
InAs QDs 1.9 monolayers • 890 • 525
GaAs capping 70 • • 920 600
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3.2.1.a. Feedback on growth quality from photo-luminescence profiles

After the growth of every planar sample that Yann Genuist completed, I optically scanned the
2-inch diameter wafer, one quarter of a wafer at a time, to obtain the bulk photoluminescence
(PL) profiles across the sample. A schematic representation of the setup used to characterise
the wafers is illustrated in Fig. 3.8.

Fig. 3.8 Macro-photoluminescence setup used to characterise bulk emission properties of
planar growth samples. The laser wavelength is λ = 780 nm, the focal length of the lenses
is 75 nm, and the wavelength of the LP filter is 800 nm.

An 18 mW, 780 nm diode laser, collimated into a 1 mm2 spot was used to excite the
QDs in the bulk. The photo-luminescence signal is collected in a spectrometer with an
entry slit of 0.1mm and resolved using a 600 grooves/mm grating. The photo-luminescence
spectrum was obtained by integrating the signal during 0.1 sec. The final planar sample
(Ref. No. AS1086) that was used to realise nanocavities, presented a bulk emission centred
at 920 nm with a spectral width (FWHM) of ∼ 40 nm. The ensemble photoluminescence
spectrum of one zone of this wafer is shown in Fig. 3.9

3.2.2 Deposition of the bottom mirror

After the growth of the epitaxial structure, the next step in the process is to deposit the high
reflectivity mirror. This mirror, as already presented in Sec. 3.1.2, consists of a combination
of metal (Au) and dielectric (SiO2) layers.

Before making any deposition on the epitaxial sample, its surface must be thoroughly
cleaned and treated to ensure a high-quality mirror deposition. Each quarter (cleaved for PL
characterisation) piece of the 2-inch epitaxial wafer is deoxidised with diluted ammonia
(NH3), the surface is then passivated with ammonium sulfide (S(NH4)2). This kind of
treatment ensures the wafer surface is devoid of surface oxidisation, particles, or chips
of all sizes (residue from cleaving or dust). A 7 nm-layer of SiO2 is then deposited by
electron-beam evaporation. The deposition is performed by Eric Delamadeleine (CEA-
IRIG/SINAPS).
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Fig. 3.9 Ensemble photoluminescence spectrum of planar growth sample (Ref. No.
AS1086), which was used to realise nanocavities.

Following the SiO2 layer a 250 nm-thick Au layer is deposited by electron-beam metal
evaporation, on a Plassys MEB550, at the Upstream Technological Platform (in French,
Plateforme Technologique Amont - PTA). To do this, first hydrocarbon contaminants on the
wafer must be cleaned. This cleaning is done by baking the wafer at 100◦C on a hotplate for
a couple of minutes. Since Au has a poor adherence to SiO2, a 3 nm layer of Ti is deposited
as an adherence layer between the two. Simulations confirm that the impact of this Ti layer
on the optical properties of the mirror is negligible.

3.2.3 Flip-chip process

The flip-chip process consists of a sequence of four main steps,

(a) the bonding of the planar sample mirror-side down on a new GaAs substrate using
SU-8 2005, an epoxy-based photoresist;

(b) the partial removal of the growth wafer by mechanical polishing over abrasive discs;

(c) the removal of the remainder of the growth wafer to expose the AlGaAs sacrificial
layer by chemical etching in a H2O2 and C6H8O7 solution;

(d) removal of AlGaAs sacrificial layer using HF.
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These steps are described briefly hereafter, and elaborated in more detail in Chapter 4, where
I present the technological development accomplished during my PhD project. We begin by
measuring the thickness of the GaAs growth wafer using a mechanical micrometric probe.
Knowing the exact thickness will help us stop the abrasion correctly during the growth
substrate removal step later.

• Wafer bonding. This consists of gluing the planar sample onto another GaAs wafer
substrate with the Au-SiO2 mirror-side down. The glue used is an epoxy-based
negative photoresist, SU-8 2005, widely used to define high-resolution masks for
lithography or etching processes. The SU-8 2005 is then annealed with heat on a
hotplate for 25 min at 100◦C, followed by a post-cure bake for about 30 min at 210◦C.

• Removal of the growth substrate. The growth substrate is removed by a combi-
nation of physical and chemical etching. First, most of the substrate is removed by
abrasive polishing until only a layer of about 30 µm of it is left. This layer is then
dissolved by submerging the sample in a chemical bath of hydrogen peroxide (H2O2)
mixed with citric acid (C6H8O7) at 35◦C until the sacrificial layer is exposed.

• Chemical etching of sacrificial layer. The sample is submerged in a 50% hydroflu-
oric acid bath for a minute or two, to get rid of the AlGaAs sacrificial layer. The
sample is then washed in deionised water, before drying off under a clean jet of N2

gas.

3.2.4 Definition of a hard mask

To be able to elaborate nanostructures from a planar heterostructure using a top-down
approach, we need to define a mask that consists of the entire sample design layout. A
positive electron-beam resist coat is applied to the top of the sample. This mask pattern
will then be defined in the resist using electron-beam lithography. Upon development of
the resist the exposed parts are removed leaving a stencil pattern. A layer of nickel (Ni) is
deposited. Then the resist is lifted off to leave a hard mask covering only the areas of interest
to be protected from the etching. The sample then undergoes dry etching by plasma in order
to define the desired nanostructures. Finally, the Ni hard mask is chemically dissolved thus
leaving a complete sample ready to be characterised optically. While these steps will be
described in more detail, in the following sections, here we address the designing of the
hard mask layout.

3.2.4.a. Design of the mask layout

The basic layout of the sample consisted of the pattern illustrated in Fig. 3.10. A 4×10
matrix of circles with diameters ranging from 110 nm to 500 nm (∆D =10 nm) would allow
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defining nanocavities of the respective diameters. I added a series of triangles leading each
row and column as directional aids in finding a nanocavity of a specific diameter. I also
included a set of coordinate indices to help with positioning during optics measurements. I
replicated the basic motif across a 5×5 mm surface, forming a 28×16 matrix.

A1
Fig. 3.10 (a) Basic pattern layout for the lithography mask of the nanocavity sample. This
pattern is repeated to optimally cover the entire sample surface.

I developed the overall lithography mask in two stages. First I wrote a semi-automated
programme on Matlab that defined the coordinates of all the points required to define every
shape on the mask. I would have to define the basic layout parameters, such as the bounds
of the diameter range, the diameter variation interval, the spacing between features on the
basic motif, and total sample size, and the programme would attempt to fit the basic motif
as many times possible to optimally cover the complete sample area. The programme would
extract the position for each individual feature and save them in data files.

In the second stage of the design, I imported the data file that I generated on Matlab, to
a mask editing software called L-Edit from Tanner Tools EDA to draw out the complete
mask design. I then exported the design in a format readable by the lithography machine
(.gds) and that would conclude the mask design step.

3.2.4.b. Electron beam lithography

Electron beam lithography (EBL) is a method of patterning that consists of exposing a resist
by a focused beam of electrons. A thermal field emission electron gun generates a stream
of electrons, which passes through a series of apertures, electromagnetic lenses, electrodes,
and coils that shape and direct the electrons into a focused beam onto the sample. The beam
is electrostatically deflected to scan the surface of the sample.

The EBL system we used for patterning at the PTA was the JEOL 6300 FS. Before
exposing the sample under an electron beam, it was coated with the 4% poly(methyl
methacrylate) (PMMA) photoresist. The resist was spin-coated on the sample at 4000 rpm
for 40 sec with an acceleration of 4000 rpm. It was then baked on a hot plate at 140◦C
for about 10 min. The sample was exposed with doses in the range of 1000-3000 µC/cm2.
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Because of proximity effects, the exact dose depends on the different sizes of features on
the sample. Tests were carried out to optimise the doses.

After the electron beam exposure, the PMMA resist was developed in a 1:3 methyl
isobutyl ketone (MIBK) and IPA solution for about 30 sec, before submerging the sample
in IPA for about 30 sec to stop the development then drying it under a jet of N2 gas.

3.2.4.c. Deposition of the metallic mask and lift-off

In this step, we deposit a metallic layer and implement a lift-off procedure to create localised
hard masks to be able to etch the various structures in the following step. We deposit a 150
nm thick layer of Ni using Plassys MEB550 electron beam metal evaporation at the PTA.
After the deposition, we leave the sample in a bath of acetone for several hours to dissolve
all the unexposed PMMA resist along with the deposited Ni over it. The acetone bath must
be kept covered, to slow down the evaporation, and checked from time to time to ensure the
presence of sufficient acetone. Once all the unexposed PMMA is removed we are left with
a sample ready to be etched.

3.2.5 Inductively coupled plasma etching

Etching is a common top-down process, widely used in nanofabrication, to define nanostruc-
tures. Etching enables to transfer patterns on a sample by removing all the material that isn’t
covered by the mask. While several etching techniques exist, we implement inductively cou-
pled plasma (ICP) etching. This method is particularly efficient to produce high aspect ratio
nanostructures, like the ones presented in Chapter 4. The etching recipe used to fabricate
the nanocavities uses the following gases: silicon tetrachloride (SiCl4), boron trichloride
(BCl3), and argon (Ar). The recipe is adapted from the one used to develop our photonic
‘trumpet’ sample. I will address the ICP etching technique as well as the elaboration of our
etching recipe more in depth in Chapter 4. We tracked the progression of etching with the
help of laser interferometry, in order to determine the endpoint. The relative reflectance
of the etching surface oscillates due to the phase interference between light reflected from
the top and bottom facets. Concretely we can determine the etch endpoint by counting a
specific number of oscillations which relates to the etched depth by, ∆d = N ×λ/2n, where
∆d is the thickness etched, N is the number of oscillations, λ is the laser wavelength, and n
is the refractive index of the etched material.

3.2.5.a. Chemical etching of metallic mask

The final step in the fabrication process is the removal of residues of the Ni mask. We
perform the chemical etching on our sample with 10% nitric acid (HNO3). We submerge
the sample in the acid for ∼ 1.5-2 min and then we withdraw it and wash it with deionised
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water, to stop the chemical reaction. That concludes the fabrication process and the
nanocavity sample is ready to be optically characterised. Fig. 3.11 depicts SEM images of
the nanocavity sample after the fabrication process.

Fig. 3.11 SEM images of the nanocavity sample at the end of its fabrication process. Scale
bar: 20 µm (left), 100 nm (right).

3.3 Micro-photoluminescence setup

In this section, we present the optical setup used for the characterisation of the nanocavities.
An experimental setup that has simultaneously a high spectral and spatial resolution is
mandatory to be able to probe the optical properties of the QDs in the nanocavities. A high
spatial resolution is desirable to enable the excitation of only a few QDs at a time, and a
high spectral resolution is required to be able to isolate the emissions of each individual QD.
Additionally, to study the dynamics of the optical transitions of a QD, the setup must possess
a temporal resolution for photon detection faster than the shortest exciton decay time, which
in our study is predicted to ∼180 ps. The micro-photoluminescence (micro-PL) setup
used for these measurements was developed by Joël Bleuse. On this setup, I performed
time-integrated spectroscopy of infrared (IR) PL from QDs, as well as time-resolved PL
enabling the measurement of the exciton decay time in nanocavities. A simplified schematic
representation of the setup is illustrated in Fig. 3.12.

3.3.1 Cryogenics and sample imaging

3.3.1.a. Cold finger cryostat

In order to obtain narrow QD emission lines, the sample should be maintained at ultra-low
temperatures (∼ 4 K). We use the MicrostatHe cryostat from Oxford Instruments, which is
a helium (He) flow sample-in-vacuum cryostat. The cryostat features an optical window
and the sample is attached to a cold finger. An isolation vacuum of around 5×10−4 mbar
is generated in the cryostat, thanks to a turbopump. The cold finger is cooled down with
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Fig. 3.12 Schematic diagram of the complete experimental setup used to characterise the
nanocavities. The setup is optimised to study samples in the IR range, enabling time-
resolved micro-PL spectroscopy. The laser wavelength is λ = 820 nm, the focal length of
the lenses is f = 75 mm

a flow of gaseous He. The He that exits the cryostat is recovered to be recompressed and
liquefied again. The cooling power is controlled by adjusting the pressure of the He flow.
The temperature of the sample is monitored with a thermometer and kept steady using a
thermocouple in a temperature controller.

3.3.1.b. Imaging systems

We use an IR LED with a collimated beam, to illuminate the sample, through a high-
resolution microscope objective from Zeiss (Plan Neofuar NA = 0.75 and magnification of
63×), to visualise the sample and to help us navigate across it. The cryostat containing the
sample is securely fixed on the optics table, while the microscope objective is mounted on a
chassis whose position along every coordinate axis is controlled with micrometric screws
with a resolution of 1/32 µm. The image of the sample is captured on an Andor Luca 604
electron multiplied charge-coupled device (CCD) camera, which has a sensor of 1004 ×
1002 pixels, with each pixel measuring 8 µm × 8 µm. The image of the sample is captured
on the camera with an intermediate lens implemented to image the back focal plane of the
microscope objective.

3.3.2 Infrared spectroscopy

3.3.2.a. Optical excitation

As we have seen in Sec. 3.2.1.a., the QDs luminesce in the near-infrared (IR), in the
neighbourhoods of 920 nm. We excite the QDs non-resonantly by pumping the system, with
photon energy slightly under the bandgap of GaAs, at 820 nm. We use a titanium:sapphire
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(Ti:Sa) solid-state modelocked laser, the Mira 900 model from Coherent, to excite the
nanocavities. The cavity of the Ti:Sa laser can be tuned to modulate its wavelength
continuously between 730 nm to 960 nm, thanks to a birefringent Lyot filter. The laser can
be set to work in both pulsed and continuous (CW) mode. In the former mode, it has a pulse
length of 200 fs and a repetition rate of 76 MHz. For all our measurements, we set the Ti:Sa
laser in pulsed mode, at 820 nm (just under GaAs bandgap at T = 4 K), for non-resonant
excitation. The output power of the laser is ∼1 W, which is attenuated by a set of a polariser
and a λ/2-plate. The attenuated power is then focused down to a 1.5 µm-diameter spot
onto the sample, using the same Zeiss microscope objective, as mentioned previously.

3.3.2.b. Grating spectrometer

The emitted signal from the sample is focused by a f = 75 mm lens through an adjustable
slit of a 640 mm focal length monochromator (Horiba Jobin-Yvon FHR 640), that diffracts
the light to spread the different wavelengths out. A reflective diffraction grating of 1200
grooves/mm is used to spread the signal. These spectrally filtered photons can be collected
on a CCD camera to observe the intensity as a function of emission wavelength.

The CCD camera we use is the Andor Idus 420, which has a Si sensor, and is cooled by
the Peltier effect to -70◦C. The sensor has 1024 × 255 pixels with each pixel measuring 26
µm × 26 µm. Its quantum yield at -100◦C for 920 nm is close to 50%, according to the
specification sheet from the supplier.

3.3.2.c. Polarisation analyser

To perform a polarisation analysis, we use a combination of λ/2 waveplate and a linear
polariser. The polariser is aligned along the direction of preferential transmission of the
grating (polarisation aligned with the orientation of the grooves). The λ/2 waveplate is
used to rotate the direction of the polarisation of the incident photons. We use this system to
evaluate the collection efficiency of nanocavities and to analyse the fine structure splitting
of excitons.

3.3.3 Time-resolved photoluminescence

3.3.3.a. Experimental setup

The photons collected from a nanocavity are spectrally resolved with a diffraction grating
monochromator. This signal is focused on the sensor of an APD with the help of a suitable
set of lenses. A slit at the exit allows to spatially filter the specific transition that we intend
to study. In order to perform the time-resolved measurements, we implement an APD from
Id-Quantique (Id 100-50 ultra-low noise module). It possesses a highly sensitive 50 µm Si
detector, making it desirable to measure the dynamics of emissions coming from individual
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transitions. However, although its quantum yield is rather high in the visible range (35%),
it drops drastically in the near-IR range, offering only about 4% at 900 nm. Therefore a
perfect alignment of the setup is indispensable for a good signal-to-noise ratio, essentially
due to dark current. Additionally, longer integration times are also helpful. We integrated
the signal over intervals ranging from 100 sec to 20 mins. The detector offers a temporal
resolution of around 40 ps and a dead time of 45 ns.

The APD is connected to a Time-Correlated Single Photon Counting (TCSPC) board
- Time Harp 260 from PicoQuant, which measures the time interval between two events.
In our case, it is set to measure the time interval between a laser pulse, detected by a fast
PIN-photodiode, and the corresponding emission of a photon from a QD in a nanocavity,
detected using the fast APD. The Time Harp TCSPC board works on a Time to Digital
Converter (TDC) circuit, which measures time differences based on delay times of signals
in its semiconductor logic gates. TCSPC systems have a TDC connected to each input
channel. All TDCs run off the same crystal clock and time differences between the different
channels are obtained through arithmetic operations in hardware. The delay time intervals
are compiled into time bins (25 ps) to make a histogram that reflects the number of photons
detected as a function of detection time. In practice, the photon counter measures the time
interval between a detected photon (start of the timer) and the following laser pulse trigger
(stop of the timer). This prevents recording instances with no photon emission, or when a
photon hits the sensor during the dead interval of the APD.

3.3.3.b. Temporal response of the optical setup

The accuracy of a measurement of decay times of a QD will depend on the cumulative
temporal responses of the various optical components in the setup. Therefore before
proceeding towards a quantitative determination of lifetimes we must first evaluate the
reduction of temporal resolution in the experimental setup, caused primarily by the two
photodiodes (that detect the laser pulse and photons from a QD), the photon counter, and
the grating. The overall temporal resolution of the setup may be expressed as,

∆setup =
√

∆2
PD +∆2

APD +∆2
count +∆2

grat , (3.9)

where ∆PD is the temporal response of the laser pulse detector, ∆APD is the response of the
QD emission photon detector, ∆count is the temporal resolution of the photon counter, and
∆grat is the temporal response of the grating. The values of ∆setup can be calculated using
∆grat = (1/c)(2Lsinα), where L is the length of the grating, α is the angle of incidence,
and c is the speed of light, and the other ∆’s obtained from datasheets of the respective
component manufacturers.

Experimentally, we can determine the temporal resolution of the experimental setup by
reflecting the 200-fs laser pulses (set λ = 920 nm) off a mirrored surface, in place of the
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semiconductor sample, and by recording the distribution of the arrival times of reflected
photons at the APD. Fig. 3.13 shows the temporal distribution we obtained in both linear
and logarithmic scales.

In the linear representation, the distribution presents a FWHM of about 80 ps. The
temporal resolution of the setup in turn limits the shortest decay time we could measure.
Given that InAs QDs present a radiative lifetime of the order of 1 ns. The limit of 80 ps
would correspond to a Purcell factor of FP = 12.5. Since from theoretical calculations
we expect our nanocavities to present a maximum FP = 6.3, we can rely on our setup for
accurate results. We will however need to deconvolute the setup response time from our
experimental data of QD emissions, to obtain the actual decay times.
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Fig. 3.13 Temporal response distribution of setup, in linear (left) and logarithmic (right)
scales, measured for laser pulses with λ = 920 nm.

We notice also that the temporal distribution isn’t symmetrical. Beyond 0.3 ns the
photon count decays gradually to zero. This asymmetry is characteristic of a phenomenon
that is typical of detectors like the ones we use, which is wavelength dependent, and is
known as a "tail of diffusion". The logarithmic representation of the temporal distribution
in Fig. 3.13 illustrates the "tail of diffusion" more clearly.

3.3.3.c. Analysis of experimental data

Time-resolved measurements of decay time are inherently limited by the response of the
setup. The recorded signal, being a convolution of the photon arrival times with the response
of the setup, leads to reported lifetimes that tend to be consistently slightly longer. To
extract an accurate value for the radiative rates of QDs in nanocavities, it is important to
correct the results from the delay caused by the setup. This may be achieved by performing
a deconvolution operation between the setup response, from Fig. 3.13, and each decay time
measurement from QDs. In practice however, the deconvolution procedure proved to be
rather cumbersome. Therefore we choose to take the inverse approach, which is illustrated
below. Let’s suppose the experimental decay is governed by a single-rate exponential
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process,
I(t) = Ae−Γt , (3.10)

where A is an arbitrary weight parameter and Γ is the radiative recombination rate.
I employed the following strategy instead of deconvoluting the response of the setup

from the experimental data. The case of a fit to a single-exponential decay is explained
below:

• Generate I(t) by setting initial values for A,Γ,

• Perform numerical convolution between I(t) and the setup-response curve,

• Compare result of convolution with experimental data using a nonlinear least square
method,

• Update values for A,Γ,

• Perform the above steps recursively until the parameters converge.

I coded a Matlab script that performed the above algorithm automatically on multiple
decay time data files. The script exported the computed decay times as well as a well-
formatted table with the original experimental data and the fitting function data for further
analysis. Such an automated evaluation simplified the tedious task of individually fitting
large batches of exciton decay time measurements, as well as drastically speeding up
the determination of lifetime values for a large number of QDs. A similar method was
employed to fit bi-exponential decays, with the fitting function I(t) = A1e−Γ1t +A2e−Γ2t ,
and by optimising the parameters, A,Γ1, and Γ2.

3.4 Optical characterisation of nanocavities

The process I pursued to characterise the nanocavities, is as follows. I screened nanocavities
with diameters in the range between 200 nm to 240 nm, performing polarisation analysis on
well isolated and bright lines from their emission spectrum. I identified and selected only the
excitonic lines (neutral and charged), on which I carried out time-resolved measurements, to
determine the Purcell acceleration of the radiative recombination rate. Finally, I determined
the collection efficiency of the sources by measuring the spectrally integrated intensity at
saturation Isat for 10 excitonic lines with the fastest recombination rates. Some details on
these 10 excitonic lines are provided in Table 3.2.

3.4.1 Micro-photoluminescence spectroscopy

I characterised several devices and first focus on a structure with a nominal diameter of 220
nm, which I denote NC1 for reference. This structure is chosen because it offers a direct
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Fig. 3.14 (a) Micro-PL spectrum as measured on the CCD under pulsed excitation (Pexc =
300 nW) at T = 4 K. (b) Power-dependent saturation intensity plots of the emission lines
marked QD1 at 907.4 nm, and QD2 at 920.6 nm.

demonstration of the broad operation bandwidth of the device. The photoluminescence
spectrum of NC1 is shown in Fig. 3.14 (a). It features two narrow and bright lines that stand
on a very clean background. The line labelled QD1 (QD2) peaks at 907.5nm (920.5nm).
Fig. 3.14 (b) shows their spectrally-integrated intensity I as a function of the excitation
power Pexc. I is obtained by fitting each emission line to a Lorentzian spectral profile, and
by summing the contributions of two spectra acquired for two angles of the λ/2 waveplate
that differ by 45◦. This procedure allows taking into account a weak polarisation of the
nanocavity emission. More details on the polarisation analysis are given later. For low Pexc,
both lines exhibit a linear power dependence. A close inspection of the emission spectrum
for various polarisation analysis angle is next employed to check the presence of a fine
structure splitting. QD1 shows such splitting and is attributed to a neutral exciton, while
QD2 is associated with a charged exciton. Over the complete range of excitation powers,
the measured integrated intensities are perfectly reproduced by,

I(Pexc) = Isat

[
1− exp

(
−Pexc

Psat

)]
, (3.11)
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with Psat the saturation power and Isat the integrated intensity at saturation. QD1 and QD2

feature similar Isat , with Isat = 64 kHz for QD1, and Isat = 77 kHz for QD2: this constitutes
a first evidence of the broad operation bandwidth of the device.

Table 3.2 Details on the 10 fastest excitonic lines measured. Under the column ‘Exciton
type’, X represents a neutral exciton while X∗ represents a charged exciton.

QD Wavelength Exciton Nanocavity Diameter
number (nm) type index (nm)

1 907.5 X NC1 220
2 920.5 X∗ NC1 220
3 922 X NC1 225
4 931 X NC2 240
5 909 X∗ NC3 220
6 922 X NC4 240
7 930.5 X NC4 240
8 927 X∗ NC5 220
9 912.5 X NC6 230

10 920 X NC6 230

3.4.2 Time-resolved measurement of exciton lifetime

In this section, we determine the acceleration of SE provided by the nanocavity. Since
the nanocavity presents a very large cavity mode linewidth, it is not possible to tune the
same emitter on- and off-resonance using e.g. temperature. Thus to quantify the Purcell
acceleration provided by the nanocavity, we compare the radiative rate of nanocavity QDs
to the one of similar QDs embedded in bulk GaAs. This reference rate Γ0 is determined as
follows.

3.4.2.a. Reference decay time of bulk InAs QDs

To measure a reference value for the excitonic recombination rate we excite an ensemble
of QDs located within large 20 µm × 20 µm squares that were etched on the nanocavity
sample. We present a scanning electron microscope (SEM) image of such a square in
Fig. 3.15 (a). The interest for measuring QDs situated in these squares is to measure QDs
that are very similar to the ones that are embedded in nanocavities. However, the QDs that
we excite are chosen close to the centre of the square to additionally exclude the remote
possibility of having undesirable influences on the QD properties due to reflections from
sidewalls. Fig. 3.15 (b) shows a PL spectrum of a square obtained for a low pumping power.

At first glance, even though the laser excitation spot area (∼1 µm) should excite
hundreds of QDs producing an ensemble luminescence spectrum, the actual PL spectrum
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Fig. 3.15 (a) SEM image of the sample featuring a 20 µm × 20 µm square slab, on the
bottom left corner of the image, used to measure exciton lifetime in bulk. (b) Micro-PL
spectrum obtain from a square slab, under low power pulsed excitation, at T = 4 K. (c)
Image of a square slab under IR LED illumination. The bright spots are the PL signal from
individual QDs.

obtained from it is rather unexpected. We intend to find an inhomogeneous distribution
characteristic of an ensemble emission, instead we obtain a spectrum of discrete lines
much like the ones from QDs in nanostructures. More remarkably upon illuminating the
squares with the IR LED (Fig. 3.15 (c)), used to navigate on the sample, we can distinguish
individual bright spots which correspond to the PL of individual QDs. This is a new
phenomenon that we observed on this sample which still needs to be probed in order to
understand its origins. For now, we estimate the behaviour may be attributed to a preferential
excitation mechanism in the squares that leads to a somewhat selective carrier trapping by
some QDs making them light up at lower power than others.

We spectrally isolate a zone that doesn’t contain any well-defined and intense emission
lines and carry out the time-resolved decay time distribution measurements. The distri-
butions are measured over an integration of 5 min. A representative measurement shown
in Fig. 3.16 reveals a bi-exponential decay, which is typical of inter-conversions between
the bright and dark excitons hosted by neutral QDs. We must establish a model of the
system, taking into account the spin-flip transition between bright and dark exciton states, to
interpret our experimental data and to extract from it an accurate estimation of the radiative
decay time of the exciton.

Population decay rates in a three-level system. Since we excite the QDs with powers
far lower than the saturation power, we assume that the population of the biexciton state
is negligible. Furthermore, we suppose that the radiative recombination rates of the two
bright exciton states are equal, therefore we simplify our system to only the ground state
|G⟩, the bright and dark exciton states |X⟩ and |D⟩ respectively, as shown in Fig. 3.17. Γrad

is the radiative recombination of the exciton. γ↑ is the spin-flip rate from dark to bright and
γ↓ is the spin-flip rate from bright to dark levels.
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IRF

QDs

QD

Fig. 3.16 Time-resolved measurements. ‘IRF’: measured instrument response function.
‘QD’: individual emission line from a QD in a nanocavity,(solid blue line: experimental data,
dashed line: fit to a single exponential decay convoluted with the IRF). ‘QDs�’: ensemble
of QDs embedded in a large square (20 × 20 mm2) (solid red line: experimental data,
dashed line: fit to a bi-exponential decay convoluted with the IRF). This measurement is
used to determine the reference rate Γ0.
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Fig. 3.17 Simplified exciton state diagram assuming equivalent radiative recombination
rates for both bright exciton states. |G⟩ represents the ground state, |X⟩ is the bright exciton
state, and |D⟩ is the dark exciton state. Γrad is the radiative recombination rate, γ↑ and γ↓
are respectively the up and down conversion of population between |X⟩ and |D⟩.

The population of the bright state is pX(t) and the one of the dark state is pD(t). The
dynamics of population in the two exciton states may be expressed as,

or
d
dt

(
pX

pD

)
=

(
−(Γrad + γ↓) γ↑

γ↓ −γ↑

)(
pX(t)
PD(t)

)
(3.12)

We can then compute the eigenvalues of the recombination-rate matrix M by solving
the equation (M−λ I)X = 0, where λ is the eigenvalues, and X is the eigenvectors. In our
case, we obtain the following eigenvalues,
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λ± =
1
2

[
−(Γrad + γ↑+ γ↓)±

√
Γ2

rad +(γ↑+ γ↓)2 +2Γrad(γ↓− γ↑)

]
. (3.13)

Let’s consider two limit cases, namely the case of slow spin-flips (Γrad ≫ (γ↑,γ↓)) and
the one of fast spin-flips (Γrad ≪ (γ↑,γ↓)). For Γrad ≫ (γ↑,γ↓) we approximate the term
under the square root from Eqn. 3.13 as,

√
∆ = Γrad + γ↓− γ↑.

Replacing this value in Eqn. 3.13 we obtain,

λ− =−(Γrad + γ↓) =−Γ1 (3.14)

λ+ =−γ↑ =−Γ2, (3.15)

where Γ1 and Γ2 are the parameters used to fit experimental data, as described in 3.3.3.c..
Under non-resonant excitation, the initial populations of states |X⟩ and |D⟩ are equal. In
the presence of slow spin-flips |X⟩ decays at two rates. We observe a quick rate Γ1, which
is dominated by the radiative recombination rate Γrad , with the contribution of loss of
population to |D⟩. We also observe a slower rate Γ2, which represents the population of |D⟩
which is first converted to |X⟩ before decaying via a radiative process.

Conversely when Γrad ≪ (γ↑,γ↓) we have,
√

∆ ≈ (γ↓+ γ↑)+Γrad[(γ↓− γ↑)/(γ↓+ γ↑)],
which then leads to

λ− =−
(

γ↓+ γ↑+Γrad
γ↓

γ↓+ γ↑

)
=−Γ1 (3.16)

λ+ =−Γrad
γ↑

γ↓+ γ↑
=−Γ2. (3.17)

Γ1 is dominated by (γ↓+ γ↑), which represents the rate at which an equilibrium between
the populations of |X⟩ and |D⟩ is reached. The equilibrium populations are governed by
the ratio between γ↑ and γ↓. Γ2 on the other hand, is the radiative recombination rate Γrad ,
weighted by γ↑

γ↓+γ↑
, which is the fraction of time when the system occupies |X⟩, once the

stationary regime is attained.
In practice we set λ− =−Γ1 and λ+ =−Γ2, where Γ1 and Γ2 are the parameters used

to fit the experimental decay time measurement data, as described in 3.3.3.c.. Then we
solve Eqn. 3.13 in order to extract the values of γ↓,γ↑, and Γrad . We make the assumption
γ↓ = γ↑, which is reasonable given the typical bright-dark energy separation is on the order
of 200 µeV for our QDs, and the operation temperature is between 5 K and 10 K, which is
elevated enough to have acoustic phonons with adequate energy to induced spin-flips.

Mean radiative recombination rate. We performed twenty time-resolved measurements
over three different squares, integrating a spectral window of ∼1 nm centred at 915 nm
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and 918 nm, at different pumping powers. Each set of experimental data is fitted and the
radiative recombination rate is computed following the method outline in the previous
section. Fig. 3.18 summarises the values of Γrad , from which we extract the mean decay
rate Γrad = 0.8 ns−1 (with a standard deviation of 0.07).
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Fig. 3.18 Γrad deduced from time-resolved measurements of QDs in 20 µm × 20 µm
squares, as a function of pumping power. The dotted line delineates the mean value of Γrad .

Correction of interface effects. Even though we picked QDs situated close to the centre
of the squares to eliminate the possibility of reflections from sidewalls, we have no means
to get rid of the reflected light at the top facet and the bottom mirror. The light that is
reflected from the top facet and the bottom mirror interact again with the emitter, which
slightly accelerates the spontaneous emission rate of the dipole. In a pure bulk medium, the
emitter doesn’t interact with the emitted light, and therefore a correction must be made to
the measured decay rate in squares to obtain the desirable reference value for bulk.

The corrective factor was calculated using FDTD simulations performed by Jean-Michel
Gérard. FDTD methods don’t offer the possibility of calculating the spontaneous emission
rates of an emitter. However since the Purcell effect is defined by the retroaction of the
environment on the emitter, the acceleration of SE can be estimated by computing the ratio
between the power emitted by a QD in a square and the power emitted by a QD in bulk.
In practice, the simulation is carried out on a dipole with its dipole moment oriented in
the horizontal plane. The dipole is embedded in a slab of GaAs that sits on a SiO2-Au
mirror. The total power exiting a small volume around the dipole is evaluated. The same
measurement is performed on a dipole embedded in bulk GaAs, replicated by a block of
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GaAs, with perfectly absorbing facets (perfectly matched layers). Following this technique,
Jean-Michel determined that for a dipole emitting at λ = 920 nm, and situated in a GaAs
square, the recombination rate is enhanced by a factor 1.32, which leads to a radiative
decay rate in the bulk of Γ0 = 0.61 ns−1 (standard deviation of 0.05 ns−1), a value in good
agreement with measurements on similar self-assembled InAs QDs [52].

3.4.2.b. Decay time of QD embedded in nanocavities

Single QDs embedded in nanocavities systematically exhibit much faster SE dynamics.
Fig. 3.19 shows time-resolved data associated with QD1 and QD2. As expected for a
charged exciton, QD2 features a single-exponential decay. A fit of the data to Aexp(−Γradt)
directly yields the radiative decay rate Γrad = 3.0 ns−1, a value that exceeds Γbulk by a factor
of 5 (charged and neutral excitons feature similar oscillator strength [193]). The decay
curve of QD1 is bi-exponential. As mentioned earlier, this feature is characteristic of the
inter-conversion between the bright and dark exciton states hosted by a neutral QD. We use
again a fit to a bi-exponential decay function and the simple three-level model to determine
Γrad = 2.4 ns−1, which exceeds Γbulk by a factor of 4. Despite their vastly different emission
wavelengths, QD1 and QD2 display a pronounced SE acceleration: this directly evidences
the broadband Purcell effect provided by the nanocavity.
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Fig. 3.19 Time-resolved PL measurements of QD1 and QD2. The respective excitonic
radiative recombination rate was found to be, Γ

QD1
rad = 2.4 ns−1, and Γ

QD2
rad = 3.0 ns−1.

I carried out time-resolved excitonic lifetime measurements on 70 emission peaks
between 895 nm and 930 nm, obtained from 15 different nanocavities with a diameter
ranging from 200 nm to 240 nm. The fastest measured line (QD4 from NC2) features Γrad

= 3.4 ns−1, which results in Γrad/Γbulk = 5.6, thus approaching the predicted maximum
radiative rate of 6.3. Fig. 3.20 summarises results obtained on 10 of the fastest excitonic
lines (3 charged and 7 neutral excitons) measured in similar devices. I routinely observed
large SE acceleration across the sample.
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Fig. 3.20 SE rate of individual QDs embedded in nanocavities. Disks (triangles) correspond
to neutral (charged) excitons. The SE rate of similar QDs embedded in bulk GaAs serves as
a reference (horizontal solid line represents a mean value, and the dashed lines delineate ±
1 standard deviation).

3.4.3 Collection efficiency

Having studied the excitonic lifetimes of QDs and the Purcell acceleration of their radiative
rate in nanocavities, the figure of merit that remains to be explored is the extraction efficiency
of the source. To determine the source brightness, we compare the saturation intensities
Isat of the QDs referenced in Table 3.2 to the one of a QD embedded in an unprocessed
environment. The following sections detail the procedure for determining this reference
saturation intensity, Ire f

sat of QDs in an unprocessed sample.

3.4.3.a. Intensity at saturation of reference QDs

In order to estimate the extraction efficiency (ε) of our nanocavities, we first perform
pumping power-dependent micro-PL measurements on QDs embedded under 120 nm of
unprocessed GaAs. It features a calculated collection efficiency εre f = 1.2×10−2 for a first
lens with NA = 0.75 [77]. The reference sample was grown by molecular beam epitaxy
(sample ref. 374Y) and belongs to a “border zone” [94], where the QD areal density is low
enough to ensure that single emitters can be isolated under the microscope excitation spot.

The photons emitted from QDs from the unprocessed sample we use, feature a preferen-
tial polarisation. This polarisation-dependent behaviour is illustrated in Fig. 3.21, where we
see that the integrated intensity of a spectral line, arising from the excitonic recombination,
is modulated as a function of the polariser angle. The signal in red represents a QD in
a nanocavity and the one in black belonging to a QD in an unprocessed GaAs. Both the
curves are obtained by integrating signals from QDs for P > Psat .
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Fig. 3.21 Polarisation dependence, due to diffraction grating, of measured integrated
intensity on CCD. The integrated intensity of emission for a saturated QD in bulk (black)
and in a nanocavity (red), was recorded by varying the polarisation angle of the signal
incoming on the grating.

We then perform two sets of pumping-power-dependent micro-PL spectral measurement,
one set with the polariser fixed at the angle that gives the minimum intensity, and the second
set with the polariser oriented at the angle producing the maximum intensity. The difference
in polariser angle between the two sets of measurements is 45◦. The final integrated
intensity is obtained as the sum of the results corresponding to each of the two polariser
configurations. We study the trend in integrated intensity of the QD emission lines to identify
the intensity at saturation of these QDs. This forms a reference value for the amount of
signal we can collect with our experimental setup. We determine an average CCD intensity
at saturation of Ire f

sat = 3.0 kHz (standard deviation 0.9 kHz), from the measurements of five
individual excitonic emission lines as recorded in Table 3.3.

Table 3.3 Saturation intensities Isat of 5 QDs embedded in an unprocessed sample.

QD Wavelength Isat
index (nm) (kHz)

i 896 4.2
ii 892 3.4
iii 890 3.4
iv 892.6 2.2
v 912 2.0
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3.4.3.b. Source brightness measurements

The method described for measuring the intensity at saturation of QDs in bulk is repeated
maintaining the same setup conditions on QDs within nanocavities. As described in
Sec. 3.4.1, for QD1 (QD2), we measured Isat = 64 kHz (Isat = 77 kHz). This corresponds
to a brightness improvement by a factor of 20 (24) and yields a collection efficiency of
0.24 (0.29) for a first lens with NA = 0.75. Fig. 3.22 summarises brightness measurements
conducted on the same 10 excitonic emission lines presented in Table 3.2. The brightest
line (QD10) features a collection efficiency as high as 0.35. This figure of merit could be
further improved to approach the theoretical limit by stabilising the QD charge state [193]
and by employing a deterministic fabrication technique [179, 180].
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Fig. 3.22 Spectrally-integrated counts at saturation of individual QDs embedded in nanocav-
ities. The reference is measured on individual dots embedded in a low-density unprocessed
sample (horizontal solid line represents a mean value, and the dashed lines delineate ± 1
standard deviation).

3.4.4 Towards the emission of entangled photon pairs

A major application of the proposed nanocavity is the realisation of sources of polarisation-
entangled photon pairs. Such entangled photon pairs can be emitted by the radiative cascade
of the biexciton state hosted by a sufficiently symmetric QD. A broad operation bandwidth
is necessary to collect the photons emitted by the |XX⟩ → |X⟩ and |X⟩ → |G⟩ transitions,
which are generally detuned by a few nm. Besides, the Purcell acceleration is interesting,
because it relaxes the constraint of the fine structure splitting which should be smaller
than the radiative linewidth to ensure the emission photon pairs with a good entanglement
fidelity.

We present here results of characterisation on an exciton-biexciton pair identified from
nanocavity NC6 (cf. Table 3.2). Fig. 3.23 (a), presents the polarisation dependent micro-PL
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spectra of the pair measured with 10 µW excitation power. A constant offset is applied
to each spectrum for better visibility. The peaks exhibit an extremely small fine structure
splitting, which suggests QD9 might be almost symmetrical, thus increasing the likelihood
of having polarisation-entangled photon pairs. Next, we fit the two emission lines with
Lorentzian profiles at varying pumping power, to compute the integrated intensity of each
transition. The emission lines are respectively attributed to the exciton (QDX

9 at 912.5 nm)
and biexciton (QDXX

9 at 911 nm) recombination. This identification is validated by the
analysis of the integrated spectral intensity of each line, which we denote IX and IXX .

(a) (b) (c)

Fig. 3.23 (a) Micro-PL spectrum of an exciton-biexciton pair hosted by QD9. The exciton
QDX

9 emission line is positioned at 912.5 nm and the biexciton QDXX
9 at 911 nm. (b)

Integrated intensity plots for QDX
9 (blue) and QDXX

9 (red) both saturating at 77 kHz. At
low pumping power the data of QDX

9 (QDXX
9 ) display a linear (quadratic) dependence. (c)

Time-resolved measurement of decay time for QDX
9 (blue) and QDXX

9 (red) corresponding
to radiative rates of ΓX

rad = 1.9 ns−1 and ΓXX
rad = 3.8 ns−1.

Fig. 3.23 (b) is a plot of experimental data for integrated intensity IX in blue and IXX

in red as a function of pumping power. The data is fitted with functions (solid line) that
represent the probability of creating n electron-hole pairs in a QD, governed by Poissonian
statistics (cf. Appendix D). The fitting functions have the following form,

IX(Pexc) = Isat

(
1− e−

Pexc
Psat

)
, (3.18)

IXX(Pexc) = Isat

(
1− e−

Pexc
Psat − Pexc

Psat
e−

Pexc
Psat

)
, (3.19)

where Isat is the intensity at saturation and Psat is the saturation power. For the two
observed emission lines, at low pumping power we find IX varies linearly as a function of
pumping power while IXX exhibits a quadratic evolution, which is characteristic behaviour
of an exciton and a biexciton respectively. Both QDX

9 and QDXX
9 saturate at the same

integrated intensity of Isat = 77 kHz, which shows that the exciton and the biexciton
emission couple equally well to the nanocavity. From these results, we obtain, in the first
set Isat = 1.7 µW, with an excitonic wavelength of λX = 912.5 nm and the corresponding
biexcitonic wavelength of λXX = 911 nm.
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Additionally we measured the radiative recombination rate of QDXX
9 to be ΓXX

rad = 3.8
ns−1, which is two-fold faster than the rate of QDX

9 at ΓX
rad = 1.9 ns−1 (Fig. 3.23 (c)). Finally,

we observe a shift in wavelength of 1.5 nm between the two lines in our results which is
in accordance with results, from literature, obtained on similar InAs QDs [194, 195], thus
justifying our assumption of having indeed observed a set of exciton and biexciton hosted
by the same QD.

We can conceive of applying mechanical stress on the QD with an integrated piezo actu-
ator [196] in order to lift the fine structure splitting of the exciton, to generate polarisation-
entangled photon pairs. Thus with the ability to simultaneously couple an exciton and
biexciton the nanocavity emerges as a promising candidate for realising a source of pairs of
polarisation-entangled and indistinguishable photons.

3.5 Conclusion

In this chapter, we have introduced a new and simple photonic structure (nanocavity)
to achieve broadband Purcell enhancement of SE. The nanocavity is a truncated GaAs
nanowire placed on a hybrid SiO2-Au mirror with modal reflectivity, |rb|2 ≈ 0.9. The
semiconductor-air interface at the top facet forms a weakly reflecting mirror (|rt |2 ≈ 0.43)
which defines a low-Q (and thus spectrally broad) optical cavity. The numerical simulations
done to establish the design and dimensions of the device were presented, and its optimal
figures of merit were estimated. The ultra-small mode volume enables to reach a large
Purcell factor of 6.3. Despite the nanoscale lateral dimensions, we estimated a first-lens
collection efficiency as high as 0.54.

Then we described the fabrication process that was elaborated in the team to develop
the nanocavity sample. Finally, we detailed the optics experiments carried out to gauge
the Purcell acceleration of the SE and the extraction efficiency of the nanocavities. We
measure a maximal acceleration of spontaneous emission by a factor as large as 5.6 and
a bright quantum dot emission (collection efficiency of 0.35 into NA = 0.75). In addition
to the individual nanocavity that featured two emission lines 13 nm apart, with a Purcell
acceleration of the radiative rate of over 4, about 30% of the excitonic decays recorded across
the sample also presented SE rate enhancement greater than 3. The emission wavelength of
these QDs ranged from 900nm to 930 nm, thus demonstrating the broadband enhancement
of SE in the nanocavities.

Such nanostructures present key assets to realise a bright and widely-tunable source of
indistinguishable single photons, for example by applying mechanical stress on the QD with
an integrated piezo actuator [196]. We note that thanks to its nanoscale volume, the proposed
nanocavity additionally features a small sensitivity to the QD spectral broadening associated
with thermal vibrations [164]. In the future, elliptical nanocavities could provide full control
over the polarisation of the emitted photons, in analogy with previous work on nanowire
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antennas [197]. The proposed nanocavity is also promising for the emission of pairs of
polarisation-entangled and indistinguishable photons. Beyond advanced quantum light
sources, this broadband photonic structure could enhance optical nonlinearities involving
several detuned QD transitions [85], or be used to explore subtle nonresonant couplings
between distinct QDs [86].

Finally, from a technological point of view, the relative simplicity of the device makes
it also very appealing for emergent material systems, which are not yet as technologically
mature as III-As semiconductors. As a final note, we believe that there is still room
for improvement in the design, especially for the collection efficiency. At present, the
collection efficiency is limited by the divergence of the output beam. The latter depends
on the scattering of light at the top facet (both forward and backward), as well as on the
interference associated with the reflection at the bottom mirror. Also, simulations have
shown that it is necessary to integrate modes other than HE11 for the design. The very
narrow output beam obtained for detuned emitters (see Fig. 3.5) is not yet completely
understood. It nevertheless suggests that by exploring the parameter space more thoroughly,
it may be possible to find a design that simultaneously offers large Purcell acceleration and
state-of-the-art collection efficiency. This direction is currently being explored in the team,
in collaboration with Niels Gregersen and his team at DTU, Copenhagen.





Chapter 4

Towards electrostatically-tunable
nanowire single-photon sources

As discussed in Chapter 1, self-assembled InAs QDs are formed by the relaxation of
the mechanical strain which arises from the lattice mismatch between the QD material
and the GaAs growth substrate. This fabrication process produces QDs with a random
spatial distribution and of varying sizes. Such non-uniformity in sizes results in a spectral
dispersion in QD emission wavelengths [68]. There exist several deterministic fabrication
techniques to control the position of the QDs on the substrate [184, 198], as well as select
desired QDs based on their positions and emission wavelengths [124, 130, 183, 185]. These
methods have produced cavity-based single-photon sources (SPSs) with state-of-the-art
performances. However, in order to conceive of any multi-source application with such
sources based on a cavity, it would be necessary to carefully isolate multiple QDs emitting
around a common wavelength. Depending on the areal density of the QDs on a given
sample, the endeavour of locating QDs with matching emission wavelengths might well
resemble the efforts of locating a needle in a haystack. A far more practical solution in this
situation would be to have a broadband tuning mechanism, by which the wavelengths of
any two or more sources could be adjusted to match.

A source based on a QD embedded in a monolithic high-Q microcavity is not compatible
with broadband tuning. Indeed, the large collection efficiency is maintained only over the
narrow bandwidth of the cavity, and it is difficult to tune the cavity resonance wavelength.
One solution around this difficulty is offered by semi-open hybrid microcavities, as recently
demonstrated in Ref. [199]. This solution offers state-of-the-art brightness and tunability,
but one loses device integration, one of the main advantages of solid-state systems. Another
strategy is to rely on a photonic structure with a broad operation bandwidth. Prime examples
of such a system include, circular Bragg resonators on highly efficient broadband reflec-
tors [187], nanowire nanocavities (Chapter 3), or tapered nanowire antennas [78]. Here we
consider ‘trumpet’ photonic wire antennas, which are based on a waveguide approach. A
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trumpet exhibits a first-lens external efficiency of 0.75 and a high coupling efficiency to
a Gaussian beam, but above all, it sustains its performance over a wide spectral range of
∼100 nm [78].

There exist several methods to tune the emission wavelength of a QD. Temperature [200],
electric fields [201, 202], and material strain [203–206] are all acceptable methods to shift
the energy of an emitter. Temperature enables only fine-tuning, since raising temperature
also introduces homogeneous spectral broadening and undesirable decoherence in the
emitted photons. Electric fields allow tuning in the range of up to 25 meV, with specific
barrier materials, in order to avoid the ionisation of the QD [207]. Finally, large-scale tuning
is achievable with strain, with up to 500 meV shifts being demonstrated on diamond anvil
cells [208]. Piezoelectric actuators have also been widely employed for both large [209] and
fine-tuning QD transition energy with strain [80, 210]. A particular asset of strain tuning is
the ability of broadband tuning, without losing the oscillator strength.

In this chapter, we will present the first steps towards the realisation of an integrated
wavelength-tunable single-photon source (SPS) based on a photonic trumpet. A pair of
on-chip electrodes are used to apply an electrostatic force on the top part of the structure.
This bends the trumpet and generates stress at the QD location, which acts as a “tuning
knob” for the QD emission wavelength. We introduce the design of the system along with
some expected performance, obtained from simulations I performed with Yoann Curé. Then
we describe the lithography mask design that I defined followed by the detailed fabrication
process (flip-chip process, and ICP etching recipe) I developed with Alberto Artioli. We
conclude this chapter with some results of preliminary measurements of the performance
of the sample, carried out by Matteo Finazzer and Alberto Artioli with the help of Fabrice
Donatini.

4.1 Bending a trumpet to tune the emission wavelength of
an embedded QD

In Chapter 2 we explored the degradation in the optical properties of a QD due to its inter-
action with low-frequency phonons, arising from thermally induced mechanical vibration
modes of the nanowire. These vibration modes make the wire stretch, contract, and flex,
thus inducing strains on the embedded QDs. Through the deformation potentials, this
induces changes in the bandgap of the QD material, and thus changes in the electron and
hole energy levels. Here, we plan to use a static deformation of the trumpet, obtained by
applying a force on its top facet to tune the emission wavelength of an embedded QD.
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4.1.1 Stress field generated by trumpet bending

The stress field inside the trumpet is then very close to the one obtained for the first flexural
mode. The deflection of the top facet causes a portion of the trumpet to compress while
stretching the rest leaving a neutral axis in the middle, which translates at the QD plane
into a strain field featuring a strong gradient across the cross-section. The size of the QDs
we use is at least one order of magnitude smaller than the nanowire diameter, hence we
consider the former point-like structures. Furthermore, the bending of the nanowire induces
predominantly uniaxial stress on the QD, oriented along its growth axis.

QD

tensile

compressive

Stress map (�zz�

QD

Fig. 4.1 Static strain tuning of QD emission energy. Bending a trumpet generates a stress
field gradient on the QD plane. Half of the trumpet cross-section experiences a compressive
stress (blue) and the other half undergoes a tensile stress (red) separated by a neutral axis
(white). The emission energy of a QD that is compressed (stretched) exhibits a blue- (red-)
shift.

The trumpet can be treated as a conical beam of height H, with a circular cross section of
radius R1 (R2) at the base (top), that is clamped at its base. We assume a constant point force
(F), perpendicular to the trumpet axis, is applied to the center of its top facet, displacing it
by δx(H), and bending the trumpet. Applying the Euler-Bernoulli beam theorem we can
express δx(H) as,

δx(H) =
4H3

3πY R3
1R2

F, (4.1)

where Y is the Young’s modulus of the beam. The stress σzz generated at the base, attains
its maximum value on the sidewall (see Fig. 4.1), which is written as,

σ
max
zz (0) =

4H
πR3

1
F. (4.2)
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Thus we find that σzz scales with δx(H) as,

σmax
zz (0)

δx(H)
=

3Y R2

H2 . (4.3)

The QD emission energy tuning slope obtained on self-assembled lens-shaped InAs
QDs for a uniaxial stress along z is given by, δEQD/δσzz = 67 µeV/MPa [88]. Therefore
for the GaAs trumpet presented in Ref. [81], we obtain, σmax

zz (0)/δx(H) = 1.5 GPa/µm
with H = 12 µm, R2 = 0.845 µm, and Y = 85.9 GPa for GaAs. From where, for a QD
located on the edge of the trumpet cross-section, we anticipate a maximum energy tuning
of the order of δEQD/δx(H) = 102 meV/µm. This illustrates that a moderate top facet
displacement may potentially enable a large shift in QD emission energy.

4.1.2 A proof-of-principle experiment

In this section, we take a closer look at the results of large-scale static strain tuning carried
out on a photonic trumpet [81]. In this proof-of-principle experiment, a tip was employed
to displace the top facet of the trumpet by close to 1 µm.

The GaAs photonic trumpet used was 12 µm tall, it had a top diameter of 1.69 µm, a
base diameter of 0.35 µm, and it stood on a planar gold mirror. The trumpet embedded
around 10 self-assembled InAs QDs, randomly distributed over a plane at 0.11 µm from the
base of the trumpet. The QDs were excited with a continuous laser set to λ = 830nm. The
experiment was carried out, at T = 5K, within a SEM from a modified cathodoluminescence
setup (Fig. 4.2), the details of which can be found in Ref. [81]. The top facet of the trumpet
was deflected using a tungsten tip mounted on a nanomanipulator. The total range of
displacement of the nanomanipulator was 1 µm with shortest intervals of 1 nm.

Fig. 4.2 Modified cathodoluminescence setup: the sample, nanomanipulator, and parabolic
mirror, are placed within a SEM. The laser passes through an optical access before being
focused onto the trumpet by the parabolic mirror, which also collects the PL signal from the
QDs. The e-beam of the SEM allows to visualise the position of the nanomanipulator with
respect to the trumpet top facet [81].
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The shift in emission energy varies linearly with the top-facet displacement (Fig. 4.3).
Additionally, for a given top-facet displacement, QDs further out from the trumpet axis
bear higher stress which results in a larger energy shift. A maximum spectral shift of 25
meV was achieved on a QD at 70 nm from the axis, with a top-facet deflection of 0.8 µm.
Although the trumpet could be bent further, the measurement was limited by the range of
the nanomanipulator. This technique also made it possible to bring two QDs, in the same
trumpet, whose initial emission energies differed by 2 meV, into resonance, with a top-facet
displacement of 70 nm. Adding a second nanomanipulator pushing the trumpet along a
different direction made it possible to bring three QDs into resonance [81].

Fig. 4.3 Relative energy shift of the exciton as a function of trumpet top-facet displacement.
The two sets of data represent measurements with increasing (decreasing) displacement in
black (red). The slight shift in the red data set is caused by a slip in the nanomanipulator
tip [81].

This study serves as proof-of-principle for using the deflection of a photonic trumpet as
a QD emission tuning mechanism. However, such a system doesn’t allow to have a SPS
along with its tuning mechanism integrated on the same chip, which would complicate any
effort to scale up the fabrication of multiple sources. Additionally, the physical contact
between the nanomanipulator tip and the trumpet induces a redistribution of charge, which
disrupts the emission spectrum of a QD. Finally, the nanomanipulator has a limitation in
the range of maximum displacement and allows only movements in discrete steps.

4.1.3 Design of an integrated device based on electrostatic actuation

4.1.3.a. Principle

To overcome the limitations of the previous system we have taken this static tuning technique
a step further. Instead of mechanically bending the trumpet we set out to deflect it using an
electrostatic force. We introduce two gold-coated tapered electrodes positioned at a distance
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from the trumpet and diametrically opposite from one another. By applying a potential
difference across the tapered electrodes we generate an electric field with a strong gradient.
This field causes the top-facet of the trumpet to be polarised. The polarised material in the
electric field gradient, in turn generates a force that causes the top-facet of the trumpet to
be deflected towards an electrode. This method enables the elaboration of a SPS and its
tuning mechanism integrated on the same chip. It overcomes the charge redistribution and
discrete and limited displacement problems by offering a “contactless” tuning through a
continuous potential-tuning scale.

4.1.3.b. Design

Having introduced the principle we intend to exploit, in this section we present the design
of the device that was established, with its basic expected performance, as obtained from
finite element method simulations on COMSOL Multiphysics. As illustrated in Fig. 4.4
we have considered a trumpet of 20 µm in height, with a base diameter of 200 nm and a
top diameter of 3.5 µm which corresponds to a total cone angle of 10◦. The QD plane is
situated at a height of 100 nm from the base. The separation d1, between electrode E1 and
the trumpet top was set to 300 nm, a distance that was small yet wide enough to surely be
able to etch each feature correctly without any degradation due to screening effects. The
distance d2 was variable in order to optimise the displacement. The electrodes and the
trumpet rest on a 250 nm-thick Au mirror and are surrounded by air, the 9 nm-thick SiO2

layer was omitted from the simulation to simplify the computation.

Fig. 4.4 Design of the electrostatically-tuned SPS. E1 and E2 represent the tuning electrodes
with an Au coating indicated in yellow. The QD is housed near the base of the trumpet
represented by the red triangle. The entire system sits on a SiO2-Au mirror. The simulated
design consists of a 20 µm-tall trumpet with a top diameter of 3.5 µm.

A potential difference of 50 V is applied across the two electrodes, which are tapered to
a narrow tip as they approach the trumpet, in order to produce a non-uniform electric field.
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Electrode E2 is initially set to a separation d2 = d1. The separation between E2 and the
trumpet is then progressively increased such that d2 = d1 + dshi f t . Plotting the component
of electromagnetic force along the axis of the electrodes, measured at the top facet of the
trumpet as a function of dshi f t indicates a maximum around dshi f t = 675 nm (Fig. 4.5).
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Fig. 4.5 The electrostatic force at the trumpet top facet as a function of separation offset
dshi f t = d2 −d1 between the electrodes and the trumpet. A potential difference of 50 V was
applied across E1 and E2.

Next setting E1 at d1 = 300 nm and E2 at d2 = 975 nm, and applying a potential
difference of 50 V, the displacement of the top facet of the trumpet is found to be 35 nm. A
maximum QD emission energy shift of 2.6 meV is expected from the strain field produced
by such a displacement. Since the electrostatic force scales as the square of the applied
potential, for 100 V we anticipate a displacement of 140 nm which corresponds to 10.6
meV of energy shift.

4.2 Development of a new plasma-etching process at the
PTA cleanroom

Plasma etching is one of the key steps of the fabrication process of photonic trumpets.
Before the start of my PhD project, this etching was performed in a reactive ion etching
(RIE) chamber located in the CEA-LETI industrial cleanroom. The process worked well
but was slow, the etching of a 12 µm high trumpet typically took 3 hours. Furthermore,
access to the cleanroom was not always possible for non-permanent researchers. Therefore
we decided to develop a new recipe to etch trumpets on an ICP etching reactor located at
the PTA academic cleanroom. After presenting the basics of plasma etching, we summarise
here the main steps of the development of the process.
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4.2.1 Basics of inductively coupled plasma etching

Inductively coupled plasma (ICP) etching is a form of dry RIE technique implementing a
plasma. The successful etching of a material with a plasma involves three steps, which are,
the transport of etchants to the surface of the material to be etched, the reaction between the
etchants and the surface, and finally the removal of the volatile products created from the
reaction [211].

An ICP etching chamber is schematised in Fig. 4.6. The chamber is maintained at low
pressure, with the sample clamped on a temperature-controlled holder. The etchant gases
are introduced into the chamber where a RF magnetic field across the ICP generator ionises
them generating a plasma. The plasma is then accelerated towards the sample thanks to a
RF bias applied through the CCP generator.

Fig. 4.6 Schematic diagram of an inductively coupled plasma etching chamber [212].

The etching process consists of three simultaneous processes as imaged in Fig. 4.7,

a. Ion sputtering, which primarily etches the material by physically removing it by
bombardment. Additionally, sputtering can also help clean the sample surface from
contaminants or local oxides, allowing better absorption of the gas etchant molecules.
Ion sputtering is an anisotropic etching process (Fig. 4.7 (a)).

b. The ions consisting of reactive components can react with the surface material when it
comes in direct contact with it, forming volatile compounds which escape the sample
surface. Radicals of gas molecules can additionally move around on the sample
surface before reacting, forming volatile compounds, and then being pumped away.
The etching from surface chemical reaction tends to be isotropic (Fig. 4.7 (b)).
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c. Radicals of the etchant gas molecules form a protective film on sidewalls, preventing
chemical reactions on the lateral facets of features (Fig. 4.7 (c)).

In the following sections, we provide more details on some of the principal components of
an ICP etching apparatus.

(a) (b) (c)

Fig. 4.7 Etch profiles associated to different types of etching. (a) Anisotropic physical
etching. (b) Isotropic chemical etching. (c) Protective sidewall passivation.

4.2.1.a. Chamber pressure

The ICP chamber is maintained in a vacuum (pressure between 10−3 and 10−1 Torr), to
increase the mean free path of electrons in the plasma. This allows the electrons to be
accelerated more between collisions thus increasing the likelihood of ionisation. Lower
pressure in the chamber reduces the gas density, and therefore also the number of collisions
between ions and gas molecules, allowing the ions to move more directionally to achieve a
higher anisotropy in etching. Conversely, higher chamber pressure increases the collision
rate resulting in a more isotropic etch.

4.2.1.b. Sample clamping and temperature

The sample wafer is secured in place with a ring-like clamp pressing against the wafer
edges. The temperature of the wafer is regulated with a flow of He on the back of the wafer.
The sample tends to heat up as ions bombard its surface and a higher sample temperature
increases the rates of chemical reactions on the surface. Therefore if the temperature of the
wafer isn’t maintained, the etch properties may vary in the course of the process.

4.2.1.c. Flow rate of reactive gasses

The reactive gases are introduced into the chamber through the gas inlet. The flow rates
of the gases must be well calibrated for an optimal etch rate which depends on the rate of
supply of reactive particles. However, for constant chamber pressure, the mere increase of
gas flow rate produces a reduced reaction rate. With more gas being introduced the chamber
would be pumped out faster in order to maintain a constant pressure, which would reduce
the dwell time of the reactants. In this scenario, the plasma generation power must also be
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boosted. Similarly, too low a flow of gas limits the amount of reactants present thus slowing
down the etching as well.

4.2.1.d. Generation of plasma (ICP coil)

A plasma is generated inductively by applying a RF voltage across the magnetic coils.
This voltage generates a RF current in the coil, which in turn results in a time-varying
magnetic field B(t) in the chamber oriented along the coil axis. According to Faraday’s
law, B(t) induces an electric field E(t) which rotates around the magnetic coil axis. Just
after turning up the RF power, E(t) provokes the ionisation of a few atoms/molecules. The
fast-moving electrons enter into collisions with slower ions, leading to further ionisations
and the formation of radicals [212]. This consistent cycling action increases the ionisation
probability, enabling the generation of very high plasma density (> 5 × 1011 cm−3) at low
pressure [213].

In plasma etching, specific reactive gases (chosen depending on the material to be
etched) are modified into etchant species in the plasma. These etchant species in the plasma
comprise a mixture of ions, radicals, and electrons.

4.2.1.e. Generation of a self-biasing potential (CCP)

A separate RF power is applied to the sample stage, which draws ionised electrons out of
the plasma. Electrons that hit the grounded walls of the ICP chamber are carried out of the
chamber, but the ones that land on the sample plate remain trapped due to the DC isolation
of the plate. Electrons accumulate on the sample stage leaving the edge of the plasma with
a net positive charge due to ions, thus causing the emergence of a self-biasing potential.
This potential accelerates ions towards the sample resulting in a directional and anisotropic
etching.

4.2.1.f. Interferometric etch depth tracking

We track the progression of etching with the help of laser interferometry, in order to
determine the etch-stop point. We first consider the simple case where the structure just
consists of a top interface and a buried optical interface (difference in refractive index).
The relative reflectance of the etching surface oscillates due to the interference between
light reflected from the top and bottom facets. Concretely we can determine the etch
endpoint by counting a specific number of oscillations which relates to the etched depth
by, ∆d = N ×λ/2n, where ∆d is the thickness etched, N is the number of oscillations, λ is
the laser wavelength, and n is the refractive index of the etched material. In practice, the
sample to be etched may be a multi-layer heterostructure. In this case, the interferometric
profile must be simulated using some kind of transfer matrix technique, prior to the etching.
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4.2.2 Optimisation of the etching recipe

ICP etching is particularly efficient in producing high aspect ratio nanostructures, such as the
photonic trumpets we intend to fabricate. However, in order to obtain the desired geometry
of structures, it is necessary to strike a balance between the isotropic and anisotropic etching,
as well as the sidewall passivation processes. Practically to achieve this balance, the control
parameters at our disposal are, (i) the temperature of the sample, (ii) the RF power applied
on the CCP generator, whereby the self-biasing potential, to accelerate the plasma to the
sample, (iii) the RF power applied on the ICP generator, to control the plasma density (iv)
the composition, and flow rate of the gases, and (v) the chamber pressure.

We set out to define a recipe to etch GaAs photonic trumpets, from an existing recipe,
previously used in our team to fabricate cylindrical GaAs nanowires. The recipe we used
is based on the following gases: silicon tetrachloride (SiCl4), boron trichloride (BCl3),
and argon (Ar) gases. We performed a set of tests systematically exploring the reduced
parameter set focusing on, the temperature of the sample, the RF power applied on the CCP
generator, and the flow rate of the gases, in order to successfully etch photonic trumpets
15-20 µm tall, with a total angle at the base of 5-15◦, and with smooth well-passivated
sidewalls. We deposited a Ni hard mask on a matrix of discs whose diameters varied from
1-3 µm on 5 mm × 5 mm commercial GaAs wafer piece. We performed our etching tests
by gluing one GaAs piece at a time, with a drop of Fomblin oil on a 4-inch SiO2 carrier
wafer, at the cleanroom of the PTA. The etching apparatus used was an Oxford Plasmalab
100 ICP etcher, with a plasma generation power of 50 W, and at a chamber pressure of
5 mTorr. After each run of etching, we imaged the sample observed at 45◦ in a SEM. In
the following, we select some key results to highlight the impact the different parameters
have on the etching outcome. We summarise the etching condition for each of these tests in
Table 4.1 and illustrate an SEM image of each result in Fig. 4.8.

Table 4.1 ICP etching parameters of a few key tests that provide valuable insight on the
impact each parameter has on the final outcome.

Fig. 4.8
Temperature RF power Etch rate

(◦C) (W) (nm/min)
(a) 50 120 141
(b) 134 120 226
(c) 50 90 316
(d) 50 82 336

Fig. 4.8 (a) illustrates the result of the recipe predefined to etch cylindrical nanowires.
The etch is anisotropic with highly smooth sidewalls suggesting strong sidewall passivation.
Such heavy sidewall passivation slows down the etching of the GaAs, resulting in a low
etch rate. In this case, the etching has achieved an equilibrium between the chemical,
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(a) (b) (c) (d)

Fig. 4.8 A timeline of a few selected results leading to the definition of our recipe for ICP
etching of GaAs trumpets. (a) The base recipe we picked served to etch cylindrical GaAs
nanowires. This recipe was modified to etch trumpets. (b) Elevated sample temperature, T
= 140◦C. (c) Reduced RF power to 90 W. (d) Increased all gas flow rates. The scale bar on
each image represents 1 µm.

physical, and sidewall passivation processes. We use this result as a reference to compare
the following outcomes against.

Raising only the temperature of the sample in Fig. 4.8 (b), increases the rate of chemical
etching by enhancing the surface chemical reactions, in comparison to Fig. 4.8 (a). This
results in a more isotropic profile evidenced further by the deep undercuts beneath the Ni
mask. The overall etch rate increases, however since there isn’t as much sidewall passivation
as in Fig. 4.8 (a), we end up with rough sidewalls.

By reducing the RF power on the CCP generator in Fig. 4.8 (c) we diminish the rate of
physical etching, and in so doing also the sidewall passivation. In our process, we find that
the SiO2 carrier wafer contributes significantly to the sidewall passivation layer. Since the
Cl-based etching gas mixture, like ours, has little impact on etching Si-based compounds,
SiO2 is predominantly etched through the physical pulverisation. By reducing the sidewall
passivation rate, we achieve a higher etch rate and begin to produce the inverted taper of the
trumpet.

Finally by decreasing RF power on the CCP generator further allows us to etch with a
more prominent etch angle and gain an overall higher rate of etching. Fig. 4.8 (d) displays
the product of our optimised etching recipe.

Overall we were able to reduce the etch duration with our recipe by a factor of three
compared to the previous RIE recipes used in the team to fabricate trumpets, such as the
ones in Ref. [78]. Our recipe is stable, producing consistent and reproducible results,
however, the etch rate varied at times after the etcher was stopped for a long period due
to maintenance. We adjusted for the reduction in etch rate by increasing the etch duration
and/or by increasing the sample bias by a dozen volts.
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4.3 Fabrication process of electrostatically-actuated pho-
tonic trumpets

Going from a finalised simulated design of a device to the realisation of a complete
physical sample requires the following of an optimised fabrication process. In our case,
the fabrication process consists of multiple steps summarised in Fig. 4.9. Some of the
process steps have been briefly introduced in Chapter 3, and in subsequent sections, we will
elaborate on each step in more detail.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4.9 Overview of the steps in our fabrication process. (a) MBE growth of a planar
heterostructure. (b) Deposition of a SiO2-Au mirror. (c) Flip-chip process. (d) Deposition
of Si3N4 layer, which acts as an anti-reflection coating over the trumpets, and as electrical
insulation between Au electrodes and GaAs. (e) EBL step 1 and deposition of Au to define
the electrodes and alignment markers, and deposition of Ni hard mask. (f) EBL step 2 and
deposition of Ni mask over trumpets (g) ICP etching of Si3N4. (h) ICP etching of GaAs
and removal of Ni hard mask.

4.3.1 MBE growth

The MBE growth of the planar sample was carried out by Yann Genuist following the same
technique described in Chapter 3. The recipe used, as well as the basic layer configuration,
which is displayed in Fig. 4.10, were also unchanged. The layer thickness however differed
from the nanocavity sample, and the growth parameters are given in Table 4.2.

4.3.2 Deposition of the hybrid SiO2-Au bottom mirror

Once the growth is completed a SiO2-Au hybrid mirror presenting a modal reflectivity of r
= 0.9 for the fundamental HE11 guided mode is deposited. This deposition is carried out
in two stages. First, a 9 nm layer of SiO2 is deposited by electron-beam evaporation. The
deposition is performed by Eric Delamadeleine (CEA-IRIG/SINAPS). This was followed
by a 250 nm Au layer, deposited by electron-gun assisted metal evaporation. An additional
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Table 4.2 Growth parameters used for planar heterostructures of the trumpet sample per-
formed in an As-rich environment, where • indicates the shutter of respective cell is closed.

Growth step Thickness (µm)
Temperature (◦C)

Al In Ga Substrate
GaAs buffer 0.5 • • 952 630
Al0.8Ga0.2As 0.5 1088 • 852 630
GaAs body 18 • • 952 630
InAs QDs • 903 • 535
GaAs capping 0.95 • • 920 630

GaAs capping (95 nm)

InAs QDs

GaAs body (18 m)

GaAs buffer (500 nm)

Al0.8Ga0.2As sacrificial layer 

(500 nm)

GaAs carrier wafer

 

Fig. 4.10 Planar heterostructures used for the fabrication of trumpets.

Ti layer of 3 nm sandwiched between the SiO2 and Au serves as an adherence layer for
the Au. Having deposited the mirror, the sample is ready to be set right-side up by being
transferred onto a new substrate using a flip-chip process, which will be elaborated in detail
in the next section.

4.3.3 Flip-chip process

The flip-chip process consists of several steps as illustrated in Fig. 4.11.

4.3.3.a. Wafer bonding

In this step, the planar growth sample is reoriented "bottom-side up", by gluing the mirrored
side to a new GaAs wafer substrate. The two wafers are indirectly bonded with SU-8 2005,
which is an epoxy-based negative photoresist commonly used in nanofabrication processes
to define high-resolution masks. The reasons that make an adhesive-based bonding of
wafers desirable are that it allows sticking different material wafers together, it works
irrespective of the topology of the surfaces to be glued, and it can be annealed at relatively
low temperatures. It may be interesting to note that by using SU-8 2005 to bond our wafers
we were able to make this step of the process more robust in comparison to the previously
used M-Bond 610 epoxy glue technique. We were able to reduce the annealing time by
about 6 times, and we successfully processed larger samples (12 mm × 12 mm over 5
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Fig. 4.11 Overview of the flip-chip process. (a) bonding planar sample mirror-side down
on new GaAs substrate; (b) mechanical polishing to remove growth carrier wafer; (c)
chemical etching to remove remainder of growth wafer exposing AlGaAs sacrificial layer;
(d) removal of AlGaAs sacrificial layer using HF.

mm × 5 mm in the past), reproducibly without generating air bubbles in the glue during
annealing a 100% of the times.

Preparation of bonding surfaces. Even though indirect bonding is insensitive to surface
irregularities, it is always better to start with as clean bonding surfaces as possible. To do
so, we first cleave the epitaxial growth sample into 5-6 mm square pieces. We wash the
cleaved sample pieces as well the new carrier GaAs substrate (also cleaved into 8-10 mm
squares) in a bath of acetone, followed by ethanol, and then IPA. While soaking in the
different solvents we also expose the substrates to ultra-sound, which aids in better cleaning
of surface impurities. Once washed we dry the wafers under a clean jet of nitrogen gas.
We then place the wafers on a hotplate at 100◦C for about a minute to ensure complete
evaporation of all traces of solvent from the surface.

Attaching sample to substrate. Once the pieces of sample and host substrates are
cleaned, we secure the host substrate on a spin coater and apply a small drop of SU-8 2005
in its centre. The amount of SU-8 2005 should be enough to coat the substrate forming a
coat of about 5 µm thick. The substrate is then spun at 4000rpm, with an acceleration of
2000rpm for 60 sec to spread the SU-8 2005 evenly across the surface. We then place the
coated substrate on a hotplate at 90◦C for about 20 min to evaporate some of the solvent in
the SU-8 2005. After the 20 min have elapsed we place the sample piece, mirrored side
facing down, on the substrate still sitting on the hotplate. We gently press the sample down
a bit to ensure a secure bond and remove the set quickly from the hotplate. It must be noted
that if the substrate is withdrawn from the hotplate before placing the sample on it, the SU-8
2005 will no longer adhere to the sample and there will be no bond.

Curing of the glue with heat. The newly bonded sample is put through a heat treatment
in order to cure the SU-8 2005 epoxy and to strengthen the bonded interface. We place the
sample on a hotplate and place a set of metal dice (generating ≈ 160 kN/m2 of pressure) on
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the sample. We cure the epoxy for about 25 min at 100◦C then we perform a post-cure bake
at 210◦C for about 30 min.

4.3.3.b. Removal of growth substrate

We remove the growth substrate by a combination of physical and chemical etching. We
begin by attaching the sample to a metallic die. We ensure that the die used has a planar face
with a maximum height variation within 20 µm. We use a transparent wax that is soluble
in acetone to glue the sample on the die. We heat the die on a hotplate at 120◦C, we then
place a small bit of the wax at the centre of the die face. Once the wax has melted we place
the sample on it and press it gently to ensure good adherence. Thereafter we remove the die
and let it cool after which we check the planarity of the affixed sample (height variation
should be within 20 µm).

The quantity of wax must be selected carefully so as to ensure a uniform spread under
the entire sample but also avoid an excessive spill out from the sides. If there is an excess
of wax on the sides of the sample, we remove it. Similarly, if there is any trace of wax on
the sample we clean it carefully with some acetone.

Now that we have glued the sample on the metal die, we are ready to begin the mechan-
ical grinding of the growth wafer, using abrasive discs. In this part, we make use of the
thickness of the growth wafer we measured before the growth (Sec. 3.2.1). We grind the
wafer in stages using abrasion discs of varying coarseness under an extraction hood and
in the presence of a steady stream of water. These precautions are taken to minimise the
amount of harmful ground GaAs debris that is released into the room.

We remove the first 200 µm with a p800 disc, the following 100 µm with a p1200, and
the remainder with a p2400 disc. We finish the abrasion ∼ 30-35 µm before the AlGaAs
sacrificial layer. We stop early to prevent physical surface damage from reaching close to
the QD layer. After we have finished the polishing step we reheat the die on a hotplate at
120◦C to melt the wax and detach the sample.

To remove all the GaAs (30-35 µm) from the growth substrate we implement chemical
etching. To achieve a clean removal of GaAs we need a substance that selectively etches
GaAs but has relatively little impact over AlGaAs. To achieve this kind of selectivity we
employ a solution of citric acid (C6H8O7) with H2O2. H2O2 oxidises the GaAs and C6H8O7

dissolves the oxide at a desirable etch rate of ≈1.5µm/min. When the solution comes in
contact with AlGaAs, aluminium oxide is formed which doesn’t dissolve in C6H8O7, thus
the etching is practically stopped.

For the chemical etching step, we mount the sample on one extremity of a microscope
glass slide with the help of the transparent acetone-soluble wax. We place the glass slide on
a hotplate at 80◦C and melt a small amount of wax placed near one extremity of the slide.
Once the wax has melted we place the sample on it and gently press it down to ensure a flat
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adherence. We take enough wax so that upon pressing the sample down there is some that
spurts out the sides and covers the edges of the carrier wafer. This wax cover will protect
the GaAs in the host wafer from being chemically etched. Any traces of wax on the sample
must be carefully cleaned with acetone, otherwise they will hamper a clean removal of all
the GaAs remaining from the growth carrier wafer.

After attaching the sample on a glass slide, we prepare the chemical solution by dis-
solving 40 g of C6H8O7 into 40 ml of deionised water. We stir the mix on a hotplate at
35◦C until all traces of cloudiness are gone and we are left with a transparent homogenised
solution. To this we add 16 ml of H2O2 (30% in water) and stir to homogenise for about 5
min. We then plunge the sample into the solution at 35◦C with continuous stirring until the
shiny silver AlGaAs is exposed across the entire sample surface. At this point, we remove
the sample from the solution and wash it under a jet of deionised water, before detaching the
sample from the slide by heating it to 80◦C and melting the wax. We clean away any excess
wax under the sample with acetone. Alternatively, the entire detaching process can be done
by plunging the glass slide with the sample in a bath of acetone, however the dissolution of
wax takes a much longer time.

4.3.3.c. Chemical etching of AlGaAs sacrificial layer

The final step of the flip-chip process consists of chemically etching the AlGaAs sacrificial
layer. This step should be performed, as soon as possible, after the etching of the growth
substrate as possible. The interaction between the sacrificial layer and air must be minimised
to prevent the oxidisation of AlGaAs.

The sacrificial layer is etched using 50% hydrofluoric acid (HF), due to its good
selectivity for AlGaAs over GaAs. The sample is cleaned, in subsequent baths of acetone,
ethanol, and IPA to remove any dust or wax residue, then dried under a jet of nitrogen gas.
Following the cleaning, the sample is soaked in a 50% HF bath for about 1-2 min. A lower
acid concentration may be used to slow down the rate of etching. Care must be taken not
to let the sample soak too long because even though GaAs is practically unaffected by HF,
the slim layer of SiO2 is. The HF could therefore seep in, dissolving the SiO2 and given
enough time, could completely detach the sample from the carrier substrate.

Once the sacrificial layer is fully etched, the sample is removed and washed in deionised
water, followed by a subsequent wash in acetone, ethanol, and IPA baths, before finally
being dried under a jet of nitrogen gas. With that the flip-chip process is complete and the
sample is ready to be processed.

4.3.4 Deposition of a Si3N4 anti-reflection coating

If the nanowire SPS were to be produced from the sample as is, the high contrast in refractive
index between GaAs (n = 3.42) and air, would limit the extraction efficiency of photons
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due to reflections at the interface. To reduce this effect an anti-reflection coating of Si3N4

(n = 2.01), that has a thickness of λ/4n which for a QD emitting at λ = 920 nm leads to
a thickness of 115 nm is added on the sample. This anti-reflection coating was deposited
by Christelle Gomez at the PTA, using the physical vapour deposition (PVD) technique of
sputtering.

4.3.5 Design of mask for electron-beam lithography

To be able to fabricate electrostatically-tuned photonic trumpets from a planar heterostruc-
ture using a top-down approach, we design a mask that consists of the entire sample design
layout. The mask serves as a guide defining which areas must be exposed to electron
beam lithography. The mask pattern is transferred onto the sample as a stencil pattern of
unexposed photoresist, which covers the desired structures to be realised by etching. In this
section, we address the process of designing the mask layout.

The basic layout of the sample consists of the motif illustrated in Fig. 4.12. A set of
two rows of sixteen equiradial discs define the top facets of trumpets. Lined on either side
of each trumpet are a set of two gradually tapering electrodes. The tips of the top row of
electrodes are separated by 300 nm while the tips of the bottom row are separated by 975
nm from the edge of the discs. Each row of electrodes physically connect to a common bar
which leads to one of two large 180 µm ×225 µm rectangles which will serve as contacting
pads to apply a bias. Each electrode is composed of five separate sections, as illustrated
in the close up in Fig. 4.12. Since the electrodes have strongly varying aspect ratio, it is
divided into separate sections, in order to define a different dose to each during electron
beam lithography. This ensures a more accurate transfer of the design.

A

1

Fig. 4.12 Basic lithography mask motif for electrostatically-actuated trumpets. This motif is
replicated over a 22 by 6 matrix to fill a 6 × 5.5 mm sample. (Close up) Electrode geometry,
divided into five sections in order to define a dedicated dose to each.
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The complete mask design consists of a matrix of replicas of the basic layout. The
sample processed in the current work is 6 mm ×5.5 mm and comprises a 22 by 6 matrix.
The basic layout in each element of the matrix is indexed with a letter of the alphabet
enumerating its column followed by the number of its row. The trumpet diameter in each
basic layout replica has a different diameter, varying in intervals of 20 nm, from 1 µm to
3.5 µm.

As illustrated in Fig. 4.13, the mask design also comprises six 200 µm ×200 µm
markers in the shape of a ‘+’, three on either side of the sample which will help align the
sample precisely during the second lithography step, to match the coordinates with the
first lithography step. The baseline is a 5.4 mm × 20 µm feature which is visible to the
naked eye, meant to help orient the sample in the same way while mounting it into the
lithography apparatus across both steps. Finally, the three right angles delineate the 500 µm
×500 µm writing field of the e-beam. Before the second lithography step, these markers
will aid in calibrating the writing field such that it matches the parameter of the first stage.
While designing a mask of such a large area, the writing field edges must not cut through
crucial features such as trumpets and electrodes, to prevent damaging them due to eventual
mismatch in alignment during stitching of individual writing fields. These points will be
addressed in more detail in Sec. 4.3.6.

+

+

+

+

+

+
Fig. 4.13 Lithography mask design for e-actuated trumpets.

I developed the overall lithography mask in two stages. First I wrote a semi-automated
programme on Matlab to determine the coordinates of all the points required to define every
shape on the mask. I would need to input the basic layout parameters, such as the range
of trumpet diameters, the diameter variation interval, the spacing between features on the
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basic motif, and the total sample size, and the programme would fit the basic motif as many
times as possible to optimally cover the complete sample area. Using the programme I
could extract the coordinate data for each shape across the entire sample and export them
into .tco data files.

In the second stage of the design, I used a mask editing software called L-Edit from
Tanner Tools EDA to draw each unique shape, letter and number on individual cells. Then
importing the coordinate data exported from the Matlab programme, I compiled instances
of each shape to build the complete mask design on a new cell. Since the exposure of the
mask will be done in two stages, I separated the trumpet, and numbering index character
features in one layer, while putting all other features in a different layer. Separate layers
will simplify selectively exposing some features during the first lithography step. Finally, I
assigned a unique GDSII data type to each different category of shapes, which allows to
associate individual doses to each type during lithography. I then exported the design in
.gds format, which is readable by the lithography apparatus.

4.3.6 Pattern transfer by electron beam lithography

4.3.6.a. Description of the lithography system

Lithography serves as one of the most widespread techniques used for top-down nanofab-
rication. In particular electron-beam lithography (EBL) is a method of patterning that
consists of exposing a photoresist by a focused beam of electrons, which is generated by
thermal field emission from a filament. The electron stream passes through a series of
apertures, electromagnetic lenses, electrodes, and coils that shape and direct the electrons
into a focused beam onto the sample. The beam is electrostatically deflected to scan the
surface of the sample to print the pattern on it by modifying its physical properties. Fig. 4.14
illustrates the various stages of beam manipulation used to obtain a precise electron beam
for high-resolution patterning.

The EBL system we used for patterning at the PTA was the JEOL 6300 FS. It has a
typical 20 nm spot size, with a minimum spot size of 4 nm for the highest accuracy, and
presents well-calibrated writing fields. Electric and magnetic fields are used to deflect the
beam to write relatively small surfaces. To avoid pronounced astigmatism in the beam spot
large patterns are divided into smaller square fields of either 62.5 µm or 500 µm sides. The
smaller fields are written separately and are then stitched together to form the complete
pattern. A laser-interferometer ensures that the stage moves required to stitch individual
fields are aligned precisely (stitching accuracy about 20 nm). Finally, to have a higher
writing speed we use a beam current of 5 nA.

Electrons undergo both small angle (forward-) and large angle (back-) scattering in
the resist and substrate. Collisions between primary electrons and atoms lead to several
secondary effects (Fig. 4.15). These effects result in exposing areas larger than the beam
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(4) Beam Axis Alignment
Coil

(1) Thermal Field Emission
Electron Gun

(2) 100kV Accelerator

(5) Blanking Electrode

(6) Astigmatism Corrector

(7) Electrostatic Deflector

Specimen

(3) Electromagnetic Lens

Fig. 4.14 Schematic representation of the electron optical column in an EBL system [214].

spot size which may produce zones of overlapping exposures, known as the “proximity
effect”, leading to over-exposed sections. To achieve adequate exposure, the dose (number
of charges per surface unit) is adjusted on every point depending on its position in the
pattern.
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Fig. 4.15 (Left) Short and long range interactions of electrons [215]. (Right) Relative energy
deposition point spread function for 100 kV electrons on GaAs [216].

The dose is a weight coefficient of exposure time that may be uniform for the entire
pattern or may be position-dependent. It is evaluated in relation to the sensitivity of the
resist used (required density of electrons for optimal exposure), as well as how much overlap
a given point has from the proximity effect due to neighbouring points. The dose is reduced
at a given spot if it will experience a proximity effect from many neighbouring points. The
dose also depends on the geometry of individual elements in the pattern. The dose can be
generally computed from,

D =
I

Fexp ×Grid2 (4.4)
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where D = Dose, I = E-beam current, Fexp = Exposure frequency (number of pixels exposed
per second), Grid = Grid spacing (spacing between neighbouring exposure points).

4.3.6.b. The first lithography step

Before the sample can be exposed under EBL, it must first be coated with a photo-resist.
The resist used was 4% poly(methyl methacrylate) (PMMA) which was spin-coated on the
sample at 1500 rpm for 50 sec with an acceleration of 800 rpm/s, to form a ∼500 nm-thick
layer. The sample was baked on a hot plate with the temperature ramped up from 90◦C
to 140◦C over 5 min, then maintained at 140◦C for 10 min. EBL was then performed on
the sample with exposure doses in the range of 1000-3000 µC/cm2. The exact dose varied
based on the size of the sample feature that was being exposed. The doses were optimised
by a few tests. Only the following regions are exposed in this step: the electrode surfaces,
the electrical contact pads, and the markings that will serve as alignment guides for the
second step of EBL (see Sec. 4.3.5).

After the PMMA was exposed under the electron beam it was developed in a 1:3 methyl
isobutyl ketone (MIBK) and IPA solution for about 30 sec. The solution dissolves the
PMMA that was exposed by the electron beam leaving behind a stencil of the desired
pattern. The sample was submerged in IPA for about 30 sec to stop the development before
being dried under a jet of nitrogen gas.

A layer of 150 nm Au, is deposited by electron-gun assisted metal evaporation on the
sample. An additional Ti layer of 3 nm sandwiched between the Si3N4 and Au serves as an
adherence layer for the Au. A layer of Ni with a thickness of 180 nm is deposited by the
same method onto the Au layer. The Ni will act as a hard mask, protecting the material it
covers, during the plasma etching step that will enable to define the nanostructures. The
unexposed resin is then lifted off by submerging it in an acetone bath, removing also the
excess metal, thus leaving only the electrodes, contact pads, and alignment markings coated
in Au and covered under a Ni hard mask.

4.3.6.c. The second lithography step

We repeat the process of the first lithography step with some modifications. The PMMA
is spin-coated at 4000 rpm for 60 sec with an acceleration of 2000 rpm/s to make a layer
∼270 nm-thick layer and baked. The sample is mounted in the EBL system in the same
orientation as the first lithography stage. The e-beam and writing field coordinates are
then programmed to precisely match the field positions of the first exposure step, with
the help of the alignment markings defined around the sample. This alignment is done by
noting the exact coordinates of the alignment features during the first lithography stage,
and then ensuring that the features are again positioned at the same coordinates for the
second lithography stage. Having ensured the optimal positioning of patterns, only the
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discs that will form the trumpets and the alphanumeric pattern indices are exposed. After
the development of the resist, a hard mask of Ni of a thickness of 180 nm is deposited.
The lift-off of the unexposed resist with the excess Ni then leaves the sample ready for the
plasma etching step.

4.3.7 ICP etching of the Si3N4 layer

We etched the Si3N4 anti-reflection coating first, with the sample temperature T = 30◦C,
and a chamber pressure of 5 mTorr. The gases used and their respective flow rates were the
following: Ar - 40 Sccm, CH2F2 - 25 Sccm, and SF6 - 5 Sccm. The plasma was generated
with a power of 250 W on the ICP generator, and it was accelerated to the sample with a
power of 50 W on the CCP generator. The etching was performed at a rate of 100 nm/min,
and the etch-stop point was identified through interferometric etch depth tracking.

4.3.8 Deep ICP etching of the GaAs layer

Fig. 4.16 SEM images of the complete electrostatically-actuated trumpet sample, embedding
QDs expected to emit in the 880 nm to 930 nm range. The scale bars on the image on the
left (right) represents 100 µm (2 µm).

The GaAs was etched with the optimised recipe we developed (see Sec. 4.2.2), at a
rate of 180 nm/min producing trumpets ∼16 µm tall with an angle at the base of 8◦. The
last fabrication step before we can optically test our devices was to chemically etch the Ni
hard mask by submerging the sample in a 10% HNO3 solution for 90-120 s. The sample
was washed with deionised water to stop the chemical reaction, then dried under a clean
gaseous N2 jet. The outcome of the complete electrostatically-actuated trumpet sample
with embedded InAs QDs is pictured in Fig. 4.16. Thanks to our recipe, we were successful
at cleanly defining the trumpets and the integrated electrodes, with a minimum separation
of only ∼ 300 nm between the two. Although we see some small defects close to the
GaAs-Si3N4 interface, most likely in the passivation layer, overall the Au layer remained
well adhered to the Si3N4 layer and the device exhibits smooth and pristine sidewalls.
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4.4 Preliminary device characterisations

Having successfully fabricated a complete sample, we performed some preliminary char-
acterisation measurements, which will be presented in this section. An in-depth device
characterisation and testing is currently in progress and is a major part of the PhD project of
Matteo Finazzer. The early results discussed here consist of micro-PL spectra of the device,
the mechanical response of a trumpet to a static potential bias across the electrodes, and the
first signature of a spectral shift due to the electrostatic bending.

4.4.1 Micro-photoluminescence spectroscopy

We perform a micro-PL experiment on the trumpets to ensure we have the desired emission
spectra expected from QDs. The growth parameters were set to generate QDs emitting at
∼ 920 nm. The experimental setup used is the same as the one described in Sec. 3.3. The
trumpets were excited using a continuous laser of wavelength λ = 820 nm, at a temperature
T = 5 K. A lot of the trumpets with a top facet diameter between 1 µm and 1.66 µm did not
survive. Their bases were too thin and snapped during the processing. Trumpets with a top
facet diameter between 2.18 µm and 3.5 µm, on the other hand, are too wide at the base,
thus leading to an emission spectrum resembling that of bulk material. Trumpets with a top
facet diameter between 1.68 µm and 2.16 µm exhibit spectra with 10-20 isolated peaks,
ranging between 880 nm to 930 nm, in each structure. Fig. 4.17 (a) displays the emission
spectrum (integrated signal normalised to one second) of a trumpet with a top diameter of
1.84 µm pumped with a power of 2 µW. It appears to embed around twenty QDs.
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Fig. 4.17 (a) Micro-PL spectrum for QDs in a trumpet with a nominal top diameter of 1.84
µm pumped with a power of 2 µW at a temperature T = 5 K. (b) Plot of integrated intensity
as a function of pumping power for spectral peaks at 904 nm (black) and 905 nm (red). The
data are fitted with the function in Eqn. 3.18 for the exciton (black) and the function in
Eqn. 3.19 for the biexciton (red).
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We focus in particular on the peaks at 904 nm and 905 nm enclosed in the dotted
rectangle. We plot the integrated intensities of these peaks as a function of pumping power
for measurements made at a few different excitation powers, as seen in Fig. 4.17 (b). The
plots can be fitted with the functions in Eqns. 3.18 and 3.19, which assume Poissonian
statistics for the injected charges. From these fits it appears that the peak at 904 nm
exhibiting a linear dependence to pumping power, may correspond to a neutral exciton,
while the peak at 905 nm, with a quadratic dependence, belongs to its biexciton.

4.4.2 Electrostatic deflection of trumpets

Having ensured that our devices contain optically active QDs, we verify whether we
can deflect the trumpets by applying a potential bias across the onboard electrodes. The
experiment was carried out by Fabrice Donatini, and Matteo Finazzer, within the modified
cathodoluminescence setup described in Sec. 4.1. The sample was placed in the SEM at a
temperature of 4 K, and a bias potential was applied across the electrodes in the configuration
pictured in Fig. 4.4, by connecting the contact pads with two nanomanipulators (Fig. 4.18
(a)). The potential difference is varied between -15 V to +18 V, and for each voltage applied
a SEM image of the relative position between the trumpet and the electrodes is captured.

458 nm 290 nm

Electrode
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(b)(a)
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V

Fig. 4.18 SEM images of trumpet-top displacement due to applied potential bias. (a) A
potential difference is generated by connecting two nanomanipulators to the contact pads.
The pad on the left is grounded, while the pad on the right has a positive voltage. (b)
Separation between the electrode tip and the trumpet edge before applying a voltage (left),
and after a voltage is applied (right). A displacement of 168 nm was produced by applying
V = 12 V. Scale bars: (a) 200 µm, (b) 1 µm.

The SEM image in Fig. 4.18 (a) is obtained with the detection of secondary electrons
scattered from the sample. The zone electrically connected to the pad on which a positive
voltage is applied becomes positively charged thus reducing the number of secondary
electrons generated, which in turn results in a darkened area in the SEM image. As pictured
in Fig. 4.18 (b) the trumpet is deflected by ∼168 nm with V = 12 V. The displacement is
determined by measuring the separation between the trumpet edge and the electrode tip,
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using the measuring tool provided in the SEM control software, which is accurate within a
few tens of nm.

Finally, Fig. 4.19 represents a plot of trumpet and electrode separation as a function of
applied potential difference. The measurements were performed on a trumpet having a top
facet diameter of 1.56 µm.
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Fig. 4.19 Relative displacement of the top facet of a trumpet with respect to the tip of the
electrode as a function of applied voltage across the electrodes. The measurements were
performed on a trumpet having a top diameter of 1.56 µm.

While a negative bias has little to no impact on the relative position of the trumpet and
electrode, the amplitude of deflection for a positive bias is much greater than originally
simulated. The reason for the same might be in part due to the simultaneous observation
under an electron beam that imparts charges on the structure. Besides, the structure may have
been unintentionally negatively doped during fabrication which amplifies the electrostatic
forces in the presence of a positive bias. More in-depth measurements and analyses are
in progress, but from these preliminary results, we can realistically expect to demonstrate
large-scale strain-tuning of QD emission energy.

4.4.3 Shifting QD emission wavelength with electrostatic actuation

Fig. 4.20 illustrates a first demonstration of tuning of the emission wavelength by electro-
static actuation of a trumpet. The measurement was carried out in the modified cathodolu-
minescence setup depicted in Fig 4.2, at T = 4 K, on a trumpet with a top diameter of 1.58
µm. The trumpet was driven under continuous excitation from a diode laser of wavelength
λ = 830 nm. Micro-PL spectra were recorded for different applied voltages across the
electrodes. The electron beam of the SEM was turned off while recording the PL signal.
Fig. 4.20 tracks the emission of one excitonic line which exhibits a spectral shift of ∆λ ≈
0.15 nm for an applied voltage V = 10 V.
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Fig. 4.20 Central wavelength of two excitonic emission line from two distinct QDs (QD1
and QD2) in a trumpet with a top diameter of 1.58 µm. The central wavelengths of QD1
(left) and QD2 (right) are measured as a function of different applied voltages across the
actuation electrodes. The wavelength of QD1 (QD2) on the left (right) undergoes a blue-shift
(red-shift) indicating that the QD is under compressive (tensile) stress. The two QDs are
therefore of either sides of the neutral stress axis.

4.5 Conclusion

In this chapter, we propose a tunable single-photon source based on a QD inserted in a
photonic trumpet that can be bent thanks to electrodes. Bending the trumpet generates a
stress field at the QD level, which changes its bandgap and thus the colour of the emitted
photons. We introduce two integrated electrodes on either sides of a trumpet and apply
a potential difference across the electrodes. The electrodes generate an inhomogeneous
electric field, and the top part of the trumpet is attracted towards the closest electrode. We
designed a first device on COMSOL Multiphysics and our simulations showed that an
asymmetric separation of electrodes (d1 = 300 nm and d2 = 975 nm) produced optimal
shifts of a 20 µm-tall trumpet with a 3.5 µm-diameter top facet. We predicted a deflection
of 35 nm, leading to a shift in emission energy of 1.5 meV, with an applied voltage of 50 V.

We then presented the entire fabrication process in detail. Our current flip-chip method
using the photoresist SU-8 2005 instead of a previously used epoxy-based glue to bond
the samples, allowed us to reduce glue-curing times by a factor of 6 (from over 6 hours to
around 1 hour), and we are now able to process samples with 4-times larger surface area
(from 5 mm × 5 mm to 10 mm × 10 mm). We also developed an ICP etching recipe to
fabricate trumpets that allowed us not only to consistently define 20 µm trumpets with a
base angle of over 10◦ but also the complete sample of trumpets with integrated electrostatic
tuning electrodes. With this recipe we were able to achieve reproducible results by reducing
processing times 3-folds (from over 3 hours to around 1 hour) compared to previously
employed RIE techniques.

Finally, preliminary optical characterisation of the device show isolated peaks in the
880-940 nm wavelength range on the micro-PL spectra, corresponding to QD emission.
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We are able to identify both exciton and biexciton transitions. Additionally, the trumpets
were successfully deflected by applying a potential bias across the electrodes. We achieved
around 170 nm of deflection with a bias of 12 V. As of now the electrostatic-deflection
performance appears to vastly surpass our initial expectation, likely due to excess charges
introduces either by the SEM or arising from the sample. It is too early to be able to conclude
on what phenomenon is responsible for this behaviour and more rigorous measurements
for a complete study of the sample are currently ongoing. We have also presented a first
example of wavelength tuning

The few results presented here strongly suggest that our system is a promising one to
achieve broad range QD emission tuning in an integrated device. This approach could be
used to independently tune multiple SPS hosted on the same chip. Furthermore, beyond
single QD devices, the strong stress gradients generated by a bending trumpet allows
bringing two QDs, located on opposite sides of the neutral stress line, into resonance.
Multiple electrodes would allow controlling the generated stress gradient more precisely
enabling the resonance between three or more QDs at a time. Therefore this tuning strategy
could be employed to explore collective effects, such as superradiance.



Conclusion and Perspectives

This work has aimed to control the spectral properties of photons that are emitted by a
semiconductor QD embedded in a photonic nanowire antenna. In this respect, we have
presented, in this thesis, three major studies concerning: (i) the understanding and control
of QD emission decoherence due to interaction between the QD and the vibration modes of
the nanowire; (ii) the development and characterisation of a nanowire nanocavity offering
broadband SE acceleration; (iii) a strategy to tune the emission wavelength of a QD
embedded in a nanowire antenna, which led to the fabrication of an integrated wavelength-
tunable nanowire photon source and the presentation of a proof-of-principle experiment
demonstrating electrostatically-induced wavelength tuning.

The first study evidenced the impact of mechanical vibration modes of nanowire anten-
nas on the emission linewidth of an embedded QD. We considered two popular antenna
designs: the needle-like top taper, widely used in top-down [77], and bottom-up [50, 83, 84]
processes, and the inverted cone (trumpet) top taper [78]. Analysing the collective impact
of only the longitudinal and flexural modes among the first 200 vibration modes supported
by each structure we find the emission linewidth of an InAs QD being broadened as much
as ten times over the radiative limit (∼ 0.7µeV). However, we noted that the impact of the
thermally induced vibrations decreases with increasing mode frequency. We also remark
that the QD emission broadening is strongly position-dependent, with QDs closer to the
nanowire periphery being affected more than those at the wire axis. Nevertheless, we
observed that the radiatively limited linewidth could be restored by quenching the influence
of the first seven low-frequency vibration modes, from our analysis. To achieve this practi-
cally, we proposed nanomechanically engineered designs that suppress the impact of these
low-frequency modes. The solutions we present set out to either: (i) make the nanowire less
susceptible to vibrations by making it more rigid; (ii) reduce the coupling strength between
the emitter and the vibration modes, for instance by positioning the QD on a stress node;
(iii) shift all mechanical resonances to very large (GHz) values.

The second major result of this project was the development and characterisation of
a nanowire nanocavity that offers broadband SE acceleration. The device was designed
in collaboration with the team of Niels Gregersen (at DTU Fotonik, Copenhagen) using
an open-Fourier modal method, predicting a Purcell factor of 6.3 that is maintained over
a 30 nm bandwidth. In addition, the fraction of spontaneous emission funnelled into the
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cavity mode reaches β = 0.98 at resonance, and exceeds β = 0.95 over a 100 nm spectral
range. Close to optimal collection efficiency is maintained over an equivalent bandwidth
and reaches a predicted value of 0.54 at resonance for a first lens with a NA = 0.75. We
fabricated an Au-SiO2-GaAs device embedding isolated InAs quantum dots. We measured
a maximal acceleration of SE by a factor as large as 5.6 and a bright quantum dot emission
with a recorded collection efficiency of 0.35 into a NA = 0.75 lens.

We believe the system still holds great potential to be further optimised to improve the
source efficiency. Higher efficiency may be obtained by making the far-field emission more
directional (see Figs 3.4 (b) and 3.5 (c)), for instance by controlling geometrical parameters
to produce favourable interference effects between the direct-upward emission and the mode
contribution that is back-scattered by the top facet and reflected by the bottom mirror. Such
an optimisation of design requires an analysis that goes beyond the single-mode model,
which is not sufficient to accurately describe the nanocavity. The latter is currently being
explored in collaboration with the DTU Fotonik team in Copenhagen.

This nanowire cavity constitutes a promising building block to realise advanced sources
of quantum light for a broad range of material systems. The small dimensions of the
nanocavity result in high-frequency (GHz) vibration modes being supported. Thus QDs
close to the nanocavity axis undergo almost no decoherence in emission due to vibration
modes (Fig. 5.1 (a) and (c)). It can thus be seen as a first realisation of the strategies proposed
in Chapter 2. Additionally, a significant Purcell factor makes the QD transition less sensitive
to dephasing mechanisms. These attributes make the nanocavity a favourable platform for
emitting indistinguishable photons. Hong-Ou-Mandel interference experiments, performed
under resonant excitation, are planned with colleagues at Institut Néel, Grenoble, in order
to evaluate the degree of photon-indistinguishability of our nanocavity sources.

Nanocavities are also suitable for emitting pairs of polarisation-entangled photons,
through the radiative cascade associated with the recombination of a biexciton. In gen-
eral, the morphological asymmetry of self-assembled QDs lifts the degeneracy of the
bright excitonic states introducing a fine structure splitting (FSS), which prevents the
emission of entangled photons. In this context, a higher Purcell factor leads to a broader
radiatively-limited linewidth which relaxes the constraint on the FSS. Additionally, FSS can
be controlled by external fields, in order to restore QD symmetry and hence the excitonic
state degeneracy. QDs may be exposed to anisotropic in-plane strains [217] or electric
fields [218]. The latter can be generated by applying electric fields with a system of elec-
trodes positioned outside the nanowire. Such an approach is currently being explored in the
team, in the context of two projects (under EU Innovative Training Network and Agence
Nationale de la Recherche), and will constitute a major milestone in the PhD project of
Matteo Finazzer.

The nanocavity device is also interesting in the context of hybrid nanomechanical
systems. These rely on the coupling of an artificial atom (here the QD) to mechanical
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vibration modes. The small physical dimension of the nanocavity, as briefly mentioned
earlier, makes it a high-frequency resonator, having a fundamental flexural mode with
a frequency of 578 MHz. The geometry also favours a clean spectrum, with isolated
mechanical modes. For a QD away from the nanocavity axis, the coupling to such isolated
high-frequency modes results in an emission spectrum featuring a ZPL flanked by spectrally
resolved sideband peaks, as illustrated in Fig. 5.1 (b). These peaks correspond to Raman
transitions, in which the emission of a photon is assisted by the emission or absorption
of a phonon. Therefore, such a resolved spectrum would enable the manipulation of the
population of mechanical modes with a laser, by exciting Raman transitions, thus allowing
to cool down a mechanical mode or reversibly to increase its phonon population.
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Fig. 5.1 (a) and (b) Solid line: Calculated QD emission profile, S(ω). Filled curve:
Lorentzian, radiatively limited emission line, Srad(ω). (a) on-axis QD; (b) on-sidewall QD.
(c) Photon indistinguishability I as a function of the operation temperature T for a QD
on-axis (red) and on-edge (blue) of a nanocavity.

The third significant outcome of this work is the design and development of a wavelength-
tunable nanowire SPS. In this context, we proposed and designed a trumpet nanowire struc-
ture with integrated electrodes for electrostatically actuating the trumpets. We developed a
new top-down ICP-RIE recipe for etching the trumpets and fabricated a complete nanowire
sample with on-chip electrodes. During preliminary characterisations, we deflected the
top facet of the trumpet by around 200 nm with a potential difference of 15 V across the
electrodes. From such a displacement of the trumpet, we anticipate a shift in QD emission
energy by around 8.5 meV (for a QD lying on the sidewall). Moreover, we have recorded a
micro-PL spectrum of an excitonic emission line featuring a spectral drift as the voltage
across the electrodes is varied. These early results prove that our electrostatic tuning mech-
anism works and that we are on track to successfully demonstrate a wavelength-tunable
single-photon source. The first results in this direction have been obtained, and a complete
characterisation of the current device is ongoing in the team. This complete study involves,
for instance, a complete voltage-dependent energy shift study and single-photon purity
(g(2)(0)) measurements. This sample would also enable the investigation of collective
photonic effects such as superradiance. For this, two QDs located on either side of the
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neutral stress line of the bent trumpet could be brought into resonance as one of them would
be compressed (stretched) experiencing a blue (red) shift in emission energy.

Finally, such an electrostatic actuation mechanism can be employed in a dynamic
regime, to excite well defined mechanical modes. Applying a temporally oscillating voltage,
a desired mechanical mode could be excited in the nanowire, which could be detected on
the emission spectrum of the QD. Such a hybrid optomechanical system would allow to
optically characterise individual modes, in particular the ones with high frequencies.
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[71] C. Santori, D. Fattal, J. Vučković, G. S. Solomon, and Y. Yamamoto, “Indistinguish-
able photons from a single-photon device,” Nature, vol. 419, p. 594, 2002.



140 References

[72] N. Somaschi, V. Giesz, L. De Santis, J. C. Loredo, M. P. Almeida, G. Hornecker, S. L.
Portalupi, T. Grange, C. Antón, J. Demory, C. Gómez, I. Sagnes, N. D. Lanzillotti-
Kimura, A. Lemaître, A. Auffèves, A. G. White, L. Lanco, and P. Senellart, “Near-
optimal single-photon sources in the solid state,” Nature Photon., vol. 10, pp. 340–
345, 2016.

[73] S. Varoutsis, S. Laurent, P. Kramper, A. Lemaître, I. Sagnes, I. Robert-Philip, and
I. Abram, “Restoration of photon indistinguishability in the emission of a semicon-
ductor quantum dot,” Physical Review B, vol. 72, no. 4, p. 041303, 2005.

[74] M. Arcari, I. Söllner, A. Javadi, S. Lindskov Hansen, S. Mahmoodian, J. Liu,
H. Thyrrestrup, E. Lee, J. Song, S. Stobbe, and P. Lodahl, “Near-Unity Coupling
Efficiency of a Quantum Emitter to a Photonic Crystal Waveguide,” Phys. Rev. Lett.,
vol. 113, p. 093603, 2014.

[75] J. Claudon, N. Gregersen, P. Lalanne, and J.-M. Gérard, “Harnessing Light
with Photonic Nanowires: Fundamentals and Applications to Quantum Optics,”
ChemPhysChem, vol. 14, pp. 2393–2402, 2013.

[76] J. P. Zhang, D. Y. Chu, S. L. Wu, S. T. Ho, W. G. Bi, C. W. Tu, and R. C. Tiberio,
“Photonic-Wire Laser,” Phys. Rev. Lett., vol. 75, p. 2678, 1995.

[77] J. Claudon, J. Bleuse, N. S. Malik, M. Bazin, P. Jaffrennou, N. Gregersen, C. Sauvan,
P. Lalanne, and J.-M. Gérard, “A highly efficient single-photon source based on a
quantum dot in a photonic nanowire,” Nature Photon., vol. 4, pp. 174–177, 2010.

[78] M. Munsch, N. S. Malik, E. Dupuy, A. Delga, J. Bleuse, J.-M. Gérard, J. Claudon,
N. Gregersen, and J. Mørk, “Dielectric GaAs-antenna ensuring an efficient broadband
coupling between an InAs quantum dot and a Gaussian optical beam,” Phys. Rev.
Lett., vol. 110, p. 177402, 2013.

[79] A. Jaffal, W. Redjem, P. Regreny, H. S. Nguyen, S. Cueff, X. Letartre, G. Patriarche,
E. Rousseau, G. Cassabois, M. Gendry, et al., “InAs quantum dot in a needlelike
tapered InP nanowire: a telecom band single photon source monolithically grown on
silicon,” Nanoscale, vol. 11, no. 45, pp. 21847–21855, 2019.

[80] P. E. Kremer, A. C. Dada, P. Kumar, Y. Ma, S. Kumar, E. Clarke, and B. D. Gerardot,
“A strain-tunable quantum dot embedded in a nanowire antenna,” Phys. Rev. B, vol. 90,
p. 201408, 2014.

[81] D. Tumanov, N. Vaish, H. Nguyen, Y. Curé, J.-M. Gérard, J. Claudon, F. Donatini,
and J.-P. Poizat, “Static strain tuning of quantum dots embedded in a photonic wire,”
Appl. Phys. Lett., vol. 112, no. 12, p. 123102, 2018.
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Appendix B

Mechanical simulations

In this section we give some details on the mechanical simulations, which are performed
with Comsol Multiphysics. For simplicity, we have used a common, mean diameter of
200 nm at the level of the QD for all the mechanical simulations. The exact geometry
employed for mechanical simulations are shown in Figs. 2.7, 2.9, 2.10, and 2.11. For
all the devices which employ a metallic-dielectric planar mirror, the bottom substrate is
not included in the simulation (this facilitates the identification of the nanowire vibration
modes). We impose a rigid clamping condition for the bottom facet of the nanowire. For
the suspended photonic trumpet, the rigid clamping condition is imposed at the end of the
anchoring arms (the remaining parts of the structure are free to move). The materials (GaAs
and SiO2) are considered to be mechanically-isotropic; the values of the Young modulus
and Poisson coefficient are given in Table B.1.

Table B.1 Mechanical parameters used in the simulations.

GaAs SiO2
Young modulus, Y (GPa) 85.9 70
Poisson coefficient, ν 0.31 0.17

As discussed in Sec. 2.3.1, the first vibration modes for a nanowire fall into three families
(flexural, torsional and rotational). At higher frequencies, when the mechanical wavelength
becomes comparable to the diameter, the nanowire also supports modes which do not fall
in these categories. This is also the case when the structure aspect ratio (height/diameter)
approaches one (needle covered with a shell, tiny nanowire section for the mechanically-
decoupled taper). In that case, we preserve a distinction between the modes which feature a
zero stress on the nanowire axis (in red in Figs. 2.9, 2.10, and 2.11), and the other ones (in
blue).

Finally, Figs. 2.7, 2.9, 2.10, and 2.11, also show the values of θ 2
m and η2

m (defined
in Sec. 2.3.3) for all the structures, which support the calculation of the photon indistin-
guishability. For clarity, we do not represent the full spectral extension of the mechanical
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Table B.2 Extension of the mechanical simulations.

Standard Standard Needle Suspended Decoupled
needle trumpet + shell trumpet top taper

Max. frequency (GHz) 8.1 1.8 4.1 1.6 18.8
Number of modes 90 100 100 412 50
Final θ 2

m 7.9×10−5 1.6×10−3 2.2×10−6 1×10−5 7.7×10−4

Final η2
m 2×10−6 8.7×10−6 2.8×10−8 5x10−8 4.9×10−5

simulations. The latter is given in Table B.2, which also shows the typical values of θ 2
m and

η2
m for the last (high-frequency) considered modes.
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Fig. B.1 εzz as a function of position along the horizontal diameter of the cross-section
of a nanowire antenna, used to classify vibration mode families. (a) Flexural modes. (b)
Longitudinal modes. (c) Torsional modes.

To facilitate and accelerate the calculation of the impact of thermal vibrations on the
QD emission, I programmed an interactive routine of code on MATLAB. The script takes
as inputs the data exported (ωm, umax

m , and primary strain tensors εxx, εyy, and εzz) from
simulations on COMSOL as well-tabulated text files. The strain tensors are extracted for
points along the horizontal diameter across the nanowire cross-section at the height of the
QD-plane from the base of the wire. The programme then requires the user to classify
the modes into F, L, and T modes. This classification is done by evaluating the position-
dependent plot of εzz across the cross-section. As seen in Fig. B.1, εzz is characterised by an
odd function in F-modes, an even function in L-modes, and as numerical noise in T-modes.
Every F-mode is doubly degenerate, each oscillating along mutually perpendicular axes.
Only the one oscillating along the horizontal diameter of the wire cross-section is retained,
since its partner exhibits a zero-stress axis along the horizontal diameter. This classification
needs to be performed once for every simulated nanostructure. The algorithm then computes
Eqns. 2.18 to 2.21, in order to extract for a given temperature the mode-specific coupling
strength, the emission lineshape, and a temperature dependent indistinguishability, for a QD
position on the wire axis, or on the wire edge, or at a specific radius from the wire centre.



Appendix C

Photonic properties

C.1 Single-mode model

To compute the total QD SE rate, we use the single-mode model presented in Ref. [142].
We start by considering an infinite nanowire and note Γ∞

HE11
the SE rate into the fundamental

guided mode (HE11) and γ∞ the SE rate into all the other modes. All devices feature a
bottom mirror characterised by a modal reflectivity rb (amplitude coefficient), and a top
taper with a null modal reflection. When the QD stands on a (vertical) antinode of the
interference pattern associated with the bottom reflection, the total SE rate can be expressed
as,

Γ = (1+ |rb|)Γ∞
HE11

+ γ
∞. (C.1)

The fraction of SE funneled into the guided mode propagating upward is then maximal,
and is defined as,

β↑ =
1
2

β (1+ |rb|)2

1+β |rb|
. (C.2)

Here, β = Γ∞
HE11

/(Γ∞
HE11

+ γ∞) is the fraction of SE coupled to the guided modes
(propagating upward and downward) in an infinite wire. In the following, Γ∞

HE11
, γ∞ and

rb are computed with a Fourier modal method [189]. Γ∞
HE11

and γ∞ strongly depend on the
wire diameter and on the QD position within the nanowire section [75].

Table C.1 Photonic properties of the different designs. (⋆) This value includes the 7 %
transmission loss associated with a 10 nm gap.

QD location
Standard Needle Suspended Decoupled
antennas + shell trumpet top taper

d/λ − 0.23 0.24 0.25 0.20
|rb|2 − 0.91 0.91 0.41 0.91
Γ/Γbulk on-axis 1.74 1.65 1.47 1.13
Γ/Γbulk on-sidewall 0.33 0.37 0.33 0.24
β↑ on-axis 0.95 0.89 0.80 0.85⋆
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C.2 Photonic properties of the devices

Considering a free-space operation wavelength λ = 900 nm, Table C.1 summarises the
main photonic properties of the five devices. It first shows the total SE rate normalised to
the bulk reference value, Γ/Γbulk, for on-axis and on-sidewall QDs. Γ is used to compute
the photon indistinguishability (we use a reference Γbulk = 1 ns−1). The table also shows β↑
for on-axis emitters. Importantly, the three last designs, which largely suppress the impact
of nanowire vibrations, preserve large β↑ (> 0.8), and thus large collection efficiency.



Appendix D

Population dynamics of the exciton and
biexciton

To be able to model the dynamics of QD emission we assume that the time taken to generate
charges in the system is short in comparison to the radiative recombination time. We
therefore set the initial condition of the system depending on the pumping power, and then
leave the system to decay from the initial state.

We begin by making two hypotheses in order to define the charge state of the system as
a function of pumping power. The hypotheses are, that the QD captures only electron-hole
pairs (excitons) and not individual charge carriers, and that the carrier-capture process is
random, which is independent of the presence of other charges, and the Coulomb interactions
between charges is considered to be negligible. This entails that the number of generated
excitons varies linearly with the pumping power. The probability that a QD will capture n
excitons ensues from Poissonian statistics,

p(n) =
⟨n⟩n

n!
e−⟨n⟩, (D.1)

where ⟨n⟩ is the average number of excitons generated, which depends on the exciting
power, and may be written as the ratio (P/P0) of the pumping power P over the power
P0 needed to inject one electron-hole pair into the QD. P0, also referred to as the power
required to saturate the QD, charaterises the absorption of the system.

We consider the QD to be a simplified 3-level system, that consists of a relaxed or
ground state (|G⟩), the exciton state (|X⟩), and the biexciton state (|XX⟩), as shown in
Fig. D.1.

The initial population of the excitonic state as a function of pumping power, correspond-
ing to the probability that a QD will trap at least one electron-hole pair, can be expressed
as,

p0
X ∝ p(1) =

P
P0

e−
P
P0 . (D.2)
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 | X  
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〉
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XX 

Fig. D.1 Representation of a QD as a simplified 3-level system, where |G⟩ represents the
ground state, |X⟩ is the exciton state, and |XX⟩ is the biexciton state. γX and γXX are
respectively the recombination rates of the exciton and the biexciton.

Similarly the population for the biexcitonic state, which corresponds to the probability
that the QD will trap at least two electron-hole pairs, can be written as,

p0
XX ∝ p(2) =

1
2

(
P
P0

)2

e−
P
P0 . (D.3)

The dynamics of the system may be computed from the following system of equations,

d
dt

pXX(t) =−γXX ppXX(t),

d
dt

pX(t) = γXX ppXX(t)− γX pX(t),

d
dt

pG(t) = γX pX(t).

This system can be solved analytically and the expression for the temporal evolution of
the population in the excitonic state as a function of the emission rate of excitons (γX ) and
biexcitons (γXX ), may be expressed as follows,

pX(t) = p0
X e−γX t + p0

XX
γXX

γX − γXX
(e−γX t − e−γXX t). (D.4)

From the equation above, we can deduce that, at low excitation power (P << P0), the
population of the biexcitonic state is negligible, in comparison to that of the excitonic state.
The population decay is dictated by a mono-exponential trend. As the pumping power
increases, so does the contribution of p0

XX which gives rise to a leading rise time in the
temporal distribution of a decay time measurement. This rise time corresponds to the time
taken for the biexciton to exciton transition.
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