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Résumé : La circulation des masses d'air à grande 

échelle domine au premier ordre le climat européen, 

mais elle n’explique pas à elle seule l’ensemble de la 

variabilité des températures et des précipitations. Au 

second ordre, cette variabilité dépend de processus 

de petite échelle via la couche limite atmosphérique 

et le bilan d’énergie à la surface (SEB), qui dépend lui-

même en grande partie du rayonnement et donc des 

propriétés des nuages.  

Ce travail consiste à développer une méthode 

(OTEM) pour estimer les termes contrôlant les 

variations horaires de température à 2 m à l’échelle 

locale à l’observatoire francilien du SIRTA, en 

s’appuyant quasiment uniquement sur des 

observations, grâce au jeu de données SIRTA-ReOBS. 

Les contributions de ces termes ainsi que leur 

importance (estimée à l’aide de la méthode des 

forêts aléatoires) sur les variations de températures  

sont détaillées, avec une attention particulière sur 

le rôle des nuages.  

La méthode développée est aussi appliquée au site 

de la Météopole à Toulouse pour comprendre 

comment les conditions spécifiques locales 

affectent chacun des termes impliqués. De plus, la 

variabilité de ces termes en fonction des conditions 

de circulation de l’air à grande échelle en séparant 

nos résultats en fonction des régimes de temps 

nord-atlantique est analysé. Cette méthode peut 

aider à améliorer les paramétrisations déjà 

existantes des termes SEB, ainsi qu’à faire une 

comparaison entre les simulations climatiques 

régionales multi-modèles pour évaluer si les 

modèles sont capables de bien reproduire ces 

comportements, et les améliorer. 
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Abstract: Large-scale air mass circulation dominates 

the European climate at the first order, but it does not 

explain by itself all of the temperature and 

precipitation variability. At the second order, this 

variability depends on small-scale processes via the 

atmospheric boundary layer and the surface energy 

balance (SEB), which itself depends largely on 

radiation and thus on cloud properties. 

This work consists in developing a method (OTEM) to 

estimate the terms controlling the hourly 

temperature variations at 2 m at the local scale at the 

SIRTA observatory in Paris, relying almost only on 

observations, thanks to the SIRTA-ReOBS dataset. 

The contributions of these terms as well as their 

importance (estimated using the random forest 

method) on temperature variations are detailed, with  

a particular focus on the role of clouds. 

The developed method is also applied to the 

Meteopole site in Toulouse to understand how the 

local specific conditions affect each of the involved 

terms. Furthermore, the variability of these terms as 

a function of large-scale air circulation conditions 

by separating our results into North Atlantic 

weather patterns is analyzed. This method can help 

to improve the already existing parameterizations 

of the SEB terms, as well as to make a comparison 

between multi-model regional climate simulations 

to assess whether the models are able to reproduce 

these behaviors well, and improve them. 
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Résumé 

La dynamique de grande échelle domine au premier ordre les variations de 

température de surface et les conditions atmosphériques en Europe occidentale. 

Cependant, cette circulation des masses d'air à grande échelle n’explique pas à elle 

seule l’ensemble de la variabilité des températures et des précipitations. Au second 

ordre, cette variabilité dépend de processus de petite échelle via la couche limite 

atmosphérique et le bilan d’énergie à la surface (SEB), qui dépend lui-même en grande 

partie du rayonnement et donc des propriétés des nuages.  

L'objectif de cette thèse est de mieux comprendre les processus locaux et leur influence 

sur la variabilité climatique locale, avec une attention particulière sur le rôle des nuages.  

Pour cela, le premier objectif est de quantifier la contribution locale spécifique des 

principaux termes du SEB et de l’advection de l’air agissant sur les variations de 

température à court terme (i.e. horaire) en Ile de France, et de déterminer leur 

importance et les conditions dans lesquelles l’un ou l’autre de ces termes sera 

prépondérant. Les cinq termes agissant sur les variations de température sont le 

rayonnement (que l’on peut séparer en contribution du ciel clair et des nuages), 

l'échange de chaleur avec l’atmosphère, l'échange de chaleur avec le sol, et l'advection 

de température. Nous développons le modèle OTEM qui permet d’estimer ces termes 

en s’appuyant quasiment exclusivement sur des observations, grâce au jeu de données 

SIRTA-ReOBS. Nous montrons que la somme de ces cinq termes donne une bonne 

estimation des variations horaires de température réelles. La contribution de chacun 

des termes en fonction de la saison et pour le jour et la nuit montre que le terme 

radiatif du ciel clair contribue le plus aux variations de température, et que les autres 

quatre termes agissent donc comme modulateurs. De plus, le poids de chaque terme 

du SEB sur les variations horaires de température est analysé à l'aide de la méthode 

des forêts aléatoires, dont le principal avantage est sa capacité à traiter des milliers de 

variables d'entrée et identifier les plus significatives. Cette analyse a montré que quelle 

que soit la saison, les nuages sont le principal modulateur de l’effet du soleil sur les 

variations de température en une heure pendant la journée (même si c’est e terme 

radiatif ciel clair qui contribue le plus en termes de magnitude aux variations horaire 

de la température), et ils dominent complètement pendant la nuit. Le terme d’échange 

de chaleur avec l’atmosphère devient aussi important en fin d’après-midi quand la 

turbulence à la surface est maximale et la hauteur de la couche devient maximale.  

Le deuxième objectif est l’étude du rôle spécifique des nuages dans les variations de 

température. Pour cela, d'autres observations incluant des profils lidar ont été utilisés, 

exclusivement dans des conditions nuageuses. Plusieurs cas ont été créés à partir de 

l’effet radiatif des nuages pendant le jour et la nuit pour (i) mieux comprendre 

comment ils affectent l’état de l’atmosphère et donc des autres variables à la surface, 
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et (ii) caractériser le type des nuages prédominants en fonction de leur effet radiatif. 

Une prédominance de nuages hauts est trouvée au SIRTA, et est en partie liée à la 

position géographique de l'observatoire puisqu'il est situé dans une zone où l'air chaud 

et humide provenant de l'océan Atlantique peut rencontrer les masses d'air froid et sec 

provenant de la région sibérienne. Cette rencontre des masses d'air (que ce soit l'air 

chaud qui rencontre l'air froid ou l'inverse) tend à former principalement des nuages 

de haute altitude.  

Finalement, nous étudions la variabilité des résultats obtenus précédemment : (1) 

variabilité spatiale en appliquant la même méthode au site de la Météopole à Toulouse 

pour comprendre comment les conditions spécificités locales affectent la contribution 

et l’importance de chacun des termes impliqués dans les variations de température de 

surface ; (2) variabilité en fonction des conditions de circulation de l’air à grande échelle 

en séparant nos résultats en fonction des régimes de temps nord-atlantique.   
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Abstract 

Large-scale dynamics dominate the surface temperature variations and atmospheric 

conditions in Western Europe at first order. However, this large-scale air mass 

circulation alone does not explain all the temperature and precipitation variability. At 

the second order, this variability depends on small-scale processes via the atmospheric 

boundary layer and the surface energy balance (SEB), which itself depends largely on 

radiation and thus on cloud properties.  

The objective of this thesis is to better understand local processes and their influence 

on local climate variability, with a particular focus on the role of clouds.  

To this end, the first objective is to quantify the specific local contribution of the main 

SEB and air advection terms acting on short-term (i.e. hourly) temperature variations in 

Ile de France, and to determine their importance and the conditions under which one 

or the other of these terms will be dominant. The five terms acting on temperature 

variations are radiation (which can be separated into clear sky and cloud contribution), 

heat exchange with the atmosphere, heat exchange with the ground, and temperature 

advection. We develop the OTEM model which allows us to estimate these terms 

almost exclusively from observations, using the SIRTA-ReOBS dataset. We show that 

the sum of these five terms gives a good estimate of the real hourly temperature 

variations. The contribution of each of the terms as a function of season and for day 

and night shows that the clear-sky radiative term contributes the most to the 

temperature variations, and that the other four terms therefore act as modulators. In 

addition, the weight of each SEB term on hourly temperature variations is analyzed 

using the random forest method, whose main advantage is its ability to handle 

thousands of input variables and identify the most significant ones. This analysis 

showed that whatever the season, clouds are the main modulator of the sun's effect 

on hourly temperature variations during the day (even though it is the clear sky 

radiative term that contributes most in terms of magnitude to hourly temperature 

variations), and they completely dominate during the night. The heat exchange term 

with the atmosphere also becomes important in the late afternoon when the surface 

turbulence is maximum and the layer height becomes maximum.  

The second objective is to study the specific role of clouds in temperature variations. 

For this purpose, other observations including lidar profiles have been used, exclusively 

in cloudy conditions. Several cases have been created from the radiative effect of 

clouds during the day and night to (i) better understand how they affect the state of 

the atmosphere and thus other variables at the surface, and (ii) characterize the type 

of predominant clouds according to their radiative effect. A predominance of high 

clouds is found at SIRTA, and is partly related to the geographical position of the 

observatory since it is located in an area where warm and humid air from the Atlantic 

Ocean can meet cold and dry air masses from the Siberian region. This meeting of air 

masses (whether warm air meets cold air or the reverse) tends to form mainly high-
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level clouds.  

Finally, we study the variability of the results obtained previously: (1) spatial variability 

by applying the same method to the Météopole site in Toulouse to understand how 

local specific conditions affect the contribution and importance of each of the terms 

involved in the surface temperature variations; (2) variability as a function of large-scale 

air circulation conditions by separating our results as a function of North Atlantic 

weather patterns.   
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INTRODUCTION 

Regional climate variability is at first order driven by large-scale atmospheric 

conditions. In Western Europe, the North Atlantic Oscillation (NAO; Trigo et al., 2002), 

which is associated with the locations and intensities of the centers of the Iceland low 

and the Açores high pressures, controls the air mass advection over western Europe 

and explains a large part of weather variability. Extreme events and temperature 

anomalies are generally not exclusively explained by the presence of these large-scale 

air mass circulations (Vautard and Yiou, 2009). Indeed, synoptic and meso-scale 

atmospheric processes have been previously studied to explain interannual 

temperature changes in some parts of Europe (Efthymiadis et al., 2011; Xoplaki et al., 

2003), or even precipitation occurrence (Xoplaki et al., 2004a; Bartolini et al., 2009). It 

is, therefore, necessary to consider small-scale processes such as surface-atmosphere 

interactions and cloud processes to better explain 2 m temperature variations (e.g. 

Chiriaco et al., 2014).  

Temperature variations at 2m are related to the Surface Energy Balance (SEB) following 

surface-atmosphere interactions and solar radiation (Wang and Dickinson, 2013) that 

are separated into different components: latent and sensible heat fluxes, ground heat 

flux, and atmosphere radiation. Air advection also take part to this local variability. 

Studies have been made to parametrize these terms when direct measurements are 

not available (Miller et al. 2017; Arnold et al. 1996) but their exact contribution is 

uncertain. Depending on the time-scale considered, the importance of each SEB term 

on temperature variations will change (Bastin et al. 2018; Ionita et al. 2015).    

The first objective of this thesis is to quantify the specific local contribution of the 

primary SEB terms (together with advection contribution) acting on short-term (i.e. 

hourly) temperature variations in a Western European location and to determine their 

importance and the conditions when a certain term predominates over the others, 

based on a simple linear model. The current study is inspired by Bennartz et al. (2013) 

who implemented a temperature variation model to study the influence of low-level 

liquid clouds on the ice surface melt period in July 2012 over the Arctic, by estimating 

all of these SEB terms for a case study. Here, the same approach is used for a different 

location near Paris and on a long-time period to get robust statistics. To do so, the 

study is based on direct measurements from the SIRTA-ReOBS dataset (Chiriaco et al., 

2018), which includes many variables collected since 2002 at SIRTA (Site Instrumental 

de Recherche en Télédetection Active; Haeffelin et al. 2005), an observatory located in 

a semi-urban area in the Southwest of Paris, France. This dataset is well suited to the 

current study objective because: (i) it allows the use of a multi-variable synergistic 

compilation to study and compare different characteristics of the atmosphere or the 

surface (e.g. Bastin et al. 2018; Dione et al. 2017; Cheruy et al. 2013, Chiriaco et al., 

2014), (ii) it is located in Western Europe and allows access to the hourly time scale, i.e. 
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the scales of the local processes of the current study. The SIRTA-ReOBS dataset enables 

the development of a model (called OTEM in the following manuscript) to estimate all 

the terms involved in the 2 m temperature variation. Indeed, the use of OTEM in the 

current study considers all the variables acting within the ABL and controlling 2 m 

temperature variations, all of them estimated almost exclusively from surface-based 

observations. Thus, it allows to study separately the influence of each SEB term in a 

local scale. This allows to have a realistic and reliable estimation of the contribution of 

each term (radiative fluxes, turbulent heat fluxes, etc.) on hourly temperature variations, 

based among other things on a random forest analysis. Since the SEB terms and 

advection depend on local conditions, the spatial and temporal variability of these 

terms is analyzed, based on a weather regime analysis and another dataset from an 

observatory located in Toulouse. 

Actually, clouds are well known to play a direct role and to modify directly 2 m 

temperatures and other near-surface variables in multiple time-scales (Parding et al., 

2014; Broeke et al., 2006a; Kauppinen et al., 2014). Hence the second objective of this 

thesis is to understand the specific role of clouds and their associated characteristics 

on hourly temperature variations. Indeed, the influence of clouds on the temperature 

at the surface can vary depending on their physical properties and the altitude where 

they are formed (Hartmann et al., 1992; Chen et al., 2000). In general, low-level clouds 

tend to cool the surface, whereas high-level clouds, such as cirrus clouds, tend to warm 

it by absorbing a significant amount of Earth’s outgoing radiation. The average 

contribution of clouds is to decrease the 2 m temperature, combined with the damping 

effects of soil moisture, by reflecting the solar radiation to space. But their damping 

effects vary depending on the season and by time of day. For instance, the decrease in 

2 m temperature is the highest in fall in northern mid-latitudes for specific cases when 

precipitation is not significant (Dai et al. 1999). The local contribution of clouds to 

temperature variations is thus an important topic, to assess how this intake affects local 

climate variability and extreme local events, such as the extreme heatwave and drought 

during summer in EU in 2006 (Chiriaco et al., 2014; Rebetez et al., 2009) or the sudden 

melt of the ice sheet in Greenland on July 2012 (Bennartz et al., 2013). Several studies 

were made primarily focusing on the large scale effects of clouds on the radiative 

energy balance on a global scale, either at the top of the atmosphere (Arkin and 

Meisner, 1987; Raschke et al., 2005; Dewitte and Clerbaux, 2017; Willson et al., 1981; 

Allan et al., 2014; Cherviakov, 2016) or at the surface (Wild et al., 2015; Hakuba et al., 

2013; Wild, 2017) or both at the same time (Hartmann, 1993; Kato et al., 2012; Li and 

Leighton, 1993). However, studies investigating their impact on a smaller local scale are 

still lacking, due to the limited availability of reliable field observations. 

In addition, clouds are the main source of uncertainty for climate models (Dufresne and 

Bony, 2008; Vial et al., 2013; Nuijens et al., 2015; Sherwood et al., 2014; Watanabe et 

al., 2012; Yao and Cheng, 2012; Brient et al., 2016). Actually, there is a lack of data on 

clouds from the pre-industrial era, before pollution, and no comparison between these 
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and the current clouds could be done to analyze their temporal evolution on a larger 

scale. Also, models have difficulties to simulate correctly the clouds properties: the 

calculation grid in the models is usually too large (~km), yielding to a problem with 

relative humidity. In reality, the condensation appears at a much smaller scale than that 

of the calculations and clouds can form and dissipate in smaller scales (~m) and the 

models are not able to well simulate this pattern. Furthermore, the main issue relies on 

considering the atmospheric motions, precipitations and cloud radiation that interact 

simultaneously to form clouds, and at the same time conditionate their radiative 

effects. It is therefore important to study how clouds interact with other variables 

through processes, depending on their radiative effects on a local scale, and 

characterizing them using active instruments which is done in this thesis.  

To summarize, the objective of this thesis is to study the role of clouds and local 

processes on temperature variability by analyzing multi-variables observations. 

To answer this question, this manuscript consists in five chapters. The first chapter 

introduces the general scientific context of the study by firstly focusing on large scale 

circulation processes controlling at first order temperatures in Europe, and then a 

second part explaining why it is important to study smaller-scales processes and 

surface-atmosphere interactions to better explain temperature variability near the 

surface. A section is consecrated to present clouds properties and characteristics, and 

their influence on these small-scale processes. The second chapter presents the 

observational datasets used in this thesis to develop a ground-based observational 

model to estimate hourly temperature variations in a local scale, for two different 

observatories in France. Then, we describe how the different terms acting on hourly 

temperature variations (and thus involved in our model) are estimated, along with a 

brief presentation of the machine learning method (the random forest) used to 

evaluate their importance.  The third chapter is consecrated on a first part to evaluate 

how well the model previously developed fits the hourly observations, based on 

statistics. On a second part, the contribution of each term is estimated from a monthly-

hourly and annual cycle perspective, as well as their importance under different 

conditions by performing the random forest method. The fourth chapter focuses on 

a study about the specific role of clouds on 2 m temperature variations and on different 

standard meteorological variables. This evaluation is done partly based on lidar profiles 

analysis. In the fifth chapter, the variability of the terms controlling 2 m temperature 

variations are studied based on a weather regime analysis and on comparisons 

between two sites, in order to assess how specific local and weather conditions affect 

their contributions. Finally, a conclusion summarizes the main results obtained in this 

thesis and provides perspectives opened by this work.    
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1 CHAPTER 1: DESCRIPTION OF THE DIFFERENT COMPONENTS THAT 

INFLUENCE THE LOCAL TEMPERATURE  

INTRODUCTION 

The objective of this thesis is to study the role of clouds and surface processes on local 

temperature variability based on the analysis of multi-variables observations. This 

chapter introduces the scientific context and presents the different components that 

influence the local temperature variations. The first part consists of a brief explanation 

on European climate and how large-scale atmospheric processes control in first order 

surface1 temperature but do not explain by themselves temperature variability and 

extreme events. Then, a special focus on small-scale atmospheric processes is 

addressed, and each of the terms acting on surface-atmosphere interactions is 

introduced. A focus on clouds and their physical properties is addressed, since we will 

show in this work that they are the main modulator of the sun effect on temperature 

control at small time scale, but also because they represent the main source of 

uncertainty in the future temperature forecast.   

 

1.1 EUROPEAN CLIMATE: REGIONAL-SCALE PROCESSES 

Depending on the area of study, different atmospheric large-scale processes control at 

first order climate and surface temperature variations and anomalies in Western 

Europe, and these large-scale circulations are linked to pressure systems that are 

dominated by the Atlantic Ocean (Xoplaki et al., 2004a; Vihma et al., 2020; Tomczyk et 

al., 2019; Klavins and Rodinov, 2010). A marine climate is then associated in this area 

since it is mostly the Ocean that modulates temperatures and controls moisture 

availability in the troposphere (Palter, 2015). Indeed, Western Europe is located in a 

transition zone where the warmer air masses coming from the Sahara Desert meets the 

cooler and drier air masses from the Siberian Anticyclone along with the mild and 

humid westerly flows coming from the Atlantic Ocean. The encounter of these air 

masses creates low-pressure in the Scandinavian zone and high-pressure in the Azores 

islands, and the North Atlantic Oscillation (NAO; Trigo et al., 2002; Hurrell et al., 2003) 

weather phenomenon is established, controlled by the difference of atmospheric 

pressure level between these two zones. Therefore, two phases are defined based on 

an index function of this pressure difference: (1) a negative phase characterized by a 

low difference of pressure between the Arctic and the subtropical Atlantic basin, that 

brings moisture over low-latitudes and the Mediterranean and dry conditions over 

                                              

1 Surface temperature refers in this thesis to the air temperature at 2 m. 
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North Europe (Figure 1-1a). (2) A positive phase generated when the two pressure 

centers are intensified and thus enhancing storms and heavy rains in North Europe 

whereas a dry zone is established at the south (Figure 1-1b). Thus, the NAO is 

responsible in large changes in surface air temperature, winds, precipitations and 

moisture over the Atlantic region, in winter and summer seasons (e.g. Peings and 

Magnusdottir, 2014; Gastineau et al., 2013).   

 

Figure 1-1: Explanatory diagram of the (a) negative and (b) positive phases of the North 

Atlantic Oscillation. This figures is extracted from Moura et al. (2017).  

Since the upper air circulation is constantly changing between each season, the centers 

of actions of low- and high-pressure systems undergo significant spatial variations all 

over Western Europe. In order to anticipate the evolution of this atmospheric 

circulation and characterize its main features, four different patterns or regimes are 

established which will condition the weather over Europe in winter or summer. Each 

regime can last from 2-3 days up to 3 weeks (Matsueda and Palmer, 2018). Two of 

them are actually the two phases of the NAO, a third one is the Atlantic ridge which 

displays a strong anticyclonic ridge over North Europe, and the last one is an 

anticyclonic blocking between Greenland and Scandinavia (Figure 1-2). Once again, 

European climate weather is then mainly driven by the NAO and these two other 

weather regimes, which conditionate weather and climate conditions (e.g. Rojas et al., 

2013; Raymond et al., 2018; Sanchez Gomez and Terray, 2005).  

They are also related to some warming stratospheric events that influence low 

tropospheric and surface variables (e.g. Domeisen et al., 2020). These weather regimes 

affect also the production of energy since they control wind speed and solar power 

production, and their study remain crucial in order to guarantee a continuous energy 

supply, as shown by Wiel et al. (2019) who assessed the influence of these four regimes 

on the European energy sector and production  during winter.  
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Figure 1-2: European weather regimes calculated from the daily potential height data 

at 500 mb isobaric level obtained from a combination of ERA40 and ERA-Interim for the 

period 1957-2014. The four regimes are the positive (upper left) and the negative (lower 

right) phases of the NAO, the Scandinavian blocking (upper right) and the Atlantic Ridge 

(lower left). This figure is extracted from Fabiano et al. (2020). 

Winter and summer present then some defined weather regimes in Europe at mid-

latitudes, but fall and spring are also important seasons with their weather tendencies. 

These last two seasons are known to be seasons of transition in mid-latitudes as they 

still present patterns of the season before while they also give a glimpse of the season 

to come. This is the reason why weather conditions vary faster than during summer 

and winter and thus weather regimes are not established for spring and fall. 

Furthermore, the rapid change of water vapor content in the troposphere (the lowest 

layer of Earth’s atmosphere) during these two transition periods is a key element on 

determining weather and near-surface temperature extreme values, as shown by Betts 

(2011) in New England, Canada. Indeed, water vapor has an important greenhouse 

effect and can control the radiative cooling of the surface during the night, and its 

amount is mostly controlled by the vegetation, which happen to change drastically 

during spring (when the leave-out processes occur) and fall (when photosynthesis is 

“shut down”).     
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1.2 SMALLER LOCAL SCALE CHARACTERISTICS INVOLVING TEMPERATURE 

VARIATIONS 

 

The large-scale circulation of air masses cannot explain all the time by itself all the 

variability detected in temperatures and precipitations. In fact, surface temperatures in 

smaller time scales (less than a day) are highly influenced by other factors, such as 

clouds,  turbulent heat fluxes and wind advection (Offerle et al., 2007; Fischer et al., 

2012). Indeed, it has been shown that temperature extremes are more and more 

influenced by other variables such as soil moisture (Fischer and Schär, 2008), or aerosol 

presence (Barnett et al., 2006).  Therefore, the study and characterization of such factors 

and the area where they have to be considered is essential to understand temperature 

variability. These different factors are presented in the following section. 

 

1.2.1 The Atmospheric Boundary Layer 

Processes that drive surface temperature occur within the atmospheric boundary layer 

(ABL). The Earth’s surface then acts as the bottom boundary of the atmosphere and the 

portion most affected by this boundary is known as the ABL and thus it is the lowest 

portion of the atmosphere, being an important element to study climate, weather and 

air quality. This layer is responding to surface processes at short time-scale. The ABL 

upper limit is where a very stable layer known as the capping inversion (Deardorff, 

1979) is established, where all the turbulence and moisture from the surface is trapped, 

limiting their intrusion in the free atmosphere (the layer that is not directly affected by 

these surface processes) (Figure 1-3 and Figure 1-4).  Turbulent fluxes, heat exchange 

and friction occur thanks to the presence of this bottom boundary and to the presence 

of external forcings, and the fluxes developed are gradually dispersed horizontally and 

vertically as the day goes on, and they will govern the thickness of the ABL, which can 

range from some meters up to 2 km, with mean values ranging from 1 to 2 km for the 

mid-latitudes. Depending on the site, ABL thickness can reach greater values, as shown 

by Korhonen et al. (2014) who found values of the ABL above 3.5 km measured with 

radiosoundings in an eastern region in South Africa, a zone characterized with strong 

convective conditions.  
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Figure 1-3: Vertical cross section of the Earth’s atmosphere showing the two layers in 

the troposphere. This figure is extracted from Wallace and Hobbs (2006). 

The main factor controlling ABL development is the solar radiation, which also controls 

the development of turbulent heat fluxes and transpiration from plants. Therefore, the 

boundary layer is not the same during day and nighttime. In high-pressure systems, 

thanks to subsidence of air, shallower boundary layers are established and the air is 

moved out towards lower pressure systems. In these systems, the upward motions and 

heat exchange carry this boundary layer air away from the surface to higher altitudes. 

Concerning its development, boundary layer height is quite difficult to estimate in 

these conditions, and thus the approximation of cloud-base (Stull, 1988) is used as the 

threshold of the ABL. Based on this criterion, the ABL thickness is actually thinner in low 

pressure systems than in high pressure ones. During daytime, the ABL has a very clear 

structure evolving – most of the time – with the diurnal cycle of solar radiation. On the 

contrary, the absence of solar radiation and the radiative cooling of the surface 

occurring during nighttime enhance the surface to be cooler than the air above and 

thus creating a so-known stable boundary layer (Caughey et al., 1979; Nieuwstadt, 

1984). 

Figure 1-4 presents a schematic – and idealized – boundary layer structure in a high-

pressure region with fair-weather conditions. In such case, the ABL has a well-defined 

structure evolving with the diurnal cycle: 

- During the day when solar radiation occurs, a mixed layer is developed and con-

trolled by convection, which starts forming soon after the sunrise and reaching 

its maximum height in the late afternoon. At this time, the surface warms and it 

warms the air above it, creating thermals of warm air rising from the ground and 

transferring heat energy vertically.  

- When sunset arrives, turbulence and thermals cease to form, and a so-called 

residual layer is set, which variables stay the same as those of the recently mixed 

layer. This residual layer is neutral, the turbulence in it is almost equally in all 

directions and does not have direct contact with the surface.   



 

23 

 

- At night, the bottom part of the residual layer that is in contact with the surface 

is transformed in a stable layer. The air becomes statically stable and it tends to 

suppress the turbulence, thus only some weak turbulence is presented at this 

time. The stable boundary layer is hard to measure since it has a poorly defined 

top which makes it hard to separate it from the residual layer.  

- A surface layer appears in generally at the 10% of the boundary layer, either if it 

is a mixed or a stable one. Therefore, this layer is the lowest part of the ABL. In 

this layer, turbulence varies less than 10% of its magnitude.  

  

 

Figure 1-4: Schematic atmospheric boundary layer structure over land in high pressure 

systems. This figure is extracted from Stull (1988). 

When considering a weak horizontal wind during daytime, temperatures are warmer 

and weather conditions are more unstable than during nighttime, thanks to the 

changes of temperature, humidity and winds near the surface which are governed 

themselves by ABL physics. In this case, the ABL is unstable, the surface is warmer than 

the air aloft and turbulence is quite rapid between the surface and the air (time-scale 

of turbulence exchange about 30 min or less). On the other hand, nights are 

characterized by being cool and calm in non-windy conditions, with no (or just a few) 

turbulence developed, and the surface is colder than the air aloft, which the ABL is said 

to be stable at this time. These day and nighttime conditions can change and be 

affected by the increase in horizontal wind speed. Indeed, a so-called neutral boundary 

layer is rarely detected (Arya, 1988) but it is during overcast skies and windy conditions 

that it can be formed.   

Different methods and approaches have been developed to estimate the thickness of 

the ABL from observations for both day and nighttime all over the world. These 
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methods are applied to different type of measurements such as radiosondes (e.g. 

Pietroni et al., 2012), anemometers (e.g. Choi et al., 2011), or other remote sensing 

instruments such as radars (e.g. Lange et al., 2015) and lidars (e.g. Vivone et al., 2021; 

Kotthaus and Grimmond, 2018a, b; Haeffelin et al., 2012; Dang et al., 2019; Manninen 

et al., 2018; Toledo et al., 2014; Luo et al., 2014). A global estimation of the ABL 

thickness is very little available because these methods are very localized and realized 

over a short period of time (from some months to some years). Therefore, the scientific 

community is now focusing on larger-scale studies and conceiving new methods to the 

ABL height retrieval (e.g. Cimini et al., 2020; Barlow et al., 2017).     

The difficulty of measuring the ABL relies sometimes on the vertical resolution of the 

instrument used for this purpose. For instance, Hennemuth and Lammert-

Stockschlaeder, (2006) were not able to determine ABL height during nighttime 

because it was below the range of the lidar used for that study. Other cases are difficult 

to retrieve because the real ABL height is not distinguishable from the other aerosols 

top-layers heights. Therefore, many methodologies, including e.g. surface turbulent 

heat fluxes, vertical humidity and wind speed profiles, are combined with lidar 

measurements to have the closest and realistic estimation of the ABL height and its 

diurnal growth.  

 

1.2.2 Vertical structure of temperature and other variables in the ABL 

It remains important to study the variables in the troposphere since their vertical 

structure and interaction among themselves control both ABL diurnal cycle and growth 

rate. Vertical mean profiles of some classical meteorological variables within the ABL 

are illustrated in Figure 1-5 when no external forcing due to advection or large-scale 

circulations are considered. During daytime (Figure 1-5a) temperature decreases with 

altitude, with a similar gradient as the one for the potential temperature within the 

surface layer and in the entrainment zone (i.e. the capping inversion zone during 

daytime) where an inversion of temperature is spotted (thus some methods for 

determining ABL are based on this criteria). Specific humidity also tends to decrease 

with altitude in the ABL until it remains constant in the free atmosphere. As expected, 

wind velocity profile increases with height until reaching the geostrophic wind speed. 

At night (Figure 1-5b), a temperature inversion near surface is generally observed 

within the so-called surface boundary layer, and above temperature decreases with 

height. Potential temperature and specific humidity both have very low values near the 

surface and increase on average all along the boundary layer with a stronger gradient 

in the residual layer. The wind vertical profile increases with height but with a lower 

gradient than during daytime due to the low turbulence that makes less effective the 

mixing of heat downward. 
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Figure 1-5: Vertical mean profiles of temperature (T), potential temperature (𝜃), specific 

humidity (q) and wind speed (V) for (a) day and (b) nighttime. FA stands for free 

atmosphere, EZ for entrainment zone, ML for mixed layer, SL for surface layer, CI for 

capping inversion, RL for residual layer, SBL for stable boundary layer, zi is the height of 

the capping inversion and Vg is the geostrophic wind. This figure is extracted from 

Wallace and Hobbs (2006). 

Other examples of vertical profiles were done by Chow et al. (2006) shown in Figure 

1-6, using radiosoundings launched at 15:08 UTC the 08/25/199 in the Riviera Valley in 

the Alps in Switzerland, with the objective to compare these measurements with two 

Large Eddy Simulations (LES) models. Note that despite the hour (13:08 LT), potential 

temperature follows a similar pattern as found during nighttime in Figure 1-5b. This 

pattern is linked to a stable atmosphere presented all that day, when a cold-air 

advection in the up-valley direction and subsidence of warm air from the free 

atmosphere prevents to a mixed-layer to form (Weigel et al., 2006; Weigel and Rotach, 

2004). On the contrary, specific humidity follows the average daytime vertical behavior 

with a strong negative gradient near the surface (dots in Figure 1-6, right).     

In this thesis, the ABL is a key parameter because it is within this layer that all the 

processes and variables controlling surface temperatures on smaller time scales occur, 

processes that are determined by the surface energy balance (SEB), which is defined in 

the next section.  

      



 

26 

 

 

Figure 1-6: Vertical potential temperature profile (left), wind speed (middle), and specific 

humidity (left) from radiosoundings (dots) launched at 15:08 UTC in the Riviera Valley in 

the Alps the 08/25/199, and two Large Eddy Simulations (dashed and solid line). This 

figure is extracted from Chow et al. (2006).   

1.2.3 Air advection 

Large-scale circulation conditions result locally in the advection of air. Thanks to the 

capacity of the air to hold and contain other substance properties, advection transports 

heat or other atmospheric physical quantities coming from larger-scale, such as 

turbulent heat fluxes (Sauter and Galos, 2016), humidity or aerosols (Belonenko et al., 

2018), passing them from one area to another. Over land-surfaces, advection plays a 

major role because it is responsible of transport of pollutants and dust coming from 

far (Ningombam et al., 2015; Jia et al., 2015; Solomos et al., 2018).  

Advection represents an important contribution to surface temperature, depending on 

the time-scale considered. Indeed, horizontal advection is responsible of both warm 

and cold temperature anomalies observed in Europe during blocking days in summer 

and winter from 1950 to 2012, as shown by Sousa et al. (2018). Furthermore, the 

transport of cold air could also trigger diabatic cooling and convective processes, 

especially in warm seasons, and thus reinforcing cold temperature anomalies.  

Therefore, air advection will play an important role in large-scale circulation processes, 

bringing warm or cold fronts, along with an impact on regional pressure systems, along 

with an important contribution to small-scale processes where this term will affect 

hourly temperatures and other surfaces processes.   

1.3 GENERAL DESCRIPTION OF THE SURFACE ENERGY BALANCE (SEB) 

As previously stated, some fluxes are developed in the bottom part of the ABL, with 



 

27 

 

temporal scale of associated processes ranges from some seconds up to several hours 

during the day. All the small-scale processes at the surface are related to solar radiation 

and advection of air.  

The Surface Energy Balance (SEB) describes the portioning of energy fluxes arriving and 

leaving the surface, over a specifically interval of time. It represents the exchange of 

energy between the Earth’s surface and the immediately overlaying atmosphere. These 

surface-atmosphere interactions within the ABL are essential elements of the climate 

system. For a given large-scale circulation condition, SEB controls the temperature at 

the surface and its diurnal cycle (Hartmann, 1994), depending on the amount of energy 

fluxes available.  The advection of air that depends on both this large-scale circulation 

and local environment, will play a more or less important role depending on the time 

scale considered.  

The amount of incoming solar radiation (the main source of energy to the Earth) varies 

as a function of Earth’s rotation and the zone of study, therefore the SEB at the tropics 

(where deep convective zones can develop) presents completely different values than 

those at mid or high latitudes.  

Over land, within the ABL, the fluxes are the radiation, the turbulent heat, and the 

ground heat. These fluxes and their intensity vary depending on the type of the 

vegetation, the type of the soil, cloud cover, and the presence of some aerosols such 

as dust. Figure 1-7 shows the different sources (i.e. fluxes) of contribution (over land) 

to the SEB, when an infinitesimally thin one-dimensional surface with no heat capacity 

is considered: 

- The radiative fluxes (FR) that include the shortwave (SW, spectral interval: 0.4 𝜇m 

to 4 𝜇m) solar radiation received at the surface and reflected by it (yellow arrows) 

and the longwave (LW, spectral interval: 4 𝜇m to 30 𝜇m) radiation emitted from 

the surface and received from the atmosphere emission (red arrows). 

- The turbulent fluxes (FA) defined as the sum of the sensible Fsens and latent Flat 

heat fluxes (green arrows). 

- The ground flux (FG) which is the heat flux into the ground measured from a 

certain depth to the top of the soil. 

Because we are considering an horizontal homogeneity, the advection of air (blue 

horizontal arrows in Figure 1-7) does not make part of the surface energy balance but 

it has to be considered to determine the surface temperature variation (cf. Section 

2.2.1.2.), hence it is added to the representation of Figure 1-7.  

The SEB represents the equilibrium between the loss and gain of energy at the surface, 

represented by this equation:  
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𝐹𝑅 + 𝐹𝐴 + 𝐹𝐺 = 0 (1.1) 

Where FR, FA, and FG could be either negative or positive, whether they are energy gains 

or losses. Indeed, during daytime, on average, the radiative fluxes are positive whereas 

the other surface fluxes act as modulators with a negative contribution to the SEB. On 

the contrary, during nighttime, the radiative fluxes are negative, the sensible and 

ground heat fluxes negative, and no latent heat flux is developed at this time.  

These fluxes are detailed in the following sub-sections.  

  

 

 

Figure 1-7: Contributions to the surface energy balance over land. FR is the radiative 

fluxes, FG is the ground heat conduction, FA is the surface heat fluxes with Fsens and Flat 

(sensible and latent heat fluxes, respectively) and Adv is advection. The radiative fluxes 

(yellow and red arrows) are set to be positive when arriving to the surface and negative 

when leaving it. On the contrary, for the latent and sensible heat fluxes and the ground 

flux, upwards arrows represent a positive sign whereas downwards arrows are for 

negative signs. Adv is set as a horizontal arrow since it does not play part of the SEB but 

rather on estimating temperature variations (cf. Chapter 2).  

1.3.1 Radiative fluxes 

As previously mentioned, the incident solar radiation, which is primarily modulated by 

the rotation of the Earth, is the main contributor to surface fluxes. The incident solar 

radiation received at the surface corresponds to an electromagnetic SW radiative 

component, and along with the LW infrared radiative component emitted by the 
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atmosphere and/or the Earth surface, they constitute the surface radiative fluxes. The 

net radiative flux at the surface is the difference between the radiative energy arriving 

and the one leaving the surface in these two wavelength bands: 

𝐹𝑅 = 𝐹𝑆𝑊
↓ − 𝐹𝑆𝑊

↑ + 𝐹𝐿𝑊
↓ − 𝐹𝐿𝑊

↑  (1.2)  

Where the upwards and downwards arrows represent the upwelling and downwelling 

radiation. This flux is known to be the external forcing of the SEB. An example of diurnal 

cycle of these radiative fluxes in fair weather conditions is shown in Figure 1-8. As 

expected, 𝐹𝑆𝑊
↓  is about 70% higher than 𝐹𝑆𝑊

↑  which is approximately the albedo of Earth 

surface. The upwelling and downwelling LW fluxes are by the same order of magnitude 

because they depend on the temperature of emission (Stefan-Boltzmann law) which is 

close between the surface (upwelling emission) and the low-atmosphere (downwelling 

emission). They also do not vary that much in time during clear-sky conditions, and the 

𝐹𝐿𝑊
↑  presents a peak almost at the same time than 𝐹𝑆𝑊

↓  because of the rapid response 

of the surface. 𝐹𝐿𝑊
↓  depends more on the air temperature and thus its peak is delayed 

and appears in the late afternoon. Finally, the sum of all these fluxes (black curve) 

follows a similar behavior as 𝐹𝑆𝑊
↓  with negative values during nighttime due to the 

absence of incoming solar radiation and LW cooling of the surface.  

If clouds were present, sudden variations of this FR flux would be observed because of 

both their albedo effect in the SW, and their LW emission.    

These radiative fluxes can be affected by multiple factors such as weather conditions 

(cloudy atmosphere), and the presence of aerosols. Markowicz et al. (2021) studied 

how aerosols affect the radiative fluxes at the surface in Poland in clear-sky conditions, 

proving that when an episode of high aerosol concentration is presented, net radiative 

fluxes decrease due to the reduction of incoming solar radiation, affecting also the 

turbulent surface processes. Some other aerosols have been proved to clearly affected 

this fluxes, such as dust (Gkikas et al., 2018; Fawole et al., 2019; Mallet et al., 2009) or 

burning plumes (e.g. Lisok et al., 2018). In addition, the presence of certain aerosols 

could provoke extreme anomalies of temperature by modifying the radiative surface 

budget, inducing a radiative warming in the ABL by absorption of solar radiation and 

contributing to further warming the surface, as shown in Péré et al. (2011). 
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Figure 1-8: Mean diurnal cycle of the contribution of 𝐹𝑆𝑊
↓  (red line), 𝐹𝑆𝑊

↑  (red dashed line), 

𝐹𝐿𝑊
↓  (green line), 𝐹𝐿𝑊

↑  (green dashed line) and 𝐹𝑅 (black line) radiative fluxes in clear-sky 

conditions. This figure is extracted from Wallace and Hobbs (2006). 

1.3.2 Turbulent heat fluxes 

The turbulence heat fluxes at the surface are the sensible and latent heat fluxes. 

Considering again that we are in a fair-weather situation with weak or no winds, these 

fluxes tend to follow the solar diurnal cycle (Stull, 1988; Malardel, 2009).    

1.3.2.1 Sensible heat flux 

The sensible heat flux is a response to surface warming due to incoming solar radiation. 

Indeed, as the surface warms, it tends to equilibrate its temperature with that in the air 

just above by removing the excess of heat and thus a sensible heat flux is developing. 

This turbulent flux can be directly measured with sonic anemometers that measure 

rapid fluctuations in temperature and vertical velocity, but these instruments are very 

vulnerable and expensive and thus this sensible heat flux is often estimated based on 

wind and temperature vertical profiles. Furthermore, Fsens diurnal values are affected in 

part by the soil properties, and its measurement with good accuracy in all conditions 

is challenging. In snow-covered surface for instance, Fsens remains low on average due 

to a stable atmosphere with very low surface temperatures along with a high heat 

capacity of snow (around 2100 J/kg/K). For such conditions, it remains quite difficult to 

measure Fsens and thus simulations considering turbulent transfer models previously 

developed which are adapted to specific snow conditions are used to determine this 

heat flux (Marks et al., 2008; Schlögl et al., 2018). On forest regions, the Bowen ratio 

(defined as the ratio of sensible and latent heat fluxes) is instead used to estimate this 

flux, on the hypothesis of knowing the other components of the SEB, as done by 

Maruyama and Segawa (2016). The latent heat flux is estimated by the difference 

between the radiative and ground fluxes, divides by the Bowen ration plus one. This 

method is widely used to estimate these turbulent fluxes because of its conceptual 
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simplicity, and therefore can be applied for different surface conditions, such as for 

Jegede et al. (2001) who used it in a tropical humid region. However, the most 

commonly method to measure this variable is the eddy covariance method (Foken et 

al., 2012), which consists on estimating the covariance between turbulent fluctuation 

of heat and moisture with respect to vertical wind velocity (Panofsky and Dutton, 1984).  

For nighttime cases, the sensible heat flux is usually negative because the ground is 

cooling and hence an opposite effect is seeing compared to daytime hours. Figure 1-9 

shows the mean diurnal cycle of the sensible (and latent) heat fluxes split into seasons, 

measured at the SIRTA observatory (refer to Chapter 2 for further details about these 

measurements). For all the four seasons, sensible heat flux has a clear diurnal cycle with 

a peak around noon, whose maximum values are found in spring and summer (Figure 

1-9b and Figure 1-9c, respectively). At night, it becomes on average negative and its 

magnitude does not seem to vary between the seasons. For winter (Figure 1-9a), Fsens 

remains very low with a maximal mean value not even reaching 50 W/m2.  

 

Figure 1-9: Mean diurnal cycle of the turbulent sensible and latent heat fluxes in the 

SIRTA observatory from 2003 to 2017, split into seasons.  

1.3.2.2 Latent heat flux 

This flux is defined as the sum of evaporation (bare soil) and transpiration (due to 

vegetation). If the surface is moist while it is warming during day, evaporation occurs 

removing the exceed of heat and a latent heat flux is then developed. Therefore, water 

vapor is transported from the surface to the atmosphere and thus this heat flux is 
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generally positive during day and negative during night when water vapor is 

condensing, but in Figure 1-9, we can see that at SIRTA this flux is on average positive 

also during nighttime.  

The mean diurnal cycle of the latent heat flux is the red line in Figure 1-9, which for this 

zone is higher than Fsens, especially in, but both mean diurnal cycles present a similar 

behavior mostly dominated by the solar incoming diurnal cycle (not shown).  At this 

site, this flux is on average positive during the night. 

 

1.3.3 Ground heat flux 

This FG flux is small compared to the other fluxes and is measured from certain depth 

(between 5 and 50 cm) to the top of the ground. It is quite hard to measure because it 

includes conduction heat transfer processes. 𝐹𝐺 is negative when the surface is warmer 

than the layers below (and thus cooling the surface) and positive when the opposite 

effect occurs (which generally occurs during the nights and contributes to warm the 

surface). Despite its really low value in magnitude (see Figure 1-11), this flux cannot be 

neglected in general circulation models (GCM). The type of soil and soil moisture will 

govern the magnitude of this flux since not all of them present the same properties 

and characteristics.  

Stull (1988) proposed a simple parametrization to estimate FG by assuming that it 

represents a certain percentage of the net radiative flux at the surface. He suggested 

that it represents a 10% of the total net radiative flux for daytime and a higher 

percentage of 50% for nighttime. Other simple parametrization is assuming FG 

equivalent to 30% of the sensible heat flux. Other more complex and detailed methods 

have been elaborated in the last decades whose application depends on the area of 

study, the type of soil and the time of the day. As for the variables used as inputs, some 

of the approaches use the soil temperature (Alvalá et al., 2002; Jacobs et al., 2011), 

others use the thermal diffusivity of the soil (Wang and Bou-Zeid, 2012), and others the 

turbulent sensible heat flux (Liebethal and Foken, 2007). At SIRTA, this flux and its 

contribution to temperature variation is not directly measured but another 

parametrization is used based on the temperature difference between the near-surface 

temperature and the temperature at a specific depth (see Chapter 2, Section 2.2.1.2. 

for further details). 

 

1.3.4 Diurnal and annual cycle of the SEB terms 

All the aforementioned terms are the main source of energy within the ABL. Their 

estimation methods vary depending on the zone, and the availability of observations 

as previously stated. Nevertheless, when observations are available, they can be 

estimated using direct measurement of each of these fluxes, as done for example by 
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Mauder et al. (2007) in Nigeria, and shown in Figure 1-10. This figure presents the 

diurnal values of each SEB term for three different days having different soil conditions 

(details are given in the figure caption). A negative daily cycle is found for the flux 

radiation for the three days (in their study, they consider the net flux radiation to be 

negative in the SEB equation) where cloudy conditions predominate, with some 

fluctuations on 03/03/2004 due to variations on cloud cover along the day. High soil 

moisture conditions (middle and right figures) enhances higher latent heat fluxes 

values than when the soil is dry and then sensible heat flux is higher (left figure), and 

then ground heat flux becomes the same order of magnitude than the sensible heat 

flux. 

The residual in Figure 1-10 is due to the fact that the sum of Fsens, Flat and FG is not 

exactly equal to FR (cf. Eq. 1.1), is the highest for 03/03/2004 when cloudiness varied 

during day hours. Indeed, this residual is known as the non-closure of the surface 

energy balance and is defined as the failure of the sum of the turbulent heat and 

ground fluxes to account for the available energy provided by the radiative fluxes. This 

non-closure may be due to a failure of the instrument’s measurements, the time-scale 

considered and the methods used to estimate each of these fluxes (e.g. Russell et al., 

2015; Leuning et al., 2012; Oncley et al., 2007) or even the wrong estimation of the air 

advection (Gao et al., 2017). Nowadays understanding the causes of this non-closure 

and how measures and parametrization can be improved remain a very important topic 

on the research community. 

 

Figure 1-10: Directly measured SEB terms at Ile-Ife, Nigeria, for the 02/23/2004 with 

low soil moisture and low nighttime water vapor (left), 03/03/2004 with high soil 

moisture and low nighttime water vapor (middle), and 03/06/2004 with high soil 

moisture and high nighttime water vapor (right). This figure is extracted and adapted 

from Mauder et al. (2007). 

Other example of typical diurnal cycle of these SEB fluxes (cf. Eq. 1.1) is given in Figure 

1-11 (left) when these fluxes represent a daily mean average on clear-sky conditions. 

This time the energy gain or loss is well partitioned among Fsens, Flat (the two being 
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positive), and FG (that remains small in comparison to the other fluxes and negative). 

The annual cycle of this surface fluxes estimated in the Arctic by Miller et al. (2017) is 

presented in Figure 1-11 (right). Due to the lack of observations at this zone, they 

performed different parametrizations (e.g. using the Richardson number for the 

turbulent heat fluxes) to estimate each of these fluxes. One clear difference between 

the daily cycles from Figure 1-10 and the annual ones in Figure 1-11 (right) is the order 

of magnitude of the fluxes. Indeed, the zone of study of Figure 1-11 (right) being the 

Arctic, barely sensible and latent heat fluxes developed because of the weak solar 

radiation (especially latent heat flux where nearly not evaporation at all occurred in this 

zone during all the year) and vegetation, thus the low values for all the surface fluxes. 

For winter in Figure 1-11 (right), sensible heat fluxes are higher than the other ones 

throughout all the year thanks to the presence of snow which happens to be even 

warmer than the surface and the layers immediately above.  

 

 

Figure 1-11: Diurnal cycle of the four SEB terms (FR in black, Flat in dashed blue, Fsens in 

red and FG in dashed brown lines) under clear-sky conditions (left). Annual cycle of the 

four SEB terms (FR in black, Flat in purple, Fsens in yellow and FG in red) (right). The figure 

on the left is adapted and extracted from Wallace and Hobbs (2006) and the one on the 

right from Miller et al. (2017).  

   

1.4 CLOUDS PROCESSES AFFECTING SEB 

As it is widely known, one of the most important factors controlling the incoming solar 

radiation at the surface are clouds, and their study and comprehension are increasing 

with the objective to have better estimate of their effect on SEB and radiative fluxes 

and consequently, improve forecasting models. In this section, we present clouds 

general influence on the SEB terms and then on surface temperature.    
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1.4.1 Types of clouds and their composition 

Clouds are defined as a set of either water droplets or ice crystals, or a mixture of the 

two of them. When this mass of air reaches the surface, it is not considered as cloud 

but as fog. Clouds form when water vapor condensates in the atmosphere. This 

condensation process occurs thanks to a decrease in pressure as the mass of moist air 

arises, letting it to expand and cooling adiabatically. The air therefore becomes 

supersaturated, and it condensates around soluble microscopic particles, the 

condensation nuclei.  

Clouds are mostly classified by the height on which their base is found, and at the same 

time, this height conditionate their composition and radiative effects. Figure 1-12 

presents a simple scheme of the different types of clouds that are found in the 

troposphere at mid-latitudes. Generally, low-level clouds correspond to heights 

between near-surface and 2 km, mid-level clouds between 2 and 7 km, and high-level 

clouds above 7 km. Because of their high altitude and then cold temperatures, cirrus 

clouds are composed by ice crystals, whereas low clouds such as stratocumulus or 

stratus contain water droplets. Clouds such as cirrocumulus can contain a mix of water 

droplets and ice crystal, but ice crystals tend to dominate their composition because 

of the evaporation of the water vapor presented in the droplets that later is deposited 

onto the ice crystals.   

 

Figure 1-12: Scheme of the various types of clouds presented in the troposphere. This 

figure is extracted from https://www.rochesterfirst.com/weather/weather-

glossary/cloud-index-defining-types-of-clouds-and-their-unique-characteristics/. 

Because of their difference composition, hereby are listed some typical clouds and their 

effects on the SEB and temperatures at the surface depending on their macro and 

https://www.rochesterfirst.com/weather/weather-glossary/cloud-index-defining-types-of-clouds-and-their-unique-characteristics/
https://www.rochesterfirst.com/weather/weather-glossary/cloud-index-defining-types-of-clouds-and-their-unique-characteristics/
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microphysical properties: 

- Stratocumulus clouds (classified as low-level clouds) are convective cloud sys-

tems, whose formation and development imply radiation and turbulence pro-

cesses as well as ABL physics occurring in large temporal scales (Wood, 2012), 

and thus they are coupled with the general circulation (Bretherton and Hart-

mann, 2009).  

- Cumulus clouds are boundary-layer clouds (i.e. low-level clouds) because they 

form just below the top of the ABL (Wallace and Hobbs, 2006), as seen in Figure 

1-4 in the afternoon, and therefore tend to cool the surface by reflecting solar 

incoming radiation back to the space. Indeed, their cloud cover varies rapidly in 

time, and diurnal variability of turbulent fluxes is more variable than when a 

stratocumulus convective cloud sets in the sky and do not allow these fluxes to 

well develop and they remain very low and constant along the day. Along with 

the stratocumulus, cumulus are the most frequent clouds for both ocean and 

land surfaces in the mid-latitudes (González et al., 2020), playing a major role 

also in temperature and the development of other types of clouds. The vertical 

extension of cumulus is of few meters, while the stratocumulus clouds penetrate 

beyond the capping inversion zone up to the free atmosphere and thus their 

vertical extensions is of some km.  

- Cirrus clouds (high-level clouds) prevent the Earth’s LW radiation to escape and 

combined with the telluric LW radiation they emit at very low temperatures, they 

tend to warm the lower atmosphere and the surface. Their radiative properties 

depend on their optical depth (e.g. Mauno et al., 2011) and the cloud top height, 

but they are the only type of clouds having (but not all of the times) a radiative 

warming effect (Kienast-Sjögren et al., 2016; Lolli et al., 2017). Moreover, the ice 

crystals composing cirrus clouds have different shapes and orientations affect-

ing the extensions and scattering of light, which makes their radiative effect 

more difficult to study than liquid clouds one.   

1.4.2 Radiative properties 

The main characteristic of clouds that is used in this thesis is their radiative effect 

because of their role on the SEB, as seen before. As previously stated, each type of 

cloud will have different radiative properties depending on their macrophysical 

(bottom and top cloud base, horizontal extension…) and microphysical 

(composition/particle size…) properties. Clouds produce two opposite radiative effects: 

they reflect a portion of the solar incoming SW radiation via their albedo effect (cooling 

effect), and they absorb and re-emit part of the Earth’s LW radiation through a 

greenhouse effect (warming effect). High-level clouds have a weak albedo effect 

because they are optically thin, but they both absorb and re-emit a significant amount 

of LW radiation (Figure 1-13a) and overall, the difference between their albedo and 

greenhouse effect is weak, they could sometimes warm or sometimes cool the surface. 
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On the contrary, low-level clouds, because of their high amount of water droplets and 

hence important optical thickness, reflect a significant portion of the solar incoming 

SW radiation (Chen et al., 2000) and thus preventing the surface to warm, having on 

average a cooling effect on surface temperatures (Figure 1-13b). These radiative 

properties of clouds are quantified by the Cloud Radiative Effect variable (CRE), 

separated in the SW and LW domains. This CRE is defined as the difference between 

the radiative clear-sky and cloudy fluxes (cf. Section 2.2.1.2. – Eq. 2.23). Furthermore, 

clouds tend to cool during daytime and warm the lower layers of the atmosphere 

during nighttime.  

 

Figure 1-13: Explanatory diagram of the radiative effect of (a) low- and (b) high-level 

clouds. This figure is extracted and adapted from 

https://www.nasa.gov/pdf/135641main_clouds_trifold21.pdf. 

 

The physical processes that create the high-clouds are not well resolved in the models, 

adding further uncertainty to the radiative estimations. Several parametrizations have 

been lately established to quantify these effects and compared them with observations 

(e.g. Zeng et al., 2021; Wang and Penner, 2010; Powell et al., 2012; Zhou et al., 2012), 

but still a higher land-instrument coverage is required to expand the observations and 

improve models. With respect to low-level and convective clouds, uncertainties lie for 

instance on the difficulties to clearly identify their cloud bases (and thus models may 

miscalculate their effects by considering wrong macrophysics).    

1.4.3 General impact on SEB and 2 m temperature 

The radiative fluxes on the SW and LW domain arriving at the surface are conditioned 

by the presence of clouds, and because these radiative fluxes are the main incoming 

source of energy of SEB, turbulence in lower layers of the ABL is also indirectly affected 

by clouds. In mid-latitudes zones, the role of clouds on the SEB, precipitations and 

other surface parameters such as soil moisture has been studied in order to better 

understand their relationship with these variables and to improve the different regional 

climate models  (Cheruy et al., 2014; Boé, 2013; Santanello et al., 2011). Moreover, the 

https://www.nasa.gov/pdf/135641main_clouds_trifold21.pdf
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scientific community has addressed a special focus on the polar regions and the 

influence of clouds on the SEB due to the global warming and their relationship to the 

melting events of the last decades (e.g. Sedlar et al., 2010; Broeke et al., 2006; Bennartz 

et al., 2013; Miller et al., 2017; Van Tricht et al., 2016). These zones have indeed become 

a point of interest for studying the Earth’s responses to a changing climate.  

As for the effect of clouds on temperature, they could be involved in some extreme hot 

and cold events. For instance, the absence of low-level clouds in Europe was in part 

responsible of the extreme heat wave experienced on July 2006, by amplifying the daily 

surface temperature, as shown by Chiriaco et al. (2014). This absence of clouds was 

coupled with very dry soils that constraint the development of convective clouds and 

hence no precipitations occurred. Furthermore, McCaffrey et al. (2019) showed that 

cold pool events can last for several days in winter when a persisting cloud cover is set, 

which decreases the ABL growth rate and thus facilitating stable conditions to set when 

cold air is trapped near the surface.  On the contrary, Betts et al. (2016) illustrated that 

the warmest temperatures during winter in Canada were found during cloudy 

conditions, when the LW warming by clouds dominates temperatures. An opposite 

effect is found for summer season when the coolest surface temperatures are found 

under cloudy skies due to a strong SW reflection back to space by clouds.  

CONCLUSION 

The European climate, temperature variability and anomalies are affected by both the 

circulation of large-scale air masses and by the smaller-scale processes such as cloud 

radiation and surface-atmosphere interactions located within the atmospheric 

boundary layer. Observations of these small-scale variables are then necessary to 

further study their influence on local surface temperature variations. In the next 

chapter, the dataset, the temporal and spatial scales used in this study, along with a 

SEB prognostic model are presented in order to answer the following scientific 

questions: 

 What are the characteristics (values and variability) of SEB terms and advection, 

as they drive surface temperature variations? 

 Which term dominates surface temperature variations, depending on the loca-

tion, the large-scale condition, and the temporal scale?  

 What is the specific role of clouds in one-hour temperature variations?  
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2 CHAPTER 2: DATA AND METHODS 

INTRODUCTION 

Thanks to the construction of several observatories in recent years, it is now easier for 

scientists to study all atmospheric processes based on direct measurements and 

observations, and thus to improve climate models to have better estimates of future 

extreme events and anomalies. In this chapter, we present a dataset in the first section 

that gathers all the necessary variables, allowing us to quantify the contribution and 

importance of local surface processes on hourly and local scale temperature variations, 

at an observatory located in the Paris region. Then, a second data set from an 

observatory in Toulouse is also presented in order to subsequently evaluate the spatial 

variability of the results obtained by comparing them with those of the first site.  

In a second time, we present a method to estimate the contribution of each term 

involved in surface temperature variations in an hourly scale, using almost exclusively 

ground-based observations, with only few parametrizations and hypothesis. Two 

different models are applied to link these terms to the temperature variations: a simple 

sum, and a random forest method, which is also used to determine the importance of 

each term. 

 

2.1 DATA 

2.1.1 The SIRTA observations 

All over the world, several observatories have been built during the last decades to 

measure meteorological variables to study and characterize the atmosphere and better 

understand the processes involved in it. As seen in the first chapter, different surface, 

ground and atmospheric variables are necessary to analyze local temperature 

variations. The SIRTA (Site Instrumental de Recherche par Télédétection 

Atmosphérique) observatory allows retrieving all of these variables thanks to the wide 

range of passive and active instruments that are ground-based installed there and 

which are dedicated to the study of the atmosphere, clouds, fog, soil and other 

atmospheric variables that are used to address different scientific projects. This 

observatory is located in a semi-urban area 20 km Southwest of Paris (48.71° N, 2.20° 

E) with an altitude of 160 m above sea level as shown in Figure 2-1a, collecting long-

term meteorological variables since 2002 for the oldest ones (Haeffelin et al., 2005). 

Thus, the SIRTA observatory is able to continuously measure dozens of variables on an 

hourly scale for more than a decade.  



 

41 

 

 

Figure 2-1: Satellite image of (a) the Paris region and (b) the Toulouse region. The yellow 

star in (a) indicates the position of the SIRTA Supersite and the red one in (b) where the 

Météopole site is located. Bottom right in both figures: overview map. Figure extracted 

from the Google Earth tool.  

Figure 2-2 presents photos of some of the instruments used to retrieve the variables 

we used in the study. For instance, solar and infrared radiometers are used to retrieve 

SW and LW radiation arriving at the surface, sonic anemometers along with 

hygrometers allow to obtain turbulent fluxes such as latent and sensible heat fluxes 

based on wind velocities, temperature and water vapor fluctuations, etc. Collecting 

these variables favors the development of several long-term monitoring studies of the 

atmosphere since all of them are collected in a single site. Moreover, the observatory 

is located in a geographical position where different large-scale atmospheric 

circulations meet, which makes it an important and strategic zone to assess each of 

their impacts on clouds, aerosols, radiation, relative humidity, surface temperature and 

other boundary layer variables controlling atmospheric processes. For instance, Cheruy 

et al. (2013) analyze atmospheric physics based on SIRTA observations to compared 

them with some models outputs, Dupont et al. (2012) study fog formation and 

dissipation based on surface observed fluxes, etc.   

 

2.1.1.1 The SIRTA-ReOBS dataset 

Many of the variables retrieved from the instruments available in the SIRTA observatory 

are gathered in one single NetCDF file named SIRTA-ReOBS. ReOBS project aims to 

synthesize all observations available at a single observatory at an hourly time scale with 
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an exhaustive data-quality control, calibration and rigorous treatment, in a single 

NetCDF file. Hence, the SIRTA-ReOBS dataset (Chiriaco et al., 2018) contains more than 

60 variables. This dataset represents a great advantage in atmospheric studies since it 

allows to perform and carry out multi-year and multi-variables synergetic views of the 

atmosphere (e.g. Ringard et al., 2019; Bastin et al., 2019).  

 

 

Figure 2-2: Photos of some of the instruments installed in the SIRTA observatory. This 

figure is extracted from Chiriaco et al., (2018). 

2.1.1.2 Meteorological variables to study 2 m temperature variations 

After a rigorous inventory, all the necessary hourly variables requested by our current 

study are available for the period going from January 2009 to February 2014 and are 

listed in Table 2-1 allowing to perform a multi-year analysis, variables that are more 

detailed in Section 2.2. Some variables that were retrieved from measurements at the 

SIRTA observatory sometimes present some gaps due to instrumental issues (Chiriaco 

et al. 2018; Pal and Haeffelin 2015), and thus their percentage of availability is also 

presented in Table 2-1. Indeed, Figure 2-3 presents the histograms of data availability 

when all the variables are simultaneously available for the period of interest. The 

availability of data is quasi-homogeneous and is around 60% for all hours (Figure 2-3a).  
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Gaps are most of the time due to the absence of the Mixing Layer Depth MLD, which 

is the height of the ABL) variable for some days, extended sometimes for more than 

two months (not shown) which reduces MLD availability to 71%. Other gaps are caused 

by the absence of radiative variables (e.g. 9% of missing data, see Table 2-1). From the 

point of view of seasons, summer is the period with the best data coverage (70%) and 

winter the less good (56%) (Figure 2-3b), whose absences are due precisely to gaps in 

the MLD variable. This absence is due to intermittent instrument failures from the lidar 

used (ALS-450, manufactured by Leosphere, France) that extended sometimes for a 

whole season, failures which did not allow to have measurements of some of the 

variables used to estimate the MLD (see Pal and Haeffelin, 2015 for further details). 

 

Figure 2-3: Histograms of (a) hourly and (b) seasonal available data in the SIRTA ReOBS 

dataset, considering all the variables needed for the period of study 2009 – 2014.   

Furthermore, some of the variables used are directly measured, such as T2m, TG and the 

radiative surface upwelling and downwelling fluxes. Others such as the turbulent latent 

and sensible heat fluxes, and surface downwelling radiation for clear-sky conditions 

(e.g. 𝐹𝑆𝑊,𝐶𝑆
↓  and 𝐹𝐿𝑊,𝐶𝑆

↓ , defined as the clear-sky components of downward SW and LW 

radiation)  are treated and derived from parametrizations using other classical 

meteorological variables (refer to Table 2 in Chiriaco et al., 2018)for further details). 

Figure 2-4 and Figure 2-5 show the hourly values of all the variables listed in Table 2-1 

(except the temperature at the mixing layer depth which will be further explained in 

Section 2.1.3.1.). For this particular period, surface temperatures at SIRTA decreased up 

to -11 °C in the winter of 2012 and reached a maximal temperature of 37 °C in summer 

at the same year (Figure 2-4a). As expected, both 𝐹𝑆𝑊
↓  and 𝐹𝑆𝑊,𝐶𝑆

↓  presents greater values 

than the LW radiation downward fluxes (Figure 2-4d and Figure 2-5b, respectively) 

reaching ~ 1000 W/m2 for the first ones whereas the LW downward radiation for all 

and clear-sky conditions range from 200 to 500 W/m2 with a marked seasonal cycle. 

On the contrary, 𝐹𝐿𝑊
↑  is the one with higher radiation values than 𝐹𝑆𝑊

↑  since the surface 
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emits more radiation in the LW domain than the amount it can reflect in the SW 

domain, since 𝐹𝐿𝑊
↑  depends on surface temperature and 𝐹𝑆𝑊

↑  depends more on the 

amount of solar radiation that arrives to the surface and on its ability to reflect it, via 

its albedo effect, which depends itself on surface properties. The latent heat flux 

availability in the SIRTA-ReOBS file is very low for the period of study, as seen in Figure 

2-5d, an issue that affects (but still allows) the estimation of one of the SEB terms as 

detailed in Section 2.2.1.2.b. 

It is worth noting that the clear-sky downwards radiation fluxes (Figure 2-5a and Figure 

2-5b) are not directly measured but rather derived using different parametrizations and 

radiative flux analysis techniques. Indeed, Long and Turner (2008) used LW radiation, 

surface temperature and humidity measurements (retrieved from based-ground 

instruments and radiosoundings launched 3 times/day) to detect periods of clear-sky 

conditions, and with these detected periods a methodology is applied to fit functions 

that allow to produce a continuous estimate of 𝐹𝐿𝑊,𝐶𝑆
↓ . On the other hand, Dutton et al. 

(2004) developed a different methodology to estimate 𝐹𝑆𝑊,𝐶𝑆
↓ , based on interpolated 

clear-sky observations using other meteorological variables such as the zenithal angle, 

surface albedo, and some cloud properties. In he SIRTA-ReOBS file, these clear-sky 

radiative fluxes are estimated based on Long and Turner (2008), where they used the 

variables previously mentioned to calculate a lapse coefficient in clear-sky days to later 

interpolated this coefficient to cloudy periods.    

Furthermore, MLD measurements are calculated using an algorithm applied at SIRTA 

(STRAT+) and developed by Pal et al. (2013) using lidar observations based on aerosols 

stratification and cloud base height.  

In addition, to get vertical information about clouds, the SIRTA-ReOBS dataset contains 

lidar profiles measured from a 532 nm lidar and calibrated with the STRAT algorithm 

(Morille et al., 2007). Then, to obtain the vertical description of the atmosphere, an 

hourly lidar Scattering Ratio altitude-intensity matrix is estimated as follows: 

𝑆𝑅(𝑧) =
𝐴𝑇𝐵(𝑧)

𝐴𝑇𝐵(𝑧)𝑚𝑜𝑙
 (2.1) 

Where ATB is the total attenuated backscatter lidar signal and ATBmol is the signal in 

clear-sky conditions. The value of SR(z) = -999 corresponds to non-normalized profiles, 

the value -777 represents the profiles that cannot be normalized due to presence of a 

very low opaque cloud and the value of -666 is set as invalid data. Then, bins located 

in the range 0.01 < SR(z) < 1 are for clear-sky conditions (in the case of fully clear-sky 

conditions, ATB = ATBmol and thus SR(z) = 1), 1.2 < SR(z) < 5 is defined as unclassified 

data, and for cloud detection, a threshold of SR(z) > 5 is set. Details are given in Chiriaco 

et al. (2018) and Chepfer et al. (2010). Despite the fact that the instrument does not 

operate permanently (it does not operate when it is raining, when it’s nighttime and 
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on the weekends), it is very powerful to get information on the vertical structure of the 

atmosphere (detection of aerosols and clouds) and so understand the category of 

clouds acting on the temperature variations.  

Table 2-1: Variables available in the SIRTA-ReOBS dataset and the Météopole site used 

as inputs in the current study. The percentage of availability of SIRTA-ReOBS is from 

January 2009 to February 2014, whereas for the Météopole site is from January 2017 to 

December 2018. * Variable not directly available in the dataset but estimated otherwise 

(see text for further information).  

Variable, unit Notation SIRTA-ReOBS (%) Météopole (%) 

2 m air temperature, K T2m 97 100 

Soil temperature 20 cm below 

the ground, K 

T𝐺 99 100 

Temperature at the mixing layer 

height, K 

T𝑀𝐿𝐷 71* 100* 

Surface downwelling LW 

radiation, W/m2 

FLW
↓  100 100 

Surface downwelling SW 

radiation, W/m2 

FSW
↓  100 100 

Surface upwelling LW radiation, 

W/m2 

FLW
↑  91 100 

Surface upwelling SW radiation, 

W/m2 

FSW
↑  94 100 

Surface downwelling LW 

radiation for clear-sky, W/m2 

FLW,CS
↓  97 100* 

Surface downwelling SW 

radiation for clear-sky, W/m2 

FSW,CS
↓  97 100* 

Surface upward sensible heat 

flux, W/m2 

Fsens 73 95 

Surface upward latent heat flux, 

W/m2 

Flat 5 74 

Mixing layer depth, m MLD           71           100 
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Figure 2-4: Hourly values from January 2009 to February 2014 of (a) 𝑇2𝑚, (b) 𝑇𝐺 , (c) 𝐹𝐿𝑊
↓ , 

(d) 𝐹𝐿𝑊
↓ , I 𝐹𝐿𝑊

↑  and (f) 𝐹𝑆𝑊
↑ . 

 

Figure 2-5: Same as Figure 2-4 but for (a) 𝐹𝐿𝑊,𝐶𝑆
↓ , (b) 𝐹𝑆𝑊,𝐶𝑆

↓ , (c) sensible and (d) latent 

heat fluxes, and I MLD. 

A simple SR histogram built from the lidar data available in the SIRTA-ReOBS file is 
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shown in Figure 2-6 for the period of interest. Since the lidar does not operates while 

it is raining, the information corresponds to non-precipitant clouds. On average, a 

dominance of low- and high-level thin clouds is noted (5 < SR(z) < 25), while mid-level 

thicker clouds also appear at the SIRTA observatory. Clouds that completely attenuate 

lidar photons are included in the three left columns: their amount is very important. 

Note that for this period, few high and low-level clouds that are optically thick are 

detected (SR>80).  

 

Figure 2-6: Lidar scattering ratio (SR(z)) histogram obtained by cumulating all lidar 

observations during daytime from 2009 to 2014. The color bar is the logarithm of the 

percentage of occurrence (the sum of one level is equal to 𝑙𝑜𝑔10 100%); lidar data showed 

in each subplot start above the instrument’s recovery altitude (z = 1 km); the red 

horizontal lines represent the limits of low-, mid- and high-level clouds; and the white 

vertical line shows the threshold of clouds detection (SR(z) = 5). 

2.1.2 The Météopole observations 

Another observatory is here introduced to better understand the spatial distribution of 

the terms controlling surface temperature variations: the Météopole. This observatory 

is located in the METEO-FRANCE campus at the Southwest of Toulouse (43.57° N, 1.38° 

E, 156 m above sea level, Figure 2-1b). This observatory is then located in a more urban 

zone than SIRTA (which is located in a semi-urban area), because of its proximity to the 

city center and it is widely surrounded by buildings and other installations. With respect 

to the SIRTA observatory, the Météopole site does not account with a single file where 

all the measures are already gathered. However, the data are well calibrated and have 

undergone rigorous treatments to their proper use in several technical and scientific 
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atmospheric projects (cf. the web site of the Centre National de Recherches 

Météorologiques – Meteo-France to see all the projects that are carrying out, 

http://www.umr-cnrm.fr/spip.php?rubrique204). 

For the current study, the same variables used in the SIRTA observatory are requested 

for the Météopole and are listed also in Table 2-1 along with its availability from 

January 2017 to December 2018. The two downwards clear-sky radiative (FSW,CS
↓  and 

FLW,CS
↓ ), the same algorithm used in SIRTA is applied for the data (Long and Turner, 

2008; Dutton et al., 2004). They have been specifically computed by J. Badosa for this 

thesis. As for the MLD at Toulouse, a different approach from the one used at SIRTA is 

applied to estimate this height, and thus at summer, a time when the ABL is higher at 

lower latitudes, in Toulouse MLD is lower than at SIRTA (see Appendix A.1, Figure A-1). 

The approach used at the Météopole to estimate this height consists on a machine 

learning method considering a classification problem and using a supervised method 

(further details are found in Rieutord et al., 2021). 

 

2.1.3 ERA5 and ERA5-Land Reanalysis 

The ERA5 dataset consists of an atmospheric reanalysis of the global climate, and is 

now on its 5th and latest generation release produced the European Centre for 

Medium-range Weather Forecasts (ECMWF) (ERA5: Fifth generation of ECMWF 

atmospheric Reanalysis of the global climate, 2020). It provides hourly data on different 

atmospheric, land-surface and sea-atmosphere parameters along with their 

uncertainties from 1950 to the present. One of its great advantages is that it covers the 

whole globe on latitude-longitude grids at 0.25° x 0.25° resolution (i.e. 31 km horizontal 

resolution), and with atmospheric parameters on 40 pressure levels from 1000 to 1 hPa 

(Hoffmann et al., 2019; Horányi, 2017), with a continuous daily updated frequency.  

ERA5 reanalysis has been combined with several observations and models providing 

consistent and reliable analysis on widely atmospheric fields. Since this reanalysis 

allows to have a set of meteorological variables (previously assessed and calibrated) in 

an hourly scale over several decades thanks the addition of newly reprocessed datasets 

and instruments, their use ensure a good representation of the main Earth system 

processes. However, Reanalysis presents some problems in the proper management of 

capturing changes in the observing system, and several studies show that under certain 

conditions and in certain areas of the world, certain variables present some errors and 

unrealistic values for some locations at specific dates (Hersbach et al., 2020; Long et al., 

2017; Dee and Uppala, 2009; Davis et al., 2017).  

Table 2-2 presents the variables retrieved from both the ERA5 and ERA5-Land datasets 

and used as inputs in this study. Note that these variables are available in both SIRTA-

http://www.umr-cnrm.fr/spip.php?rubrique204
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ReOBS and Météopole datasets, but due to the requirements of some terms acting on 

surface temperature variations, it is necessary to have other measurements next to the 

observatories make necessary the use of this reanalysis. Indeed, the temperature at 2 

m and the two components of the wind speed at 10 m are used to estimate the 

advection term, whereas TMLD is used to calculate the atmospheric heat exchange (see 

Section 2.2.1.2.).  

The surface variables required for our study are retrieved from the ERA5-Land hourly 

Reanalysis (cf. following sections) since this dataset have a better horizontal resolution 

(horizontal resolution of 0.1 ° x 0.1 °,  Copernicus Climate Change Service, 2019).  

Figure 2-7 shows the hourly differences between the temperature from each in situ 

dataset and the one retrieved from ERA5 (∆𝑇 = 𝑇2𝑚,𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑜𝑟𝑦 − 𝑇2𝑚,𝐸𝑅𝐴5). This 

difference is most of the time significant between the two datasets, an issue that must 

have been considered when evaluating the performance of the model further 

developed since it already adds some bias to the calculation.   

Table 2-2: Variables retrieved from ERA5 dataset and used as inputs in the current study. 

Variable, unit Notation 

2 m air temperature, K T2m 

U - component of wind at 10 m, m s-1 𝑢10𝑚 

V - component of wind at 10 m, m s-1 𝑣10𝑚 

Temperature at the mixing layer height, K T𝑀𝐿𝐷 

 

2.2 METHODS 

2.2.1 Observation-based temperature evolution model 

Once all the datasets are organized and the variables needed are identified, the 

Observation-based Temperature Evolution Model (OTEM) that estimates one-hour 

temperature variations at the surface is developed (Rojas Muñoz et al., 2021). This 

model considers the surface variables mentioned in Chapter 1 that control temperature 

variations, in an hourly local scale. This approach used for this study is inspired from 

Bennartz et al. (2013) who implemented a temperature prognostic variation model to 

study the influence of low-level liquid clouds over the Arctic on the ice surface melt 

period in July 2012, by estimating all of these SEB terms for a case study. Here, we use 

the same approach for a different location (mid-latitude) and on a longer-time period 
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(5 years) to get robust statistics. 

 

Figure 2-7: Hourly difference between T2m and T2m,ERA5  for (a) SIRTA and (b) Météopole 

sites. The horizontal black line on each subfigure is the mean of this temperature 

difference and is equal to -0.55 °C for SIRTA and -0.17 For the Météopole site. 

  

The temporal variability of local temperature can be expressed as the sum of four 

surface components, each characterizing a source of this variability: 

𝜕𝑇2𝑚

𝜕𝑡
= 𝑅 + 𝐻𝐺 + 𝐻𝐴 + 𝐴𝑑𝑣 (2.2) 

Where R is defined as the radiation term, HG as ground heat exchange term, HA as 

atmospheric heat exchange term and Adv as advection term.  

Each of these terms represents a process involved in the variation of surface 

temperature 
𝜕𝑇2𝑚

𝜕𝑡
, and can be calculated, using different measured meteorological 

variables as follows: 

𝜕𝑇2𝑚

𝜕𝑡
=

𝛼 + 1

𝜌𝑐𝑝𝑀𝐿𝐷
∆𝐹𝑁𝐸𝑇 +

𝑇𝐺 − 𝑇2𝑚

𝜏𝐺
+

𝑇𝑀𝐿𝐷 − 𝑇2𝑚

𝜏𝑎
+ (𝑢10

𝜕𝑇2𝑚

𝜕𝑥
+ 𝑣10

𝜕𝑇2𝑚

𝜕𝑦
) (2.3)  

Where 𝑇2𝑚 is the surface temperature, 𝑡 is the time, 𝛼 is a coefficient characterizing the 

form of the temperature profile in the boundary layer, 𝜌 is the average air density of 



 

51 

 

the boundary layer, 𝑐𝑝 is the specific heat of air, MLD is the height of the boundary 

layer, ∆𝐹𝑁𝐸𝑇 is the net radiative flux at the surface, 𝑇𝐺 is the temperature in ground at 

20 cm depth, 𝑇𝑀𝐿𝐷 is the temperature at the top of the boundary layer, 𝑢10 and 𝑣10 are 

the zonal and meridional wind components, respectively, at 10m above the ground, 

and 𝜏𝐺 and 𝜏𝑎 are defined as relaxation timescales for heat exchange processes in the 

ground and the atmosphere, respectively.  

This 2.3. expression is further explained in Sect. 2.2.1.2.  

2.2.1.1 Useful theory elements 

a. Energy conservation for a fluid particle 

The first law of thermodynamics starts by the principle that a system has not only 

macroscopic kinetic and potential energy, but also it contains internal energy due in 

fact to the kinetic and potential energy of its molecules. Any change or alteration of 

one of these energies will either increases temperature system or produces some 

change in the relative position of its molecules.    

The first law of thermodynamics indicates that the change in the sum of the 

macroscopic kinetic energy K and the internal energy U of the particle per unit time in 

a system is equal to the sum of the total power of forces from the external medium 

𝛿�̇�𝑒𝑥𝑡 applying to the particle and the amount of heat exchanged per unit time with 

the exterior 𝛿�̇�:  

𝐷(𝐾 + 𝑈)

𝐷𝑡
= 𝛿�̇�𝑒𝑥𝑡 + 𝛿�̇� (2.4) 

Then, to calculate the external power exerted on the system, first it is calculated the 

work of the pressure forces exerted on the surface elements perpendicular to the axis 

Ox of the fluid particle, as shown in Figure 2-8. In a fluid particle, the pressure exerted 

at A is pAds and at B is -pBds, where ds is a surface element perpendicular to Ox. Now, 

if point A moves by dlA and point B by dlB for a time dt, the work balance of the pressure 

forces can be expressed as: 

𝑊𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 = 𝑝𝐴𝑑𝑠𝑑𝑙𝐴 + (−𝑝𝐵𝑑𝑠𝑑𝑙𝐵) 

Then, by multiplying and dividing by dx it is found: 

𝑊𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 = −(
𝑝𝐵𝑑𝑙𝐵 − 𝑝𝐴𝑑𝑙𝐴

𝑑𝑥
)𝑑𝑣 

Where dv=dsdx is the elementary volume of the fluid particle. Next, the work of 

pressure force is divided by dt in order to obtain the power of this force: 

𝑊𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒

𝑑𝑡
= �̇�𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 = −(

𝑝𝐵𝑢𝐵 − 𝑝𝐴𝑢𝐴

𝑑𝑥
) 𝑑𝑣 

 With u=dl/dt defined as the component of the velocity with respect to the x axis in 
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point A and B. 

For an element dx that tends to 0, it is found: 

�̇�𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 = −
𝜕(𝑝𝑢)

𝜕𝑥
𝑑𝑣 

By doing the same analysis for the other two reference axes, the following equation is 

obtained: 

�̇�𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 = − [
𝜕(𝑝𝑢)

𝜕𝑥
+

𝜕(𝑝𝑣)

𝜕𝑦
+

𝜕(𝑝𝑤)

𝜕𝑧
] 𝑑𝑣 = −𝑑𝑖𝑣(𝑝�⃗� )𝑑𝑣 

Also, the total work balance of the forces acting on the surface elements perpendicular 

to the Ox axis can be estimated as the sum of two terms. The first term is associated 

with the displacement of the particle's center of gravity (Figure 2-8b), which can be 

calculated as:  

𝑊𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒
𝐾 = 𝑝𝐴𝑑𝑠𝑑𝑙𝑀 + (−𝑝𝐵𝑑𝑠𝑑𝑙𝑀) = −

(𝑝𝐵 − 𝑝𝐴)

𝑑𝑥
𝑑𝑣𝑑𝑙𝑀 

Where 𝑑𝑙𝑀 is the displacement of the particle's center of gravity during dt. By doing as 

before, when dx approaches 0 and dividing by dt, the following expression is found: 

�̇�𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒
𝐾 = −

𝜕𝑝

𝜕𝑥
𝑢𝑑𝑣 

With u the component of the velocity parallel to the Ox axis of the center of gravity M 

of the fluid particle. For the other two axes, by applying the same exact procedure, the 

first term in the total work balance of the forces can be expressed as: 

�̇�𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒
𝐾 = −[

𝜕𝑝

𝜕𝑥
𝑢 +

𝜕𝑝

𝜕𝑦
𝑣 +

𝜕𝑝

𝜕𝑧
𝑤] 𝑑𝑣 = −𝑔𝑟𝑎𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  (𝑝). �⃗� 𝑑𝑣 

This term is associated with the pressure exerted by the macroscopic kinetic energy K. 

The second term is associated with volume variations of the particle without any 

displacement of its gravity center (Figure 2-8c). This term is equal to: 

𝑊𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒
𝑈 = 𝑝𝐴𝑑𝑠𝑑𝑙′𝐴 + (−𝑝𝐵𝑑𝑠𝑑𝑙′𝐵) 

Where 𝑑𝑙′𝐴 = 𝑑𝑙𝐴 − 𝑑𝑙𝑀 et 𝑑𝑙′𝐵 = 𝑑𝑙𝐵 − 𝑑𝑙𝑀. The expression above can be simplified by 

neglecting the second order terms when dx approaches to zero: 

�̇�𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒
𝐾 = −𝑝𝑀

𝜕𝑢

𝜕𝑥
𝑑𝑣 

By adding the contributions of the y and z axes, it is obtained: 

�̇�𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒
𝑈 = −𝑝 [

𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
+

𝜕𝑤

𝜕𝑧
] 𝑑𝑣 = −𝑝𝑑𝑖𝑣(�⃗� )𝑑𝑣 = −𝑝

𝐷(𝑑𝑣)

𝐷𝑡
 

This second term refers to the evolution of internal energy.  

Returning to Eq. 2.4, the sum of internal 𝑒𝑖 and kinetic 𝑒𝑐 energies per unit mass can be 
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calculated as follows: 

𝐷 (ℳ𝑒𝑖
⏞

𝑈

+ ℳ𝑒𝑐
⏞

𝐾

)

𝐷𝑡
= 𝛿�̇� + 𝛿�̇� (2.5)

 

Where ℳ=𝜌𝑑𝑣. After having carried out the balance of external working forces 𝛿�̇� 

acting on a fluid particle, it is found: 

𝛿�̇� = −𝑑𝑖𝑣(𝑝�⃗� )𝑑𝑣 + ℳ𝑔 . �⃗� = −𝑝𝑑𝑖𝑣(�⃗� )𝑑𝑣 − 𝑔𝑟𝑎𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  (𝑝). �⃗� 𝑑𝑣 + ℳ𝑔 . �⃗�  

Knowing that the variation in macroscopic kinetic energy can be expressed as:    

𝐷𝑒𝑐

𝐷𝑡
= 𝑔 . �⃗� −

1

𝜌
𝑔𝑟𝑎𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  (𝑝). �⃗�  (2.6) 

Eq. (2.6) comes from the assumption of being in a hydrostatic atmosphere where the 

energy available can be decomposed in the gravitational and pressure energies, and 

where the vertical acceleration has been neglected.   

𝐷𝑒𝑐 can therefore be subtracted in Eq. 2.5 and dividing by ℳ, it is deduced the first 

principle of thermodynamics to obtain an evolution equation for the internal energy U 

of a fluid particle: 

𝐷𝑒𝑖

𝐷𝑡
= −

𝑝

𝜌
𝑑𝑖𝑣(�⃗� ) + 𝛿�̇� (2.7) 

Where the term 𝛿�̇� is the heat exchanged per unit masse and per unit time with the 

exterior. 

To continue the simplifications, for an ideal gas, the internal energy U of a fluid particle 

as a function of temperature can be expressed as: 

𝑈 =
3

2
𝑁𝑘𝑇 

For a constant volume, 𝐶𝑣 = 3/2𝑁𝑘 is defined as it is defined as the heat capacity at 

constant volume. Therefore, the internal energy U of a particle with masse ℳ and dv 

as its volume is equal to: 

𝐷(𝐶𝑣𝑇)

𝐷𝑡
= −𝑝𝑑𝑖𝑣(�⃗� )𝑑𝑣 + 𝛿�̇� 

Then, dividing by ℳ, it is obtained: 

𝐷(𝑐𝑣𝑇)

𝐷𝑡
= −

𝑝

𝜌
𝑑𝑖𝑣(�⃗� ) + 𝛿�̇� 

With 𝐶𝑣 = ℳ𝑐𝑣, where 𝑐𝑣 is the specific heat at constant volume. This equation bears a 

strong resemblance to Eq. 2.7, the difference is that it was only done a replacement 

of 𝑒𝑖 by 𝑐𝑣𝑇. 
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Figure 2-8: Balance of the total work of the pressure forces exerted on the surface 

elements perpendicular to the axis Ox of a fluid particle. (a) The balance of the total work 

of the pressure forces breaks down into two terms: (b) the work of the balance of the 

pressure forces leading to the displacement of the center of gravity and (c) the balance 

of the work of the pressure forces resulting in a variation in volume of the particle without 

displacement of the center of gravity. Figure adapted from Malardel (2009). 

 By applying the law of conservation of mass, it is possible to eliminate the velocity in 
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order to obtain an equation based only on the density: 

 

𝑑𝑖𝑣(�⃗� ) = −
1

𝜌

𝐷𝜌

𝐷𝑡
 

Therefore, it is obtained: 

𝐷(𝑐𝑣𝑇)

𝐷𝑡
=

𝑝

𝜌2

𝐷𝜌

𝐷𝑡
+ 𝛿�̇� = −𝑝

𝐷 (
1
𝜌)

𝐷𝑡
+ 𝛿�̇� (2.8) 

b. Isobaric process 

An isobaric transformation is one of the classical cases of thermodynamic evolution of 

a dry air particle (or a wet air particle without water phase change), and refers to a 

transformation during which the pressure does not vary. Note that for convective 

systems this approximations is no longer valid because we are not anymore in a 

hydrostatic system and vertical motions have to be considered, which mostly occur 

during storms. The assumption of taking the density of air to be approximately 

constant over the lower atmosphere allow us to assume its pressure also remains 

approximatively constant. Thus, by taking up the first principle of thermodynamics (Eq. 

2.8) and knowing that for an ideal gas 𝛼𝑇 = 𝑅𝑇/𝑝, another way to express this first 

principle is: 

𝐷(𝑐𝑣𝑇)

𝐷𝑡
=

1

𝜌

𝐷𝑝

𝐷𝑡
− 𝑅

𝐷𝑇

𝐷𝑡
+ 𝛿�̇� 

To simplify this expression, the 
𝐷𝑇

𝐷𝑡
 are grouping in one side, which gives: 

𝐷(𝑐𝑝𝑇)

𝐷𝑡
=

1

𝜌

𝐷𝑝

𝐷𝑡
+ 𝛿�̇� 

Where 𝑐𝑝 = 𝑐𝑣 + 𝑅 is the mass heat at constant pressure. As the hypothesis of working 

on a constant pressure system is established, thus 
𝐷𝑝

𝑑𝑡
= 0 and then: 

𝐷(𝑐𝑝𝑇)

𝐷𝑡
= 𝛿�̇� (2.9) 

For an isobaric transformation, 𝑐𝑝 describes well the capacity of the gas to vary its 

temperature according to the heat exchanged with the outside. 

c. Enthalpy and vertical temperature profile 

The assumption of working with an ideal gas in an isobaric environment, and applying 

the second law of thermodynamics, yield to an expression of the enthalpy as described 

in the following equation (Malardel, 2009; Wallace and Hobbs, 2006):   

ℎ = 𝑐𝑝𝑇                           

With cp the specific heat capacity. Now, the focus goes to study the enthalpy at a given 
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level. It is then defined as ℎ(𝑧) = 𝑐𝑝𝑇(𝑧) and if the assumption of having an air density 

to be constant in the surface layer, the total enthalpy in this layer from z=0 to z=H can 

be written as: 

ℎ𝑡𝑜𝑡 = ∫ 𝜌𝑐𝑝𝑇(𝑧)𝑑𝑧
𝐻

0

 (2.10) 

To get the htot variations, it is then necessary to have the vertical temperature profile. 

In addition, the differentiation between day and night must be done because in the 

first case on average, an unstable situation is developed where the ground is warmer 

than the air flowing above, which causes increasing of turbulence and vertical energy 

transport, so the temperature profile has a negative gradient as going to upper levels 

from the ground. On the other hand, at night, the absence of solar radiation causes the 

ground to be colder than the air, and hence a fairly marked temperature inversion is 

developed, and a stable state is on average developed.   

For the daytime analysis of temperature profile, the radiosoundings launched at 

Trappes Meteo-France station (48.77° N, 2.01° E) at 11:00 LT are now taken. Figure 2-9a 

shows a negative vertical temperature gradient at 11:00 LT for all the days of July 2011, 

which is also noticed in Figure 2-9c where each mean vertical temperature profile is 

estimated for each month of the year during the period of radiosoundings availability 

(from 2003 to 2017). These two figures suggest to work for daytime with a vertical 

temperature profile with a negative gradient, that is calculated as follows: 

𝑇(𝑧) = 𝑇2𝑚 + 𝛽 ∗ 𝑧 (2.11)  

With 𝛽 < 0 and defined as the temperature gradient (i.e. the slope). At low layers, this 

temperature gradient is stronger than at higher altitudes. This strong low-level gradient 

is driven by intense solar heating of the surface, which heats up faster, especially during 

periods of strong sunshine (absence of clouds) and thus no precipitations at all 

(resulting in dry soils). This strong decrease rate is known as the super-adiabatic rate 

where the temperature gradient can reach up to -10 °C/km (see Eq. 18.1 in Weiner and 

Matthews, 2003).  

Figure 2-9b and Figure 2-9d are the same as Figure 2-9a and Figure 2-9c but for the 

radiosoundings launched at 23:00 LT. We noticed that for both cases a temperature 

inversion occurs at low layers (from the ground to ~300 m) for almost every day of July 

2011 and on average for all the months of the year (Figure 2-9b and Figure 2-9, 

respectively) when the air aloft the surface is warmer and the surface cools due to 

radiative cooling. Indeed, for a night stable case, Stull (1988) estimates the vertical 

temperature profile by a polynomial function having a zero gradient at the top of the 

ABL: 

𝑇(𝑧) = 𝑇𝑀𝐿𝐷 − (1 −
𝑧

𝐻
)
𝛼

(𝑇𝑀𝐿𝐷 − 𝑇2𝑚) (2.12) 

With 𝛼 being a parameter that characterizes the shape of the temperature profile. A 
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value of 1 corresponds to a linear profile, while higher values denote a profile with 

larger gradients near the surface.  

Figure 2-10 shows the averaged vertical temperature profile retrieved from the 

radiosoundings launched at 23:00 LT (blue line) and the vertical one calculated with Eq. 

2.12 at 01:00 UTC (orange line), with H = 350 m (see Section 2.2.1.2.) and 𝛼 = 1.5. Note 

that the appearance of the two temperature profiles is very similar (the difference 

between the two profiles is > 1 °C) and thus the vertical temperature profile estimated 

by Eq. 2.12 can be used in our study, with a shape parameter equal to 1.5. Furthermore, 

it has been shown that this value of 𝛼 gives the best statistics between OTEM and the 

real observations of temperature variations (Section 3.1.).  

The total enthalpy during daytime is calculated by replacing in Eq. 2.10 the temperature 

profile T(z) in Eq. 2.11: 

ℎ𝑡𝑜𝑡 = 𝜌𝑐𝑝𝐻 [
𝛽𝐻

2
+ 𝑇2𝑚] (2.13) 

The equation above can be evaluated to estimate the change in surface temperature 

per unit change in enthalpy: 

𝜕𝑇2𝑚

𝜕ℎ𝑡𝑜𝑡
=

1

𝜌𝑐𝑝𝐻
 (2.14) 

Proceeding as in the daytime case, the total enthalpy during nighttime knowing T(z) 

(Eq. 2.12) is equal to: 

ℎ𝑡𝑜𝑡 = 𝜌𝑐𝑝𝐻 [
𝛼

𝛼 + 1
𝑇𝑎 +

1

𝛼 + 1
𝑇2𝑚] (2.15) 

For a given shape parameter, the change of surface temperature per unit change in 

enthalpy is estimated as: 

𝜕𝑇2𝑚

𝜕ℎ𝑡𝑜𝑡
=

𝛼 + 1

𝜌𝑐𝑝𝐻
 (2.16) 
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Figure 2-9: Single non-averaged temperature profiles at (a) 11:00 and (b) 23:00 LT for a 

month of July of 2011. Each blue line in (a) and (b) corresponds to one day of the month 

whereas the thick dark red line is the average vertical temperature profile. Monthly 

averaged temperature profiles from 2003 to 2017 at (c) 11:00 LT and (d) 23:00 LT in 

Trappes. The horizontal dashed line represents the altitude above sea level where the 

Trappes observatory is located, which is 160 m. (a) and (c) have not the same vertical 

scale as (b) and (d).  

Note that the only difference between Eq. 2.14 and 2.16 is the shape parameter 𝛼 that 

for a daytime case is zero (i.e. no shape parameter) and during nighttime is equal 1.5. 

2.2.1.2 Estimation of each OTEM term: SIRTA 

a. Radiative term 

The processes captured in Eq. 2.14 and 2.16 assume that the net radiative flux causes 

a forcing on the temperature profile such that the shape parameter remain constant 

and temperature is the only variable that responds to this radiative forcing. By taking 

Eq. 2.9 for an isobaric transformation and no phase change, an expression for the total 

enthalpy change due to the divergence of the radiative flux at the surface can be 

derived as follows: 

𝜕ℎ𝑡𝑜𝑡

𝜕𝑡
= (𝐹↓ − 𝐹↑) (2.17) 
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Figure 2-10: Averaged vertical temperature profile retrieved from the radiosoundings 

launched at 23:00 LT at Trappes (blue line) and averaged vertical temperature profile 

estimated with Eq. 2.12 (orange line) at 01:00 UTC. The averaged profiles are estimated 

from January 2009 to February 2014.  

Replacing 𝜕ℎ𝑡𝑜𝑡 in Eq. 2.14 and 2.16, for day and night, it is found respectively: 

𝜕𝑇2𝑚

𝜕𝑡
=

1

𝜌𝑐𝑝𝐻
(𝐹↓ − 𝐹↑) (2.18) 

𝜕𝑇2𝑚

𝜕𝑡
=

𝛼 + 1

𝜌𝑐𝑝𝐻
(𝐹↓ − 𝐹↑) (2.19) 

Finally, the divergence of the radiative fluxes at the surface hereafter is denoted as 

∆𝐹𝑁𝐸𝑇 since it is the net radiative flux that reaches the surface. This divergence is simply 

defined as the differential of radiative flux entering to the surface compared to that 

leaving it. The parameter H is a scale of height corresponding to the vertical area where 

this surfaces processes occur. This scale is set as the MLD, a variable available in the 

SIRTA-ReOBS dataset (cf. Table 2-1).  Therefore, the radiative term is calculated as: 

𝑅 =
𝛼 + 1

𝜌𝑐𝑝𝑀𝐿𝐷
∆𝐹𝑁𝐸𝑇 (2.20) 

The scale of height in Eq. 2.20 is taken as MLD because all the turbulent processes 

affecting the temperature variations are found within this layer. The ABL thickness 

varies depending, among other processes, on the amount of solar radiation, which 

enhances thermal and turbulent processes, making this thickness ranges from tens of 

meters to 2 km or more in the mid-latitudes. Thus, an average MLD thickness value in 
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an hourly and monthly scale is set during daytime. Since during nighttime the boundary 

layer depth is not well defined because of the weak turbulence and its very complex 

dynamical system (Shi et al., 2005; Walters et al., 2007; McNider et al., 2012), the 

average value of MLD at this time for each season is used and is presented in Table 

2-3. These values also give the best statistics between the two datasets when a 

statistical evaluation is performed (see Section 3.1.). 

Table 2-3: Nighttime averaged values of MLD for each season of the year.  

Season Averaged MLD (m) 

Winter 314 

Spring 368 

Summer 417 

Fall 334 

 

The net radiative flux at the surface (∆𝐹𝑁𝐸𝑇 in Eq. 2.20) is simply calculated as the 

difference between the radiative LW and SW fluxes leaving and arriving at the surface, 

which has been already defined in Eq. 1.2 (Chapter 1, Section 1.3.1.): 

∆𝐹𝑁𝐸𝑇 = 𝐹𝑆𝑊
↓ − 𝐹𝑆𝑊

↑ + 𝐹𝐿𝑊
↓ − 𝐹𝐿𝑊

↑  (2.21) 

Note that the only difference between Eq. 1.2 and Eq. 2.21 is that in the first the net 

radiative flux is called FR whereas in this chapter is named as ∆FNET. It is possible to add 

and subtract the clear-sky (CS) downwelling radiation fluxes in Eq. 2.21 to obtain the 

flux radiative components in CS and cloudy (CL) conditions (i.e. the specific contribution 

of clouds), as follows: 

∆𝐹𝑁𝐸𝑇 = 𝐹𝑆𝑊
↓ − 𝐹𝑆𝑊

↑ + 𝐹𝐿𝑊
↓ − 𝐹𝐿𝑊

↑ + 𝐹𝑆𝑊,𝐶𝑆
↓ − 𝐹𝑆𝑊,𝐶𝑆

↓ + 𝐹𝐿𝑊,𝐶𝑆
↓ − 𝐹𝐿𝑊,𝐶𝑆

↓  

∆𝐹𝑁𝐸𝑇 = 𝐹𝑆𝑊
↓ − 𝐹𝑆𝑊,𝐶𝑆

↓ + 𝐹𝐿𝑊
↓ − 𝐹𝐿𝑊,𝐶𝑆

↓ + 𝐹𝑆𝑊,𝐶𝑆
↓ − 𝐹𝑆𝑊

↑ + 𝐹𝐿𝑊,𝐶𝑆
↓ − 𝐹𝐿𝑊

↑  (2.22)               

 

 

The first part of the right side in (2.22) is usually defined as the Cloud Radiative Effect 

(CRE).  

The second part of the right side in (2.22) will be defined as ∆𝐹𝑁𝐸𝑇,𝐶𝑆: admittedly, the 

upward radiative flux, whether SW or LW, depends indirectly on whether or not there 

is a cloud, but if we reason for a given downward radiative flux, the upward flux will not 

depend on whether there is a cloud or not posteriori. Nevertheless, in an annual global 

mean, 𝐹𝐿𝑊
↑ > 𝐹𝐿𝑊,𝐶𝑆

↑  (around 0.5 W/m2; Allan, 2011) due to the increase on longwave 

𝐶𝑅𝐸 ∆𝐹𝑁𝐸𝑇,𝐶𝑆 
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radiation emitted to the surface by clouds, where a small proportion of this radiation 

is reflected back by the surface. As for the 𝐹𝑆𝑊
↑ , it depends - relatively - only on the 

ability of the surface to reflect the solar radiation (surface albedo), and so this upward 

radiative flux is assumed to not vary if there are clouds or not.   

This said, CRE and ∆𝐹𝑁𝐸𝑇,𝐶𝑆 are defined as:   

𝐶𝑅𝐸 = 𝐹𝑆𝑊
↓ − 𝐹𝑆𝑊,𝐶𝑆

↓ + 𝐹𝐿𝑊
↓ − 𝐹𝐿𝑊,𝐶𝑆

↓  (2.23) 

∆𝐹𝑁𝐸𝑇,𝐶𝑆 = 𝐹𝑆𝑊,𝐶𝑆
↓ − 𝐹𝑆𝑊

↑ + 𝐹𝐿𝑊,𝐶𝑆
↓ − 𝐹𝐿𝑊

↑  (2.24) 

With these two expressions, the radiative term in Eq. 2.20 can be separated in a 

radiative cloud (𝑅𝐶𝐿) and clear-sky (𝑅𝐶𝑆) terms, as follows: 

𝑅𝐶𝐿 =
𝛼 + 1

𝜌𝑐𝑝𝑀𝐿𝐷
𝐶𝑅𝐸  (2.25) 

𝑅𝐶𝑆 =
𝛼 + 1

𝜌𝑐𝑝𝑀𝐿𝐷
∆𝐹𝑁𝐸𝑇,𝐶𝑆 (2.26) 

Knowing that for daytime 𝛼 = 0 and for nighttime 𝛼 = 1.5, and assuming 𝜌 = 1 kg/m3 

and 𝑐𝑝 = 1006 J/kg/K, Figure 2-11b and Figure 2-11c present the behavior of these two 

terms. 𝑅𝐶𝑆 is able to warm (cool) the surface with a maximum (minimum) rate of 4 °C/h 

(-1.5 °C/h) where as 𝑅𝐶𝐿 has a more important cooling effect with values descending 

up to -3.7 °C/h, and warming the surface only with a maximum value of 1.2 °C/h. Note 

that Eq. 2.25 and 2.26 capture well the seasonal (and expected) cycle for these two 

terms.    

a. Atmospheric heat exchange 

This term is estimated as:  

𝐻𝐴 =
𝑇𝑀𝐿𝐷−𝑇2𝑚

𝜏𝑎
 (2.27)                              

In this equation, 𝜏𝑎 can be calculated at equilibrium by assuming that the observed 

hourly temperature variations are zero and neglecting the ground heat exchange and 

advection terms (assuming their contributions are very minimal) in Eq. 2.3. This 

approach makes it possible to establish a balance between the radiative and 

atmospheric heat exchange terms so that the temperature does not vary, which yields 

to an estimation of 𝜏𝑎 as follows:   

𝜏𝑎 =
𝜌𝑐𝑝𝑀𝐿𝐷

(𝛼 + 1)
∗
(𝑇𝑀𝐿𝐷 − 𝑇2𝑚)

𝐹𝑎
 (2.28) 
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Figure 2-11: Hourly evolution of (a) observations, (b) the radiative clear-sky and (c) 

cloudy terms, (d) the ground heat exchange term, (e) atmospheric heat exchange term 

and (f) the Advection term.  

For the atmospheric heat exchange, 𝐹𝑎 = 𝐹𝑙𝑎𝑡 + 𝐹𝑠𝑒𝑛𝑠 (cf. Section 1.2.2.) since those are 

the fluxes controlling the heat exchange within lower atmosphere. The turbulence heat 

fluxes at the surface along with the MLD variable are necessary to estimate this 

relaxation time. However, Flat has lots of missing values in SIRTA-ReOBS (material 

defection), and don’t allow performing a complete analysis for the five years of study. 

For the Météopole dataset, this latent heat flux is more complete (Table 2-1), but the 

following method is also applied to the two sites since it gives better estimations of 

OTEM. As for the SIRTA-ReOBS dataset, Figure 2-12 presents the hourly data of Flat and 

Fsens along with the MLD variable from 2003 to 2017. Flat is available from mid-2005 to 

2010 but still with a low percentage of availability (22%), Fsens starts at the end of 2006, 

and MLD measurements are available since the end of 2008. Thus, only one year and a 

couple of months are truly and commonly accessible for these three variables together 

(red box in Figure 2-12). This is the main reason why the study starts in January 2009. 

To handle the issue of availability of MLD, Flat and Fsens, an hourly and monthly look up 

table (LUT) is created to have variable estimation of 𝜏𝑎 calculated using Eq. 2.28.  

First, a new variable is here estimated to calculate 𝜏𝑎: TMLD, defined as the temperature 

at the MLD level. As seen in Table 2-1 the SIRTA-ReOBS dataset does not contain a 

vertical temperature profile at the hourly scale. Then to get TMLD the following process 

is applied: (i) the pressure at the MLD level comes from the radiosoundings available 
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in SIRTA-ReOBS (MLD detection from the strongest gradient along the vertical  with a 

wavelet method, which corresponds to the position of maximum turbulence), the 

availability of two profiles per day being sufficient for the pressure; (ii) 𝑇𝑀𝐿𝐷 comes from 

the vertical temperature profile in ERA5 – which its hourly averaged on pressure levels 

with a vertical resolution of ERA5 of 25hPa for these low altitudes – at the nearest grid 

box from SIRTA Observatory and at this pressure level. Uncertainty remains in 𝑇𝑀𝐿𝐷 

because the pressure level is only available twice a day (radiosoundings launched at 

11:00 and 23:00 LT), but values follow a physical behavior consistent with the 2-m 

temperature (Figure 2-13a).   

 

Figure 2-12: Hourly sensible (yellow dots), latent (green dots) heat fluxes at the surface 

and the mixed layer depth (brown dots) retrieved from the SIRTA-ReOBS dataset. The red 

square indicates the common period for the three variables (from November 2008 to 

December 2009). 

All the variables required by Eq 2.28 are now available and then 𝜏𝑎 can be estimated. 

Figure 2-13b presents a monthly-hourly average 𝜏𝑎 for all the months of the year, these 

values constitute the LUT. During night, the relaxation time scale shows a higher 

month-to-month variability than during daytime mainly due to the gaps in the latent 

and sensible heat fluxes, whereas for daytime a more clearly behavior of 𝜏𝑎 is spotted 

with low values during the morning that increase throughout the day but still remain 

lower than during nighttime. Sometimes during nighttime, this relaxation time exceeds 

30 h, probably because the turbulence is so weak at that time that the heat flux does 

not reach completely the surface boundary layer (SBL). Stull (1988) suggested that for 

the night cases, values of 𝜏𝑎 are on the order of 7 to 30 h, depending of the state of 
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the SBL. Then we force values to be limited to 30 h. For daytime, 𝜏𝑎 remains smaller 

because the turbulence is stronger thanks to convection occurring near the surface, 

leading to a faster communication of surface information across the lower layers.  

For some specific hour/month, the absence of the Flat was very significant and thus it 

was not possible to get a value for 𝜏𝑎. It was the case for the month of December when 

none of the three variables in Figure 2-12 were available simultaneously. To handle this 

issue in the LUT, an averaged value between the previous and the following months 

for each hour is estimated.    

 

Figure 2-13: (a) Hourly TMLD (blue dots) and T2m (orange dots) values from 2009 to 2014. 

The TMLD variable is retrieved using both the SIRTA-ReOBS and ERA5 datasets. (b) 𝜏𝑎 

Monthly-hourly mean values. Units in the color bar are in hours.    

The atmospheric heat exchange term variability is shown in Figure 2-11e.  Most of the 

values are negative, indicating that this term will modulate the positive contribution 

made by the radiative forcing in clear-sky conditions. 

b. Ground heat exchange 

This term is estimated with the following equation: 

𝐻𝐺 =
𝑇𝐺−𝑇2𝑚

𝜏𝐺
 (2.29)                            

On average, the temperature at the top of the ground during daytime (nighttime) is 

higher (lower) than the one at lower depth, as it’s been shown previously (Al-Hinti et 

al., 2017; Popiel and Wojtkowiak, 2013). Hence, the assumption that the vertical profile 

of temperature within the ground at low depths follows approximatively the same 
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behavior as the atmospheric temperature profile can be established, and therefore the 

approach adopted for the atmospheric heat exchange term can be here implemented, 

to evaluate the relaxation time scale for the ground heat exchange at a depth of 𝐻𝑠 =

0.2 m below the ground. It is considered the surface to be warmer than the temperature 

at 20 cm below the ground during the day thanks to the solar radiation arriving. The 

opposite happens during night, when the ground losses important longwave radiation 

and it gets cold faster than 𝑇𝐺 . Figure 2-14 shows the vertical mean soil temperature 

profile for the four depths available in the SIRTA-ReOBS dataset (-5, -10, -20 and -50 

cm) averaged at 13:00 UTC (a) and 23:00 UTC (b), and illustrates that indeed the ground 

behaves similar to the atmosphere in this aspect. The depth of 0.2 m is then chosen as 

the point where both atmosphere and ground vertical temperature profiles follow 

approximatively the same behavior.  

 

Figure 2-14: Vertical mean soil temperature profile at SIRTA averaged for all the period 

of the study at (a) 13:00 UTC and (b) 23:00 UTC. 

Knowing the temperatures at 2m above ground (𝑇2𝑚) and at 20cm below it (𝑇𝐺), the 

relaxation time scale can be calculated using a similar approach to the one used for HA 

(setting the left-hand side of Eq. 2.3. equal to zero and now neglecting HA and Adv 

terms), and results in:  

𝜏𝐺 =
𝜌𝐺𝑐𝑝,𝐺𝐻𝐺

(𝛼 + 1)
∗
(𝑇𝐺 − 𝑇2𝑚)

∆𝐹𝑁𝐸𝑇
 (2.30) 

The equation to estimate 𝜏𝐺 is very similar to the one to estimate 𝜏𝑎 (Eq. 2.28), but since 

we are placed in the heat exchange at the ground, it is imperative to know its 

properties. The soil type at the SIRTA observatory is mostly a limestone type 

(obtainable from a regional predominant type of soils map in France added in 

Appendix A.2, Figure A-2 and extracted from Wulf et al. 2015). The approximatively 
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values for ground density 𝜌𝐺 and heat capacity 𝑐𝑝,𝐺 for this type of soil are:  

𝜌𝐺 = 1500 kg/m3 

𝑐𝑝,𝐺 = 830 J/kg/K   

A value of 𝜏𝐺 = 19 h in average for all the year is found for the day and night cases is 

found (with 𝛼 = 1.5 during nighttime and 𝛼 = 0 during daytime). Figure 2-11d presents 

the contribution of this term to temperature variations, which is very minor, with values 

oscillating between -0.8 and 0.5 °C/h with a more important negative contribution 

during summer than during winter. Despite its low contribution compared to the 

radiative and atmospheric heat exchange, HG remains important to have a better 

agreement between OTEM and the directly measured observations (cf. Chapter 3).   

c. Advection term 

𝐴𝑑𝑣 = (𝑢10

𝜕𝑇2𝑚

𝜕𝑥
+ 𝑣10

𝜕𝑇2𝑚

𝜕𝑦
) (2.31) 

The advection term is estimated as presented in Eq. 2.31 using horizontal wind 

components at 10 m and temperature at 2 m above the ground from ERA5-Land 

Reanalysis. The purpose of using this dataset – and not the SIRTA-ReOBS file – is to 

have another point in each horizontal axis to estimate the transport of the air mass in 

zonal (
𝜕

𝜕𝑥
)  and meridional (

𝜕

𝜕𝑦
) directions, between the SIRTA observatory and the 

immediately following ERA5-Land grid box. For the period and time scale considered, 

the advection term contributes to both warm and cool the surface with values going 

from -2.16 up to 1.57 °C/h, as shown in Figure 2-11f.  

d. Observed 2 m temperature variations term 

The real values of the temperature variations are calculated as follows: 

𝜕𝑇2𝑚

𝜕𝑡
=

𝑇ℎ − 𝑇ℎ−1

ℎ
 (2.32) 

Where 𝑇ℎ is the temperature at 2m above the surface at hour h and 𝑇ℎ−1 is the 

temperature at the previous considered hour.  

Figure 2-11a presents the evolution of this term, denoting, as expected, a seasonal 

cycle. Temperature variations have stronger negative than positive values, reaching few 

times a rate of -6 °C/h or even -8 °C/h for some day in summer 2010.  

The sum of all terms in the right-hand side of Eq. 2.3 is hereafter called 
𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
, and 

the real value of temperature variation is called 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
.  
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2.2.1.3      Estimation of each OTEM term: Toulouse 

A similar procedure to estimate each SEB term done in the previous section in SIRTA is 

here performed but for the Météopole site in Toulouse. The period when all the data 

to study temperature variations is available goes from January 2017 to December 2018. 

Figure 2-15 shows the hourly contribution of the observed temperatures, each of the 

terms acting on SEB, as well as the advection term. 

 

Figure 2-15: Same as Figure 2-11 but for the Météopole site in Toulouse.  

All the terms shown in Figure 2-15 are estimated using the same equations with the 

same hypothesis on atmosphere stability for day and nighttime as for SIRTA. 

Nevertheless, due to the different location zone of the Météopole and weather 

conditions, the hourly contributions of each term vary and the following variables 

changed with respect to SIRTA:  

- For the radiative terms, an average MLD thickness value in an hourly and 

monthly scale is set during daytime, whereas for nighttime, mean values for each 

season are used, and are presented in Table 2-4.  

- For the ground heat exchange term, the area where the Météopole site is lo-

cated presents a clay soil (cf. Appendix A.2, Figure A-2). The heat capacity of this 

type of soil is 𝑐𝑝,𝐺 = 900 J/kg/K. The density of this soil is set to be 𝜌𝐺 =

1280 kg/m3(both of these values are extracted from tables specifying these 

characteristics for different materials and types of soils). Since these values do 

not vary that much with those found for SIRTA, a 𝜏𝐺 = 20 h on average is found. 
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- For the atmospheric heat exchange term, sensible and latent turbulent heat 

fluxes are different than those at SIRTA (cf. Appendix A.3, Figure A-3), the latter 

observatory having lower values of sensible heat flux throughout the year (ex-

cept in spring). Therefore, 𝜏𝑎 values are different, but the same principle of cre-

ating a LUT as for SIRTA is applied in order to estimate HA. The mean monthly-

hourly values of 𝜏𝑎 are presented in Figure 2-16 with values close to 30 h during 

nighttime and at sunset hours, and with values close to 10 h during daytime. 

Furthermore, radiosoundings are not available for the Météopole, thus a direct 

measure of the vertical pressure profile is not retrieved (as it is done for SIRTA). 

The following equation is then used to estimate the approximative pressure 

value at the MLD (pMLD): 

 

𝑝𝑀𝐿𝐷 = 𝑝2𝑚 ∙ [1 +
𝐿𝑏

𝑇2𝑚
∗ 𝑀𝐿𝐷]

−𝑔∗𝑀
𝑅0∗𝐿𝑏

 (2.33) 

 

Where p2m is the pressure above 2m of the ground (available in the Météopole 

dataset), Lb is the standard temperature lapse rate (-0.0065 K/m), g is the Earth-

surface gravitational acceleration (9.81 m/s2), M is the molar mass of dry air 

(0.029kg/mol), and R0 is the universal gas constant (8.31 J/mol/K). Eq. 2.33 is 

generally used to estimate pressures for an altitude up to 11 km. The pressure 

at MLD (Appendix A.4, Figure A-4 for details on numeric values of this pressure) 

is necessary to estimate the temperature at MLD using once again the ERA5 

reanalysis (as done for SIRTA for the HA term estimation).  

Table 2-4: Same as Table 2-3 but for nighttime MLD mean values at the Météopole site. 

Season Averaged MLD (m) 

Winter 354 

Spring 286 

Summer 261 

Fall 273 

 

A further analysis of the difference between the terms in SIRTA and the Météopole is 

carried out in Chapter 5 in order to evaluate how specific local and weather conditions 

affects their contribution and importance. 
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Figure 2-16: Same as Figure 2-13b but for the Météopole site. 

2.2.2 The random forest method 

Further on this study, new predicted values of surface temperature variations and the 

importance of each of the terms acting on it and previously presented in Section 2.2.2. 

are estimated based on a machine learning method: the random forest. This supervised 

machine learning method can be used for both classification and regression issues, 

which form the majority of current machine learning systems. Since OTEM is considered 

as a simple one-degree regression model which is built as the sum of five terms to 

estimate hourly surface temperature variations, the random forest method can be here 

implemented. Furthermore, each term evaluates and contributes differently 

throughout day and for each season of the year, and thus it is crucial to know the 

moments when one term will predominate over the others, a feature that can be 

estimated thanks of one of the random forest’s attributes. 

2.2.2.1 Description of the method: new estimation of 2 m temperature variations 

This random forest method consists of bootstrapped-aggregated decision trees, a 

method that combines and gathers together the results of these trees to construct 

more powerful prediction models.   
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Figure 2-17: Basic random forest structure for a regression problem. This figure is 

extracted and adapted from https://medium.com/swlh/random-forest-and-its-

implementation-71824ced454f.  

Figure 2-17 illustrates a basic diagram on how this method works. Basically, the training 

algorithm for random forests applies the general technique of bagging, where the key 

to bagging is that trees are repeatedly fit to bootstrapped subsets of the observations. 

The bootstrapped term refers here to the fact of choosing randomly data that can be 

chosen several times to build decision trees (no selection restrictions). The random 

forest method works as follows: 

1. It builds a number of decision trees on bootstrapped training samples from the 

test sample. 

2. In each tree, an attribute selection is set: depending on the samples chosen 

(randomly) for training, the decision tree algorithm looks at all features and its 

values to determine which feature value would lead to the best node split. This 

is done by looking the mean squared error (MSE) which needs to be minimized. 

3. Once the decision tree finds the best split point selection, it starts splitting the 

dataset at that value (called the root node). This principle of attribute selection 

continues to be applied at each split node. 

4. The decision tree continues to split until either it’s grown enough leaf nodes so 

that they reach each sample (i.e. there are no more data to continue the split), 

or a stopping criterion has been previously set (prune criterion). The last value 

found at the last node is the best estimation of the decision tree   

https://medium.com/swlh/random-forest-and-its-implementation-71824ced454f
https://medium.com/swlh/random-forest-and-its-implementation-71824ced454f
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5. The other trees apply the same algorithm to find their best estimations (predic-

tion response) from the bootstrapped sample on which they were created, and 

then their estimations are averaged (i.e. aggregation) (Figure 2-17). All the de-

cision trees are trained in parallel  

6. The averaged result is the best random forest estimation/prediction  

As previously explained in Section 2.2., hourly temperature variations at the surface are 

firstly estimated as the sum of five terms. Since the random forest method also allows 

to have predictions values from the trained input data (i.e. the five terms), it is used to 

determine new predictions of temperature variations values. These predicted values 

will be more accurate than those obtained from the simply prognostic model (cf. Eq. 

2.2), and they are used to compare observed temperature variations for SIRTA in 

Chapter 3. This time, the random forest trains itself and the predictions are no longer 

the sum of the five terms, but a function that the method has found to give the best 

results. 

The main advantages of this method are listed below: 

- Low variance error thanks to bagging method (decorrelated trees). It has been 

shown that the method is not sensitive to small and medium changes in the 

input data 

- Improves prediction accuracy 

- Presents estimates for variable importance (Out-of-Bag error estimation) 

- Among all the available classification methods, random forests provide the high-

est accuracy. 

- Handle very easily big data with numerous variables  

- Handle the missing values and maintains accuracy for missing data 

- The method won’t overfit the model 

- Matlab toolbox is available 

Despite all the advantages above, this method presents one big limitation: gaining a 

full understanding of the decision process for each decision tree is infeasible. Therefore, 

there is little control over what the model does. In fact, the random forest method is 

known as a black box for statistical modelers: no one knows what happens inside each 

tree but the prediction and the importance estimations obtained as outputs are 

strongly reliable.  

 

2.2.2.2 Estimation of the relative importance of the different terms 

From the advantages listed above, the one in bold is the most interested for the current 

work as it will allow estimating the importance of each term (or predictor) acting on 

the temperature variation, in a nonparametric way. One of the main advantages of this 

method is that it allows covering not only the impact of each term individually in OTEM 
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but also the multivariate interactions with other predictors. Indeed, other approaches 

to estimation of predictor importance (e.g. simple squared marginal correlations 

method, squared standardized coefficients) do not give reliable results when the 

problem involves correlated predictors (Grömping, 2007), which is the case here.  

The method creates several bootstrapped-aggregated decision trees with row 

sampling and feature sampling from a specific dataset. Figure 2-18 shows a simple 

step-by-step diagram of the method. Hereby each step (numbers enclosed in circles at 

the top of the figure) is explained in detail: 

1. A dataset called D is set, which in our case is our model (OTEM) for the period 

of interest. This dataset has N rows (i.e. N hours) and M features (i.e. the five 

terms of OTEM).   

2. From the particular dataset D, we pick up randomly some sample of rows 𝑛1 and 

features 𝑚1 with replacement2 to build a first decision tree (this process is called 

bootstrapping). Note that 𝑛1 < 𝑁 and 𝑚1 < 𝑀 (𝑛 ≈
2

3
𝑁 and 𝑚 ≈

2

3
𝑀) (James et 

al., 2013). The same procedure is repeated to create a second decision tree with 

𝑛2 samples and 𝑚2 features. This bootstrap sampling continues until the number 

of trees 𝑖. 

3. A first decision tree is then created with 𝑛1 samples and 𝑚1 features, and it. In 

this case, consider that the features 𝑚1 (i.e. terms) are HA, RCL and Adv and then 

our model to estimate surface temperature variations will be the sum of these 

three features. A second decision tree is similarly created, then the process con-

tinues until the 𝑖th decision tree is created with 𝑛𝑖 samples and 𝑚𝑖 features. 

4. Since for each decision tree, approximatively one third of the samples and fea-

tures are not used to trained it, they are called Out-Of-Bag (OOB) data. They are 

later used to estimate the importance of a specific feature. For the first decision 

tree, a first 𝑂𝑂𝐵1 observations are not used to trained it. 

5. The first decision tree is be trained on 𝑑1, the second one on 𝑑2, and so on until 

decision tree 𝑖𝑡ℎ is trained on 𝑑𝑖 

6. A first prediction 𝑥1 is given by the first decision tree after trained, later a second 

prediction 𝑥2 is obtained from the decision tree number 2, and it continues until 

a last prediction 𝑥𝑖 is given by the 𝑖𝑡ℎ decision tree. 

7. All the predictions from all the decision trees are averaged (which in random 

forest is called aggregation) to get a final prediction �̅�𝑜𝑢𝑡𝑝𝑢𝑡. For our case, the 

final output is improved prediction of 
𝜕𝑇2𝑚

𝜕𝑡
. 

                                              

2 In random forest, replacement refers to the fact that some of the samples and features previously taken 

to build a decision tree may be repeated to build later other decision trees. The data is selected randomly 

but there is no restriction concerning data repeatability.  
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Figure 2-18: Simplified step-by-step explanatory diagram of the random forest method. 

This diagram is an example on how random forest method works, therefore it does not 

reproduce and takes exactly the same features shown e.g. in step 3. Refer to the text for 

further details on the syllabus. 

To determine the importance estimation of a particular term, the OOB dataset 

introduced in the step 4 is further analyzed. As explained in Section 2.2.2.1., the MSE is 

used to calculated this importance. To further explain its calculation, we consider the 

first decision tree in Figure 2-18. This tree is built and trained with only three of the five 

terms of OTEM (HA, RCL and Adv for instance) and with some hours of the period of 

interest. The other two terms (RCS and HG) are left OOB. Because in this tree RCS was 

not used for training, the random forest method takes this tree to estimate its 

importance. The following procedure is made by the random forest method: 

1. The method adds this term with its hourly values to the first trained decision 

tree in order to find a new response. We called this new response 
∂T2m

∂t 1

∗
 

2. Since this first tree is already trained, we know its predicted value before the 

values of RCS were adding (𝑥1). Then, we estimate a first MSE as follows: 

• 𝑀𝑆𝐸1 =
1

𝑛1
(𝑥1 −

∂T2m

∂t 1

∗
)
2

 

3. Then, the rows in RCS (i.e. the hours) are permuted (i.e. swapped) and the random 

forest method calculate another prediction after this permutation, called 
∂T2m

∂t 1

P
 

4. A new MSEP is estimated, but considering this time new predicted value and the 

trained one as follows: 

• 𝑀𝑆𝐸1
𝑃 =

1

𝑛1
(𝑥1 −

∂T2m

∂t 1

𝑃
)
2
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5. The difference between the two errors is estimated (𝑀𝑆𝐸1 − 𝑀𝑆𝐸1
𝑃) 

6. Finally, the same procedure is repeated (1 to 4 step) for the other trees having 

excluded RCS and then it adds up all these differences.  

Based on this principle, the larger the error (the sum of all the differences), the more 

important the term. Indeed, this importance estimation feature from the random forest 

method has been previously used to calculate the variable importance in different 

datasets for many applied problems in sciences or health fields for both regression and 

classification studies (e.g. Archer et Kimes 2008; Genuer, Poggi, et Tuleau-Malot 2012; 

Strobl et al. 2007). The use of this method for the current study is detailed in Chapter 

3, Sect. 3.3.1. 

 

CONCLUSION 

A simple – but complete – model based almost exclusively on ground-based 

observations is here developed in order to study hourly temperature variations at the 

surface (OTEM). The hourly values for all the variables requested by OTEM are retrieved 

from the SIRTA-ReOBS file which is a powerful dataset allowing to perform a precise 

calculation and estimation of all the five terms acting on OTEM, with a wide range of 

available data to do a multi-year analysis. OTEM is simply estimated as the sum of the 

five terms. To analyze the spatial evolution of the terms and temperature variations, a 

second dataset from Toulouse is also used and OTEM is also there applied. After each 

term is estimated and its contribution is briefly presented, the random forest method 

is introduced, a machine learning method that offers improved predictions of hourly 

temperature variations, and gives estimates of the importance of each term that 

controls these variations.   

The estimation of each term allows us in Chapter 3 to assess how well its sum follow 

the real observations, and to estimate their contribution and importance under 

different conditions and for different temporal scales.  
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3 CHAPTER 3: INFLUENCE AND CONTRIBUTION OF EACH OTEM TERM 

ON LOCAL 2 M TEMPERATURE VARIATIONS 

INTRODUCTION 

The main objective of this chapter is to evaluate the contribution of the terms 

(previously described in Chapter 2) acting on local short-term 2-m temperature 

variations under different conditions. Having a multi-year database allows to estimate 

the reliability of our model (see Sect. 2) by statistically comparing it with the observed 

temperature variation (Sect. 3.1.1). Specific cases that are not well captured by our 

model, corresponding to extreme temperature variations are explained in Sect. 3.1.2. 

The averaged contribution of each term at monthly-hourly and annual scale is also 

presented, in order to identify the conditions when one term contribute the most over 

the others, including the use of a powerful machine learning method also described in 

the previous chapter, presented in Sect. 3.2.  

 

3.1 EVALUATION OF THE MODEL 

In this first section, a statistical evaluation of OTEM is initially performed, in order to 

evaluate how well it reproduces the hourly temperature variations (i.e. comparing 
𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
 to 

𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
). Since some assumptions and hypothesis are necessary (on 

atmosphere stability and ground behavior, and in data treatment due to gaps in the 

latent heat flux variable in the SIRTA-ReOBS dataset - cf. Chapter 2), it is important to 

assess the reliability of the results obtained. This evaluation allows later to study 

individually each term of OTEM and their linear sum under different situations and 

conditions, in order to have confidence on their contributions. 

3.1.1 Statistical evaluation of OTEM 

𝜕𝑇2𝑚

𝜕𝑡
=

𝛼 + 1

𝜌𝑐𝑝𝑀𝐿𝐷
∆𝐹𝑁𝐸𝑇 +

𝑇𝐺 − 𝑇2𝑚

𝜏𝐺
+

𝑇𝑀𝐿𝐷 − 𝑇2𝑚

𝜏𝑎
+ (𝑢10

𝜕𝑇2𝑚

𝜕𝑥
+ 𝑣10

𝜕𝑇2𝑚

𝜕𝑦
) (3.1) 

Statistics are considered to assess how well OTEM (the sum of the four terms) 

reproduces the observations (i.e. comparing the observed temperature variations 

values of Eq. 3.1 to the OTEM ones).  The probability density functions (PDF) of each of 

the terms of Eq. 3.1 are shown in Figure 3-1a, indicating that: 
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- The radiative term R (red line) has contribution values between -1.7 and 3.4 °C/h, 

with one negative peak at -0.85 °C/h, another at -0.20 °C/h and a positive peak 

at 0.85 °C/h. This term can be separated onto:  

o A radiative clear-sky term RCS that presents a main contribution in posi-

tive values going up to 4 °C/h, despite an important negative peak at -

1.0 °C/h.  

o A radiative cloud term RCL that contributes to 
𝜕𝑇2𝑚

𝜕𝑡
 from -3.72 to 1.21 °C/h 

with most of its values between -0.20 and 1.0 °C/h.  

- The atmospheric heat exchange term HA can decrease the temperature by -

2.56 °C/h and can increase it by 1.16 °C/h, and presents a peak around -0.60 °C/h 

- The ground heat exchange HG has a Gaussian distribution with its center at 

0 °C/h with contribution values between -0.76 and 0.54 °C/h 

- The advection term Adv follows a Gaussian distribution centered at 0 °/h and 

can lower the temperature by -1.64 °C/h and increasing it by 1.70 °C/h. 

Figure 3-1b presents the PDF of 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
(pink line) with temperature variations values 

ranging from -8.0 °C/h to 3.60 °C/h but the high negative values represent very few 

points. The 
𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
 PDF (blue line) has values between -3 and 3.40 °C/h. When 

comparing the two PDFs, OTEM follows quite well the positive temperature variations, 

and low differences occur for cases when temperature decreases in the hour (i.e. 
𝜕𝑇2𝑚

𝜕𝑡
<

0 °C/h). In particular high negative values, even if they represent few points, are not 

reproduced by OTEM.   

Figure 3-1c shows the hourly evolution of all the OTEM terms and Figure 3-1d the 

hourly evolution of the observed temperature variations and the sum of all the terms, 

for the period of study. if OTEM were perfect, the pink and blue lines would be 

superimposed. We can notice that all 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 high negative values that OTEM does not 

capture are in summer. This issue is addressed in Section 3.1.3.  
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Figure 3-1: PDFs of (a) radiation (red line), radiative clear-sky (red dashed line), radiative 

cloud (red dotted line), heat ground (brown line) and heat atmospheric (green line) 

exchange, and advection (cyan line) terms, and (b) 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 (pink line) and the  

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
 

(blue line). (c) Hourly evolution of all OTEM terms and of (d) observed temperature 

variations and OTEM for the period of study (same colors as in (a) and (b)). 

To evaluate how well the temperature variations found by OTEM are reliable, we do a 

scatter plot of the observations versus OTEM for all the period of study, as shown in 

Figure 3-2a, along with its correlation coefficient (r) and the best fit equation (in a least-

square sense) between the two datasets. The correlation is good (0.79) and the bias 

remains small (-0.20 °C/h, not shown), the latter corresponding just to 6% of the 

maximum positive value of 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
. Concerning the slope of the best fit linear 

regression (0.82) in Figure 3-2a, OTEM overestimates the observations, especially for 

negative values rather than positive ones. However, OTEM has difficulties in 

reproducing the negative extremes of temperature change within an hour, e.g. -6 °C/h 

which corresponds to the 5th of July 2011 at 20:00 UTC, or -8 °C/h which corresponds 

to the 2nd of July 2010 at 15:00 UTC, as presented in Figure 3-1c where the hourly 

evolution of all the terms, 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 and 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
 are plotted for the period of study. 

There are other days when 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
presents an important negative value not reproduced 

by OTEM, mostly during summer. A further analysis of these extreme one-hour 

temperature gradients is carried out in Section 3.1.2.1.  

The same scatter plots separated into day and nighttime cases are presented in Figure 



 

79 

 

3-2b and Figure 3-2c, respectively (day and nighttime cases are identified based on the 

solar zenith angle variable, SZA). The correlation coefficient is much better for day (0.73) 

than nighttime (0.59), with lower values of observed temperature variations during 

night. These correlations are both lower than the one of the entire dataset because of 

the lower covariance values found between OTEM and observations. Indeed, for the 

entire dataset (i.e. Figure 3-2a) the covariance increases and the degree of association 

between OTEM and observations increases.  Furthermore, the accuracy of OTEM during 

nighttime may have been affected by the hypothesis made concerning the MLD, since 

its value is not well defined during that time due to the weak surface turbulence and 

an averaged one is used for each season based on the radiosoundings launched at 

Trappes (cf. Section 2.2.1.2.), accuracy that could be improved using radiosoundings 

launched all the hours during nighttime. In addition, the temperature variations at night 

might be hard to quantify accurately due also to the minor contribution of each of the 

non-radiative terms, for which contributions are close to zero, especially for the HA 

term, where Flat and Fsens are most of the time very low (Section 3.2.1.).  

 

Figure 3-2: Scatter plot of  
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
vs  

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
 for (a) all the hourly data, (b) only daytime 

cases and (c) only nighttime cases. The correlation coefficient “r” and the linear equation 

fitting the best for the two datasets are also shown and correspond to the diagonal dashed 

line, whereas the solid one represents the y=x equation. 

Figure 3-3 shows the scatter plots as in Figure 3-2 but for all the four seasons of the 

year (day and night together). In addition, Table 3-1 presents some statistics calculated 

for each season. Correlation is high (0.81) and bias is low in summer. Nevertheless, the 

standard deviation of the difference between OTEM and observations remains high for 

this season (0.55 °C/h), mostly due to the higher values for both observed and modeled 

temperature variations as seen in Figure 3-3c in comparison to other seasons. For the 

spring and fall seasons, the correlation coefficient is still high (0.79 on average) and it 

is the lowest in winter (0.63) with a higher bias (-0.31 °C/h) but low standard deviation 

(0.46 °C/h). This low correlation is partly due to the fact that during winter nights are 

much longer than for the other seasons and thus the bias increases due to the 

hypothesis previously made that explain low correlation during night. Indeed, the 

correlation coefficient for night/Winter is 0.50. Separating into seasons when day and 
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nighttime cases are all simultaneously considered (second column in Table 3-1) yields 

to a better linear relationship (except in winter) than when all the dataset is considered 

(Figure 3-2a). This is related once again to the covariance which happen to be this time 

better when splitting into seasons (i.e. the strength of the linear relationship between 

these two datasets is high). Moreover, when we remove the extreme values of the 

observations and OTEM (i.e. considering the values that are within the 5th and 95th 

percentiles), statistics for all the seasons improves, increasing their correlation 

coefficient and decreasing both bias and standard deviation, especially for summer 

season (values in brackets in Table 3-1).  

 

 

Figure 3-3: Same as Figure 3-2 but for (a) winter, (b) spring, (c) summer and (d) fall. 

Finally, Table 3-2 shows the relative bias split into seasons for day and nighttime cases. 

For daytime cases only, this bias is more important for spring and winter whereas for 

summer and fall remains low. On the other hand, during nighttime, winter is the season 

with the highest values (related to the hypothesis done concerning the stability of the 

atmosphere), and summer presents the best statistic.  
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Table 3-1: Statistics values between  
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 and  

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
 for the four seasons of the 

year. The values in brackets correspond to the statistics within the 5th and 95th 

percentiles. 

Season Correlation 

coefficient 

Corr. coeff. 

Day 

Corr. coeff. 

Night  

Bias (°C/h) Standard 

deviation 

(°C/h) 

Winter 0.63 (0.68) 0.62 (0.63) 0.50 (0.51) -0.31 (-0.23) 0.43 (0.40) 

Spring 0.80 (0.81) 0.74 (0.75) 0.57 (0.59) -0.15 (-0.11) 0.52 (0.45) 

Summer 0.81 (0.84) 0.77 (0.80) 0.59 (0.61) -0.18 (-0.10) 0.55 (0.46) 

Fall 0.78 (0.80) 0.74 (0.76) 0.59 (0.60) -0.21 (-0.10) 0.46 (0.41) 

 

Table 3-2: Mean values of the observations (first line), and OTEM (second line), and the 

relative bias (in %, third line) split into day and nighttime for every season of the year. 

 

 

3.1.2 Hourly evolution of OTEM capability 

Figure 3-4 is a zoom of figure 3.1.c for 8 days of mid-August 2011 (top panel) and the 

last 8 days of March 2012 (bottom panel). More the pink and the blue lines are closed, 

more OTEM is efficient. From this figure, we can see that:  

- On average, OTEM follows quite well the observed one-hour temperature vari-

ations for the two cases shown in Figure 3-4. Indeed, for the days of August 

(Figure 3-4a), 
𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
 is able to reproduce the sudden decreasing and increas-

ing of 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 during daytime, which is particular for this period and probably 

due to the great variability of cloud cover which affects temperature variability, 

as previously shown by Bastin et al. (2018) at the SIRTA observatory 

- OTEM is better for day than for nighttime when a greater difference of values 

between 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 and 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
 is found for the latter, as shown in Figure 3-4. At 
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night, there is most of the time an underestimation of the observed temperature 

variations done by OTEM as seen during the nights of the first days of March 

2012 in Figure 3-4 (bottom panel), which could be related to an overestimation 

of RCS (red dashed line) which depends only on LW radiation since SW radiation 

is not available at this time (see Eq. 2.24). These days have high temperatures 

thanks to a clear-sky condition (not shown) with RCL close to zero, and the radi-

ative cooling at night is very important enhancing high values of 𝐹𝐿𝑊
↑  (not 

shown), but probably an underestimation of 𝐹𝐿𝑊,𝐶𝑆
↓  is done at this time and high 

values of RCS are found during night. 

- Some 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 peaks are not well reproduced by OTEM, as seen e.g. in the late 

morning of the 30th of March 2012 (Figure 3-4, bottom panel). Indeed, the HA 

term has high negative values at this early time (which is not seen on the other 

previous days), which leads to an underestimation of the observations by OTEM. 

This very low negative value of HA could be explained by the parametrization 

done to estimate this term in Section 2.2.1.2. Indeed, the temperature at MLD 

(TMLD) could be underestimated and thus enhancing a high temperature gradi-

ent which yields to a high HA value (cf. Eq. 2.27). This TMLD underestimation 

probably comes from an error of measurement from the lidar instrument used 

to estimate MLD at this particular hour (10:00 UTC) since it presents an early and 

sudden peak of 1200 m which is not seen for the other days (not shown).  

- When RCL presents an important negative contribution (e.g. 18th August after-

noon in Figure 3-4, top panel), HA becomes weaker and its diurnal cycle is at-

tenuated due to the reduce of solar radiation and hence fewer surface heat 

fluxes are developed and the temperature gradient between TMLD and T2m is 

weaker than when there are fair-weather conditions. Ground heat exchange and 

advection terms play a minor role on this time scale and contribute very little to 

OTEM without detecting a very significant diurnal cycle.  

- As for the last days of March 2012 (bottom panel in Figure 3-4), RCL happens to 

present a very low (almost negligible) hourly contribution during daytime be-

cause of cloudless conditions (not shown), which allows to hourly temperature 

variations to have a normal gaussian diurnal cycle (similar to RCS).   
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Figure 3-4: Hourly evolution from 14th to 21th August 2011 (top panel) and from 23rd to 

30th March 2012 (bottom panel) of the temperature variation for the different terms, the 

observations, and OTEM.  

Evaporation and thermal conduction at the surface increase as the day goes on thanks 

to the increase of solar radiation arriving at the surface. However, the atmospheric heat 

exchange term is on average a negative contribution to temperature variations in one 

hour when Flat and Fsens increase in the afternoons. Figure 3-5 shows the mean diurnal 

cycle split into seasons for 𝑇𝑀𝐿𝐷 and 𝑇2𝑚, and the difference between these two 

temperatures represented as the colored-semitransparent brown interval, called 𝛿𝑇. 

Thanks to longer hours with sun, the MLD develops more and reach higher values for 

summer and thus temperatures at these heights are lower (Figure 3-5c) than for the 

other seasons and the difference between the two temperatures is very high and 

negative. Since the HA term depends on this temperature difference, this term has an 

important negative contribution to temperature variations mostly in summer and 

spring. On the contrary, during winter MLD is very low and TMLD has similar values as 

T2m with a maximal difference of -5 °C at 15:00 UTC (Figure 3-5a).  During nighttime, 

for all the seasons of the year, 𝛿𝑇 is on average zero or very close to zero, partly due 

to the temperature inversion observed on average and the fact that MLD is close to the 

surface in response to the cooling of the air by the radiatively LW cooled surface and 

the absence of turbulence during this time (cf. 1.2.1.), therefore, temperature variations 

at night might be hard to quantify accurately. 
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Figure 3-5: Mean diurnal cycle averaged from 2009 to 2014 of TMLD (red line), T2m (yellow 

line) for (a) winter, (b) spring, (c) summer and (d) fall seasons. The colored-

semitransparent brown space between TMLD and T2m in each subfigure represents its 

difference, called 𝛿𝑇. 

 

3.1.3 Focus on specific cases that OTEM does not capture 

As seen in Figure 3-1c, there are times during summer when the observed surface 

temperature variation (pink line) decreases drastically in one hour (
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
< −4 °C/h), 

and OTEM is not able to capture this behavior. These cases represent barely 0.1% of 

the database: there are only few cases but it is interesting to understand the reason 

why OTEM is not able to capture them. In order to better understand this, two different 

cases are studied in details (Figure 3-6).  Figure 3-6a corresponds to the 2nd of July 

2010 when a -8.0 °C/h observed temperature variation occurred at 15:00 UTC, and 

Figure 3-6b shows the values of 6th of August 2009 with a negative pic of 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
=

−5.3 °𝐶/ℎ  at 20:00 UTC (22:00 LT), with a SZA > 89° which usually corresponds to the 

sunset or early night at that time in August.  
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Figure 3-6: Hourly evolution for the two days in which the lowest hourly observed 

temperature variations are found: (a) 2nd of July 2010 and (b) 6th of August 2009. Gaps 

in 
𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
 (blue line) are due to the absence of 𝐹𝐿𝑊

↑  for these hours that do not allow to 

estimate ∆𝐹𝑁𝐸𝑇,𝐶𝑆 and thus 𝑅𝐶𝑆 (cf. Eq. 2.22).  

3.1.3.1. 07/02/2010 

In the 07/02/2010 at 15:00 UTC, RCL has an important negative contribution with a peak 

of -2 °C/h and the Adv term has a negative pic one hour before. The HA term remains 

negative but close to zero, as HG, and the Adv term presents a peak one hour before. 

Anyway, none of these terms are able to capture the behavior that we have in reality, 

as OTEM value at this hour is only -0.2 °C/h.   

To analyze this anomaly of temperature variation, Figure 3-7 presents the Quicklooks 

for this day of different meteorological variables measured at SIRTA with a temporal 

resolution of 1-min (available at https://sirta.ipsl.fr/sirta/data/quicklooks/). The 

important and sudden decrease of temperature at 15:00 UTC could be associated with 

a cold pool event, which is more occurrent in summer thanks to higher surface 

temperatures than those in winter. This 7th of July was particularly warm as seen in 

Figure 3-7a with T2m lowest value of 22 °C and reaching 33°C. The mentioned cold pool 

is characterized by storms and heavy precipitations. Indeed, as shown in Figure 3-7b, 

during all this day it did not rain until around 14:20 UTC when it rained a total of 17 

mm in just 40 minutes and then it immediately stopped just after 15:00 UTC with no 
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more rain detected for the rest of the day. Figure 3-8 presents pictures from the SIRTA 

sky imager: during the morning just few clouds were present, and between 14:30 and 

15:00 UTC a strong cloud cover is seen. Furthermore, at the time this event occurred, 

wind speed increases as a new air mass arrived at the site coming from two completely 

opposite directions within just few minutes (Figure 3-7c and Figure 3-d, respectively).  

All these figures show that this event occurred in less than an hour, which is the 

resolution of the data in SIRTA-ReOBS and ERA5/ERA5-Land datasets, and then in 

OTEM. Therefore, the hourly values in the observations (as well as in both reanalysis) 

do not allow in the first place to capture this extreme event properly in OTEM, since it 

is related to rapid cloud formation (<1 h) that is not well captured by the RCL term, and 

rapid wind change direction not captured by the Adv term. This could lead to an 

underestimation of the contribution of both terms in OTEM. However, since the cold 

pool event is rare and ephemeral on a local scale (Llasat and Puigcerver, 1990; Conangla 

et al., 2018), its presence does not bias significantly the general performance of the 

model.  

 

Figure 3-7: 07/02/2010 quicklooks 1-min values of (a) 𝑇2𝑚, (b) 24-h cumulated 

precipitation, (c) wind speed, and (d) wind direction. These quicklooks are available at 

https://sirta.ipsl.fr/sirta/data/quicklooks/. 
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Figure 3-8: 07/02/2010 sky imager photographs took every 30 min from 03:30 to 20:30 

UTC.  

3.1.3.2. 08/06/2009 

For this second date, 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
= −5.3 °C/h at 20:00 UTC, with the temperature 

decreasing from 28 °C at 19:00 UTC to 23 °C at 20:00 UTC (Figure 3-9a) just at sunset, 

and OTEM underestimates this abrupt temperature decrease with a value of only -

1.8 °C/h. RCL has a positive contribution to temperature variations (Figure 3-6b), which 

is expected at this hour since 𝑆𝑊 ↓≈ 0 and only 𝐿𝑊 ↓ is contributing (cf. Eq. 2.22), as 

shown in Figure 3-9b. The HA term is positive at this hour because 𝑇𝑀𝐿𝐷 > 𝑇2𝑚, when 

an hour before it was negative. This change of sign is due to the rapid diminution of 

MLD from 2100 m at 19:00 to 300 m at 20:00 UTC (not shown), meaning an important 

– and unusual – decrease of 1800 m in one hour, and since during nighttime the 

hypothesis of working on a stable atmosphere is set, there is an underestimation of HA 

term, when in reality the atmosphere could still be in an unstable state.   

The most likely reason why OTEM does not capture well this important temperature 

decrease is the underestimation of the Adv term. Indeed, Adv has a negative – but still 

very weak – peak one hour after the event (Figure 3-6b), and a sudden increase in wind 

speed is detected at 19:00 UTC along with a change wind direction changing from a 
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N-E to a N-W regime (Figure 3-9c and d, respectively). Since the Adv term is estimated 

with a zonal and meridional temperature gradient (cf. Eq. 2.31) considering the closest 

point to the one where SIRTA is located (Appendix A.5, Figure A-5), this abrupt change 

of direction could not be captured by ERA5 time and spatial resolution. Indeed, this 

sudden and rapid wind change direction occurred within few minutes (<1 h) and thus 

the Adv term does not capture this event. 

 

Figure 3-9: 08/06/2009 quicklooks 1-min values of (a) 𝑇2𝑚, (b) surface downwelling 

longwave irradiance, (c) wind speed, and (d) wind direction.  

 

3.2 EVOLUTION OF THE DIFFERENT OTEM TERMS 

The monthly-hourly mean contribution of each term is here assessed in order to better 

understand the extent to which SEB processes contribute to temperature variations, 

and the times when one of them modulates or mitigates the others for different 

seasons and times of the day. 

3.2.1 Annual contribution of each term 

The mean contribution of each term is averaged monthly for day and night separately 

(Figure 3-10).   

Figure 3-10a shows that all the terms have a seasonal cycle during daytime. The annual 



 

89 

 

cycle of the RCS (RCL) term is important, by having a positive (negative) contribution 

during the day, mostly dominating the temperature variations at this scale (and also 

when mean diurnal cycle are estimated in Appendix B.1, Figure B-6). On average, RCS 

has the biggest contribution amplitude values ranging from 0.48 °C/h for January to a 

maximal of 1.75 °C/h in June. On the other hand, RCL presents a low negative 

contribution also in January around -0.25 °C/h when the solar radiation is weak and 

thus preventing clouds to strongly reduce it, and a maximal and more important 

negative contribution in both Mai and June of -0.75 °C/h. This latter term presents less 

month-to-month variability compare to RCS especially during the J.A.S.O.N. months 

when clouds cool the surface with a constant value of -0.5 °C/h whereas the clear-sky 

radiative contribution varies from 1.6 °C/h in July to more than half of this value 

(0.75 °C/h) in November. This constant value in RCL is more controlled by the difference 

𝐹𝑆𝑊
↓ − 𝐹𝑆𝑊,𝐶𝑆

↓  rather than 𝐹𝐿𝑊
↓ − 𝐹𝐿𝑊,𝐶𝑆

↓  because the last one remains on average 

constant not only during these months but through the whole year whereas the 

difference in SW radiation varies (not shown) and thus drives the shape of the RCL term. 

In addition, the HA term plays an important role in temperature variations in April, 

having a similar cooling effect as RCL of -0.7 °C/h, and for the rest of the year this term 

continues cooling the surface with its contribution decreasing while approaching to 

November, December and January when hourly solar availability decreases. 

Furthermore, 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
  finds two maximal average values during daytime in March and 

April and then in September and October, values that do not coincide with the maximal 

contribution of the OTEM terms. This could be linked to the fact that for spring and fall, 

lesser cold anomalies occurred compared to winter and summer, related – and 

explained – partly to the presence of weather regimes for these two latter seasons. 

Indeed, several studies have shown that weather regimes are largely related to surface 

temperature anomalies mostly in winter and summer seasons (Rojas et al., 2013a; Sousa 

et al., 2018b; Yiou et al., 2008; Folland et al., 2009; Cassou et al., 2005) and to other 

meteorological anomalies such as wind speed (Cortesi et al., 2019) and precipitations 

(Xoplaki et al., 2004b). Note that the standard deviation of 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
  (represented as the 

shaded gray area in Figure 3-10a) has also great values for these transition months, 

explaining also the increase in observed temperature variations.  

According to Figure 3-10b for nighttime, the clear-sky and cloud radiative forcing terms 

contribute the most in values to hourly temperature variations at the surface and the 

other terms contribution remain close to zero. RCL is always positive, has an annual 

cycle more pronounced than the other terms, and has an opposite behavior with 

respect to the one at daytime: its highest contribution occurs in January, November 

and December with a warming effect of 0.70 °C/h mostly due to the increase in cloud 

cover and the lesser cumulative energy received by the surface during daytime, while 

it is getting weaker and constant from March to October with a mean value around 

0.30 °C/h for all these months. As for 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
, it has almost the same shape as RCL since 
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this term is the one contributing the most at this time.  

 

Figure 3-10: Mean annual cycle averaged monthly from 2009 to 2014 of the five terms 

of OTEM, the observations, and the residual (dashed gray lines) for (a) day and (b) night. 

The shaded gray area in each of the panels represents the standard deviation of 
∂T2m

∂t obs
.  

 

3.2.2 Monthly-hourly contribution of each term 

Figure 3-11 presents the values of the monthly-hourly mean values from January 2009 

to February 2014 for the observations, for OTEM, the residual term which is calculated 

as the difference between OTEM and the observations (i.e.  
𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
−

𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
), and the 

five terms of OTEM.  

A diurnal cycle clearly appears for all the terms except for the Adv term (Figure 3-11h), 

which is mainly driven by the solar radiation intensity during the day. Further, a maximal 

negative (positive) contribution to temperature variations of RCL (RCS) is found during 

the late mornings for all the months, cooling (warming) the surface with a maximal 

mean value of -1.3 °C/h (3.2 °C/h) in May and June at 10:00 UTC and 11:00 UTC. In 

spring and fall seasons there is an important contribution of HA term (Figure 3-11g) in 

the late morning and the afternoon, especially during spring, with an hourly maximum 

averaged contribution of -1.1 °C/h. The difference between day and night HA 

contribution is the largest during spring and summer compared to the other seasons 

when the MLD can reach high values in the afternoon due to increased turbulence, 



 

91 

 

especially in spring when the absence of latent heat flux data overestimates its 

contribution in the morning. HA contribution is minimal in winter due to the low 

development of the MLD. This result is in contrast with the negative (and very low) 

contribution of the HG term, which is maximal in summer in the afternoon with an 

average value of -0.25 °C/h when the surface temperature is the highest and thus 

strengthens its cooling action during daytime. An opposite effect is found in winter 

when the ground is usually warmer than the surface, yielding to a positive contribution 

of HG (Figure 3-10a and Figure 3-11f). As expected, the Adv term does not present a 

strong monthly-hourly cycle compared to the other terms, although one can 

distinguish a mean negative contribution (still very low) at all seasons with a mean 

minimum in July in the afternoon of -0.12 °C/h, as shown Figure 3-11h.  

During nighttime, Figure 3-11a shows that the observed temperature variations have a 

minimal averaged value just after the sunset for all the months of the year, that OTEM 

also reproduces with good accuracy, since the difference between the two datasets is 

quite low at these times (Figure 3-11b and Figure 3-11c). Further, for winter, 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 is 

on average low, especially after midnight when surface temperatures remain almost 

constant, whereas in spring and summer, its hourly variation increases. Indeed, the 

surface reaches high temperatures during daytime, and in the night, the energy emitted 

is much greater than the energy received, especially in summer when the cumulative 

energy the surface receives during daytime is much larger thanks to larger sunny hours, 

than in winter. This explains partly why the contribution of clouds is lower at night while 

approaching to warmer seasons (Figure 3-10b, red dotted line).  

Lastly, the residual, defined as the difference between OTEM and the observations (i.e.  
𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
−

𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
), also has a seasonal variability and is mainly negative, but a 

minimum difference of -0.45 °C/h occurs in April in the morning (Figure 3-11c), which 

is related to the negative increase of the HA term at that time. This is partly due to the 

important absence of latent heat flux data especially for this month, which implies an 

increase in the residual value due to 𝜏𝑎 estimation (see Table 2.1 and Section 2.2.1.2.b). 

Nevertheless, during the months when solar radiation is strong, the residual reaches 

positive values (with a maximum value around 0.4 °C/h) but OTEM overestimation 

remains low. These values for the residual are low compared to the values of RCS, but 

despite it remains almost at the same order of magnitude as the RCL and HA terms, a 

good correlation is found during daytime (cf. Section 3.1.1.).  
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Figure 3-11: Monthly-hourly mean values for (a) 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
, (b) 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
, (c) the residual 

(i.e. difference between OTEM and the observations), for (d) 𝑅𝐶𝑆, (e) 𝑅𝐶𝐿, (f) HG, (g) HA 

and (h) Adv. Units in the color bars are all in °𝐶/ℎ, and their scale is different for each 

subfigure. The black contour lines in each figure correspond to sunrise (bottom line) and 

sunset (top line) approximative hours. 

Focusing on the transition periods (sunrise and sunset, black lines in Figure 3-11), the 

residual presents low values at these times. Indeed, there is a slight underestimation of 

the model of about -0.13 °C/h for some months (e.g. February) at sunrise hours, 

whereas a low overestimation with close-to-zero residual mean values are found for 

May and June. For the sunset, a similar behavior is found as for the sunrise (with very 

similar values for the residual term). Therefore, a good agreement is found between 

the model and the observations for these specific hours. 

 

3.2.3 Advection dependence on wind direction 

In order to study the dependence of advection on wind direction and its contribution 

to hourly surface temperature variations, an advection distribution (or advection rose) 

is estimated and plotted in Figure 3-12. The wind direction is directly estimated from 

the two horizontal components of wind velocities (u and v), retrieved from ERA5-Land 

(cf. Section 2.2.1.2.d). This figure shows us that: 
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- The negative contribution of the Adv term is mostly coming from N-E and S-E 

wind regimes, whereas the positive contributions are from S-W regime. Few per-

centages of winds are coming from N-W. Indeed, this term contributes strongly 

to cooling the surface for a S-E regime.  

- Figure 3-12 also illustrates the two majority winds regimes coming to the Paris 

region: the well-known Siberian High (D’Arrigo et al., 2005) which brings on av-

erage cold winds, and the Westerly winds coming from the Atlantic Ocean with 

warmer and humid near-surface air. 

 

  

 

Figure 3-12: Advection distribution at SIRTA from 2009 to February 2014.  
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3.3 IMPORTANCE ESTIMATION OF EACH TERM: THE RANDOM FOREST APPLICATION 

Here, the random forest method is used to establish which term dominates (in terms 

of weight and not in contribution) the temperature changes in the model (
𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
) 

during day and nighttime. As explained in Chapter 2, Section 2.2.2., this machine 

learning method consists of bootstrapped-aggregated decision trees, a method that 

combines and gathers together the results of these trees to construct more powerful 

prediction models. Since in the present study the model has already been constructed, 

one of random forest method most impressive feature is used, which consists of the 

ability to provide a fully nonparametric estimation of the importance of each term (or 

predictor) on the model (see Section 2.1.2.). Additionally, this method is used because 

of the nonlinear relationship between each single term and OTEM (not shown). This 

non-linearity does not yield to estimate how each process at the surface affects the 

temperature variations (contrary to what is done in Miller et al., 2017).  

3.3.1 General estimation 

Figure 3-13 presents the predictor (i.e. each term involved in 
𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
) weight estimate 

value for daytime and nighttime. Figure 3-13a corroborates that RCS is the most 

important term during daytime, followed by 𝑅𝐶𝐿 and then HA, whereas HG is the least 

important term OTEM for the timescale considered. Next, Figure 3-13b illustrates that 

RCL dominates hourly temperature variations during nighttime, followed by HG and RCS. 

These results agree with(Kukla and Karl (1993),)who suggested that the key regulator 

of nighttime warming temperatures is downward thermal radiation when cloudy cases 

are present, an effect that is damped most of the time by the radiative cooling effect 

of the ground. HA term play a very minor role since surface turbulence decreases due 

to the absence of solar radiation.  

3.3.2 Diurnal cycle of the weight estimates  

The separation of daytime/nighttime does not allow the consideration of the 

importance of processes occurring during transition times of the diurnal cycle when 

the increase/decrease in temperature is the strongest. So, to better understand the 

influence of each term on hourly temperature variations, the weight estimation value 

is processed for each hour using the random forest method. Figure 3-14 presents the 

results of this method for each season. This diurnal cycle is estimated by applying the 

random forest to each hour separately. For instance, to estimate the importance of 

each term on the observed temperature variations at 10:00 UTC in summer, decision 

trees are built and trained from all the data sample corresponding to this condition of 

season and hour, and then the importance estimation of each term is retrieved. This 

process is repeated for each hour for every season of the year and then a diurnal cycle 

is obtained. 
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Figure 3-13: Predictor weight estimates obtained by the random forest method for (a) 

day and (b) night. The abscissa in both cases represents each predictor (or term) of OTEM, 

and the y-axis their weight (unitless) defined as the sum of their mean square error when 

permutation in the decision trees is done. 

Figure 3-14 supports a clear and reliable estimation of the importance (i.e. weight) of 

each term split into seasons for every hour of the day, which is not seen by estimating 

the diurnal and annual cycle of each term (cf. Section 3.2.). Indeed, depending on the 

hour of the day (and thus the state of the atmosphere), one term will become more 

important over the rest and temperature variations will be more sensitive to its change 

even if its contribution in terms of magnitude remains smaller compared to other 

terms. For instance, RCS absolute contribution during nighttime is higher than that of 

RCL (Figure 3-10b), and yet the latter is more important during nighttime due to its 

seasonal and hourly contribution variability to 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
.  

As expected (and previously exposed), for all the seasons RCL is the term dominating 

during nighttime, just after sunset, and before sunrise (indicated by vertical dashed 

lines in black). After sunrise, the surface heating produced by the sun in the early 

morning enhances a high growth rate in the temperature variations, whose effect 

makes RCS the dominant term driving 
𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
 at those hours of the day for all seasons, 

except for winter. In winter (Figure 3-14a), the weight of RCS is almost the same as RCL 

one and is weak. This effect is due to the weak SZA for this season, and the surface 

heating by the sun in clear-sky conditions is not strong enough to modulate 
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temperature variations. On the contrary, RCL weight is minimal just after sunrise and 

before sunset, where, depending on the season, RCS, HA or Adv are the main terms 

controlling temperature variations. 

At the beginning of the day, it is RCS that dominates for all the seasons, then RCL 

becomes the term dominating temperature variations until the afternoon. This effect is 

partly explained by the values of the terms themselves: RCS standard deviation for a 

given hour/season is weak, and thus its influence to explain the difference between 

one day to another at a specific hour remains minimal and it is not a strong predictor 

at diurnal cycle scale, especially in the summer and spring (Figure 3-14b and Figure 

3-14c, respectively) when other variables will modulate temperature variations. On the 

other hand, RCL turns into the main modulator of 
𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
 for all the seasons due to its 

strong standard deviation for a given hour/season, reaching its maximal weight in 

summer (Figure 3-14c). Therefore, the hourly temperature variations are more sensitive 

to cloud changes rather than solar radiation which does not vary significantly for a 

specific hour from day to day within a season.  

Concerning the other terms, HA weight is growing along the day (particularly in 

summer). Its variation is greater than that of the other terms, making HA the second 

most important modulator of temperature variation, except for winter (Figure 3-14a). 

For this latter season, its contribution is weak due to the lack of solar radiation and 

vegetation and few turbulent heat fluxes develop, along with a weak MLD. It becomes 

sometimes the most important term in the late afternoon just before sunset. This is 

explained by an increase in instability of the atmospheric boundary layer enhanced by 

its large extension and surface temperature gradient: actually HA depends on the 

difference between 𝑇𝑀𝐿𝐷 and 𝑇2𝑚 (Eq. 2.27) which is maximal in the late afternoon for 

all the seasons (cf. Figure 3-5) and is generated by the increase in turbulence fluxes 

near the surface. 

Regarding the Adv term, it shows an important weight in some hours in the late 

afternoon in winter, which makes it the term controlling on average hourly temperature 

variations at that time (then it is HA who becomes more important). In summer (Figure 

3-14c), it presents an important increase as the day goes on similar to HA after 10:00 

UTC, but HA is even more important thanks to a development of turbulent heat fluxes 

at the surface in the late afternoon. Adv becomes the second most important 

modulator of the temperature variation during nighttime before sunrise for all seasons. 

A thermally-induced circulation linked to the urban heat island which is set up in Paris 

could be at the origin of this weight: this circulation is likely to create a greater variation 

of temperature some nights when cooler air from rural areas is advected to warmer 

zones towards the city center. The SIRTA observatory, located in a suburban area at 20 

km from the center of Paris could be indeed regularly affected by this circulation. 
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Figure 3-14: Diurnal cycle of the predictor weight estimate for each term of OTEM, for 

(a) winter, (b) spring, (c) summer and (d) fall. Vertical dashed black lines are for sunrise 

and sunset mean hours. 

 

3.3.3 Validation of the random forest method 

However, this machine learning method is generally used in other studies to train and 

to have better estimations of a particular model. In order to validate the random forest 

method skill on predicting new observed temperature variations, the method is used 

to predict 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 (rather than 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
as it is done to estimate the weight of each term 

in Section 3.3.2.). The output for this case is called 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠,𝑅𝐹
. A comparison between 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
 (i.e. the linear sum of the five terms) and the new 

𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠,𝑅𝐹
 is done, the results 

of this validation are shown in Figure 3-15. Indeed, the scatterplot before performing 

the random forest method (
𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
)   shows the distribution of values between the 

observations and the model (i.e. 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
vs 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
, blue points) as found in Figure 

3-2a. Then, when the random forest method is performed and the data are trained 

based on 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 (instead of 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
), better predictions are obtained between 

𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 

and 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠,𝑅𝐹
 (orange points) and the correlation coefficient has a higher value (0.94). 

In such case, the RF method gives better estimations of temperature variations but the 
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retrieve of the function used to have these results is not available. Nevertheless, this 

result validates the fact of considering temperature variations as the sum of the five 

terms to estimate their importance using the RF method (when it is used to predict the 

modeled temperature variations).  

 

Figure 3-15: Scatter plot of 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 as a function of the developed model 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀
  before 

applying the random forest method (blue circles) and 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 as a function of the model 

trained after the RF method is applied (orange circles). The correlation coefficient “r” for 

both scatterplots are also presented. 

 

3.3.4 Basic settings on random forest method to study the weight of each term 

In Section 3.3.2, the random forest method is used to determine the importance of the 

predictors (terms) on the near-surface temperature variations. Detailed information on 

how this method works is given here. 

The training algorithm for random forests applies the general technique of bagging, 

where the key to bagging is that trees are repeatedly fit to bootstrapped subsets of the 

observations. The bootstrapped term refers here to the fact of choosing randomly data 

that can be chosen several times to build decision trees (no selection restrictions). A 

training dataset is chosen randomly with replacement (bootstrapping) from the original 
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dataset to create a decision tree. In regression techniques, the training dataset 

correspond to ~2/3 of the total of the sample. The ~1/3 remaining data not used to 

train that decision tree is used later as testing data but also to determine the 

importance of a specific term (James et al., 2013). This procedure is repeated for all the 

decision trees used in the random forest. Finally, it is not necessary to have a validation 

dataset in this study because the main interest of using this machine learning is to 

determine the importance of the terms on the model developed, as it is known that 

random forest protect against overfitting by constructing training samples through 

bootstrapping. 

Some hyperparameters are tuned in order to optimize the analysis: 

• The random forest method is set to have 150 decision trees, because at that 

number the error converges to a small value, as seen in the Figure 3-16 (con-

verging value of 0.25 during daytime, 0.12 during nighttime).  

• For the split criteria, since our model is a simple one-degree regression, the 

method is set to use the mean square error (MSE) to do the split at each leaf.   

 

The number of random features to consider at each split and the number of 

bootstrapped dataset used to train each decision tree in the random forest method is 

approximatively to be 2/3 of the total of predictors and 2/3 of the total of sample, 

respectively (James et al., 2013). 

 

Figure 3-16: Out-of-bag error over the number of grown regression trees for day (blue 

line) and night (orange line) 
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CONCLUSION 

A statistical analysis was performed in this chapter in order to estimate how well the 

OTEM representation follows the real observed temperature variations. After founding 

a good agreement between OTEM and the reality (correlation coefficient of 0.79), 

OTEM still encounters difficulties to reproduce extreme hourly temperature variations 

(
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
<-5 °C/h), mainly because these (rare) event occurs within a smaller scale than 

the data resolution (e.g. cold pool event). 

The mean contribution of each term is estimated in an annual and monthly-hourly 

cycle, since it is important to know to what extent they contribute to temperature 

variations during different hours of the day. Table 3-3 summarizes the contribution of 

each term, showing their minimum and maximum as well as their mean value for day 

and nighttime. From this chapter we conclude that: 

- The radiative terms are on average the ones contributing the most to near-sur-

face temperature variations for both day and nighttime.  

o RCS can both warm and cool the surface during daytime, but it is always 

negative at night (radiative cooling due to absence of SW solar radiation). 

o RCL has a similar behavior as RCS warming and cooling during daytime but 

with a stronger cooling than warming effect, whereas at night it warms 

up to 1.21 °C/h with a weak cooling effect. 

- HA mean contribution is almost negligible at night but it presents a wide range 

of contribution going from 0.89 to -1.03 °C/h. On the other hand, at daytime, it 

has a stronger cooling than warming effect, mostly due to the increase in the 

MLD in late afternoons.    

- On average, HG and Adv mean contributions are close to zero at this scale, but 

Adv still can warm (cool) the surface up to 1.57 °C/h (-1.53 °C/h) during daytime, 

whereas at night it has a similar maximal contribution, but it can cool the surface 

up to -2.16 °C/h. 

The use of a random forest method makes it possible to identify which term dominates 

over the others, depending on the period: 

- On a diurnal scale, cloud radiation becomes the main contributor to tempera-

ture variation during daytime just after early mornings. Indeed, at this time, it is 

RCS that controls temperature variations when surface heating occurs and no 

other (or very few) turbulence processes happen.  

- For all the seasons on a diurnal scale, the late afternoon temperature variations 

are mostly driven by heat fluxes in the atmosphere when radiative contribution 

become weak and the MLD is at its maximal value.  
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- At night, cloud radiation is controlling temperature variations and on a diurnal 

scale contributing to warm the surface, as well as heat fluxes in ground that 

becomes the second most important term.  

- In winter, spring and fall, advection of the air is the second most important con-

tribution at night whereas in summer is clear-sky radiation.  

Table 3-3: Mean, maximum and minimum value contribution of each term in OTEM split 

in day and nighttime.  

Term 

Daytime Nighttime 

Mean Max Min Mean Max Min 

RCS (°C/h) 1,33 3,97 -0,76 -0,95 -0,41 -1,47 

RCL (°C/h) -0,55 0,75 -3,72 0,42 1,21 -0,15 

HA (°C/h) -0,39 1,16 -2,56 -0,02 0,89 -1,03 

HG (°C/h) -0,05 0,54 -0,76 0,07 0,54 -0,60 

Adv (°C/h) -0,04 1,57 -1,53 -0,04 1,50 -2,16 

  

Since clouds are found to be the main modulator of solar radiation on hourly 

temperature variations for all seasons, the next chapter studies the specific role of 

clouds and how they affect other atmospheric variables under different conditions.  
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4 CHAPTER 4: SPECIFIC INFLUENCE OF CLOUDS ON 2 M TEMPERATURE 

VARIATIONS UNDER CLOUDY CONDITIONS 

INTRODUCTION 

Chapter 3 shows that clouds are the main modulator of solar radiation effect on the 

hourly temperature variations at the surface during the day (and the main contributor 

during the night).  Knowing how each term of OTEM affects the hourly temperature 

variations, a deeper analysis is carried out in this fourth Chapter, in order to better 

understand the specific role of clouds under different conditions. This analysis is 

performed by considering other variables available in the SIRTA-ReOBS dataset to 

characterize both the atmosphere and the clouds, including lidar measurements to 

characterize the vertical profile of clouds.  

 

4.1 CONTRIBUTION OF OTEM TERMS IN CLOUDY CONDITIONS 

As previously stated in Chapter 3, the cloud radiative term controls on average hourly 

temperature variations for both day and nighttime, thus a special focus only in cloudy 

conditions is here addressed. Cloudy cases are then identified based on a criterion on 

the absolute value of CRE (Eq. 2.23)  that must be higher than 5 W/m2 in both SW and 

LW domains (Chiriaco et al., 2018) during daytime, whereas for nighttime, only LW 

radiation is considered for this criterion, following: 

𝑆𝑊𝐶𝑅𝐸 = 𝐹𝑆𝑊
↓ − 𝐹𝑆𝑊,𝐶𝑆

↓  (4.1) 

𝐿𝑊𝐶𝑅𝐸 = 𝐹𝐿𝑊
↓ − 𝐹𝐿𝑊,𝐶𝑆

↓  (4.2) 

According to this criterion of classification, cloudy conditions correspond to 84% of the 

total cases from January 2009 to February 2014 at SIRTA, and clear-sky conditions 

represent the remaining 16%. To analyze the difference between clear-sky and cloudy 

conditions, Figure 4-1 shows scatter plots of occurrence of 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 as a function of the 

three main terms of OTEM (Rcs, RCL and HA), during daytime separated into cloudy and 

clear-sky conditions. In Figure 4-1a for all daytime cases (first column), when both 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 and RCS are positive, it is the radiative clear-sky term that guides the sign of 

hourly temperature variations. The main results from this figure are then:  

- First column is very similar to third column, meaning that general behavior is 

dominated by cloudy cases.  
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- Even when focusing on cloudy conditions (third column), positive hourly tem-

perature variations are dominated by RCS (Figure 4-1c). 

- All the negative extremes of 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 are detected only in cloudy conditions.  

- Logically, RCL has negligible values in clear-sky conditions whereas all its contri-

bution corresponds to a cloudy atmosphere (Figure 4-1e and Figure 4-1g, re-

spectively) with a maximum cooling effect around -4 °C/h.  

- HA term contributes mostly to cool the surface when 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 is positive (Figure 

4-1h), damping the important positive contribution of RCS (Figure 4-1i). 

 

Figure 4-1: Scatter plot of the occurrence (in Log10) of daytime 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 as a function of 

RCS (firs row), RCL (second row) and HA (third row) terms for all-sky (first column), clear-

sky (second column) and cloudy (third column) conditions. 

During nighttime, a similar procedure is addressed than for daytime (Figure 4-2). This 

time, cloudy conditions are less occurrent than during daytime and correspond to 70% 

of the total cases for the period of study, and clear-sky conditions represent the other 

30%. The main characteristics of each term for this time are listed below: 
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- RCS contribution to temperature variations presents almost no difference be-

tween a clear-sky (second column) and cloudy atmosphere (third column) since 

it remains almost constant for these two conditions (Figure 4-2b and Figure 

4-2c).   

- As expected RCL contribution is presented almost exclusively in cloudy condi-

tions, warming the surface up to 1.5 °C/h (Figure 4-2f). 

- HA tends more to warm the surface during clear-sky conditions than during 

cloudy cases when it contributes mostly to cooling it (Figure 4-2h and Figure 

4-2i).  

- Overall, clouds modulate the negative contribution of RCS and HA during 

nighttime (Figure 4-2d, Figure 4-2a and Figure 4-2g, respectively). 

 

Figure 4-2: Same as Figure 4-1 but for nighttime.  
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4.2 CREATION OF CLOUDS CATEGORIES 

The study of the main terms of OTEM separated in clear-sky and cloudy conditions 

showed a more important (and notable) contribution of these terms to hourly 

temperature variations when the atmosphere is cloudy. Due to the wide range of 

contribution of RCL for day and nighttime cases (Figure 4-1f and Figure 4-2f, 

respectively), some categories are created based on this contribution.   

4.2.1 Cloud categories based on their radiative effect 

As shown in Section 3.3.1 and Figure 3-13a, the RCS term dominates hourly temperature 

variations during daytime. During the day the ratio of RCL by RCS is estimated to assess 

to what extent clouds’ contributions are driven by the clear-sky term. Figure 4-3a shows 

the distribution of this ratio for daytime hours. Two peaks can be easily identified: one 

between -0.5 and -1 and one slightly negative with a tail in positive values. From this 

distribution, three different bins can be created in order to separate the effect of clouds 

on observed surface temperature variations, going from the highest cooling effect to 

the warming effect (rectangular brown boxes in Figure 4-3a): (i) −1.0 ≤
𝑅𝐶𝐿

𝑅𝐶𝑆
< −0.5 (bin 

1),  (ii) −0.5 ≤
𝑅𝐶𝐿

𝑅𝐶𝑆
< 0 (bin 2) and (iii)  0 <

𝑅𝐶𝐿

𝑅𝐶𝑆
≤ 0.5 (bin 3). The cases with very close-

to-zero values of RCS (10% of the cases), which occurred in early mornings and late 

afternoons, are excluded since they give divergent values. Same thing for very rare 

negative value of RCS, as they affect the sign. Furthermore, most values are negative. 

Very few values (less than 100 values) are found for RCL > RCS (i.e. RCL/RCS < -1) so they 

are not enough to allow us to perform a further and complete seasonal analysis.  

For nighttime cases, RCL is the term dominating and controlling temperature variations 

(Section 3.3.1. and Figure 3-13b) and since RCS is on average constant at this time 

(Figure 3-10b), it is not necessary to divide it by RCS as done previously for daytime 

hours. Therefore, two bins are created from the PDF of RCL shown in Figure 4-3b where 

two peaks are spotted when RCL > 0: 0 < 𝑅𝐶𝐿 < 0.75 °C/h, a bin when cloud warming 

effect is said to be weak, and 0.75 ≤ 𝑅𝐶𝐿 ≤ 1.5 °C/h, a bin when cloud warming effect 

is classified as strong. During nighttime there is no SW radiation so clouds always have 

a warming effect on surface temperature and no negative values are found in Figure 

4-3b.  
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Figure 4-3: (a) Daytime histogram of 
𝑅𝐶𝐿

𝑅𝐶𝑆
 and (b) nighttime histogram of RCL. The red line 

in both figures represents the PDF and the rectangular semi-transparent brown boxes the 

different bins created to analyze clouds influence. These histograms are built by 

considering only cloudy hours. Negative and close-to-zero values are removed for 

daytime hours (see text for further information).      

 

4.2.2 Specific lidar sampling for daytime cases 

In the following sections, the database that regroups cloudy daytime cases (i.e. the 

hours in which SWCRE and LWCRE are greater than 5 W/m2) is called the “total cloudy 

sampling”. From this sampling, the “lidar sampling is created”, corresponding to cases 

with lidar measurements (the lidar instrument does not operate all the time, cf. Section 

2.1.1.2.). This last sampling is used to study the vertical structure of the troposphere 

(from to the ground up to 15 km). Figure 4-4 presents the repartition from one bin to 

another for these two samplings, distributed by seasons. These histograms show that 

the patterns are different for the lidar sampling comparing to the total one: bin 2 is 

preponderant whatever the season, whereas it is preponderant only in summer for the 

total sampling. In winter, spring and fall, the majority of cases are in bin 1 for the total 

sampling. Finally, bin 3 represents only a few cases for the two samplings.  

The difference found between the total cloudy and lidar samplings can be explained 

by the fact that the lidar does not operate when it is raining, hence the lidar sampling 

does not represent the same repartition of the different type of clouds. To further 

understand that, the hourly precipitation rates are considered in Figure 4-5. The 

percentage of occurrence is calculated as the ratio between non-zero precipitation 

rates cloudy cases and the total daytime cloudy cases. From this figure, both the 

occurrence of precipitation and the mean precipitation rates are the highest for bin 1 
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(blue histograms) and then bin 2 (green histograms) at all seasons. Indeed, these mean 

precipitations rates for bin 1 (Figure 4-5b) are higher than the mean precipitation rates 

for the period of interest (which is 0.08 mm/h from 2009 to 2014), meaning that this 

bin 1 is the most affected by this sampling differentiation on cloudy and lidar cases. 

 

Figure 4-4: Histograms of total cloudy and lidar percentage sampling availability for 

each bin created, with respect to the total daytime cloudy cases of each season.  

When focusing only in the lidar sampling availability from the total cloudy sampling 

for each season (all bins combined), lidar sampling availability is 8% for winter, 12% for 

spring, 20% for summer and 14% for fall. Furthermore, the lidar sampling is available 

22% of the time with respect to the total daytime cloudy cases, all seasons and bins 

combined.  

4.3 DAYTIME VERTICAL LOW-ATMOSPHERE STRUCTURE AND CHARACTERIZATION 

UNDER DIFFERENT CLOUD EFFECTS 

In this section, the main objective is to characterize the atmospheric conditions by 

evaluating different meteorological variables in order to assess how clouds affect them, 

as a function of their radiative effects (i.e. separated in the three bins previously 

created). Lidar profiles are used to characterize the type of clouds detected for the 

different bins. 
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Figure 4-5: Cloudy daytime (a) percentage occurrence of precipitations and (b) mean 

precipitation rates for each bin split into seasons. 

4.3.1 Seasonal cycle of cloud occurrence 

Figure 4-6 shows the seasonal cycle of cloud occurrence estimated from the SR values 

measured by the lidar instrument. This percentage of occurrence of clouds is calculated 

at each level as the number of cloudy profiles (SR(z) ≥  5) over the number of profiles 

with SR(z) ≥ 0.01. The red horizontal lines on each figure correspond to low- (P > 680 

hPa), mid- (440 < P < 680 hPa), and high-level (P ≥ 440 hPa) clouds limits (Chepfer et 

al. 2010; Chiriaco et al. 2018). These lidar profiles correspond to non-precipitant cases. 

Cloud occurrence is higher for cases with important cloud cooling radiative effect (bin 

1, Figure 4-6a). Indeed, high-level clouds are more frequent for bin 1 in winter than for 

the other months, whereas low-level clouds are in general more present in spring and 

summer. The majority of mid-level clouds are spotted for bin 1, with only a few for bin 

2 and almost no presence of these clouds for bin 3. Actually, for bin 3 the occurrence 

of clouds is very low despite the fact that for reminder here we only consider cloudy 

cases (SWCRE and LWCRE > 5 W/m2). This quasi-absence of clouds enhances a positive 

radiative effect, coupled with a presence of high-level clouds for some months (e.g. 

March and August) and the absence of very thick opaque mid-level clouds.  Note that 

in November no lidar data were available for any bin, winter being the season with less 

amount of lidar data available from the total cloudy sampling (not shown). 
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Figure 4-6: Seasonal cycle of occurrence of clouds estimated from SR values for (a) bin 

1: −1.0 ≤
𝑅𝐶𝐿

𝑅𝐶𝑆
< −0.5 (b) bin 2: −0.5 ≤

𝑅𝐶𝐿

𝑅𝐶𝑆
< 0  , and (c) bin 3: 0 <

𝑅𝐶𝐿

𝑅𝐶𝑆
≤ 0.5. The 

occurrence is defined as the number of cloudy profiles (𝑆𝑅(𝑧) ≥  5) over the number of 

profiles for which 𝑆𝑅(𝑧) ≥  0.01. November appears as a white column because there 

were no data at this period.  

4.3.2 Clouds with strong cooling effect 

Since the occurrence of clouds is different for each bin and each month, it is important 

to analyze clouds’ influence on hourly temperature variations separating it by seasons, 

and then study their influence on different meteorological variables. To do so, first 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 is divided by RCS for each bin in order to estimate how much hourly temperature 

variations are driven by the solar radiation: when this ratio is close to 1, it means that 

the variations of temperature are the ones that would be expected in clear-sky 

conditions with no other modulators, and when this ratio deviates from 1 it means that 

the temperature variations are either damped or enhanced by the other terms.  

Figure 4-7 shows the values of this ratio and Figure 4-8 shows the distribution of 

different relevant meteorological observations (represented as box-and-whiskers) 

available in the SIRTA-ReOBS dataset, for each bin created, split into seasons, for both 

the total cloudy and the lidar samplings. In addition, lidar SR(z) histograms (cf. Eq. 2.1) 

presented in Figure 4-9 are estimated by cumulating all lidar SR(z) observations 

available for one bin and one season in particular. The following analysis consists then 

on characterize some standard meteorological variables (e.g. temperature, RH, Fsens, 

etc.) as a function of the radiative effect of clouds, whether this effect is strong, weak, 

negative or positive. 
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Figure 4-7:  
𝜕𝑇2𝑚/𝜕𝑡𝑜𝑏𝑠

𝑅𝐶𝑆
 daytime values for the four seasons for three 𝑅𝐶𝐿/𝑅𝐶𝑆  bins: −1.0 ≤

𝑅𝐶𝐿

𝑅𝐶𝑆
< −0.5 in blue, −0.5 ≤

𝑅𝐶𝐿

𝑅𝐶𝑆
< 0 in green and 0 <

𝑅𝐶𝐿

𝑅𝐶𝑆
≤ 0.5 in red. Dark-colors box 

plots with the mean represented as ‘*’ correspond to cases when all meteorological 

variables are available at the same time (without considering lidar availability), whereas 

light-colors box plots with ‘o’ as their mean value represent the sample when both all 

meteorological variables and Lidar profiles are available simultaneously. Distributions 

are represented by box-and-whiskers plots, where the boxes indicate the 25th and the 75th 

data percentiles, the whiskers indicate 5th and 95th percentiles, the middle line represents 

the median, and the * or o is the mean.  

When clouds have an important cooling radiative effect (which is the case for bin 1), 

Figure 4-7a shows that the hourly temperature variations (normalized by RCS) are the 

lowest at all the seasons. In winter this ratio stays mostly positive (temperature increase 

in one hour) but less than 0.5 (less than half the increase that could be reached if the 

sky was cloudless) and it can become negative during summer and fall, i.e. the warming 

induced by RCS can be counterbalanced by the clouds in these seasons. Besides, the 

cloud cover is almost total and the radiative effects are strong, as seen in Figure 4-8d, 

Figure 4-8e and Figure 4-8f. In addition, the seasonal variability of SWCRE is directly 

related to the seasonal variability of 𝐹𝑆𝑊,𝐶𝑆
↓ , and not (or only slightly) to the seasonal 

variability of cloud properties, since the ratio 𝑆𝑊𝐶𝑅𝐸
𝐹𝑆𝑊,𝐶𝑆

↓⁄  remains almost constant 

during the entire year (not shown) and cloud cover presents the highest mean values 

among the different bins (Figure 4-8d).     

The light blue bin corresponds to lidar sampling, that are only non-rainy cases. Indeed, 

lower RH values (Figure 4-8b), higher amount of Fsens (Figure 4-8c), higher (i.e. less 

negative) values of SWCRE (Figure 4-8e) and both lower liquid water path (LWP) and 

surface pressure (Figure 4-8g and Figure 4-8f, respectively) values are found for this 

sampling than for the total cloudy one. Furthermore, minimum surface pressure values 

correspond always to the total cloudy sampling for all the tree bins at all the seasons, 

whereas the lidar sampling exhibits fearer weather conditions since precipitations 

hours are not considered here. Logically, lower LWCRE is also found for the lidar 

sampling. Concerning the precipitations rates shown in Figure 4-5b for this bin 1, 
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summer is the season with the highest mean rate which is seen in the high values of 

LWP.  

As expected, temperatures are higher for the lidar sampling (i.e. when it is not raining) 

at all the seasons except summer, as shown in Figure 4-8a, along with more cases with 

negative temperature variation (Figure 4-7a). For this sampling that excludes rainy 

cases, both higher and lower values of SWCRE are found for spring rather than for 

summer (Figure 4-8e): the minimum value is about -600 W/m2 for spring whereas for 

summer it is about -500 W/m2 (a situation not captured by the total sampling where 

summer has a lower value of SWCRE than spring). Figure 4-9b (where the SR(z) 

histograms are presented, cf. Section 2.1.1.2.) shows that low- and high-level clouds 

are more frequent for spring than for summer (Figure 4-9c) and thus stronger negative 

values of SWCRE are found for spring. Then, the important presence of mid-level clouds 

with a high value of lidar SR(z) (> 80) spotted in summer in Figure 4-9c is potentially at 

the origin of the strong negative values of SWCRE despite the very low presence of 

other clouds. In addition, despite the strong negative values of SWCRE for this bin for 

all seasons, surface temperatures are not so low (Figure 4-8a), partly due to the high 

LWCRE values (Figure 4-8f) that slightly dampen the strong SWCRE. 

In addition, some differences in cloud presence can be detected between Figure 4-9a, 

Figure 4-9b, Figure 4-9c and Figure 4-9d for the first bin. For the fall season, the SR(z) 

histogram in Figure 4-9d exhibits an important presence of high-level optically thin 

clouds (especially above 8 km, 5<SR(z)<15), along with mid-level optically thick clouds 

(SR(z)>80). Figure 4-9b also shows an important presence of high-level clouds in spring 

but within a smaller vertical range (7 < z < 10 km) compared to fall. Indeed, based on 

both the SR(z) value and height, these high-level clouds could correspond to 

cirrostratus or cirrocumulus which form when a mass of warm air meets a mass of cold 

air, where the lighter warm air rises and could form these cirrus clouds. In addition, 

spring and summer exhibit high amounts of low-level thicker clouds (SR(z) > 40) that 

are not detected in the other two seasons of the year, which could correspond to the 

moments just before a rainstorm is set. Indeed, the highest amount of occurrence of 

precipitations and mean precipitation rates are found for these two seasons as seen in 

Figure 4-5, and the mean cloud cover in Figure 4-8d for the lidar sample is around 95% 

for both seasons and less clear-sky conditions are found (0.01 < SR(z) < 1.2) (Figure 

4-9b and Figure 4-9c). 

To conclude this first case, clouds with a strong radiative effect are associated mostly 

to rainy hours with temperature variations that can both decrease and increase, with a 

moisty atmosphere and surface turbulent fluxes that are very low. As for the clouds 

detected by the lidar, this radiative effect could be associated mostly to optically thick 

mid-level clouds for all the seasons, especially in summer.  
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Figure 4-8: Daytime values for (a) temperature, (b) relative humidity, (c) upward sensible 

heat flux, (d) cloud cover retrieved from a sky imager, (e) shortwave and (f) longwave 

cloud radiative effect, (g) liquid water path and (h) surface pressure. Colors and boxplots 

follow the same definition as in Figure 4-7.    

4.3.3 Clouds with weak radiative effect: cooling or warming 

When RCS becomes dominant with respect to RCL and clouds present a weak radiative 

effect (bins 2 and 3), temperature most of the time increases in the hour, especially in 

winter (Figure 4-7a). In comparison with the first bin, the air becomes drier (lower RH, 

higher sensitive heat flux, Figure 4-8b and Figure 4-8c), which agrees with less mean 

cloud cover (Figure 4-8d), lower LWCRE and less negative SWCRE (Figure 4-8e and 

Figure 4-8f), and lower LWP (Figure 4-8g).  

Furthermore, the occurrence of precipitations is higher when clouds have a weak 

cooling effect on surface temperature variations than when their effect is strong, as 

shown in Figure 4-5a, but their precipitation rate remains smaller for the first case. Light 

precipitation is then sometimes present for bin 2, corresponding to clouds optically 
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thinner than those in bin 1, which allow more solar radiation to reach the surface and 

thus SWCRE maximum values do not exceed -350 W/m2 for cases with a weak cloud 

cooling effect. 

 

 

Figure 4-9: Lidar scattering ratio (SR(z)) histogram obtained by cumulating all lidar 

observations during daytime for bin 1 (a)–(d), bin 2 (e)–(h) and bin 3 (i)–(l) for winter (first 

column), spring (second column), summer (third column) and fall (fourth column). The 

color bar is the logarithm of the percentage of occurrence (the sum of one level is equal 

to 𝑙𝑜𝑔10 100%); lidar data showed in each subplot start above the instrument’s recovery 

altitude (z = 1 km); the red horizontal lines represent the limits of low-, mid- and high-

level clouds; and the white vertical line shows the threshold of clouds detection (SR(z) = 

5). A single “Noise bin” is presented here, which is simply the sum of the -999 and -777 

bins that correspond to noisy and non-normalized profiles (cf. Section 2.1.1.2.).     

Lidar histograms in Figure 4-9 show fewer differences between bin 1 and bin 2 (RCL < 

0) than between bin 2 and bin 3 (RCL > 0) because this figure only considers non-rainy 

situations and in Section 4.2.2. it is noted the important differences between the two 

samplings (total cloudy and lidar, cf. Figure 4-4) for bin 1 for most of the variables. 

Furthermore, for the lidar sampling, LWCRE in winter and fall is slightly higher than for 

the two other seasons for the second bin (Figure 4-8f). This is partly due to the presence 

of high-level thin clouds (5 > SR(z) > 20), such as cirrus, detected in the histograms of 

SR(z) for this bin in Figure 4-9e and h for these two seasons, which is slightly more than 

for spring and summer.   
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When clouds have a warming (but still weak) effect on surface temperature variations, 

precipitations are very low and almost undetectable for spring, summer and fall (red 

lines in Figure 4-5b). This leads to have very low mean values of RH not exceeding 60% 

and have fair weather surface pressure with minimum values not decreasing below 

1010 hPa for the cloudy sampling as exposed in Figure 4-8b and Figure 4-8h, 

respectively. On the other hand, the mean precipitation rate in winter is considerably 

higher with respect to the other seasons (Figure 4-5b), and even higher than for bin 2, 

leading to very low-pressure values and a high percentage of relative humidity for this 

season.    

In bin 3, the absence of mid-level clouds and the lower occurrence of high clouds 

compared to bin 2 is obvious, while the difference for low-level clouds is not clear 

(Figure 4-9e to Figure 4-9l). This is consistent with lower LWCRE (Figure 4-8f) but not 

necessarily with the very low values (i.e. close to zero) of SWCRE observed for bin 3 

(Figure 4-8e). Note that the cloud cover retrieved from the sky imager can drop by up 

to a minimum of 5% (Figure 4-8d) and thus a lower amount of clouds is detected by 

the SR(z) histograms (Figure 4-9i to Figure 4-9l) for the lidar sampling than for the total 

one, and yet SWCRE is sometimes positive. These SWCRE values close to zero or greater 

than zero are explained by the fact that most of the hours corresponding to this bin 3 

coincide just after sunrise (not shown), when solar radiation is still weak, thus explaining 

that 𝐹𝑆𝑊
↓ ≈ 𝐹𝑆𝑊,𝐶𝑆

↓ . The SWCRE positives values reveal that 𝐹𝑆𝑊
↓  is larger than 𝐹𝑆𝑊,𝐶𝑆

↓ , an 

effect observed when the direct part of solar radiation is not fully attenuated and when 

some diffuse radiation reaches the surface in addition to the direct flux, radiation which 

is strengthened by scattering processes in clouds and atmospheric particles. This effect 

thus increases radiation beyond a respective clear-sky scenario, and it mostly happens 

in winter (but could occur the rest of the year) in early mornings and/or late afternoons 

hours when the solar elevation angle is weak (Stapf et al., 2020; Wendisch et al., 2019). 

This distribution towards early morning hours might explain that despite the high 

values of the ratio between temperature variations and 𝑅𝐶𝑆 (Figure 4-7a) and lower 

cloud cover and cloud effects, surface temperatures are not always maximal for this bin 

(these maximal temperatures happen only for spring and fall), as seen in Figure 4-8a. 

To further investigate the cases and the type of clouds detected when CRE is positive, 

two different cases are here considered when these conditions appear and are shown 

in Figure 4-10. Figure 4-10a presents the SR(z) histogram of the 7th of February 2011 

at 10:00 UTC for this bin 3, which presents very low – and positive – values of SWCRE 

= 12 W/m2 and LWCRE = 6.24 W/m2, values explained by the complete absence of low- 

and mid-level clouds, but the presence of some thin cirrus (5 < SR(z) < 10) combined 

with the weak SZA at that time of the day lead to having 𝐹𝑆𝑊
↓ > 𝐹𝑆𝑊,𝐶𝑆

↓  and hence a 

positive SWCRE. Secondly, Figure 4-10b shows another case corresponding to the 3rd 

of February 2012 at 15:00 UTC, for which SWCRE = -57 W/m2 but LWCRE = 59 W/m2 

leading to have RCL > 0, despite the presence of low-level clouds. Indeed, at this hour 

(13:00 LT) for February, solar radiation is approaching to very low values and the LW 
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radiation emitted by these low-level clouds becomes greater and they tend to warm 

the surface, a reason that might explain why RCL is on average positive just before 

sunset not only for this month but for the rest of the year (see Figure 3-11e).   

The atmosphere when clouds have a weak cooling effect presents a low cloud cover 

and temperature variations that are mostly positive all the time, and because SWCRE 

decreases, the clear-sky radiation tends dominates these variations, with mostly low- 

and high-level clouds which are optically thin. As for the clouds warming the surface, 

the atmosphere presents a very low occurrence and temperature variations are the 

biggest among the other cases created, but the lidar does capture mostly optically thin 

cloud at low-and high-levels, especially in summer and fall. 

 

Figure 4-10: Same as Figure 4-9 but for bin 3 (0 <
𝑅𝐶𝐿

𝑅𝐶𝑆
≤ 0.5) for (a) 02/07/2011 at 10:00 

UTC and (b) 02/03/2012 at 15:00 UTC. 

4.4 NIGHTTIME LOW-ATMOSPHERE CHARACTERIZATION UNDER POSITIVE CLOUD 

EFFECTS 

During nighttime, a similar procedure is addressed as for daytime to analyze the clouds’ 

influence on different meteorological variables. Since during night hours the lidar 

instrument does not operate, the analysis focuses only in total cloudy sampling. The 

distribution of 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 for the two bins created for all the seasons is presented in Figure 

4-11, Figure 4-12 is the same as Figure 4-5 but for the two bins created for the 

nighttime study, and Figure 4-13 shows the same meteorological variables as in Figure 

4-8. Neither cloud cover nor cloud fraction profiles are shown here because both the 

sky imager (based on visible images) and the lidar do not operate during nighttime. 
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Figure 4-11: 𝜕𝑇2𝑚/𝜕𝑡𝑜𝑏𝑠 nighttime values for two 𝑅𝐶𝐿 bins: 0 < 𝑅𝐶𝐿 < 0.75°𝐶/ℎ in 

maroon and 0.75 ≤ 𝑅𝐶𝐿 ≤ 1.5 °𝐶/ℎ  in purple. Distributions are represented by box-and-

whiskers plots, where the boxes indicate the 25th and the 75th data percentiles, the 

whiskers indicate 5th and 95th percentiles, the middle line represents the median, and the 

* is the mean. 

Figure 4-11 shows that the temperature variations are generally stronger for the 

second bin than for the first bin, i.e. the negative temperature variations induced by 

longwave cooling during nighttime are damped when the effect of clouds is stronger. 

This agrees with what is expected since, at hourly time scales, clouds are the most 

important factor in the temperature variations during nighttime (see section 3.3.2.). As 

expected, the second bin has stronger LWCRE values (Figure 4-13e).  The effect of 

clouds seems enhanced when cool and moist air is present over SIRTA (Figure 4-13a 

and Figure 4-13b). More details for each bin are given in the following subsections. 

 

Figure 4-12: Same as Figure 4-5 but for nighttime cloudy cases. 
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Figure 4-13: Nighttime values for (a) temperature, (b) relative humidity, (c) upward 

sensible heat flux at 2 m, (d) longwave cloud radiative effect, (e) liquid water path and (f) 

surface pressure. Colors and boxplots follow the same definition as in Figure 4-7.    

4.4.1 Clouds with weak warming effect 

For the first bin (0 < 𝑅𝐶𝐿 < 0.75 °C/h), LWCRE presents a wide range of values going 

from 5 W/m2 up to 75 W/m2 with no seasonal variability detected (Figure 4-13d), and 

yet temperatures are the highest for this bin (Figure 4-13a) except in winter. As 

expected, upward sensible heat flux is most of the time negative due to surface cooling, 

as values of 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 are predominantly negative (Figure 4-13c and Figure 4-11, 

respectively), with drier air conditions since RH has the lowest both mean and extremes 

values for all the seasons (Figure 4-13b).  

Figure 4-12 shows the occurrence of precipitations and mean rates split into seasons 

for nighttime cases. For this bin 1, mean precipitation rates are very low but yet their 

occurrence is higher than for bin 2 at all the months, except winter. These low 

precipitation rates are related to the very low LWP found for this bin (Figure 4-13e) 

(Tian et al., 2019; Geoffroy, 2008) but since the occurrence of precipitation is very high, 

they could be at the origin of the extreme high RH values that can reach up to 100 %.  

4.4.2 Clouds with strong warming effect 

The temperature distribution has the lowest values for all seasons (except spring) for 

the category of clouds that have the strongest warming effects (second bin, in purple 

on Figure 4-13a). This category of clouds is tightly linked to strong LWCRE ranging 

from 55 W/m2 up to 90 W/m2 (Figure 4-13d). These low temperatures could be 
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associated with situations when the incoming air masses are colder, which is linked to 

large-scale situations (Pinardi and Masetti, 2000; Wang et al., 2005) since surface 

pressures are always lower for this bin 2 (except in winter) than for bin 1 (Figure 4-13f).  

Finally, the distribution of sensible heat flux is positive in winter with values reaching 

up to 40 W/m2 (purple box plot, Figure 4-13c). These unusual and positives values 

during nighttime are explained by the presence of a strong stable atmospheric layer, 

where surface temperatures are the lowest (except for spring) (Figure 4-13a) and the 

atmosphere is warmer at higher altitudes since clouds contribute to warm the most at 

this time, and therefore a positive upward sensible heat flux develops. Similar behavior 

was previously found by Miao et al. (2012) in Beijing also during nighttime in cloudy 

conditions, where sensible and latent heat fluxes were close to zero due to the presence 

of a stable atmospheric layer, especially in winter when the sensible heat flux is found 

to be slightly greater than the latent heat flux. Indeed, almost half of temperature 

variation values are found to be positive for this season, as illustrated in Figure 4-11, 

and along with the positive upward sensible heat flux found, higher temperatures are 

found for this bin which is not seen in the other seasons where the sensible heat flux is 

close to zero or mostly negative and temperatures are higher for the first bin (cloud 

with a low warming effect). 

CONCLUSION 

This chapter highlights the role of clouds on one-hour surface temperature variations. 

Different cases have been created in order to separate the contribution of clouds, for 

both day and nighttime. A deeper analysis is performed based on lidar profile 

observations available at SIRTA during the non-rainy day in order to better characterize 

the type of clouds for each condition/case. This analysis shows that: 

- During daytime, clouds with a strong cooling effect that considerably counter-

balanced the warming contribution of the sun are characterized by a large cloud 

cover, a very humid air with high precipitation rates, and little development of 

sensible heat flux. Among those kinds of clouds, the non-precipitant ones are 

often mid- and high-level clouds for all the seasons. This is partly related to the 

geographical position of SIRTA since it is located in a transition zone where 

warm and wet air coming from the Atlantic Ocean can nudge against the cold 

and dry masses of air coming from the Siberian region which favors the for-

mation of these clouds.   

- Clouds that warm the surface correspond to weak cloud cover, with almost zero 

precipitation which could be linked to the presence of fear weather cumulus. 

Nevertheless, these cases mostly occur in early morning, when the sun radiative 

effect is weak, and so they do not correspond to high values of surface temper-

atures. Moreover, higher surface temperatures are even found when clouds have 
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a cooling effect, because they also correspond to cases with high solar radiation 

warming effect (except for summer).  

- During nighttime, temperature variations could partly be due to the sensitivity 

of LW radiation to the presence of atmospheric gases and aerosols, and not only 

to clouds. Furthermore, nightly temperature variations are also influenced by 

the stability of the atmosphere that creates positive sensible heat flux when 

clouds have an important warming effect.    

The role of clouds and the contribution and importance of other surface terms on 

temperature variations have been deeply analyzed at SIRTA in Chapters 3 and 4, but 

depending on the zone of study and the temporal scale considered, these results will 

vary. The next Chapter consists in studying the variability of these results. For that, the 

contribution of the OTEM terms are separated into weather regimes, and the OTEM 

model is applied to other data at the Météopole site in Toulouse, France.   
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5 CHAPTER 5: METEOROLOGICAL AND GEOGRAPHICAL VARIABILITY OF 

THE OTEM TERMS 

INTRODUCTION 

The previous results were at one place (SIRTA), and regardless of the large-scale 

circulation conditions. However, one can easily anticipate that these results can be 

influenced by the place and by these large-scale conditions. This variability is studied 

in this chapter.  

First, previous results are analyzed for different weather regimes existing at SIRTA 

(NAO-, NAO+, Atlantic Ridge and Blocking) in summer and winter. These weather 

regimes indeed have different characteristics and defined patterns that will 

conditionate the behavior of the terms controlling surface temperatures, and thus a 

direct relationship between these large- and small-scale processes is set. Finally, OTEM 

is applied to another dataset from Toulouse (France) Météopole in order to evaluate 

how the location could influence the five OTEM terms, their contribution and 

importance. 

 

5.1 DEPENDENCE OF THE CONTRIBUTION OF OTEM TERMS TO WEATHER REGIMES  

 

5.1.1 Mean contribution of OTEM terms to weather regimes 

In Chapter 1 it was mentioned that at first order, the large-scale atmospheric circulation 

dominates climate and weather variability. In Western Europe, the four main weather 

regimes controlling these processes in Winter and Summer are the North Atlantic 

Oscillation in both its negative and positive regimes (NAO- and NAO+), the Atlantic 

Ridge and the Blocking regime. In this section, the contribution of each OTEM term is 

analyzed independently for each weather regime in order to free itself as much as 

possible from the influence of the large scale: OTEM results separated onto weather 

regimes can be really interpreted as local processes influence. Also, comparison of 

OTEM results from one weather regime to another can be interpreted as the influence 

of large-scale.  

Figure 5-1 and Figure 5-2 show the hourly mean values of the five terms of OTEM for 

winter and summer, respectively, separated onto weather regimes. For winter, the 

separation in time regimes has no effect on the radiative terms (Figure 5-1a and Figure 

5-1b) because the mean contribution of these terms does not vary significantly among 

the weather regimes. However, HG and Adv have a strong negative contribution during 

the day for the NAO+ regime, which agrees with the fact that this regime presents an 
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intensification of winds and precipitations linked to the increase of the Azores high- 

and the Icelandic low-pressure systems. Furthermore, HG was found to have a mean 

positive contribution during the winter season (cf. Figure 3-11f), but when separating 

in weather regimes this term continues to be positive except for NAO+ with a negative 

contribution in the afternoon, and a positive and weak value for the rest of the hour.  

On the other hand, Adv contribution decreases in the NAO- comparing to other 

regimes, following the attenuation of wind speed at this weather regime. This term 

follows a similar behavior for both the Atl. Ridge and Blocking regimes having mostly 

a positive but still weak mean value. The advection term is in fact the one that varies 

the most from one regime to another compared to the other terms, variation that is 

not seen in Figure 3-11h when mean values for the winter months are all negative. This 

weather-to-weather variation shows that Adv plays a significant role even on the hourly 

time scale in these weather regimes. 

 

  

Figure 5-1: Weather-hourly mean values for winter of (a)  𝑅𝐶𝑆, (b) 𝑅𝐶𝐿, (b) HG, (d) HA 

and (e) Adv and (f) the residual (i.e. difference between OTEM and the observations). Units 

in the color bars are all in °𝐶/ℎ, and their scale is different for each subfigure. 

For the contribution of each OTEM term in summer season (Figure 5-2), it is expected 

that RCS and RCL have a higher contribution than for winter, but in summer HG presents 

an opposite pattern than in winter by contributing to cool the surface during the day 

and to warm it during night (except for NAO+), as shown in Figure 5-2c. Furthermore, 

the NAO+ is also characterized by the presence of fair-weather and warm days, hence 
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a weak contribution of RCL (which is the main modulator of RCS during the day, as shown 

in Section 3.2). In addition, the variation between each regime is minimal for all the 

terms except for Adv. The Adv term has a negative contribution for all the weather 

regimes (Figure 5-2e), except during the blocking one when the heatwaves occur more 

frequently and thus the other terms present a weak mean negative contribution. 

Indeed, this difference is not detected when the mean monthly-hourly values of Adv 

are calculated in Figure 3-11g for the summer months, when a mean negative 

contribution is found.  

 

 

Figure 5-2: Same as Figure 5-1 but for summer. 

5.1.2 Weight of OTEM terms for the weather regimes 

The random forest method used previously in Section 3.3. is here applied to 

determinate the weight of each OTEM term in each weather regime.  Figure 5-3 shows 

the weight estimates during winter and for the four weather regimes. Here we notice 

that: 

- The NAO+ regime (Figure 5-3d) has a relatively similar behavior than the whole 

winter season (Figure 5-3a): RCS is the most important term followed by RCL and 

Adv, the latter being in fact an important process as the westerly winds become 

stronger. 
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- For NAO- (Figure 5-3b), the contribution of clouds controls temperature varia-

tions, as bad weather conditions are typical of this regime. Moreover, because 

of the weakening of the westerly winds during this weather regime, Siberian and 

polar air can easily invade France lowering surface temperatures by advecting 

cold air and thus Adv is the second most important term. The weight estimates 

for NAO- are in fact the ones presenting most difference with respect to the 

estimates for the whole winter.  

- The temperature variations during the Atlantic ridge regime are largely con-

trolled by the radiative terms (Figure 5-3c) followed by Adv. The latter is certainly 

a key term in dampening the ridge circulation effect on surface temperatures 

during winter season, as shown by (Sousa et al., 2018b). For this weather regime, 

no significant differentiation with respect to the whole winter weight estimates 

is spotted.  

- The blocking regime (Figure 5-3d) presents a dominance of the radiative term 

(similar to the Atlantic ridge), followed by the HA term. Since during this regime 

fair weather conditions are established thanks to the Siberian High installed at 

that moment, the boundary layer can further develop and this HA term becomes 

an important modulator along with RCL and RCS, which is not seen when consid-

ering all the winter season (Figure 5-3a).  

Furthermore, the fact that in winter there are more night than day hours makes that 

RCL play a predominant role for all the regimes. 
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Figure 5-3: Predictor weight estimates obtained by the random forest method for (a) 

NAO-, (b) Atl. Ridge, (c) Blocking and (d) NAO+ during winter.  

During summer (Figure 5-4), It is found that: 

- Most of the weights for each term follow the same pattern whether the analysis 

is done by regime or the whole summer season.  

- Differences between whole summer and the specific regimes are mostly found 

for the NAO- regime when HA is the second most important term after RCS.  

- Hence RCL is the second most important term for all the regimes except NAO-, 

when generally a dry and mild weather is installed during this regime. 
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Figure 5-4: Same as Figure 5-3 but during summer season.  

In summer, the large-scale circulation condition does not play a major role on the 

repartition of the weight of the different terms that control the one-hour temperature 

variations (similar behavior is found whether we separate or not the analysis onto 

weather regimes). In winter on the contrary, large-scale conditions are decisive: 

depending on whether we are in a particular weather regime, it could be sun radiation 

or clouds or air advection that controls at first order one-hour temperature variation.  

 

5.2 SPATIAL VARIABILITY OF OTEM TERMS: COMPARISON BETWEEN TOULOUSE 

AND SIRTA 

Chapter 3 and 4 have been consecrated to study the influence of OTEM terms on 

temperature variations exclusively in the SIRTA Observatory. In this section, OTEM is 

applied to a dataset from the Météopole site in Toulouse (cf. Section 2.1.2.) from 

January 2016 to December 2017, for the purpose to evaluate how local conditions 

affect the contribution of each surface term and compared them with the values found 
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at SIRTA. Each OTEM term was previously estimated in Section 2.2.1.3. 

The two observatories are indeed located in two zones where weather conditions are 

different. As mentioned in Chapter 1, SIRTA is located in a zone where Siberian and 

Atlantic circulations meet, controlling temperatures and precipitations. However, in the 

case of Toulouse, weather is controlled by the westerly winds coming from the Atlantic 

Ocean and the S-E wind regimes coming from the Mediterranean. Furthermore, the 

Météopole is located in an urban area close to the city center (cf. Figure 2-1b) and have 

a different soil type than SIRTA (cf. Section 2.2.1.3.) that will affect the surface energy 

balance and thus the distribution and contribution of the terms controlling surface 

temperature variations. Actually, SIRTA presents limestone soil type, whereas Toulouse 

has a predominance of clay loam soil. These aspects need to be considered when 

comparison between the two sites is done in the following sections.  

 

5.2.1 Statistics of OTEM in the Météopole 

As done for SIRTA, a statistical evaluation of OTEM is done but for the Météopole 

dataset in order to evaluate the reliability of the results. Figure 5-5a and Figure 5-5b 

show the PDF of the five terms, 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠

𝑇𝐿𝑆
 and 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀

𝑇𝐿𝑆
: 

- The radiative term R (red line) has values between -2.0 °C/h and 3.6 °C/h with a 

negative peak at -1.0 °C/h and another around -0.2 °C/h. 

o RCS contribution values go from -2.5 to 3.6 °C/h with a peak at -1.2 °C/h. 

o RCL distribution ranges from -3.1 °C/h to 1.7 °C/h, with a considerable 

amount of cases around 1.0 °C/h. 

- Both HG and Adv follow a Gaussian distribution, with contribution values rang-

ing from -0.6 °C/h to 0.6 °C/h for the former, and from -1.8 °C/h to 4.6 °C/h for 

the latter. 

- The HA term has a majority of negative values with a negative contribution 

reaching down to -4.4 °C/h, and a weak positive one of 1.0 °C/h. 

Concerning the PDFs of the observed and OTEM temperature one-hour variations 

(Figure 5-5b), the two curves follow a similar distribution. Furthermore, observed 

temperature variations at the Météopole site for the two years of study can go down 

to -8.2 °C/h and up to 6.6 °C/h, whereas OTEM varies a bit less ranging from -4.4 °C/h 

to 3.12 °C/h.  

Figure 5-5c shows the scatterplot of  
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠

𝑇𝐿𝑆
 vs 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀

𝑇𝐿𝑆
, as well as the correlation 

coefficient “r” and the linear equation fitting the best for the two datasets. Indeed, the 
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correlation of 0.72 found at the Météopole is lower than that at SIRTA (0.79, cf. Section 

3.1.1.) but still remains a good estimation value between the two datasets. Finally, 

Figure 5-5d shows the hourly evolution of each of the five terms, 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠

𝑇𝐿𝑆
 and 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀

𝑇𝐿𝑆
 

from 07/30/2017 to 08/09/2017, showing that OTEM follows quite well in average the 

observations. Moreover, for this particular case, observed temperatures variations 

presents diurnal fluctuations that OTEM gets to capture quite well, as seen e.g. for the 

08/01/2017 or the 08/02/2017. As expected, RCS has a strong diurnal cycle and the 

other four terms tend to modulate its important contribution.  

 

Figure 5-5: PDFs of (a) radiation (red line), radiative clear sky (red dashed line), radiative 

cloud (red dotted line), heat ground (brown line) and heat atmospheric (green line) 

exchange, and Adv (cyan line) terms, and (b) 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠

𝑇𝐿𝑆
 (pink line) and the  

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀

𝑇𝐿𝑆
 (blue 

line). (c) is the scatter plot of  
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠

𝑇𝐿𝑆
 vs 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀

𝑇𝐿𝑆
. The sloping solid line represents the 

1:1 line and the dashed one correspond to the least-square best fit linear regression line 

between the two datasets. The correlation coefficient “r” and the linear equation fitting 

the best for the two datasets are also indicated. (d) Hourly evolution for some days of 

August 2017 of the temperature variation for the different terms, the observations, and 

OTEM (same colors as in (a) and (b)).  

5.2.2 Comparison between SIRTA and the Météopole 

Now that we have made sure that OTEM method is reliable for the Météopole dataset 
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as well as it was for SIRTA dataset, we can compare the two sites in order to analyze 

the spatial variability of these surface terms (even if the period is not the same) and the 

influence of specific local conditions. 

5.2.2.1 General distribution of OTEM terms 

Figure 5-6 shows the PDFs of the observed temperature variations, and the five terms 

of OTEM for both SIRTA and Toulouse sites. Concerning 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 (Figure 5-6a), Toulouse 

presents higher positive temperature variation values than SIRTA (mostly at day, see 

Appendix C.1, Figure C-7), with a maximum of +6.63 °C/h for the former whereas it is 

+3.2 °C/h for the latter. It is quite expected indeed that 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
 in Toulouse presents 

higher values than at SIRTA since the former is located further south in France where 

on average weather conditions are warmer and get larger direct sunlight than at the 

north. A similar behavior is found for the negative values, with a higher distribution in 

Toulouse (at night, see Appendix C.1, Figure C-8) with values around -2.0 °C/h than at 

SIRTA. Surface temperatures thus present a higher and more rapid hourly growth rate 

along the day at Toulouse. Concerning the OTEM terms: 

- RCS is higher at Toulouse than at SIRTA (Figure 5-6b), with a maximal value 

around 4.5 °C/h for the Météopole, explained by the fact of having larger direct 

sunlight than at SIRTA, where the maximum value is around 4.0 °C/h. Neverthe-

less, the two distributions follow a similar behavior, with a negative peak for 

both sites located almost at the same value around -1.6 °C/h, and similar pat-

terns for the positive values. 

- RCL is also higher at Toulouse (Figure 5-6c) with values reaching up to 2.7 °C/h 

whereas for SIRTA it goes up to 1.37 °C/h.  With respect to the negative maximal 

values, both sites present similar values of -3.8 °C/h. 

- Figure 5-6d shows that HG PDF for both sites are nearly identical. Nevertheless, 

at SIRTA this term contributes to cool the surface down to -0.80 °C/h whereas 

at Toulouse its minimal value is -0.53 °C/h. This is explained by the difference of 

heat capacity between the two soils, which is higher for Toulouse and thus it 

requires more energy (and hence more time) to change its temperature yielding 

to negative values higher than at SIRTA.   

- For HA, SIRTA and Toulouse PDF shows a similar distribution with a peak around 

0 °C/h, with a higher negative than positive contribution to temperature varia-

tions. At Toulouse, this term cools the surface down to a minimal value of -

4.3 °C/h whereas at SIRTA is -2.6 °C/h.  

- The advection term in Toulouse presents a higher positive contribution than at 

SIRTA, value that go up to 4.6 °C/h linked to the geographical position of the 

Météopole site, where advection plays a major role on weather and 2 m tem-

perature variations (see Section 5.1.1.3.). At SIRTA, a lower value of Adv is found 
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since SIRTA is located in a northern area that are largely influenced by the cold 

winds coming from the Siberian region.   

The geographical position of each observatory plays indeed an important role on 

determining the distribution of each OTEM term, since each of them is affected 

primarily by the incoming solar radiation which itself depends on the latitude. After 

having studied their distribution, the following sub-section is consecrated to analyze 

their average contribution from a monthly-hourly point of view (as done at SIRTA in 

Chapter 3).   

 

Figure 5-6: PDF of (a) 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
, (b) RCS, (c) RCL, (d) HG, (e) HA and (f) Adv for SIRTA (light 

colors) and the Météopole site (dark colors). X- and y-axis limits are different for each 

figure.  

5.2.2.2 Dependence of the monthly-hourly evolution to the site 

The monthly-hourly mean contribution of each term at the Météopole site is shown in 

Figure 5-7, along with a residual value (defined like for SIRTA study as the difference 

between OTEM and observed temperature variations). 

Figure 5-7a shows that the mean values of observed temperature variations are higher 

in the morning for all the months of the year, with mean values ranging from 1.5 to 

2.0 °C/h at 08:00 UTC in September for instance. 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠

𝑇𝐿𝑆
 is the lowest in the late 
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afternoon just at the sunset for all the months, with a minimal value of -2.0 °C/h at 

18:00 UTC in September. Indeed, during these well-known transition hours, OTEM 

encounters difficulties to reproduce the real observed temperature variations mean 

values, as illustrated in Figure 5-7c by the residual term. Actually, at these hours, the 

residual reaches values up to 1.0 °C/h in September and October at 18:00 UTC, and 

OTEM underestimates the hourly temperature variations, which is not seen the rest of 

the day. This underestimation also occurs at sunrise, but residual values are lower and 

(-0.8 °C/h). These underestimations are higher than what we had at SIRTA (Figure 

3-11c), where observed temperature variations were not as high as at the Météopole. 

Indeed, these transitions periods during the morning and evening are the two most 

complicated phases of the diurnal cycle of temperature variations over land, affecting 

OTEM performance. These periods are indeed difficult to model because of the change 

of the state of the atmosphere from night to day (stable to unstable) and day to night 

(unstable-convective to stable), which happen to be more marked at the Métépole site 

than at SIRTA. Furthermore, the hypothesis of assuming that the vertical temperature 

profile at these hours is the same as for the rest of the day where the atmosphere is 

considered unstable (cf. 2.2.1.1.) could induce an error that is obviously accentuated at 

Toulouse where temperature variations are more important at these specific hours. 

However, during the day, the residual is generally low, with some specific exceptions, 

for example in May at 12:00 UTC when a mean residual value of -0.7 °C/h is found. On 

the contrary, during the night the residual is on average close to zero for all months. 

All the OTEM terms are again driven by the solar diurnal cycle except Adv (as it was 

found for SIRTA). This figure shows us that:  

- RCS presents a negative constant value of -1.3 °C/h during all the year. This 

nighttime negative contribution is lower at Toulouse than at SIRTA, because the 

LW radiation of the surface is more important for the former thanks to a higher 

incident solar radiation during daytime.  

- RCL contributes to warm the surface during nighttime with mean maximum con-

tribution values of 1.0 °C/h whereas at SIRTA the maximum is around 0.7 °C/h. 

This difference is due to the higher amount of LW downwards radiation found 

at Toulouse than at SIRTA (not shown).  

- The HG term (Figure 5-7f) is positive after the sunset hours (black bottom line) 

at Toulouse for all the months of the year, whereas at SIRTA this behavior is only 

seen in the winter months.  

- Figure 5-7g shows that HA contribution to temperature variations is very similar 

to that found at SIRTA with almost negligible (yet positive) close-to-zero mean 

values during nighttime, and during daytime it always acts as a modulator of RCS 

with a mean negative contribution. 

- Mean Adv term contribution is the lowest among the other terms but it tends 

to contribute on average to cool the surface (Figure 5-7h). Positive mean values 
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for this term occur more often at Toulouse than at SIRTA, where a warming ef-

fect is only found at some hours in May (Figure 3-11h).  

 

 

Figure 5-7: Monthly-hourly mean values for (a) 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠

𝑇𝐿𝑆
, (b) 

𝜕𝑇2𝑚

𝜕𝑡 𝑂𝑇𝐸𝑀

𝑇𝐿𝑆
(c) the residual (i.e. 

difference between OTEM and the observations), for (d) 𝑅𝐶𝑆, (e) 𝑅𝐶𝐿, (f) HG, (g) HA and 

(h) Adv. Units in the color bars are all in °𝐶/ℎ, and their scale is different for each 

subfigure. The black contour lines in each figure correspond to sunrise (bottom line) and 

sunset (top line) approximative hours.  

5.2.2.3 Dependence of the weight of OTEM terms to the site 

In Chapter 3, Section 3.1.8., the random forest method was used to estimate the diurnal 

cycle of the weight of each term involved in OTEM at SIRTA. In this section, we perform 

the same analysis for the Météopole site and shown in Figure 5-8 (right 4 figures). 

During nighttime hours, it is indeed RCL the term controlling temperature variations at 

this scale for all the four seasons, followed by the Adv term (except in fall), as it was the 

case for SIRTA results. Since at night very few turbulent heat fluxes develop, it is not 

surprising that the advection becomes the second most important term for all the 

seasons. This is explained by the urban heat flux that develops further at Toulouse than 

at SIRTA, where the city warms up in summer during the day and cools down slowly 

than the surrounding countryside, and thus an advection flux from a cold to a warm 
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point develops.   

During daytime, a general behavior is close to what we found for SIRTA (especially for 

the radiative terms), except for the following differences.  

The Adv term presents the largest difference between the two sites. At Toulouse in the 

afternoon, Adv term controls hourly temperature variations, followed by HA for all 

seasons. On the contrary, at SIRTA it is in general HA that dominates the afternoon 

hours (Figure 5-8, 4 left figures). Indeed, Adv weight estimates are quite important a 

couple of hours before the sunset for Toulouse, that could be explained by the month-

to-month variability of Adv mean contribution values at these hours as seen in Figure 

5-7h, especially in summer and fall when this term clearly dominates temperature 

variations (Figure 5-8f and Figure 5-8h). In addition, Toulouse is located in a zone where 

two wind regimes constantly meet: the Tramontane and the Mistral winds, considered 

as Mediterranean wind regimes that can affect both the surface energy balance and 

the hydrological sea and land cycle due to their important wind speeds (Obermann et 

al., 2018). Indeed, Flamant and Pelon (1996) showed that under such wind regimes, 

vertical velocities are high and thus vertical turbulent transport increases, which is at 

the same time related to the growth rate of the ABL that happens to be maximal in the 

late afternoon and thus Adv and HA have important weight for all the seasons  at these 

hours. 

In the early morning just after the sunrise, HA becomes more important than the other 

terms in winter at SIRTA, whereas at Toulouse it is RCS. This again is linked to the 

variability of HA at these hours at SIRTA that is higher than at Toulouse. 

 

CONCLUSION 

This chapter showed an analysis of the variability of the OTEM terms. Small scale 

processes (i.e. OTEM terms) are more sensitive to large-scale circulations in winter than 

in summer when the contribution and importance of the OTEM terms vary more from 

one regime to another, especially the Adv term which is the one that is largely implied 

in both large and small temporal scales. Large-scale processes then play a major role 

on both 2 m temperature variations and OTEM terms mostly during winter season. 

Local conditions are the factor controlling the differences of OTEM terms between the 

two sites, especially for the Adv term that plays a major role in Toulouse that is not 

seen at SIRTA during daytime because of the regularly presence of the two regional 

regime winds at the Météopole. As expected, the contribution of the clear-sky and 

cloud radiative terms is higher due to the increase in solar radiation at the location of 

the Météopole. Moreover, OTEM encounters further difficulties to reproduce the 

observed temperature variations in the transition periods at Toulouse, where observed 

temperature variations at these hours are extreme, and they drastically decrease at 

sunset hours. It could be interesting to study what are the mechanism behind this 
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behavior, as during sunrise and sunset periods on average the contribution of the 

OTEM terms are close to zero, and a sudden decrease of the ABL is detected at these 

hours (see Appendix C.2, Figure C-9).  

The application of OTEM to different observatories opens the perspective of further 

analyze the spatial distribution of the terms. Indeed, the SIRTA-ReOBS approach is 

currently being applied to other French observatories located in zones with different 

weather and geographical conditions. It would be e.g. interesting to apply OTEM and 

to determine the contribution of each term in a mountain zone where local conditions 

are completely different from those at SIRTA or at Toulouse.   
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Figure 5-8: Diurnal cycle of the predictor weight estimate for each term of OTEM split 

into seasons at SIRTA (left column, exactly similar than Figure 3-13) and at the Météopole 

site (right column). Vertical dashed black lines are for sunrise and sunset mean hours.  
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CONCLUSIONS AND PERSPECTIVES 

The European climate and most temperature anomalies are affected not only by the 

circulation of large-scale air masses (such as the NAO or blocking regimes) but also by 

smaller-scale processes such as cloud radiation and surface-atmosphere interactions 

located within the atmospheric boundary layer. The first objective of this thesis was to 

develop a method (OTEM) to study these small-scale processes and how they affect 

surface temperature variations in a local scale through these five terms:  

- The radiative clear sky and cloud terms, that are controlled by the radiative SW 

and LW fluxes arriving at the surface. 

- The atmospheric heat exchange term that includes the sensible and latent heat 

fluxes developed at the surface. 

- The ground heat exchange term, which represents the contribution of the heat 

flux into the ground. 

- The air advection.  

All of these terms can be estimated based almost exclusively on observations, with few 

hypotheses using the SIRTA-ReOBS dataset in an hourly scale. When each of the terms 

is estimated, their sum exhibits good accuracy when compared to the real observations 

of surface temperature one-hour variation, and it is able to well quantify the realistic 

diurnal and monthly-hourly cycles of each term involved, which themselves are 

controlled by the diurnal solar cycle. However, there are some cases when OTEM is not 

able to reproduce the sudden and extreme decrease of observed temperature 

variations within an hour, partly due to the fact that they correspond to processes that 

occur in less than an hour (e.g. the cold pool events). In addition, other possible sources 

of error that lead to OTEM not providing a “perfect” estimate of observed temperature 

variations are: 

- Downwards clear sky fluxes have a 5% error when performing the algorithm that 

calculates them. 

- The pressure at the mixed layer depth (MLD) is estimated with only two radio-

soundings per day, and then for the rest of the hours the same observations are 

used to estimate the pressure at the closest hour available in the radiosounding, 

thus this pressure does not correspond to the real one. 

- The use of the reanalysis to estimate few variables add another source of bias 

since they are outputs of models/simulations and do not represent real obser-

vations. 

- The hypothesis of considering always day as an unstable and night as a stable 

atmosphere (for simplicity) implies the omission of cases when the opposite 

could happen and OTEM will tend to miscalculate some of its terms (e.g. the 
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radiative terms). This hypothesis also affects the calculation during the transition 

sunrise and sunset periods. 

- The lack of latent heat fluxes data for the period of interest even if it is compen-

sated by a parametrization. Furthermore, the instruments used to measure the 

latent and sensible heat fluxes give correct results in 80% of the situations on 

average because they are sensitive to rain which will disturb the measurement 

(detection surface impacted if there is water on it). 

Despite those possible sources or error, OTEM presents a correlation coefficient of 0.8 

(yet quite good) when compared to observations. However, it is during daytime that 

OTEM presents the best statistics, whereas at night its accuracy decreases. This low (but 

yet good) accuracy is related to the hypothesis of considering an average MLD value 

during nighttime (stable atmosphere hypothesis with a constant MLD) that affects both 

the radiative and atmospheric heat exchange terms. All of these error sources and 

assumptions do not affect the principal behavior of OTEM, and it remains good method 

to estimate and quantify the terms affecting surface temperature variations.  

With respect to the individual contribution of OTEM terms at SIRTA, the clear sky 

radiative term represents a big positive (negative) contribution during daytime 

(nighttime). In addition, the contribution of the radiative term in clear sky conditions 

remains on average constant throughout the year during nighttime whereas clouds 

maximal warming contribution is found during winter at these times. The atmospheric 

heat exchange becomes predominant in the late afternoons when turbulent heat fluxes 

further develop due to the increase in atmospheric instability and the ABL reaches its 

daily maximum, especially in spring and summer. In terms of magnitude, the ground 

heat exchange and advection terms contribute the least to surface temperature one-

hour variations, but still they remain important to obtain the best coefficient estimator 

between the directly measured observations and OTEM, as they also affect and 

contribute to surface temperature variations. On average, the cloud radiative term 

along with the other non-radiative terms act as modulators to the important 

contribution of the radiative clear sky term.  

The use of a random forest analysis makes it possible to identify which term dominates 

over the others. It confirms that clear sky radiation most influences the 1-hour 

temperature variations during the day followed by clouds radiation and the 

atmospheric heat exchange term. At night, it is the cloud radiation that controls 

temperature variations followed by the ground heat exchange term. Nevertheless, 

separating the dataset into hours and seasons shows that the cloud radiation effect 

becomes predominant in several hours for all the seasons because it presents a greater 

variation of its hourly values than the clear sky radiative effect, especially in spring and 

summer during daytime when more local cloud cover variability occurs. This cloud 

dominance is still found despite the fact that the clear-sky radiation magnitudes are 
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the highest on a monthly-hourly scale. Temperature variations are then more sensitive 

to cloud changes within an hour rather than the large contribution of clear sky radiation 

which mostly dominates the early mornings when surface heat fluxes are not yet 

developed. The other terms remain important as there are times when some of them 

modulate temperature variations, especially the turbulent heat fluxes in the late 

afternoons.  

To better understand the importance of clouds on temperature variations at this scale 

(being the second objective of this thesis), their influence on other surface variables as 

well as their characterization (based on lidar profile observations) is assessed as a 

function of their radiative effects. The atmosphere presents a high amount of clouds 

during daytime when clouds have a strong cooling effect. Indeed, an important 

presence of mid-level thick clouds is spotted for all the seasons (except spring) for 

these cases, that could correspond to nimbostratus which are very opaque and often 

produce continuous moderate rain. On the contrary, a weak cooling radiative effect is 

predominantly associated with low- and high-level thin clouds for all seasons. In 

addition, situations with daytime positive cloud radiative effect occur when the 

atmosphere is close to clear-sky conditions but still cloudy with low- and high-level 

thin clouds occurring mostly in early mornings and late afternoons. Overall, a 

dominance of mid- and high-level clouds at the SIRTA observatory is detected during 

daytime. The dominant presence of this specific type of clouds is partly linked to the 

geographical position of the SIRTA observatory since it is located in a zone where warm 

and wet air coming from the Atlantic Ocean can nudge against the cold and dry masses 

of air coming from the Siberian region. This encounter of air masses (whether it is the 

warm air that encounters cold air or the opposite) tends to form mostly high-level 

clouds. At night, even when clouds have a significant positive radiative effect, air 

temperatures are low and are more controlled by large-scale processes, since surface 

turbulent fluxes are most of the time low and there is no sun radiation. Variability in 

cloud radiation is still found, partly due to the sensitivity of the radiation reaching the 

surface to the presence of atmospheric gases (such as water vapor) and aerosols and 

not only to the radiative properties of the clouds.   

After having analyzed the extent to which OTEM terms and in particular clouds 

contribute to surface temperature variations, a final objective of this thesis is to study 

the variability of these results, looking at their relation to large-scale circulation 

processes, and their contribution at another location different from SIRTA.  

The OTEM estimation classified into summer and winter weather regimes is studied to 

better relate the small-scale processes to the large-scale atmospheric dynamics. The 

contribution and importance of each OTEM term vary more when separating the 

analysis in weather regime during winter than during summer. Indeed, small-scale 

processes are more related to large-scale circulations in the former season, affecting 
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not only SEB variables but also precipitations (Santos et al., 2005), temperatures (Rojas 

et al., 2013b), and even atmospheric aerosols (Ménégoz et al., 2010). 

OTEM is also applied to a dataset retrieved from the Météopole, a METEO-FRANCE 

observatory located 6 km south of Toulouse city center, in order to study the variability 

of the terms depending on specific local conditions. As done for SIRTA, OTEM is first 

evaluated to analyze its capacity to predict observed temperature variations. At the 

Météopole, a good correlation of 0.72 is found between OTEM and the measurements 

of temperature variations but it is lower than the one found at SIRTA (0.80), mainly 

because at Toulouse, the sunrise and sunset gives higher value of temperature 

variation, so it is more difficult to reproduce these specific hours.  Indeed, this aspect 

opens a perspective to a further work on better understand these transition periods 

which are known to be the most complicated phases of the diurnal cycle and which 

affect not only the temperature but also the variability of atmospheric aerosols and 

gazes. All OTEM terms (except the ground heat exchange term) present a higher 

positive contribution to surface temperature variations at Toulouse than at SIRTA, as 

meteorological conditions are fairer compared to the Paris region. The clearest 

difference found between the two sites concerns the advection term, which plays a 

major role at the Météopole. Toulouse is indeed located in an area subjected to two 

strong wind regimes coming from the West and the Southeast, that affect not only 

advection contribution but conditionate also turbulent flux development at the surface.    

Extending this study to other observatories opens the perspective to deeply 

characterize the spatial variability of the results for a more comprehensive variety of 

local conditions. Another interesting perspective opened by this work is the temporal 

variability of the results: at what time scale (greater than an hour) such or such term 

will become preponderant for temperature variations? Increasing the temporal scale 

requires revisiting completely the equations and assumptions made in Chapter 2. But 

as an example, Figure 6-i shows the weight estimates of the main variables acting on 2 

m temperature (not on temperature variations as previously done) on an hourly, daily, 

weekly and monthly scale. This simple example does not require new hypothesis 

because it is only based on variables and not on terms as in OTEM. We see that the 

hourly temperature depends almost as much on radiations as on clouds and mixing 

layer depth, whereas the daily temperature is less controlled by clouds and air 

advection becomes important, as for the weekly temperature. The monthly 

temperature hardly depends on the radiation anymore: the advection and the mixing 

layer depth have become the main variables that control temperature, related to the 

European weather regimes and the large-scale air masses circulations.  

Table 6-i presents (i) the clouds that are most detected by the lidar, and (ii) the mean 

contribution values of each term of OTEM during daytime at SIRTA, split into seasons. 

On average, it’s the radiative term that contributes the most to warm the surface, and 
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the other four terms act as modulators of this importance contribution, especially the 

cloud radiative and atmospheric heat exchange terms. The ground heat exchange and 

advection remain the terms that contribute the less but when looking at the role they 

play during the day, the advection term becomes the second most important term that 

controls temperature variations, just behind the atmospheric heat exchange in the late 

afternoon, as showed in Table 6-ii, and the ground heat exchange becomes more 

important than the radiative cloud term, despite the low contribution of the former.   

 

Figure 6-i: Predictor weight estimates of the main variables acting on 2 m surface 

temperatures for (a) hourly, (b) daily, (c) weekly and (d) monthly temporal scales.  

The approach developed in this thesis is innovative because it is predominantly based 

on observations. The estimation of the terms controlling the one-hour surface 

temperature variations could help to improve the already existing parameterizations of 

the SEB terms and to better understand their spatial variability as a function of local 

conditions. Furthermore, a comparison between multi-model regional climate 

simulations and these estimations can be performed to evaluate if the simulations are 

able to well reproduce these behaviors, in particular in a warming climate where these 

processes are expected to change.    
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Table 6-ii: Importance of each term of OTEM along the day at SIRTA. Five cases mean 

the term is the most important at the time considered, whereas one case means is the 

less important 
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APPENDICES  

APPENDIX A.1: MLD AT SIRTA AND TOULOUSE 

Figure A-1 shows the mean hourly values for each month for the MLD at SIRTA (blue 

line) and at Toulouse (red line). Both curves follow a similar behavior during all the 

months but their values cannot be comparable because the methods to estimate this 

height are different for each site.  

 

Figure A-1: Monthly mean values of MLD for SIRTA (blue line) and the Météopole site 

(red line). 

APPENDIX A.2: TYPE OF SOILS IN FRANCE 

In order to know the type of soil in SIRTA and in the Météopole to retrieve their 

properties and calculate the HG term in Section 2.2.1.2, a map of soil types in France 

done by INRA (Institut National de la Recherche Argonomique) based on their 

formation factors (geology, climate, relief, vegetation) is here used to know the 

dominant soil present on each of these observatories. This map is shown in Figure A-2, 

and the red circle represents the area where SIRTA is located, and the yellow one is 

where the Météopole is installed. 
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Figure A-2: Map of soil types in France. The red circle indicates the location of SIRTA and 

the red one the location of the Météopole site. This map is extracted from Wulf et al. 
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(2015). 

APPENDIX A.3: SENSIBLE AND LATENT HEAT FLUXES AT SIRTA AND TOULOUSE 

Figure A-3 shows the diurnal cycle split into seasons for the sensible and latent heat 

fluxes for SIRTA and the Météopole site. At SIRTA, the latent heat flux is always greater 

than at the Météopole in summer and fall, whereas it presents similar mean values in 

spring and winter (except during nighttime for the latter season). As for the sensible 

heat flux, it is to be expected that the highest average values are found in the 

Météopole because the surface is warmer than in SIRTA. 

 

Figure A-3: Diurnal cycle of the sensible (red line) and latent (blue line) heat fluxes. Solid 

lines are for SIRTA and dashed lines for Toulouse mean diurnal values. As a reminder, 

SIRTA period of study is from January 2009 to February 2014, and for the Météopole site 

is from January 2017 to December 2018.  

APPENDIX A.4: PRESSURE AT THE MLD 

The pressure at the MLD is retrieved from the radiosoundings launched twice a day at 

Trappes for SIRTA and then used to the calculation of TMLD with the ERA5 Reanalysis 

and their values are presented in Figure A-4a. For the Météopole, radiosoundings are 

not available and thus an approximation (cf. Eq. 2.33) is used to estimate the pressure 

at MLD and their values are shown in Figure A-4b. Note that for the Météopole lower 

values of pressure are found than for SIRTA due to the approximation of considering a 

constant temperature lapse rate (even during nighttime).   
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Figure A-4: Pressure at the MLD for (a) SIRTA and (b) Toulouse.  

APPENDIX A.5: ERA5-LAND  

Figure A-5 presents a simple scheme on how the Adv term is calculated from the ERA5-

Land Reanalysis. First, the grid where SIRTA is located is identified, in order to calculate 

the difference of temperature between this grid and the very next one (as it is required 

for the Adv term, see Eq. 2.31). We calculate the Adv term depending on the wind 

direction, so if for instance a wind is coming from the S-W, the temperature taken is 

the one at the coordinates (𝑥𝑆𝐼𝑅𝑇𝐴 − 𝑑𝑥, 𝑦𝑆𝐼𝑅𝑇𝐴 − 𝑑𝑦), in other words, we took for this 

case the grid just west of the one at SIRTA for the abscissa and the first grid just south 

of SIRTA for the ordinate and then we estimate 
𝜕𝑇2𝑚

𝜕𝑥
=

𝑇(𝑥,𝑆𝐼𝑅𝑇𝐴)−𝑇(𝑥,𝑆𝐼𝑅𝑇𝐴−𝑑𝑥)

𝜕𝑥
 and 

𝜕𝑇2𝑚

𝜕𝑦
=

𝑇(𝑦,𝑆𝐼𝑅𝑇𝐴)−𝑇(𝑦,𝑆𝐼𝑅𝑇𝐴−𝑑𝑦)

𝜕𝑦
. A similar procedure is done when winds from other direction are 

detected.  
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Figure A-5: Scheme representing the calculation of the ERA5 variables in the grid point 

where SIRTA is located and the very next others in both horizontal axes. Note that the 

centered position of SIRTA is idealized since it could happen that this point is not at the 

center of the grid that corresponds to the one where the observatory is located.  

APPENDIX B: DIURNAL CYCLE OF THE OTEM TERMS 

The diurnal cycle of each term split into seasons is calculated and shown in Figure B-6. 

This figure confirms the good accuracy of OTEM when the diurnal cycle of each of the 

terms is well represented. Furthermore, observed temperature variations have a peak 

around 09:00 to 10:00 UTC for all the seasons, except in winter when this peak is shifted 

two more hours. Regarding the residual, it is on average close to zero for all the seasons 

except in summer during daytime. As previously explained in the manuscript, HA 

contribution increase as the day passes by, finding a maximum just few hours before 

the sunset. 
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Figure B-6: Diurnal cycle of the five terms in OTEM (RCS in dashed red, RCL in dotted red, 

HG in brown, HA in green and Adv in cyan), the observed temperature variations (black 

solid line) and the residual (gray dashed line), for (a) winter, (b) spring, (c) summer and 

(d) fall seasons. 

APPENDIX C.1: DAYTIME AND NIGHTTIME PDFS OF OTEM TERMS AT BOTH SITES 

Daytime PDFs of the observed temperature variations and the OTEM terms for SIRTA 

and the Météopole are plotted in Figure C-7, showing us that: 

- At SIRTA, maximum observed temperature variations reach a value of 3.9°C/h 

whereas at Toulouse they are largely higher with more values greater than 

3.9 °C/h reaching up to 7.5 °C/h (Figure C-7a). A similar pattern is found for the 

negative values when at Toulouse more negative values are found higher than 

-1.5 °C/h than at SIRTA. At Toulouse, temperature then both increase and de-

crease more than at SIRTA in an hour. 

- RCS positive contribution presents more positive values at Toulouse than at 

SIRTA (Figure C-7b), but both minimum and maximum values are similar for the 

two sites. 

- RCL contribute further to warm the surface during daytime at Toulouse than at 

SIRTA, with a maximum value of 2.7 °C/h (Figure C-7c). 

- HG has a more important positive contribution compared than that found at 

Toulouse (Figure C-7d). 
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- HA cools more the surface at Toulouse than at SIRTA during daytime (Figure 

C-7e). 

- The Adv term contributes with important positive values to warm the surface at 

Toulouse with a maximum one around 4.5 °C/h, whereas at SIRTA its maximum 

warming effect is 1.57 °C/h (Figure C-7f).   

 

Figure C-7: Daytime PDF of (a) 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
, (b) RCS, (c) RCL, (d) HG, (e) HA and (f) Adv for 

SIRTA (light colors) and the Météopole site (dark colors). X- and y-axis limits are different 

for each figure. 

Nighttime PDFs are also calculated for each of the terms and 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠
and are presented 

in Figure C-8. The main difference between the two sites are: 

- 
𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠

𝑇𝐿𝑆
 PDF shows higher positive values than 

𝜕𝑇2𝑚

𝜕𝑡 𝑜𝑏𝑠

𝑆𝐼𝑅𝑇𝐴
 (Figure C-8a), indicating 

that at the former observatory even during the night observed temperature var-

iations increases more rapidly than at SIRTA.    

- RCS at Toulouse cools the surface down to -2 °C/h with an occurrence of negative 

values more significant than at SIRTA (Figure C-8b). 

- Both negative and positive contributions of clouds are higher at Toulouse than 

at SIRTA during nighttime (Figure C-8c), as they are the main modulator of the 

clear sky radiative term which itself has high values at Toulouse.  

- Regarding the ground heat exchange, the PDFs are quite similar between the 

two sites when this term contributes to warm the surface (Figure C-8d). Main 
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difference is for its cooling effect with SIRTA having lower negative values than 

those at Toulouse. 

- At SIRTA, HA cools the surface down to -1.0 °C/h which is not seen at Toulouse 

when a minimum negative value of -0.3 °C/h is found (Figure C-8e). 

- Adv term has a similar distribution in the two sites of study (Figure C-8f), with 

only difference on their minimum values which are the lowest at SIRTA.    

 

Figure C-8: Same as Figure C-7 but for nighttime. 

APPENDIX C.2: SENSIBLE AND LATENT HEAT FLUXES, AND MLD AT TOULOUSE 

Figure C-9 shows the mean hourly values for each month for the sensible and latent 

heat fluxes along with the MLD at Toulouse. The increase of both turbulent heat fluxes 

is linked to the increase of MLD for all the months, and these fluxes start to decrease 

just a couple of hours before MLD, which agrees with what is found by Pal et al. (2013) 

at SIRTA for these surface heat fluxes and MLD mean diurnal cycles.  
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Figure C-9: Monthly mean values of the sensible and latent heat fluxes and MLD in the 

Météopole site. 
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Abstract. Local short-term temperature variations at the sur-
face are mainly dominated by small-scale processes coupled
through the surface energy balance terms, which are well
known but whose specific contribution and importance on
the hourly scale still need to be further analyzed. A method
to determine each of these terms based almost exclusively on
observations is presented in this paper, with the main objec-
tive being to estimate their importance in hourly near-surface
temperature variations at the SIRTA observatory, near Paris.
Almost all terms are estimated from the multi-year dataset
SIRTA-ReOBS, following a few parametrizations. The four
main terms acting on temperature variations are radiative
forcing (separated into clear-sky and cloudy-sky radiation),
atmospheric heat exchange, ground heat exchange, and ad-
vection. Compared to direct measurements of hourly tem-
perature variations, it is shown that the sum of the four terms
gives a good estimate of the hourly temperature variations,
allowing a better assessment of the contribution of each term
to the variation, with an accurate diurnal and annual cycle
representation, especially for the radiative terms. A random
forest analysis shows that whatever the season, clouds are the
main modulator of the clear-sky radiation for 1 h temperature
variations during the day and mainly drive these 1 h temper-
ature variations during the night. Then, the specific role of
clouds is analyzed exclusively in cloudy conditions consid-
ering the behavior of some classical meteorological variables
along with lidar profiles. Cloud radiative effect in shortwave
and longwave and lidar profiles show a consistent seasonal-
ity during the daytime, with a dominance of mid- and high-
level clouds detected at the SIRTA observatory, which also
affects near-surface temperatures and upward sensible heat
flux. During the nighttime, despite cloudy conditions and

having a strong cloud longwave radiative effect, temperatures
are the lowest and are therefore mostly controlled by larger-
scale processes at this time.

1 Introduction

Regional climate variability is to the first order driven by
large-scale atmospheric conditions. In western Europe, the
North Atlantic Oscillation (NAO; Trigo et al., 2002), which
is associated with the locations and intensities of the cen-
ters of the Iceland low and the Azores high, controls the
air mass advection over western Europe and explains a large
part of weather variability. Temperature and pressure condi-
tions are then modulated by the complex terrain (Mediter-
ranean sea, topography, surface heterogeneities): extreme
events and temperature anomalies are generally not exclu-
sively explained by the presence of these large-scale air mass
circulations (Vautard and Yiou, 2009). Indeed, synoptic and
mesoscale atmospheric processes have been previously stud-
ied to explain interannual temperature changes in some parts
of Europe (Efthymiadis et al., 2011; Xoplaki et al., 2003), or
even precipitation occurrence (Xoplaki et al., 2004; Bartolini
et al., 2009). It is, therefore, necessary to consider small-scale
processes such as surface–atmosphere interactions and cloud
feedbacks to better explain near-surface temperature varia-
tions (e.g., Chiriaco et al., 2014).

Temperature variations at the surface are related to the sur-
face energy balance (SEB) following surface–atmosphere in-
teractions and solar radiation (Wang and Dickinson, 2013)
that are separated into different components: latent and sen-
sible heat fluxes (Flat and Fsens, respectively), ground heat
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flux, temperature advection, and atmosphere radiation. Stud-
ies have been made to parametrize these terms when direct
measurements are not available (Miller et al., 2017; Arnold
et al., 1996), but their exact contribution is uncertain. De-
pending on the timescale considered, the importance of each
SEB term for temperature variations will change (Bastin et
al., 2018; Ionita et al., 2015).

The first objective of the current paper is to quantify the
specific local contribution of the primary SEB terms acting
on short-term (i.e., hourly) temperature variations in a west-
ern European location and to determine their importance and
the conditions when a certain term predominates over the
others, based on a simple linear model. The current study is
inspired by Bennartz et al. (2013), who implemented a tem-
perature variation model to study the influence of low-level
liquid clouds over the Arctic on the ice surface melt period
in July 2012, by estimating all of these SEB terms for a case
study. Here, the same approach is used for a different location
(mid-latitude) and on a long time period to get robust statis-
tics. To do so, the study is based on direct measurements from
the SIRTA-ReOBS dataset (Chiriaco et al., 2018), which in-
cludes many variables collected since 2002 at SIRTA (Site
Instrumental de Recherche en Télédetection Active; Haeffe-
lin et al. 2005), an observatory located in a semi-urban area
in the southwest of Paris, France. This dataset is well suited
to the current study objective because (i) it allows the use of
a multi-variable synergistic compilation to study and com-
pare different characteristics of the atmosphere or the sur-
face (e.g., Bastin et al., 2018; Dione et al., 2017; Cheruy
et al., 2013; Chiriaco et al., 2014), and (ii) it is located in
western Europe and allows access to the hourly timescale,
i.e., the scales of the local processes of the current study.
The SIRTA-ReOBS dataset, along with some variables re-
trieved from ERA5, enables the development of a model to
estimate all the terms involved in the near-surface temper-
ature variations using predominantly real observations. The
use of the model developed in the current study considers all
the variables acting within the atmospheric boundary layer
(ABL) and controlling surface temperature variations, all of
them estimated almost exclusively from surface-based obser-
vations. Thus, it allows us to separately study the influence
of each SEB term in a local scale. This indeed allows a real-
istic and reliable estimation of the contribution of each term
(radiative fluxes, turbulent heat fluxes, etc.) on hourly tem-
perature variations, and it would be possible to have that at
different sites since each term will present a different behav-
ior and importance. These estimations could help improve
the parametrizations of the SEB terms that already exist and
better understand their spatial evolution as a function of lo-
cal conditions. Furthermore, a comparison between multi-
model regional climate simulations and these estimations can
be performed to evaluate whether the simulations are able
to well reproduce these behaviors, in particular in a warm-
ing climate where these processes are expected to change.
The weight of each term of the SEB on hourly temperature

variations is analyzed using a powerful random forest anal-
ysis, one of whose attributes is its capacity to handle up to
thousands of input variables and identify the most significant
ones.

Clouds are well known to directly modify near-surface
temperatures and other near-surface variables on multiple
timescales (Parding et al., 2014; Broeke et al., 2006; Kaup-
pinen et al., 2014). Hence the second objective of the cur-
rent study is to understand the specific role of clouds and
their associated characteristics in hourly temperature vari-
ations. Indeed, the influence of clouds on the temperature
at the surface can vary depending on their physical proper-
ties and the altitude where they are formed (Hartmann et al.,
1992; Chen et al., 2000). In general, low-level clouds tend
to cool the surface, whereas high-level clouds, such as cirrus
clouds, tend to warm it by absorbing a significant amount
of Earth’s outgoing radiation. The average contribution of
clouds is to decrease the near-surface temperature, combined
with the damping effects of soil moisture, from a global point
of view, by reflecting the solar radiation to space. But their
damping effects vary depending on the season and by time of
day. For instance, the reduction in near-surface temperature
is the highest in fall in the northern mid-latitudes for spe-
cific cases when precipitation is not significant (Dai et al.,
1999). The local contribution of clouds to temperature varia-
tions is thus an important topic to assess how this intake af-
fects local climate variability and extreme local events, such
as the extreme heatwave and drought during summer in the
EU in 2006 (Chiriaco et al., 2014; Rebetez et al., 2009) or
the sudden melt of the ice sheet in Greenland on July 2012
(Bennartz et al., 2013). Several studies were made primarily
focusing on the large-scale effects of clouds on the radiative
energy balance on a global scale, either at the top of the at-
mosphere (Arkin and Meisner, 1987; Raschke et al., 2005;
Dewitte and Clerbaux, 2017; Willson et al., 1981; Allan et
al., 2014; Cherviakov, 2016) or at the surface (Wild et al.,
2015; Hakuba et al., 2013; Wild, 2017) or both at the same
time (Hartmann, 1993; Kato et al., 2012; Li and Leighton,
1993), but a lack of studies investigating their impact on a
smaller scale is noted due to limited reliable ground-based
measurement availability. In this study, to understand how
clouds influence the 1 h temperature variations, cases with
a particular cloud effect on temperature variations are more
deeply analyzed using lidar profiles.

To achieve these two objectives, the current paper is orga-
nized as follows: the dataset is presented in Sect. 2. Section 3
(and Appendix A) describes how the different terms acting
on hourly temperature variations are estimated and evalu-
ates how well the model fits the hourly observations based
on statistics. Section 4 presents an assessment to determine
which term dominates at different times by performing a ran-
dom forest analysis firstly for day and night cases and then
separated in a diurnal cycle perspective, along with a mean
monthly–hourly and annual cycle analysis of the contribu-
tion of each term. Section 5 focuses on a discussion to study
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the specific role of clouds and the atmospheric conditions un-
der which they develop by assessing only the cloudy cases,
which gives an overview of the type of clouds and surface
conditions damping or enhancing near-surface temperature
for both daytime and nighttime. Section 6 draws conclusions
and provides perspectives opened by this work.

2 Data

2.1 Data used for the temperature variation estimation
model

This study is mainly based on the SIRTA-ReOBS dataset
analysis. The SIRTA observatory (Haeffelin et al., 2005)
is located in a semi-urban area 20 km southwest of Paris
(48.71◦ N, 2.2◦ E) and has collected long-term meteoro-
logical variables since 2002. The ReOBS project aims
to synthesize all observations available at a single ob-
servatory at an hourly timescale with exhaustive data-
quality control, calibration, and rigorous treatment into a
single NetCDF file. The SIRTA-ReOBS dataset (Chiriaco
et al., 2018, https://doi.org/10.5194/essd-10-919-2018) con-
tains more than 60 variables.

All the necessary hourly variables requested by the cur-
rent study are available for the period from January 2009 to
February 2014 and are listed in Table 1, allowing a multi-year
analysis. Some variables that were retrieved from measure-
ments at the SIRTA observatory sometimes present gaps due
to instrumental issues (Chiriaco et al., 2018; Pal and Haef-
felin, 2015). In particular Flat and Fsens variables are limited
(with only 5 % and 73 % availability, respectively): Sect. 3
and Appendix A show how this issue is handled.

Figure 1 shows the complete dataset availability in the
SIRTA-ReOBS dataset for the 5-year study period. The avail-
ability of data is quasi-homogeneous around 60 % for all
hours (Fig. 1a). Most of the time gaps are due to the ab-
sence of the mixing layer depth (MLD) variable for some
complete days, extended sometimes for more than 2 months
(not shown), restricting 71 % of MLD data availability. Other
gaps are caused by the absence of radiative variables (9 % of
missing data; see Table 1). Summer is the season with the
best data coverage (70 %), and winter has the least data cov-
erage (56 % – Fig. 1b), whose absences are due precisely to
gaps in the MLD variable.

To complete this dataset, hourly ERA5-Land (horizontal
resolution of 0.1◦× 0.1◦; Copernicus Climate Change Ser-
vice, 2019) is used to estimate the horizontal wind at 10 m
and the temperature near the surface T2 m, as required for the
advection term (see Sect. 3 and Appendix A). Furthermore,
the temperature at the mixing layer depth (TMLD) is also re-
trieved from the ERA5 (spatial resolution of 31 km and 137
levels up to 1 hPa; ERA5, 2020).

2.2 Variables used for the cloud contribution analysis

In order to get vertical information about clouds (see Sect. 5),
SIRTA-ReOBS lidar profiles are also used, retrieved from
a LNA lidar (532 and 1064 nm) whose vertical resolution
is 15 m (for further details, see Chiriaco et al., 2018), and
their analysis is based on hourly lidar scattering ratio (SR)
altitude–intensity histograms, calculated as follows:

SR(z)=
ATB(z)

ATB(z)mol
, (1)

where ATB(z) is defined as the total attenuated backscatter
lidar signal, and ATB(z)mol is the signal in clear-sky con-
ditions. These altitude–intensity histograms are used to esti-
mate the mean cloud fraction percentage at a given altitude
level z. The intensity axis which contains SR(z) thresholds
as well as the three vertical atmospheric layers (i.e., low,
middle, and high layers) for cloud detection and character-
ization are defined in Chepfer et al. (2010). The value of
SR(z)=−999 corresponds to non-normalized profiles, the
value −777 represents the profiles that cannot be normal-
ized due to the presence of a very low opaque cloud, and
the value of −666 is set as invalid data. Then, bins located in
the range 0.01< SR(z) < 1 are for clear-sky conditions and
1.2< SR(z) < 5 is defined as unclassified data. For cloud de-
tection, a threshold of SR(z) > 5 is set. Details are given in
Chiriaco et al. (2018). Even though the instrument does not
operate uninterrupted (it does not operate when it is raining,
when it is nighttime, and on the weekends), it is very pow-
erful to get information on the vertical structure of the atmo-
sphere.

3 Estimation of the terms acting on near-surface
temperature variations

The exchange of energy between the surface and the overly-
ing atmosphere involves four terms: radiation, heat exchange
with ground, heat exchange with the free atmosphere, and
advection. In this section, a model which estimates these
four terms is presented, based on several meteorological ob-
servations retrieved from the SIRTA-ReOBS dataset. Each
term involved in this model is described (further descrip-
tions are presented in Appendix), and then a statistical eval-
uation is performed to assess how well the model follows the
real observations of temperature variations. Finally, the mean
monthly–hourly and annual cycles of the averaged contribu-
tion of each term and the same for 1 h temperature variations
( ∂T2 m
∂t obs) are presented (split into day and night).

3.1 Model description

The temperature variation at the surface is estimated from the
sum of four terms:

∂T2 m

∂t
= R+HG+HA+Adv, (2)
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Table 1. Variables available in the SIRTA-ReOBS dataset used as inputs in the temperature variation model. ∗ TMLD is also estimated using
the ERA5 dataset.

Variable, unit Notation SIRTA-ReOBS available
data from 2009 to 2014, in %

2 m air temperature, K T2 m 97
Soil temperature below the ground, K Ts 99
Temperature at the mixing layer height∗, K TMLD 71
Surface downwelling LW radiation, W m−2 F

↓

LW 100
Surface downwelling SW radiation, W m−2 F

↓

SW 100
Surface upwelling LW radiation, W m−2 F

↑

LW 91
Surface upwelling SW radiation, W m−2 F

↑

SW 94
Surface downwelling LW radiation for clear sky, W m−2 F

↓

LW,CS 97

Surface downwelling SW radiation for clear sky, W m−2 F
↓

SW,CS 97
Surface upward sensible heat flux, W m−2 Fsens 73
Surface upward latent heat flux, W m−2 Flat 5
Mixing layer depth, m MLD 71

Figure 1. Histograms of (a) hourly and (b) seasonal available data in the SIRTA-ReOBS dataset, considering all the variables needed for the
period of study 2009–2014 for the temperature variation model.

where R is the net radiative flux at the surface, HG is the
ground heat exchange, HA is the atmospheric heat exchange,
and Adv is the air advection. These four terms control the
changes in temperature over the surface, but depending on
the temporal scale, one will dominate over the others (Ionita
et al., 2012). Following Appendix A and partly based on Ben-
nartz et al. (2013), these four terms are expressed as

R =
α+ 1

ρcpMLD
1FNET, (3)

HG=
Ts− T2 m

τs
, (4)

HA=
TMLD− T2 m

τa
, (5)

Adv=
(
u10

∂T2 m

∂x
+ v10

∂T2 m

∂y

)
. (6)

Then

∂T2 m

∂t
=

α+ 1
ρcpMLD

1FNET+
Ts− T2 m

τs
+
TMLD− T2 m

τa

+

(
u10

∂T2 m

∂x
+ v10

∂T2 m

∂y

)
, (7)

where T2 m is the near-surface temperature, t is the time (in
hours), α is a coefficient characterizing the form of the tem-
perature vertical profile in the boundary layer, ρ is the aver-
age air density of the boundary layer, cp is the specific heat of
air, MLD is the mixing layer depth, 1FNET is the net radia-
tive flux at the surface, Ts is the temperature in the ground at
20 cm depth, TMLD is the temperature at the top of the bound-
ary layer (or mixed layer depth), u10 and v10 are the zonal and
meridional wind components, respectively, at 10 m above the
ground, x is the zonal wind component towards the east and
y is the meridional component wind towards the north, and τs
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and τa are defined as relaxation timescales for heat exchange
processes in the ground and the atmosphere, respectively.

If the model is realistic, then the sum of the four terms
on the left side of Eq. (2), denoted as ∂T2 m

∂t mod, is as close
as possible to the observed temperature variations denoted as
∂T2 m
∂t obs.
The net radiative flux at the surface is calculated as the dif-

ference between the radiative longwave (LW) and shortwave
(SW) fluxes leaving and arriving at the surface as follows:

1FNET = F
↓

SW−F
↑

SW+F
↓

LW−F
↑

LW, (8)

where the upward and downward arrows represent the up-
welling and downwelling radiation, respectively. It is possi-
ble to add and subtract the clear-sky (CS) downwelling radia-
tion fluxes to Eq. (8), to obtain the flux radiative components
in CS and cloudy (CL) conditions (i.e., the specific contribu-
tion of clouds), as follows.

1FNET = F
↓

SW−F
↑

SW+F
↓

LW−F
↑

LW+F
↓

SW,CS

−F
↓

SW,CS+F
↓

LW,CS−F
↓

LW,CS

1FNET = F
↓

SW−F
↓

SW,CS+F
↓

LW−F
↓

LW,CS︸ ︷︷ ︸
1FNET,CL

+F
↓

SW,CS−F
↑

SW+F
↓

LW,CS−F
↑

LW︸ ︷︷ ︸
1FNET,CS

(9)

Here, the F↑LW flux is the same for clear-sky and cloudy con-
ditions, because it mostly depends on the near-surface tem-
perature (i.e., the Stefan–Boltzmann law, F↑ = σT 4

2 m, where
σ is the Stefan–Boltzmann constant), but note that in an an-
nual global mean, F↑LW > F

↑

LW,CS (around 0.5 W m−2; Allan,
2011) due to the increase in longwave radiation emitted to-
ward the surface by clouds, where a small proportion of this
radiation is reflected by the surface.

Hence Eq. (2) becomes

∂T2 m

∂t
= RCL+RCS+HG+HA+Adv, (10)

with RCL =
α+1

ρcpMLD1FNET,CL and RCS =
α+1

ρcpMLD
1FNET,CS.

This formulation specifically allows estimation of the role
of clouds (RCL) in temperature variations, compared to the
other terms. Details on how each term is estimated along
with the assumptions that have been made are stated in the
Appendix.

As shown by Eqs. (3) to (6) and in Eqs. (A10) to (A17) in
Appendix A, temperature variations are estimated from vari-
ables described in Sect. 2, i.e., predominantly based on ob-
servations retrieved from SIRTA-ReOBS, but also on ERA5
datasets.

Concerning the advection term, the computation of this
term requires the extraction of the temperature at 2 m (T2 m)

and northward (v10 m) and eastward (u10 m) wind components
at 10 m, at the SIRTA grid point and the surrounding grid
points. The temperature at the mixing layer depth TMLD is re-
trieved using SIRTA-ReOBS combined with ERA5 datasets.
First, radiosoundings available in SIRTA-ReOBS (twice a
day) are used to get the pressure at the MLD level, and
then TMLD is retrieved from the vertical temperature profile
in ERA5 at the nearest grid box from SIRTA Observatory
(48.7◦ N and 2.2◦ E) and at this pressure level but at the clos-
est time. Note that uncertainty remains in TMLD because it
is the temperature at a certain pressure level, which is only
available twice a day.

3.2 Statistical evaluation of the model

Statistics are considered to assess how close the total
model ( ∂T2 m

∂t mod) is to the observed temperature variations
( ∂T2 m
∂t obs). The PDFs of each term in Eq. (2) are shown in

Fig. 2a. Firstly, the radiative term R dominates, and con-
tributes the most in the temperature variations at an hourly
scale since its distribution presents different significant peaks
for negative and positive values of temperature variations. In
clear-sky conditions, the radiative term contributes the most
to warm the surface, whereas the radiative effect of clouds
has an opposite effect. A significant negative contribution by
the HA term is also observed (light brown line), meaning that
the mixing with an atmosphere of higher levels contributes to
decrease surface temperature variations, even if surface tem-
peratures continue increasing along the day. The two other
terms (HG and Adv) have a similar but weak impact on the
temperature variation model at this timescale. In addition, the
PDF of the ∂T2 m

∂t mod is compared to ∂T2 m
∂t obs in 1 h in Fig. 2b:

differences occur for cases where the temperature decreases
during the hour, but these differences correspond to some
cases where the model presents more negative values than
the observations, around −1 ◦C h−1. The modeled PDF fits
very well with the observed PDF for cases where tempera-
ture increases during the hour (a smaller number of cases as
shown by the PDFs).

Figure 2c shows the scatter plot of the observations versus
the model. The correlation between the two datasets is good
(0.79) and the bias remains small (−0.20 ◦C h−1). However,
the model has difficulties in reproducing the extremes of tem-
perature change within an hour, e.g., −6 ◦C h−1, which cor-
responds to the 5 July 2011 at 20:00 UTC, or −8 ◦ C h−1,
which corresponds to the 2 July 2010 at 15:00 UTC. This
high decrease in temperature could be associated with a cold
pool event, which is more detectable in summer thanks to
higher near-surface temperatures than those in winter and
bring along with it storms and heavy precipitations, as de-
tected for these two cases (not shown). The hourly values
in the observations (as well as in ERA5) do not allow the
capture of this cold pool event properly in the model devel-
oped, since it is related to rapid cloud formation (< 1 h) that
is not well captured by theRCL term. However since this type
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Figure 2. PDFs of (a) radiation (red line), radiative clear sky (red dashed line), radiative cloud (red dotted line), ground heat (dark brown
line) and atmospheric heat (light brown line) exchange, and advection (cyan line) terms. (b) ∂T2 m

∂t obs (pink line) and the ∂T2 m
∂t mod (blue line).

(c) Scatter plot of ∂T2 m
∂t obs vs. ∂T2 m

∂t mod. The sloping solid line represents the 1 : 1 line, and the dashed line corresponds to the least-square
best fit linear regression line between the two datasets. The correlation coefficient r and the linear equation fitting the best for the two datasets
are also indicated. (d) Hourly evolution for September 2010 of the temperature variation for the different terms, the observations, and the
model (same colors as in a and b).

of event is rare and ephemeral on a local scale (Llasat and
Puigcerver, 1990; Conangla et al., 2018), its presence does
not significantly bias the general performance of the model.

These statistics are estimated for each season as presented
in Table 2. Correlation is high (0.82) and bias is low in sum-
mer. Nevertheless, the standard deviation remains high for
this season, probably due to the higher values of temperature
variation and the contribution of all terms involved for the
summer in comparison to other seasons. For the spring and
fall seasons, the correlation coefficient is still high (0.80).
However, in winter the correlation coefficient is the lowest
(0.67) with a higher bias (−0.31 ◦C h−1). Removing the ex-
treme values of the observations and the model (i.e., taking
the values that are within the 5th and 95th percentiles) gives
better statistics (values in brackets in Table 2), confirming
that the model encounters difficulties in reproducing these
extreme events.

Figure 2d presents the hourly evolution of the five terms
on the right side of Eq. (10), their sum (i.e., ∂T2 m

∂t mod as blue
solid line), and ∂T2 m

∂t obs (pink solid line) for the first days of
September 2010. As expected, a diurnal cycle is identified
for the radiative (both cloud and clear-sky terms) and heat at-
mosphere exchange terms. For the radiative terms, it is quite
expected to have a positive (negative) contribution during
daytime (nighttime) due to the presence (absence) of solar
radiation. In addition, there are some days when RCL (dot-
ted red lines) plays an important modulating role in tempera-

Table 2. Statistics values between ∂T2 m
∂t obs and ∂T2 m

∂t mod for the
four seasons of the year. The values in brackets correspond to the
statistics within the 5th and 95th percentiles.

Season Correlation Bias Standard deviation
coefficient (◦C h−1) (◦C h−1)

Winter 0.67 (0.68) −0.31 (−0.23) 0.43 (0.40)
Spring 0.80 (0.81) −0.15 (−0.11) 0.52 (0.45)
Summer 0.82 (0.85) −0.18 (−0.10) 0.55 (0.46)
Fall 0.79 (0.80) −0.21 (−0.10) 0.46 (0.41)

ture variations, noticed during the day on 6 and 8 September,
when clouds manage to provide a maximum cooling effect
of −2.9 ◦C h−1.

Evaporation and thermal conduction at the surface in-
crease as the day goes on, and the larger these terms are the
more they will prevent the increase in temperature linked to
the sensible and latent turbulent fluxes. But overall the tem-
perature increases during the day when these fluxes increase.
However, the atmospheric heat exchange term (HA) is on av-
erage a negative contribution to temperature variations in 1 h
when Flat and Fsens increase in the afternoons. This nega-
tive contribution could be mostly associated with the mix-
ing of masses of air at the top of MLD, where depending on
the state of temperature inversion, TMLD is likely to be very
negative and this cold air could cool the surface. When RCL
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presents an important contribution, HA becomes weaker and
its diurnal cycle is attenuated due to the absence of solar ra-
diation, and hence fewer surface fluxes are developed. The
ground heat exchange and the advection terms play a minor
role at this timescale and contribute negligibly to the model
without a significant diurnal cycle detected.

Finally, the model follows the observations well, with a
better agreement for daytime than for nighttime and with a
better correlation for the first case (not shown). Reasons that
may explain the bias are (1) the limited availability of TMLD
data, which are estimated using only two radiosoundings per
day and not continuous hourly values, and (2) the hypothesis
and assumptions in some variables and atmospheric condi-
tions outlined in Eqs. (A3) and (A4). Further, the temperature
variations at night might be hard to quantify accurately due
to the minor contribution of each of the non-radiative terms,
for which contributions are close to zero, especially for the
HA term, and where Flat and Fsens are very low most of the
time (Sect. 3.3).

3.3 Annual and monthly–hourly cycles of the different
terms

The mean contributions of each term are averaged monthly
for both day and night (Fig. 3), whereas Fig. 4 presents the
magnitudes of the monthly–hourly mean values from Jan-
uary 2009 to February 2014 of each term of the model. A
residual term is calculated on these figures, which is calcu-
lated as the difference between the model (sum of all terms)
and the observations (i.e., ∂T2 m

∂t mod−
∂T2 m
∂t obs).

According to Figs. 3b and 4b for nighttime, the clear-sky
and cloud radiative forcing terms dominate the hourly tem-
perature variations in magnitude at the surface, and the other
terms remain close to zero. Still, during the night, ∂T2 m

∂t obs
monthly mean is negative throughout the entire year, with
higher negative values during warm months than during win-
ter. Indeed, RCL is always positive during the night and has
an annual cycle more pronounced than the other terms, hav-
ing a stronger effect in the cold months, due to the increase
in cloud cover, especially low-level clouds, which enhance an
increase in the downwards flux of LW radiation and whose
effect gets weaker while approaching summer, due to the
modification of the radiative effect of clouds for this season.
This decrease in RCL in summer explains the ∂T2 m

∂t obs annual
cycle during nighttime.

A diurnal cycle is pronounced for all the terms (Fig. 4).
RCS contributes the most in magnitude to local temperature
variations during daytime (Fig. 3a), and the other terms damp
its effect by providing a negative contribution. Furthermore,
all the terms are mainly driven by the solar radiation inten-
sity during the day. The diurnal and annual cycles of the RCS
(RCL) term are important, by having a positive (negative)
contribution during the day, mostly dominating the temper-
ature variations at this scale (as stated in Gaevskaya et al.,
1962). The contribution of RCL on ∂T2 m

∂t obs during daytime

is more important during May and June and finds its mini-
mum for December and January, when the solar radiation is
weak, thus preventing clouds from strongly reducing it. Fur-
ther, a maximum negative (positive) contribution to temper-
ature variations in RCL (RCS) is found during the late morn-
ings for all the months, cooling (warming) the surface with
a maximum mean value of −1.3 ◦C h−1 (3.2 ◦C h−1) in May
and June at 10:00 and 11:00 UTC.

In addition, the HA term plays an important role in tem-
perature variations for spring and fall seasons, when there is
an increase in hourly solar radiation (Fig. 3a and 4d). These
two seasons are characterized by an important contribution of
this term in the late morning and the afternoon, in particular
during spring, with an hourly maximum averaged contribu-
tion of −1.1 ◦C h−1. The difference between day and night
for the HA term is the largest during these months when the
MLD can reach high values in the afternoon due to increased
turbulence. For winter, its contribution is minimal due to the
low development of the MLD. This result is in contrast with
the negative (and very low) contribution of the HG term,
which is maximal in summer in the afternoon with an av-
erage smaller value of −0.25 ◦C h−1 when the near-surface
temperature is the highest and thus strengthens its cooling
action during daytime. An opposite effect is found in winter
when the ground is usually warmer than the surface, yielding
to a positive contribution (Figs. 3a and 4c). The advection
term does not present a strong monthly–hourly cycle com-
pared to the other terms, although one can distinguish a mean
negative action (still very low) to local temperature variations
at all seasons with a mean minimum in July in the afternoon
of −0.12 ◦C h−1, as shown in Fig. 4e.

Lastly, the residual, defined as the difference between
the model (sum of all terms) and the observations (i.e.,
∂T2 m
∂t mod−

∂T2 m
∂t obs), also has a seasonal variability and is

mainly negative, but a minimum difference of −0.45 ◦C h−1

between the two datasets is found in April between 07:00 and
09:00 UTC, which is partly related to the negative increase in
the HA term at that time. This is due to the important absence
of latent heat flux data especially for this month, which im-
plies an increase in the bias when τa is estimated (see Table 1
and Appendix A). Nevertheless, during the months when so-
lar radiation is strong, the residual reaches positive values
(with a maximum value around 0.4 ◦C h−1 in June in late
morning) but remains a low overestimation. These values for
the residual are low compared to the magnitudes of RCS, but
it remains almost at the same order of magnitude as the RCL
and HA terms, and a good correlation in a diurnal cycle ap-
proach is found. Generally, this hourly mean residual could
also be due to the simplifications and assumptions made in
the model, undersampling, and energy imbalance.

Focusing on the transition periods (sunrise and sunset,
black lines in Fig. 4), the residual presents low values at these
times. Indeed, there is a slight underestimation of the model
of about −0.13 ◦C h−1 for some months (e.g., February) at
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Figure 3. Mean annual cycle averaged monthly from 2009 to 2014 of the five terms of the model, the observations, and the residual (dashed
gray lines) for (a) day and (b) night. Same colors as in Fig. 2a and b. The shaded gray area in each of the panels represents the standard
deviation of ∂T2 m

∂t obs.

Figure 4. Monthly–hourly mean values for (a) RCS, (b) RCL, (c) HG, (d) HA, (e) Adv, and (f) the residual (i.e., difference between the
model and the observations). Units on the color bars are all in ◦C h−1, and their scale is different for each subfigure. The black contour line
on each figure corresponds to sunrise (bottom line) and sunset (top line) approximate hours.

sunrise hours, whereas a low overestimation with close-to-
zero residual mean values is found for May and June. For the
sunset, a similar behavior is found (with very similar values
for the residual term). Therefore, a good agreement is found
between the model and the observations for these specific
hours.

4 Weight of the different terms acting on temperature
variations: the random forest method

In this section, a random forest (RF) evaluation (James et al.,
2013; Manish, 2016; Brownlee, 2016; Loh, 2002) is carried
out at different timescales to estimate the relative weight (i.e.,
importance) of each term in temperature changes according
to the hour, month, or season. This machine learning method
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consists of bootstrapped–aggregated decision trees, a method
that combines and gathers together the results of these trees
to construct more powerful prediction models.

One of the most impressive features of RF is used here,
which consists of the ability to provide a fully nonparamet-
ric estimation of the importance of each term (or predictor)
for the model. One of the main advantages of this method is
that it allows us to cover not only the impact of each term
individually in the model but also the multivariate interac-
tions with other predictors. Here, the model (i.e., ∂T2 m

∂t mod)
has already been developed and defined as the sum of five
terms. Therefore, to determine the importance of each term,
the input data (the five terms) in the RF method are trained to
predict the modeled temperature changes ( ∂T2 m

∂t mod), and so
here the output of the RF method is still ∂T2 m

∂t mod. To know
more on how the hyperparameters are tuned, how the data are
split up into training and testing, and further information on
the RF method, please refer to Appendix B.

Other approaches to estimate the predictor importance
(e.g., simple squared marginal correlations method, squared
standardized coefficients) do not give reliable results when
the problem involves correlated predictors (Grömping,
2007). Additionally, this method is used as a result of the
nonlinear relationship between each separated term and the
model (not shown), which does not yield to an estimation and
quantification on how each process at the surface affects the
temperature variations, an approach suggested and used by
Miller et al. (2017), who estimated the response and impor-
tance of some surface processes (such as Flat and Fsens) to
the forcing radiative terms in Summit, Greenland.

4.1 General behavior of the weight of the different
terms

Firstly, the random forest method is used to establish
which term dominates the temperature changes in the model
( ∂T2 m
∂t mod) during day and nighttime. The predictor impor-

tance estimate value is defined as the sum of the mean square
error (MSE) of each term averaged over all decision trees
used and normalized by the standard deviation taken over
the trees. This principle consists of permuting the values of a
term – predictor – in the decision trees where this term was
left out-of-bag and assessing how much worse the MSE be-
comes after the permutation (James et al., 2013, Chap. 8).
Thus, the larger this value, the more important the term.
This importance estimation feature from the random forest
method has been previously used to calculate the variable
importance in different datasets for many applied problems
in sciences or health fields for both regression and classifi-
cation studies (e.g., Archer and Kimes, 2008; Genuer et al.,
2012; Strobl et al., 2007).

Figure 5a and b present the predictor (i.e., each term in-
volved in ∂T2 m

∂t mod; see Eq. 2) importance estimate value for
daytime and nighttime, respectively. Figure 5a corroborates
that RCS is the most important term, followed by RCL and

then HA, whereas HG is the least important term in the model
developed for the timescale considered. Next, Fig. 5b illus-
trates that RCL dominates hourly temperature variations dur-
ing nighttime, followed by HG and RCS. These results agree
with Kukla and Karl (1993), who suggested that the key reg-
ulator of nighttime warming temperatures is downward ther-
mal radiation when cloudy cases are presented, an effect that
is damped most of the time by the radiative cooling effect of
the ground.

4.2 Diurnal cycle of the weights

The importance estimation previously calculated for both
day and nighttime periods considers all the processes oc-
curring during each case and thus gives a global importance
estimation. In order to separate the influence of each term
on hourly temperature variations, an importance estimation
value is performed for each hour independently. Figure 6
presents the results of this method for each season. This diur-
nal cycle is estimated by applying the random forest to each
hour separately. As expected (and previously exposed), for
all the seasons RCL is the term dominating during nighttime,
just after sunset, and before sunrise (indicated by vertical
dashed lines in black).

After sunrise, the surface heating produced by the sun in
the early morning enhances a high growth rate in the temper-
ature variations, whose effect makes RCS the dominant term
driving ∂T2 m

∂t mod at those hours of the day for all seasons,
except for winter. For this latter season (Fig. 6a), the growth
rate ofRCS is almost the same as that ofRCL, and thus it does
not expose an important estimation value. This effect is due
to the weak mean solar zenith angle (SZA) for this season,
and the surface heating by the sun in clear-sky conditions
is not strong enough to dominate temperature variations. On
the contrary, RCL importance reaches its minimum just after
sunrise and before sunset, where, depending on the season,
either RCS or HA is the main term controlling temperature
variations.

A shift in importance between RCL and RCS occurs during
the rest of the day for the four seasons of the year. This effect
is explained by the variation in the data for these two terms:
RCS standard deviation for a given hour or season is weak,
and thus its influence to explain the difference between one
day and another at a specific hour remains minimal; it is not
a strong predictor at the diurnal cycle scale, especially in the
summer and spring (Fig. 6b and c, respectively) when other
variables will modulate temperature variations. On the other
hand, RCL turns into the main modulator of ∂T2 m

∂t mod for all
the seasons due to its strong standard deviation for a given
hour or season, reaching its maximum importance in summer
(Fig. 6c). Therefore, the hourly temperature variations are
more sensitive to cloud changes rather than solar radiation,
which does not vary significantly for a specific hour from
day to day.
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Figure 5. Predictor importance estimates obtained by the random forest method for (a) day and (b) night. The abscissa in both cases
represents each predictor (or term) of the model, and the y axis represents their importance (unitless) defined as the sum of their mean square
error when permutation in the decision trees is done.

Figure 6. Diurnal cycle of the predictor importance estimate for each term of the model, for (a) winter, (b) spring, (c) summer, and (d) fall.
Same colors as in Fig. 2a and b. Vertical dashed black lines are for sunrise and sunset mean hours.

Concerning the other terms, HA importance grows along
the day. Its variation is greater than that of the other terms,
making it the second most important modulator most of the
time (except for autumn, Fig. 6d). Its contribution is weak
in winter due to the lack of solar radiation and vegetation,
whose absence will diminish the turbulent heat fluxes mea-
sured at the surface, along with a weak MLD. Note that it
sometimes becomes the most important term in the late af-

ternoon just before sunset. This is explained by an increase
in instability of the ABL enhanced by a large boundary layer
and near-surface temperature gradient (i.e., the difference be-
tween TMLD− T2 m reaches its maximum; see the third term
of the right side of Eq. 7) in the late afternoon (not shown),
which is generated by the increase in turbulence fluxes near
the surface.

Atmos. Chem. Phys., 21, 15699–15723, 2021 https://doi.org/10.5194/acp-21-15699-2021



O. J. Rojas Muñoz et al.: Estimation of the terms acting on local 1 h surface temperature variations 15709

Regarding the Adv term, it shows an important weight in
some hours in the late afternoon in winter, which makes it
the term controlling average hourly temperature variations at
that time (then it is HA that becomes more important). In
summer (Fig. 6c), it presents an important increase as the
day goes on, similar to HA after 10:00 UTC, but HA is even
more important thanks to a development of turbulent heat
fluxes at the surface in the late afternoon. Adv becomes the
second most important modulator during nighttime before
sunrise for all seasons except summer. A thermally induced
circulation linked to the urban heat island set up in Paris is
probably at the origin of this importance: this circulation is
likely to create a greater variation in temperature some nights
when cooler air from rural areas is advected to warmer zones
towards the city center. The SIRTA observatory, located in
a suburban area 20 km from the center of Paris, could be
regularly affected by this modulation of circulation. Indeed,
in this area the two predominant winds come from the S-E
regime (the Siberian High) bringing mostly cold air temper-
atures and the S-W regime (air masses coming from the At-
lantic Ocean) with warmer and more humid air (not shown).

Figure 6 supports a clear and reliable estimation of the im-
portance of each term split into seasons for every hour of the
day, which is not seen by estimating the diurnal and annual
cycle contribution of each term to temperature variations (see
Sect. 3). Indeed, depending on the hour of the day (and thus
the state of the atmosphere), one term will become impor-
tant over the rest, and temperature variations will be more
sensitive to its change even if its contribution in terms of
magnitude remains smaller compared to other terms. For in-
stance, RCS absolute contribution during nighttime is higher
than that due to RCL (Fig. 3b), and yet the latter is more im-
portant during nighttime due to its seasonal and hourly (not
shown) contribution variability to ∂T2 m

∂t obs.

4.3 Validation of the random forest method

However, this machine learning method is generally used in
other studies to train and to have better estimations of a par-
ticular model. In order to validate the random forest method
skill on predicting new observed temperature variations, the
method is used to predict ∂T2 m

∂t obs (rather than ∂T2 m
∂t mod as

done to estimate the weight of each term in Sect. 4.1). The
output for this case is called ∂T2 m

∂t obs,RF. A comparison be-

tween ∂T2 m
∂t mod (i.e., the linear sum of the five terms) and

the new ∂T2 m
∂t obs,RF is done; the results of this validation are

shown in Fig. 7. Indeed, the scatterplot before performing the
random forest method ( ∂T2 m

∂t mod) shows the distribution of
values between the observations and the model (i.e., ∂T2 m

∂t obs
vs. ∂T2 m

∂t mod, blue points) as found in Fig. 2c. Then, when the
random forest method is performed and the data are trained
based on ∂T2 m

∂t obs (instead of ∂T2 m
∂t mod), better predictions are

obtained between ∂T2 m
∂t obs and ∂T2 m

∂t obs,RF (orange points),
and the correlation coefficient has a higher value (0.94). In

Figure 7. Scatter plot of ∂T2 m
∂t obs as a function of the developed

model ∂T2 m
∂t mod before applying the random forest method (blue

circles) and ∂T2 m
∂t obs as a function of the model trained after the RF

method is applied (orange circles).

such a case, the RF method gives better estimations of tem-
perature variations, but the retrieval of the function used to
obtain these results is not available. Nevertheless, this re-
sult validates considering temperature variations as the sum
of the five terms to estimate their importance using the RF
method (when it is used to predict the modeled temperature
variations).

5 Discussion on the specific role of clouds in
temperature variations

Section 4 shows that clouds are the main modulator of so-
lar radiation on hourly temperature variations during the day
(and the main contributor during the night). Knowing how
and in what measure each term contributes to temperature
variations, a deeper analysis is performed in this section in
order to better understand the role of clouds. This analysis
is performed by considering other variables available in the
SIRTA-ReOBS dataset to characterize both the atmosphere
and the clouds.

In the following, only cloudy cases are considered. These
cases are identified based on a criterion on the absolute value
of cloud radiative effect (CRE) that must be higher than
5 W m−2 in SW and LW (Chiriaco et al., 2018) during day-
time, whereas for nighttime only LW is considered for this
criterion. The SWCRE (and LWCRE) is calculating follow-
ing Eq. (11):
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SWCRE= F↓SW−F
↓

SW,CS. (11)

According to this threshold, cloudy conditions correspond
to 82 % of the total cases from January 2009 to Febru-
ary 2014, and unique-clear-sky conditions represent the re-
maining 18 %.

5.1 Daytime analysis

Since the RCS term dominates during daytime, the ratio of
∂T2 m
∂t obs divided by RCS is created to estimate how much

these two terms are driven by the solar radiation: when this
ratio is close to 1, it means that the variations in tempera-
ture are the ones that would be expected in clear-sky con-
ditions with no other modulators, and when this ratio de-
viates from 1 it means that the temperature variations are
damped or enhanced by the other terms. The RCL/RCS ra-
tio is also estimated, of which the distribution (not shown)
has two peaks, one between −0.5 and −1 and one slightly
negative with a tail in positive values. Thus, three bins are
created from the highest cooling effect to the warming effect:
(i) −1.0≤ RCL

RCS
<−0.5 (bin 1), (ii) −0.5≤ RCL

RCS
< 0 (bin 2),

and (iii) 0< RCL
RCS
≤ 0.5 (bin 3). The cases with negatives or

values of RCS very close to zero (10 % of the cases), which
occurred in early morning and late afternoon, are excluded
since they affect the sign of the distribution or give divergent
values. This histogram along with the one used in Sect. 5.2
are presented in Appendix C.

Figure 8a shows the values of the observed temperature
variations divided by RCS, and Fig. 9 shows the distribution
(represented as box-and-whisker plots) of different relevant
meteorological observations available in the SIRTA-ReOBS
dataset, for each bin created, split into seasons for daytime.
To add cloud information, lidar data are also considered, but
because they are not available all the time, and in particu-
lar when it is raining (see Sect. 2.2), they are presented as
additional boxplots (light color ones) that correspond to the
lidar sampling (whereas the dark-color boxplots are for the
total cloudy sampling). This difference of sampling mostly
affects the first two bins when clouds have a cooling effect,
for which both the occurrence and the amount of precipita-
tion are the highest (not shown). Lidar SR(z) histograms pre-
sented in Fig. 10 are estimated by cumulating all lidar SR(z)
observations available for one bin and one season in partic-
ular. The red horizontal lines on each histogram correspond
to low- (P > 680 hPa), mid- (440< P < 680 hPa), and high-
level (P ≥ 440 hPa) cloud limits (Chepfer et al., 2010; Chiri-
aco et al., 2018). Note that a noise bin is presented here,
which is simply the sum of the−999 and−777 bins that cor-
respond to noisy and non-normalized profiles (see Sect. 2.2).

5.1.1 Case with strong cloud cooling effect – bin 1

Figure 8a shows that the values of temperature variations
(normalized by RCS) are the lowest for clouds having the
most cooling effect (bin 1 in blue) for all the seasons. In win-
ter this ratio stays mostly positive (temperature increase in
1 h) but less than 0.5 (less than half the increase that could
be reached if the sky were clear), and it can become neg-
ative during summer and fall, i.e., the warming induced by
RCS can be counterbalanced by the clouds in these seasons.
In addition, the cloud cover is almost total, and the radiative
effects are strong, as seen in Fig. 9d, e, and f. In addition,
the seasonal variability of SWCRE is directly related to the
seasonal variability of F↓SW,CS, and not (or only slightly) to
the seasonal variability of cloud properties, since the ratio
SWCRE/F↓SW,CS remains almost constant during the entire
year (not shown) and cloud cover presents the highest mean
values (Fig. 9d).

The light blue bin is the same as the dark one except for
lidar sampling, i.e., for non-rainy cases exclusively. Indeed,
lower RH values (Fig. 9b) favor lower precipitation occur-
rence (not shown), higher amount of Fsens (Fig. 9c), and
higher (i.e., less negative) values of SW CRE (Fig. 9e) for
the lidar sampling compared to the total one. Logically, lower
LWCRE is found for the lidar sampling. As expected, tem-
peratures are higher for the lidar sampling for all the seasons
except summer, as shown in Fig. 8a, along with a more fre-
quent negative temperature variation (Fig. 8a). For this sam-
pling that excludes rainy cases, both higher and lower val-
ues of SWCRE are found for spring rather than for summer
(Fig. 9e): the minimal value is around ∼−600 W m−2 for
spring, whereas for summer it is ∼−500 W m−2 (a situa-
tion not captured by the total sampling where summer has a
lower value of SWCRE than spring). Figure 10b shows that
low- and high-level clouds are more frequent for spring than
for summer (Fig. 10c), and thus stronger negative values of
SWCRE are found for spring. Then, the important presence
of mid-level clouds with a high value of lidar SR(z) (> 80)
spotted in summer in Fig. 10c is potentially the cause of
the strong negative values of SWCRE despite the very low
presence of other clouds. These strong and negative SWCRE
could be associated with a presence of nimbostratus clouds,
due to the high SR detected for lidar, clouds which are more
likely to form in summer because of the strong convective
systems developed during that time due to higher surface
temperatures. In addition, despite the strong negative values
of SWCRE for this bin for all seasons, near-surface tempera-
tures are not so low (Fig. 9a), partly due to the high LWCRE
values (Fig. 9f) that slightly dampen the strong SWCRE.

Some differences in cloud presence can be detected in
Fig. 10a–d for the first bin. For the fall season, the SR(z) his-
togram in Fig. 10c exhibits an important presence of high-
level thin clouds (especially above 8 km), along with mid-
level thick clouds. Figure 10b also presents an important
presence of high-level clouds in spring but within a smaller
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Figure 8. (a) ∂T2 m/∂tobs
RCS

daytime values for the four seasons for threeRCL/RCS bins:−1.0≤ RCL
RCS

<−0.5 in blue,−0.5≤ RCL
RCS

< 0 in green,

and 0< RCL
RCS
≤ 0.5 in red. Dark-colored boxplots with the mean represented as “∗” correspond to cases when all meteorological variables are

available at the same time (without considering lidar availability), whereas light-colored boxplots with “◦” as their mean value represent the
sample when both all meteorological variables and lidar profiles are available simultaneously. (b) ∂T2 m/∂tobs nighttime values for two RCL
bins: 0 ◦C h−1<RCL < 0.75 ◦C h−1 in maroon and 0.75≤ RCL ≤ 15 ◦C h−1 in purple. Distributions are represented by box-and-whisker
plots, where the boxes indicate the 25th and the 75th data percentiles, the whiskers indicate the 5th and 95th percentiles, the middle line
represents the median, and the ∗ or ◦ is the mean. Negative and close-to-zero values are removed (see text for further information).

Figure 9. Daytime values for (a) temperature, (b) relative humidity, (c) upward sensible heat flux at 2 m, (d) cloud cover retrieved from a
sky imager, and (e) shortwave and (f) longwave cloud radiative effect. Colors and boxplots follow the same definition as in Fig. 8a.
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Figure 10. Lidar scattering ratio (SR(z)) histogram obtained by cumulating all lidar observations during daytime for bin 1 (a–d), bin 2 (e–h),
and bin 3 (i–l) for winter (first column), spring (second column), summer (third column), and fall (fourth column). The color bar is the
logarithm of the percentage of occurrence (the sum of one level is equal to log10100 %); lidar data showed in each subplot start above the
instrument’s recovery altitude (z= 1 km); the red horizontal lines represent the limits of low-, mid-, and high-level clouds, and the white
vertical line shows the threshold of cloud detection (SR(z)= 5).

vertical range (7< z < 10 km) compared to fall. Indeed, one
reason explaining the presence of these high-level clouds at
these two transition seasons could be the convergence of a
warm air with a cold air mass (which occurs more often in
spring and fall), where the lighter warm air rises up to sev-
eral kilometers from the ground and could form some cirrus
clouds. In addition, spring exhibits high amounts of low-level
thick clouds (SR> 40) that are not detected the rest of the
year, which could correspond to the moments just before a
storm is set. Indeed, the highest precipitation rates are found
for this season (not shown), and the cloud cover minimum
in Fig. 9d for the lidar sample is 90 % (the highest among
the other seasons), and fewer clear-sky conditions are found
(0.01< SR(z) < 1.2).

5.1.2 Cases with weak cloud radiative effect: cooling or
warming

When RCS becomes dominant with respect to RCL (bins 2
and 3), temperature variations are positive most of the time,
especially in winter (Fig. 8a). In comparison with the first
bin, the air becomes drier (higher sensitive heat flux and
lower RH, Fig. 9b and c), which agrees with less cloud cover
(Fig. 9d), and lower LWCRE and less negative SWCRE
(Fig. 9e and f). Figure 10 shows fewer differences between

bin 1 and bin 2 (RCL < 0) than between bin 2 and bin 3
(RCL > 0) because this figure only considers non-rainy sit-
uations, and in Sect. 5.1.1. it is noted that there are important
differences between the two samplings (total and non-rainy)
for bin 1 for most of the variables. This difference between
the two samplings is weaker for bins 2 and 3, despite its exis-
tence in winter and fall. Figure 10 is thus more representative
of the full sampling for these two bins than it is for the first
bin.

For the lidar sampling, LWCRE in winter and fall is
slightly higher than for the two other seasons for the second
bin (Fig. 9f). This is partly due to the presence of high-level
thin clouds (5> SR(z) > 20), such as cirrus, detected in the
histograms of SR(z) for this bin in Fig. 10e and h for these
two seasons, which is slightly more than for spring and sum-
mer.

In bin 3, the absence of mid-level clouds and the lower oc-
currence of high clouds compared to bin 2 is obvious, while
the difference for low-level clouds is not clear. This is con-
sistent with lower LWCRE (Fig. 9f) but not necessarily with
the very low values (i.e., close to zero) of SWCRE observed
for bin 3 (Fig. 9e). The SWCRE values close to zero are ex-
plained by the fact that most of the hours corresponding to
this bin 3 coincide just after sunrise (not shown), when solar
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radiation is still weak, thus explaining that F↓SW ≈ F
↓

SW,CS.
These low SW and LWCRE values for the lidar sampling
also correspond to low mean cloud cover (Fig. 9d) and thus a
lower number of clouds are detected by the SR(z) histograms
(Fig. 10i–l). Note that some of the SWCRE values are even
positive, revealing that F↓SW > F

↓

SW,CS, an effect observed
when the direct part of solar radiation is not fully attenu-
ated and when some diffuse radiation reaches the surface in
addition to the direct flux, radiation which is strengthened
by scattering processes in clouds and atmospheric particles.
This effect thus increases observed radiation beyond a re-
spective clear-sky scenario, and it mostly happens in win-
ter (but could occur the rest of the year) in early morning
and/or late afternoon hours when the solar elevation angle is
weak (Stapf et al., 2020; Wendisch et al., 2019). This dis-
tribution towards early morning hours explains that despite
the high values of the ratio between temperature variations
and RCS (Fig. 8a) and lower cloud cover and cloud effects,
near-surface temperatures are not always maximal for this
bin (these maximal temperatures happen only for spring and
fall).

5.2 Nighttime analysis

During nighttime, a similar procedure is followed to ana-
lyze and characterize different meteorological variables un-
der different cloudy conditions. Since RCL is the term dom-
inating and controlling temperature variations (Sect. 4) and
since RCS is constant, it is not necessary to divide it by
RCS. Thus, two bins are created from the PDF of RCL:
0<RCL < 0.75 ◦C h−1 and 0.75 ≤ RCL ≤ 1.5 ◦C h−1. Dur-
ing nighttime there is no SW radiation, so clouds always have
a warming effect on near-surface temperature. The distribu-
tion of ∂T2 m

∂t obs for the two bins created for all the seasons is
presented in Fig. 8b. Figure 11 shows the same meteorolog-
ical variables shown in Fig. 9 but for nighttime cases. Cloud
fraction profiles are not shown because the lidar does not op-
erate during nighttime.

Figure 8b shows that the temperature variations are gener-
ally stronger for the first bin than for the second bin; i.e., the
negative temperature variations induced by longwave cool-
ing during nighttime are damped when the effect of clouds is
stronger. This agrees with what is expected since, at hourly
timescales, clouds are the most important factor in modula-
tion of temperature variations during nighttime (see Sect. 4).
As expected, the second bin has stronger LWCRE values
(Fig. 11e). The effect of clouds seems enhanced when cool
and moist air is present over SIRTA (Fig. 11a, b). More de-
tails for each bin are given in the following subsection.

5.2.1 Case with weak cloud warming effect

For the first bin (0<RCL < 0.75 ◦C h−1), LWCRE presents
a wide range of values going from 5 up to 75 W m−2 with no
seasonal variability detected (Fig. 11d), and yet temperatures

are the highest for this bin (Fig. 11a) except in winter. As ex-
pected, upward sensible heat flux is negative due to surface
cooling most of the time, as values of ∂T2 m

∂t obs are predomi-
nantly negative (Figs. 11c and 7b, respectively), with drier air
conditions since RH has the lowest values for all the seasons
(Fig. 11b).

5.2.2 Case with strong cloud warming effect

The temperature distribution has the lowest values for all sea-
sons (except spring) for the category of clouds that have the
strongest warming effects (second bin, in purple in Fig. 11a).
This category of clouds is tightly linked to strong LWCRE
ranging from 55 up to 90 W m−2 (Fig. 11d). These low tem-
peratures could be associated with situations when the in-
coming air masses are colder, which is linked to large-scale
situations (Pinardi and Masetti, 2000; Wang et al., 2005).
Note that here hourly temperature variations are studied, and
indeed on multi-day timescales, it is the large-scale atmo-
spheric processes that determine the daily temperature value
to the first order.

Finally, the distribution of sensible heat flux is positive in
winter, with values reaching up to 40 W m−2 (purple boxplot,
Fig. 11c). These unusual and positive values during nighttime
are explained by the presence of a strong stable atmospheric
layer, where near-surface temperatures are the lowest except
for spring (Fig. 11a), and the atmosphere is warmer at higher
altitudes since clouds contribute to warming the most at this
time, and therefore a positive upward sensible heat flux de-
velops. Similar behavior was also previously found by Miao
et al. (2012) in Beijing during nighttime in cloudy conditions,
where sensible and latent heat fluxes were close to zero due to
the presence of a stable atmospheric layer, especially in win-
ter when the sensible heat flux is found to be slightly greater
than the latent heat flux. Indeed, almost half of temperature
variation values are found to be positive for this season, as
illustrated in Fig. 8b. Along with the positive upward sensi-
ble heat flux found, higher temperatures are found for this
bin, which is not seen in the other seasons where the sensible
heat flux is close to zero or mostly negative and temperatures
are higher for the first bin (cloud with a low warming effect).

6 Conclusions

The European climate and most temperature anomalies
are affected not only by the circulation of large-scale air
masses (such as the NAO or blocking regimes) but also
by smaller-scale processes such as cloud radiation and
surface–atmosphere interactions located within the atmo-
spheric boundary layer. In this paper, a method is developed
and evaluated to quantify each process that affects hourly 2 m
temperature variations on a local scale (near Paris), based al-
most exclusively on observations. The method exhibits good
accuracy and is able to quantify the realistic diurnal and
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Figure 11. Nighttime values for (a) temperature, (b) relative humidity, (c) upward sensible heat flux at 2 m, and (d) longwave cloud radiative
effect. Colors and boxplots follow the same definition as in Fig. 8b.

monthly–hourly cycles of each term involved well, especially
in summer when statistics are the best. The clear-sky radia-
tive term represents the biggest positive (negative) contri-
bution during daytime (nighttime), with values reaching up
to 4 ◦C h−1 (−1.7 ◦C h−1), whereas clouds cool (warm) up
to −3.7 ◦C h−1 (1.4 ◦C h−1). The atmospheric heat exchange
becomes predominant in the late afternoons when turbulent
fluxes develop due to the increase in atmospheric instabil-
ity. Some of the biases found are due to the difficulty of the
model to reproduce smaller-scale processes such as the cold
pool events well.

The use of a random forest analysis makes it possible to
identify which term dominates over the others. Clear-sky ra-
diation most influences the 1 h temperature variations dur-
ing the day, whereas the cloud radiation has the most influ-
ence during the night followed by the ground heat exchange
term. Nevertheless, separating the dataset into hours and sea-
sons shows that the cloud radiation effect becomes predomi-
nant in several hours for all the seasons because it presents a
greater variation in its hourly values than the clear-sky radia-
tive effect, especially in spring and summer during daytime
when more local cloud cover variability occurs. This cloud
dominance is still found despite the fact that the clear-sky
radiation magnitudes are the highest on a monthly–hourly
scale. Temperature variation is then more sensitive to cloud
changes within an hour rather than the large contribution of
clear-sky radiation which mostly dominates the early morn-
ings when surface heat fluxes are not yet developed. The
other terms remain important as there are times when some
of them modulate temperature variations, especially the tur-
bulent heat fluxes in the late afternoons. These terms also
remain necessary to obtain the best coefficient estimator be-

tween the directly measured observations and the method de-
veloped.

To better understand the importance of clouds on temper-
ature variations at this scale, a deeper analysis is performed
partly based on lidar profile observations. The atmosphere
presents a high amount of cloud fraction detected by both
the lidar and the sky imager during the daytime, which cor-
relates well with the strong cooling contribution found for
the cases when clouds have a strong cooling effect. Indeed,
an important presence of mid-level thin and thick clouds is
spotted for all the seasons (except spring) for these cases.
These thick clouds could correspond to nimbostratus, which
are very opaque and often produce continuous moderate rain,
but the lidar detects them just before the rain starts. Indeed,
temperatures at this time are very low, which contributes
to these clouds forming since they usually form ahead of a
warm front. On the contrary, a weak cooling effect is pre-
dominantly associated with low- and high-level thin clouds
for all seasons. Situations with daytime positive cloud radia-
tive effect occur when the atmosphere is close to clear-sky
conditions and corresponds to low- and high-level thin clouds
mostly in early morning and late afternoon. In addition, situa-
tions with weak cloud effect (either negative or positive) co-
incide with an important amount of high-level thick clouds
for all the seasons (except winter) whose LWCRE is high,
but SW clear-sky radiation controls temperature variations
(Fig. 8a, bins 2 and 3). These high-level clouds are more
present in weak cloud cooling and warming effects (bins 2
and 3) than the times of strong cooling effect (bin 1). Over-
all, a dominance of mid- and high-level clouds at the SIRTA
observatory is detected for all cases. The dominant presence
of this specific type of cloud is linked to the geographical po-
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sition of the SIRTA observatory since it is located in a zone
where warm and wet air coming from the Atlantic Ocean can
nudge against the cold and dry masses of air coming from
the Siberian region. This encounter of air masses (whether it
is the warm air that encounters cold air or the opposite) tends
to form mostly high-level clouds. Similar behavior has been
found by Chakroun et al. (2018) during nighttime and Mar-
iotti et al. (2015) over the Euro-Mediterranean area where
the variability of cloud fraction (CF) is driven mostly by the
encounter of two different air masses coming from northern
Europe and southern Africa. During nighttime, even when
clouds have a positive important radiative effect, tempera-
tures are low and they are more controlled by large-scale
processes since surface turbulent fluxes are low and there
is no shortwave radiation most of the time. Since neither
cloud fraction variable nor lidar data are available during
nighttime, no information about the percentage of cloud pres-
ence can be known, yet variability on LWCRE is still found
between clouds whose warming effect is weak and those
whose warming effect is strong. This LWCRE variation is
controlled by the presence of clouds to the first order, but it
could also be due to the sensitivity of LW radiation arriv-
ing at the surface to the presence of atmospheric gases and
aerosols and not only to cloud radiative properties, as shown
previously by Dufresne et al. (2002), Satheesh and Krishna
Moorthy (2005), and Kushta et al. (2014). In addition, the
strong stability of the atmosphere at night creates positive
sensible heat flux when clouds have the warmest effect on
temperature variations.

The approach developed in this study is innovative because
it is predominantly based on observations. It opens several
perspectives on the possibility for continuing work: (i) use
of the approach in combination with weather regimes to bet-
ter relate the small-scale processes to the large-scale atmo-
spheric dynamics, (ii) application of the approach to other
locations to understand the spatial variability of the results
and how specific local conditions affect each of the terms
involved in near-surface temperature variations, (iii) identifi-
cation of the moments when one term becomes predominant
over the rest by integrating the time into larger scales (such as
weekly and monthly), and (iv) estimation of how well these
estimations are represented in the present and future climate
simulations to evaluate models and/or understand the evo-
lution of the different terms in a warming climate. Further,
the ground heat exchange contribution is very site-dependent
(more than the other surface terms), with different behavior
in an urban environment; therefore it will be interesting to
study its impact on the attenuation–amplification of maxi-
mum near-surface temperatures in periods of heatwaves.

Appendix A: Detailed description of each term of the
prognostic variations’ temperature model at SIRTA
observatory

The prognostic model used to study the temperature change
at the surface, considering all the components driving the sur-
face energy balance, can be simply written as the sum of four
processes:

∂T2 m

∂t
= R+HG+HA+Adv, (A1)

where R is defined as the radiative forcing term, HG as the
ground heat exchange term, HA as the atmospheric heat ex-
change term, and Adv as advection. Each of these terms rep-
resents a process involved in the variation in near-surface
temperature ∂T2 m

∂t
and can be calculated using different mea-

sured and available variables as follows:
∂T2 m

∂t
=

α+ 1
ρcpMLH

1FNET+
Ts− T2 m

τs

+
TMLD− T2 m

τa
+

(
u10

∂T2 m

∂x
+ v10

∂T2 m

∂y

)
, (A2)

where T2 m is the near-surface temperature, t is the time, α is
a coefficient characterizing the form of the temperature pro-
file in the boundary layer, ρ is the average air density of the
boundary layer, cp is the specific heat of air, MLD is the
height of the boundary layer, 1FNET is the net radiative flux
at the surface, Ts is the temperature in the ground at 20 cm
depth, TMLD is the temperature at the top of the boundary
layer, u10 and v10 are the zonal and meridional wind compo-
nents, respectively, at 10 m above the ground, x is the zonal
wind component towards the east and y is the meridional
component wind towards the north, and τs and τa are defined
as relaxation timescales for heat exchange processes in the
ground and the atmosphere, respectively.

Before explaining how each term is estimated, considera-
tions are necessary about the stability of the atmosphere and
related temperature profiles. Note that these assumptions will
not affect the physical behavior of the developed method;
they are made in order to have a more quantitative treatment
of the study.

Temperature near the surface and its behavior in lower lay-
ers are mostly driven by the quantity of net radiative flux ar-
riving on it, which also depends on what moment of the day
the temperature is observed; thus, it is important to differen-
tiate day and night. During the first case mentioned, radiative
flux is significant as a result of solar incoming flux radia-
tion (shortwave radiation), and the vertical temperature pro-
file will depend on the amount of this radiative flux (among
other components). In the absence of any incoming short-
wave radiation, which corresponds to nighttime, clouds and
other processes control temperature variations at the surface
and its vertical profile.

Figure A1 confirms that the planetary boundary layer
(PBL) is on average unstable during daytime and stable
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Figure A1. Temperature profiles at 11:00 (a) and 23:00 LT (b) for July of 2011, and monthly averaged temperature profiles from 2003 to
2017 at 11:00 (c) and 23:00 LT (d) in Trappes. The temperatures at each altitude are retrieved from radiosoundings launched twice a day at
the mentioned hours. The horizontal dashed line represents the altitude above sea level where the Trappes observatory is located, which is
160 m.

Figure A2. Hourly evolution of observations (a), R term (b), HG term (c), HA term (d), and Adv term (e). Gaps in (d) are caused by the
absence of MLD data at that moment.

during nighttime in the area of study. This figure is built
from twice-daily radiosounding (at 11:00 and 23:00 lo-
cal time) observations available in the SIRTA-ReOBS file
from a METEO-France station located in Trappes (48.77◦ N,
2.01◦ E), 16 km away from the SIRTA observatory, to retrieve
(every 15 m) the temperature and pressure up to 15 km above
the ground. Figure A1a and b provide an overview of temper-
ature profiles retrieved from these radiosoundings at 11:00
and 23:00 LT, respectively, for July of 2011 (each color rep-

resents a day of the month). Then, the monthly mean tem-
perature profiles from 2003 to 2017, each month represented
as one color, are plotted in Fig. A1c and d. As expected, the
temperature decreases from the surface to the atmosphere in
both daytime panels (Fig. A1a and c), and a temperature in-
version occurs at lower layers in nighttime for the night cases
(Fig. A1b and d) of the monthly mean.
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Figure A3. Mean-hourly τa value for each month of the year.

This said, a daytime and a nighttime equation are used
to parametrize the temperature profile in the surface layer
(SFL).

For the daytime approach, a linear temperature profile is
established as follows:

T (z)= T2 m+β · z, (A3)

where β is the temperature gradient, negative during the day.
For the stable nighttime case, the temperature profile can

be defined by a polynomial approach (Stull, 1988):

T (z)= TMLD−
(

1−
z

MLD

)α
(TMLD− T2 m) . (A4)

A shape parameter α = 1.5 shows a quasi-linear behavior of
the temperature profile with a weak positive gradient near the
surface, fitting well with the profiles in Fig. A1c and d (not
shown).

The assumption of working with an ideal gas in an isobar
environment, and applying the second law of thermodynam-
ics, yields an expression of the enthalpy as described below
(Malardel, 2009; Wallace and Hobbs, 2006):

h= cpT . (A5)

Knowing the vertical temperature profile, Eq. (A5) can be
integrated all over the MLD to find the total enthalpy per
square meter at a given level (assuming that the density of
the air is approximately constant at lower layers).

It is found that for a nighttime case, the total enthalpy can
be expressed as

htot = ρcpMLD
[

α

α+ 1
TMLD+

1
α+ 1

T2 m

]
. (A6)

By deriving this equation with the near-surface temperature
and total enthalpy, the ability to assess the change in near-
surface temperature per unit change in enthalpy is estimated
as

∂T2 m

∂htot
=

α+ 1
ρcpMLD

. (A7)

For the daytime, proceeding as above, the same equation is
found but for the nighttime, with the only exception that α =
0.

As explained before, distinguishing between night and
daytime is very important for the study due to the differences
in the radiative flux arriving at the surface, which condition
the behavior of the PBL (i.e., MLD) and SEB terms.

A1 Radiative term

This term is calculated as

R =
α+ 1

ρcpMLD
1FNET. (A8)

The contribution of the radiative forcing to the temperature
variations at SIRTA can be estimated by using the second
law of thermodynamics, which states that the only energy a
particle exchanges with its surroundings is heat. That said, it
is assumed that the only heat exchanged for a particle of air in
the low atmosphere with its surroundings is the net radiative
flux divergence, yielding to

∂htot

∂t
= F↓−F↑, (A9)
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where F↓−F↑ is the only source of energy of the particle.
By replacing ∂htot in Eq. (A7) by Eq. (A9), it is found that

∂T2 m

∂t
=

α+ 1
ρcpMLD

(
F↓−F↑

)
, (A10)

∂T2 m

∂t
=

1
ρcpMLD

(
F↓−F↑

)
, (A11)

with Eqs. (A10) and (A11) corresponding to night and
daytime cases, respectively. These two equations described
above will allow estimation of the first term of the temper-
ature variation model at SIRTA, the radiative term. MLD
is a scale of height corresponding here to the height of the
PBL retrieved from SIRTA-ReOBS. This value is set at this
threshold because all the turbulent processes affecting the
temperature variations are found within this layer. The PBL
thickness varies depending, among other processes, on the
amount of solar radiation, which enhances thermal and turbu-
lent processes, making this thickness range from tens of me-
ters to 2 km or more. Thus, an average PBL thickness value
(i.e., MLD) at an hourly or monthly scale is set (an assump-
tion that does not affect the physical behavior of the model),
as seen in Fig. A1c. Since during nighttime the boundary
layer depth is difficult to estimate because of the weak tur-
bulence due to the absence of solar radiation and its very
complex dynamical system (Shi et al., 2005; Walters et al.,
2007; McNider et al., 2011), a fixed value of 350 m is set
(Fig. A1d). Figure A2b shows the behavior of the radiative
term calculated by using Eq. (A8) assuming ρ = 1 kg m−3

and cp = 1006 J kg−1 K−1. A seasonal cycle is marked for
this term, where during summer a peak of maximum contri-
bution is found, whereas in winter its impact on temperature
variations decreases significantly.

A2 Atmospheric heat exchange term

This term is estimated as

HA=
TMLD− T2 m

τa
. (A12)

In this equation, τa can be calculated at equilibrium by setting
the left side of the Eq. (A2) to zero and neglecting the ground
heat exchange and advection terms (i.e., for the temperature
not to vary, a balance between these two latter terms must be
set), leading to

τa =
ρcpMLD
(α+ 1)

·
(TMLD− T2 m)

1FNET
. (A13)

For the atmospheric heat exchange, 1FNET = Flat+Fsens.
However, Flat has lots of missing values in the SIRTA-
ReOBS dataset (material defection) and therefore does not
allow us to perform a complete analysis for the 5 years of
study. Hence, an hourly and monthly look-up table (LUT)
is created to have an estimation of τa. Moreover, TMLD is

not directly available in the SIRTA-ReOBS dataset. To re-
trieve that temperature, the mixing layer depth is first re-
trieved from the SIRTA-ReOBS dataset, by looking for the
nearest radiosounding in time (two per day) and finding the
pressure corresponding to this altitude; then it is possible to
obtain the temperature at that pressure level by looking at
them in the ERA5 dataset. Figure A3 shows an average τa
for all the months of the year. During night, the relaxation
timescale shows a higher month-to-month variability mainly
due to the absence and gaps of the latent and sensible heat
fluxes, which does not allow the reflection of a marked ten-
dency of τa, whereas for daytime a more clear behavior of τa
is spotted for all the months thanks to an increase in the avail-
ability of the data for these hours (not shown). Sometimes
during nighttime, this relaxation time exceeds 30 h, probably
because the turbulence is so weak at that time that the heat
does not completely reach the surface boundary layer (SBL)
established. Stull (1988) suggested that for the night cases,
values of τa are on the order of 7 to 30 h, depending on the
state of the SBL. Thus, values are limited to 30 h. For day-
time, τa remains smaller because the turbulence is stronger
thanks to convection occurring near the surface, leading to a
faster communication of surface information across the lower
layers.

The atmospheric heat exchange term hourly values are
shown in Fig. A2d. Most of the values are negative, indi-
cating that this term will modulate the positive contribution
made by the radiative forcing term.

A3 Ground heat exchange term

The ground heat exchange term is defined as the energy lost
by heat conduction through the lower boundary. This term
can then be determined as follows:

HG=
Ts− T2 m

τs
. (A14)

On average, the near-surface temperature during daytime
(nighttime) is higher (lower) than that at low depth, as has
been shown previously (Al-Hinti et al., 2017; Popiel and
Wojtkowiak, 2013). Hence, the assumption that the vertical
profile of temperature within the ground at low depths fol-
lows approximatively the same behavior as the atmospheric
temperature profile can be established, and therefore the ap-
proach adopted for the atmospheric heat exchange term (see
Appendix A2) can here be implemented, to evaluate the re-
laxation timescale for the ground heat exchange at a depth of
Hs = 0.2 m below the ground. The surface is considered to be
warmer than the temperature at 20 cm below the ground dur-
ing the day thanks to the solar radiation arriving. The oppo-
site happens during night, when the ground loses important
longwave radiation, and it gets cold faster than Ts. Knowing
the temperatures at the top of the ground (T2 m) and at 20 cm
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below it (Ts), the relaxation timescale results in

τs =
ρscp,sHs

(α+ 1)
·
(Ts− T2 m)

1FNET
. (A15)

The soil type at the SIRTA observatory is a mix of clay and
limestone (obtainable from a regionally predominant type of
soil map in France; Wulf et al., 2015). The approximative
values for ground density ρs and heat capacity cp,s for this
type of soil are then

ρs = 1300kgm−3,

cp,s = 1140Jkg−1 K−1.

A mean value of τs = 20 h for the daytime and nighttime
cases is found. Figure A2c presents the contribution of this
term to the temperature variations, which is very minor but
remains important to have a better agreement between the
developed model and the directly measured observations, by
the fact that adding or removing some units could make
a difference in estimating the correlation between the two
datasets.

A4 Advection term

Adv=
(
u10

∂T2 m

∂x
+ v10

∂T2 m

∂y

)
(A16)

The advection term is estimated as presented in Eq. (A16)
using the ERA5 dataset of horizontal wind components at
10 m and temperature at 2 m above the ground. The purpose
of using this dataset is to have another point in each horizon-
tal axis to calculate the transport of the mass of air in zonal
and meridional directions, between the SIRTA observatory
and the immediately following grid box. For the period and
timescale considered, the advection term mostly plays a mi-
nor role, as shown in Fig. A2e, compared to the other terms.

A5 Observed hourly temperature variation term

The left side of Eq. (A2) is defined as
∂T2 m

∂t
=
Th− Th−1

h
, (A17)

where Th is the temperature at 2 m above the surface at hour
h, and Th−1 is the temperature at the previously considered
hour.

Figure A2a presents the evolution of this term, denoting,
as expected, a seasonal cycle. Temperature variations have
stronger negative than positive values, reaching a rate of
−6 ◦C h−1 or even −8 ◦C h−1 a few times in summer 2010.

The sum of all terms on the right side of Eq. (A2) is here-
after called ∂T2 m

∂t mod.

Appendix B: Basic settings on the random forest
method to study the weight of each term

In Sect. 4, the random forest method is used to determine the
importance of the predictors (terms) for the near-surface tem-

perature variations. Detailed information on how this method
works is given here.

The training algorithm for random forests applies the gen-
eral technique of bagging, where the key to bagging is that
trees are repeatedly fit to bootstrapped subsets of the observa-
tions. The bootstrapped term refers here to randomly choos-
ing data that can be chosen several times to build decision
trees (no selection restrictions). A training dataset is chosen
randomly with replacement (bootstrapping) from the original
dataset to create a decision tree. In regression techniques, the
training dataset correspond to about two-thirds of the total
of the sample. The remaining one-third of data not used to
train that decision tree are used later as testing data but also
to determine the importance of a specific term (James et al.,
2013). This procedure is repeated for all the decision trees
used in the random forest. Finally, it is not necessary to have
a validation dataset in this study because the main interest of
using this machine learning is to determine the importance
of the terms for the model developed, as it is known that ran-
dom forest protects against overfitting by constructing train-
ing samples through bootstrapping.

Some hyperparameters are tuned in order to optimize the
analysis.

– The random forest method is set to have 150 decision
trees, because at that number the error converges to a
small value, as seen in Fig. B1 (converging value of 0.25
during daytime and 0.12 during nighttime).

– For the split criteria, since our model is a simple 1◦ re-
gression, the method is set to use the mean square error
(MSE) to do the split at each leaf.

The number of random features to consider at each split and
the number of bootstrapped datasets used to train each deci-
sion tree in the random forest method is approximately two-
thirds of the total predictors and two-thirds of the total sam-
ples, respectively (James et al., 2013).

Appendix C: Histograms for creation of the bins

In Sect. 5, different bins are created to analyze the spe-
cific contribution of clouds for both day and nighttime. Fig-
ure C1a shows the distribution of the ratio RCL/RCS for
daytime hours, where two peaks can be easily identified:
one between −0.5 and −1 and one slightly negative with
a tail in positive values. From this distribution, three dif-
ferent bins can be created in order to separate the effect
of clouds on observed near-surface temperature variations,
going from the highest cooling effect to the warming ef-
fect (rectangular semi-transparent brown boxes in Fig. C1a):
(i) −1.0≤ RCL

RCS
<−0.5 (bin 1), (ii) −0.5≤ RCL

RCS
< 0 (bin 2),

and (iii) 0< RCL
RCS
≤ 0.5 (bin 3).

As for nighttime cases, bins are created only considering
the distribution of RCL, which is presented in Fig. C1b. Two
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Figure B1. Out-of-bag error over the number of grown regression trees for day (blue line) and night (orange line).

Figure C1. (a) Daytime histogram of RCL
RCS

and (b) nighttime histogram of RCL. The red line in both figures represents the PDF, and the
rectangular semi-transparent brown boxes represent the different bins created to analyze cloud influence. These histograms are built by
considering only cloudy hours. Negative and close-to-zero values are removed for daytime hours (see text for further information).

peaks are spotted in this figure when RCL > 0, and thus the
following two bins are created: 0<RCL < 0.75 ◦C h−1 and
0.75 ≤ RCL ≤ 1.5 ◦C h−1. During nighttime there is no SW
radiation, so clouds always have a warming effect on near-
surface temperature.
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10 April 2021) under https://doi.org/10.14768/4F63BAD4-E6AF-
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