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“Whoever fears climbing mountains will live forever among the pits.”

Tunisian poet Abu al-Qasim al-Shabi

“. Q�
�	
®

�
mÌ'@

�	á
�
�

�
K. Q

�
ë

�
YË@

�
Y

�
K.

�
@

�
�

�ª�
�
K
 . . È

�
A�

�
J. m.�
Ì'@

�
Xñ

�
ª

�
� I. J
î

�
DK


�	á
�
Ó

�
ð”

ú


G
.
A

�
�Ë@ Õæ�A

�
®Ë @ ñK. @ ú



æ�

	
�ñ

�
JË @ Q«A

�
�Ë@



Abstract

The Wireless Sensor Network (WSN) consists of a large number of tiny devices called

nodes, and these nodes are generally limited in power and they are randomly deployed

in a geographical area for monitoring purpose. Because of the large number of nodes in

the WSN, their demand on the frequency resources becomes a real challenge due to the

spectrum scarcity.

Cognitive Radio (CR) was introduced to enhance the spectral efficiency. The CR clas-

sifies users into the Primary User (PU) that holds a license over a spectrum bandwidth,

and the Secondary User (SU), i.e., an opportunistic user. The integration of CR into

WSN results in a cognitive radio sensor network (CRSN). In CRSN, the nodes behave

as SUs. However, the adoption of CRSN may face several challenges. Indeed, network

nodes may stop transmitting to avoid any harmful interference for PU. In addition, en-

ergy consumption constraint should be respected. Other features may be impacted by

the adoption of CRSN, such as the clustering process and the in-network data aggrega-

tion, especially in a multi-hop routing based CRSN. In this manuscript, we tackle the

challenges of the CRSN from different levels.

Firstly, clustering nodes enhances network efficiency. In practice, grouping the network

nodes saves energy during data transmission. Thus, we investigate the optimal number

of clusters in the network based on energy consumption during data transmission and

spectrum sensing to extend network lifespan.

Then, we present LIBRO, a new uplink multi-hop routing protocol based on the ge-

ographical location information. LIBRO ensures delivery of rectified data packets in

dense networks without knowledge of topology or path nodes.

Finally, we used LIBRO and the energy harvesting technique to extend the CRSN’s

lifespan. Thus, by solving an optimization problem jointing the collision probability,

energy consumption, packet delivery delay and packet delivery ratio, the appropriate

parameters are found.

Keywords: Wireless Sensor Network, Cognitive radio, Clustering, Network efficiency,

Multi-hop routing protocol, optimization, Energy Harvesting.
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Chapter 1

General Introduction

It seems that the information revolution has a very big role in the progress and devel-

opment of mankind at all the industrial, commercial, service and even cultural levels.

The basic building block of information systems is the data that has become nowadays

as the fuel that drives those systems to facilitate our lives.

The Wireless Sensor Networks (WSN) is a rich source of data [1]. These networks

monitor the physical and environmental conditions such as temperature, humidity, at-

mospheric pressure, pollution rate, etc., and then collect the data and send it to the

end user. Since these networks use wireless transmission to communicate among their

components, they therefore need spectral resources to be able to deliver data from the

geographical area to the user. The WSN uses wireless resources greatly [2], which makes

the used channel congested, prompting researchers to find solutions to alleviate this

problem.

The concept of Cognitive Radio (CR) comes to solve congestion on wireless spectrum

resources [3], and use the spectrum resource in an efficient manner [4, 5]. CR aims to

share the spectrum between Secondary Users (SUs) and Primary Users (PUs). SU can

access the frequency channel only in the absence of a PU. Thus the SU must be aware

of the status of the PU.

1.1 WSN

WSN contains a set of separated tiny devices, called nodes, usually deployed over a large

geographical area. WSNs aim to collect physical data such as temperature, pressure,

humidity etc, over a specific area, and forward them to intended users [6]. WSN nodes are

battery powered devices with low energy Radio Frequency (RF) modules and processing

1
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capabilities [7]. This node, basically, consists of one or multi physical sensor, wireless

unit, power supply and micro-controller which controls and coordinates all of nodes

equipment. Each node gathers local physical data, then transmit it to a Base Station

(BS) in a single or multi-hop route [8].

1.1.1 Types of WSN (Periodic, Event Driven, On Demand)

WSN can function under three modes of operation [9]:

• Periodic mode: In this mode, the nodes in the WSN collect data from the geo-

graphic environment, and then send that information periodically to the BS.

• Event Driven mode: In this mode, the sensors do not send any data as long as the

readings do not exceed a certain threshold. As soon as a physical value above the

threshold is picked up by a sensor inside the network, this sensor starts sending

data towards the BS.

• On Demand mode: In this mode, all sensors remain on standby, awaiting user

commands. When the user requests data, the network controller broadcasts com-

mands to collect data from the nodes, the nodes then send the collected data to

the BS.

1.1.2 WSN nodes different parts and limitations

Fig. 1.1 depicts the internal architecture of a generic WSN node [7, 10]. As we can see,

a single node is composed of a sensor unit, Analog to Digital Converter (ADC), Micro

Controller Unit (MCU) and its memory, a radio transceiver and a power unit. The

sensor unit reacts to physical signals from the surrounding environment, and converts

them into a valuable electrical signal that reflects the measured physical values. The

ADC converts the analog signals into digital ones. MCU is a low power processor with

limited processing capability, this MCU is provided by a small memory which contains

the program driving the node, with the capacity to stores a finite data array. The

transceiver may be a short radio range unit which connect the node with a number of

channels in order to communicate with other nodes or with the BS, as well as it receives

the control commands coming from its neighbors or the BS. The power unit plays a

vital role in providing all parts of the device with the necessary energy. In general,

it may be difficult to replace the power unit when it runs out of power. This point

must be taken into account when installing the operating system in the contract, as it

must manage the energy consumption with high efficiency, and this is one of the most

important challenges that inspire researchers in WSN.
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Figure 1.1: WSN node internal architecture.

1.1.3 Data gathering and challenging

Data gathering is the process by which the readings stored inside each sensor in the

network are obtained, these readings reflect the status of the monitored area. Data is

generally gathered via wireless transmission from sensor nodes to the BS.

Gathering a large amount of sensed data is very challenging in WSN. In fact, during

data gathering, the WSN nodes relay their data toward the BS [11]. In a dense and

large network, gathering data process faces two major problems:

• The short communication range of the sensor nodes, deployed sensors in a large

geographical zone cannot communicate with each other directly, this makes it

difficult to collect data from the entire network.

• In order to collect data from a sensors located far from the BS, the sensors near to

the BS should relay data message generated by surrounding neighboring sensors,

which causes that sensor to run out of power quickly.

As a result, clustering and multi-hop routing are offered as two potential strategies for

circumventing the limitations mentioned above.

1.2 Clustering in WSN

Clustering is a process which divides the network nodes into groups. Clustering is

performed according to pre-defined criteria, such as the distance separating the nodes, or

on the basis of the convergence of the data collected from the surrounding environment.

Each cluster must have a controller, called the Cluster Head (CH). The CH plays a key

role in the cluster, as it collects data from the cluster nodes, then aggregates them into



General Introduction 4

one packet, and then sends it to the BS. Clustering of nodes in wireless sensor networks

significantly improves network efficiency [12]. In fact, dividing the network into groups

has a significant role in reducing the energy consumed in the data transmission process.

It also reduces the need for wireless resources during data collection, as the transmission

range of a cluster node is limited within a single cluster. Thus, clustering enhances

data collection from the network by reducing network latency, as CHs can collect data

from their cluster nodes simultaneously [12]. In addition, the process of collecting data

from each cluster can contain similar information due to its geographical proximity.

Therefore, the CH eliminates any redundancy in the incoming data, which is reflected

positively in energy savings [13].

1.2.1 Centralized clustering

A centralized clustering is a type of clustering where the division of the network into

clusters is the responsibility of the base. In this type of clustering, the nodes in general,

periodically transmit information about their geographic location and residual energy

to the BS. The BS, in its turn, performs the necessary processing to find the best nodes

to play the role of the CHs in the network. The BS then broadcasts the identities of the

nodes that will be the CHs during the current round. In the end, each node receives its

identity from the BS message, becomes a CH, and then broadcasts its identity in order

to inform nearby nodes of the presence of a nearby CH [14]. Nodes other than CHs

choose their clusters by choosing their closest CH to transmit their collected data. The

advantage of central clustering is in its simplicity, making the BS the center of clustering

decision-making, as a result, individual nodes are not burdened with the clustering phase

processing load. The disadvantage of this technology is that, in general, it consumes a

lot of nodes energy when collecting information about geographic location and remaining

energy. It also consumes a lot of spectral resources in the network.

1.2.2 Decentralized clustering

Decentralized clustering is the division of a network into clusters without any need

for a central controller [15]. This type of clustering allows the cluster and CH to be

identified locally and automatically without the need for external intervention, allowing

for network scalability and energy savings because there is no need to relay geographical

position data and remaining energy to the BS periodically, as there is with centralised

clustering. It also saves wireless resources in the network. One of the examples that

should be mentioned in decentralized clustering is the LEACH (Low Energy Adaptive

Clustering Hierarchy) algorithm [16], since this algorithm is fully distributed over the
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nodes. The working mechanism is as follows, each node chooses a uniformly distributed

random number between 0 and 1, if the chosen number is less than a certain threshold,

the node considers itself a CH and then broadcasts its identity to the local nodes. Nodes

that choose a number higher than the threshold, are considered normal nodes, and then

determine their belonging to the cluster based on Received Signal Strength (RSS) coming

from the CH. These nodes then send the data to their appropriate CH, which in its turn

forwards it toward the BS. This mechanism is repeated periodically, allowing other

nodes to play the role of the CHs, which distributes the load fairly across all nodes in

the network. It is difficult to implement this algorithm in large scale networks without

a Multi-hop routing mechanism, due to the inability of a far CH to send data directly

to the BS because of energy constraints in WSN.

1.3 Multi-hop Routing algorithms

Since nodes within the network have a limited transmission range, also a source and a BS

may not share a common available channel to communicate directly, they cannot send

data in a single hop manner to the BS, especially in large scale WSN [17]. Therefore,

Multi-Hop Routing (MHR) is a solution for transmitting data from source node to

the BS in multi-hop manner as shown in Fig. 1.2. Multi-hop routing reduces energy

consumption in the network, which extends the network lifetime, as well as, it reduces

the reservation of a lot of wireless resources as well as the inter-collision between two

transmissions, due to the adoption of a short-range transmission.

Figure 1.2: Multi-hop routing in WSN.
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1.3.1 Proactive routing protocols

In this approach [18], each node within the network maintains a path to each assumed

destination. Since routing data is generally stored in a table within each individual

node, the routing table consists of several entries, each of them contains the path to

a specific destination. Routing data is regularly updated by sending control packets

such as a discovery route through the network. This technique is effective in networks

where immediate transmission of data without significant delays is required. However,

regular transmission of control packets consumes a lot of power and memory space in

the network nodes, especially since nodes can hold/update information of a route that

will never be used.

1.3.2 Reactive (On demand) routing protocols

In order to encounter the proactive routing due to limited network nodes resources such

as power, small memory space, and limited processing, the reactive routing [19] has been

proposed for WSN. Whereby the route is formed when it is needed; When a node needs

to send data to a specific destination, it first performs the route discovery procedure,

then chooses the appropriate route consisting of a certain number of nodes between the

source and destination, and then the data transmission process begins. Once the data

transmission process is completed, this route is deleted from the cache memory of its

component nodes.

1.3.3 Data aggregation

Data aggregation in clustered WSN is a very important process in reducing the amount

of data sent from the CHs to the BS. This process has a significant impact on saving

energy consumption and reducing the latency in sending data from the source to the BS.

The process of data aggregation starts inside network clusters, where each node sends its

data to its appropriate CH, and then the CH aggregates that collected data according

to a pre-defined aggregation function such as the sum, maximum value, average value

or minimum value [20]. Then the CH sends all the collected data in one message to

the BS. The process of sending data from the CH to the BS can be in MHR manner

among the other CHs towards the BS, and thus the process of data aggregation can be

performed, so that two different CHs, while sending their data to the BS, can overlap

on their way at a particular CH as shown in Fig. 1.3, CH0 and CH1 transmit their data

packet to the CH2. In its turn, CH2 by duplicate-suppression function it eliminates the

repetition and converting the two messages into one message before sending it back to
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the CH3. This process is called Data-centric Protocol or In-network Data Aggregation

(IDA) [21–23].

Figure 1.3: Data aggregation at CHs level.

1.4 CR Concept

Because of recent developments toward 5G service, as well as significant advancements

in the Internet of Things (IoT) and a wide range of modern wireless applications, the

wireless communication community is confronted with an enormous problem of how to

adapt limited frequency resources to the growing demand for wireless communication

services [24]. As result of this development in the process of wireless communication and

multimedia services, the radio frequency spectrum is becoming increasingly congested,

and it becomes highly necessary to look for alternative frequency resources.

1.4.1 Dynamic Access Spectrum

A promising proposed strategy for addressing spectrum scarcity in the radio frequency

(RF) spectrum, Dynamic Spectrum Assignment (DSA), has emerged in recent years [25].

However, the vast majority of communication systems employ predefined communica-

tion parameters and assign a specific frequency, resulting in systems designed to work

only on predetermined frequency bands. In light of recent studies indicating that the as-

signed frequency bands account for anywhere between 15% and 85% percent of the total

available wireless spectrum, this flat distribution results in low spectrum use efficiency

[26]. Because of this low efficiency and spectrum scarcity, several advancements and

developments in wireless communication has been proposed. The wireless community

developed DSA as a solution to achieve prudent and efficient use of the spectrum [27, 28],

which results in the acquisition of additional frequency resources. In this regard, CR has
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been suggested as a contender for DSA performance by taking advantage of available fre-

quency bands in order to maximise efficiency. Another alternative to radio frequencies,

there are various studies that use Optical Wireless Communications (OWC) to transmit

data. OWC is one of the proposed solutions to the spectrum shortage problem. Indeed,

OWC communicates between two sites via optical link rather than radio frequency (RF)

channel. OWC enables high data rates while consuming minimal power [29]. On the

other hand, OWC faces numerous constraints, including a small transmission distance

and a significant susceptibility to environmental conditions such as rain, snow, fog, and

aerosol pollutants [30].

1.4.2 Spectrum access paradigm

With the increasing demand on the wireless communication technologies, the available

frequency resources become scarce. However, a large portion of the licensed spectrum

is severely under utilization. Initially, CR was proposed by Mitola [31]. This system

is characterized by its ability to perceive the spectrum and take advantage of the op-

portunity to use unused channels. In addition, wireless devices that use this system

are characterized by the ability to automatically adapt to changes in the spectrum, as

they can adjust communication parameters such as modulation, channel coding and fre-

quency range etc. Due to its ability to distinguish its spectral surroundings, CR divides

users into two categories: the PU, this user is licensed, he can use his licensed channels

absolutely freely whenever and for as long as he wants. The SU, this user can take

advantage of the opportunity to use any licensed channel provided that during his use

of it, it does not cause any interference or impact on the Quality of Service (QoS) for

the PU.

For optimal use of the spectrum, the PU and the SU must share the spectrum in an ef-

ficient manner. Therefore, as shown in Fig. 1.4 three models for accessing the spectrum

are proposed:

• Underlay Access

• Overlay Access

• Interweave Access

1.4.2.1 Underlay Access

In this model, a SU can simultaneously access a channel used by a PU [32]. Thus, the

SU must respect that the maximum power of its transmission signal does not exceed
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Figure 1.4: SU spectrum access types.

the limit specified by the Federal Communication Commission (FCC) under the name

of the interference temperature [33]. To be able to accomplish this the SU can spread

its signals over a very wide frequency range to ensure that the transmitted power is less

than the power of any transmitting PU. This type of transmission can be used in short

ranges due to the limited transmitting power. The advantage of this technique is the

ability of the SU to transmits simultaneously with the PU. The main challenge is in the

techniques of determining the power of the interference signal arriving at the receiver in

the PU and the possibility of ignoring it [34].

1.4.2.2 Overlay Access

This model differs from the previous one, where the SU can send in full power simulta-

neously with the PU, provided that the transmission of the SU does not affect the QoS

for the PU. This scenario is based on the full cooperation between the PU and the SU,

so that the PU informs the SU of its data sequence, which enables the SU to perform the

relaying between two PUs. While relaying the PUs, the SU sends its own data through

network coding [35].

1.4.2.3 Interweave Access

This model is the most attractive of the three access models of the last decade [36]. In

this model, the SU accesses the spectrum in an opportunistic manner, whereby the SU

can use a channel when the PU is absent, where they can transmit at full capacity. In

order to avoid interference with the PU, the SU must vacates the channel as soon as the

PU arrives, and then search for an inactive channel that is not used by the PU.
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1.4.3 Spectrum Sensing techniques

Spectrum Sensing (SS) [36] is the key function in the CR interweave access model. Each

time a SU accesses a channel, it must sense the spectrum, and then decides whether

or not that channel is currently being used by a PU. The SS algorithm must be robust

and fast, which gives correct results in a relatively short time. If a SU decides that an

active channel is idle, this will result in a collision with the PU transmission. On the

other hand, if a SU incorrectly determines that a channel is active while it is inactive,

the opportunity to use that channel will be lost.

1.5 Adoption of CR in WSN (CRSN)

CR-based communication has been proposed to supply extra spectral resources to the

WSN [5]. All WSN nodes (including the end-nodes, CHs, and BS) operate as SUs in

CR-based WSN (CRSN). To avoid any interference, they can only access the PU channel

when the latter is not present.

1.5.1 Advantages

The amount of data transmitted can be very large, especially in large and dense WSN.

Thus, networks face difficulty in transmitting data at the data aggregation phase, es-

pecially if the spectrum is crowded with other users such as PUs. Hence, WSN data

transmission collide with other PUs transmission, which leads to the data packet loss

problem. The local transmission of a sensor node in the network may also collide with

the transmission of another sensor node in the same network. By performing SS, the

CRSN can avoid these interferences during the transmission process, and it also searches

for other unused channels, which speeds up the data collection process, and optimizes

the use of the spectrum [37]. In addition, because of its ability to avoid collisions during

transmission, this CRSN can reduce the amount of re-transmitted data needed to ensure

that the message reaches its destination. Thus, energy consumption is reduced in those

networks, which increases the lifespan of the network.

1.5.2 Limitation and challenges

CRSN networks provide a smart solution to solve the problem of spectrum scarcity,

but they face a number of challenges while applying them to WSN [4]. In some cases,

they may be imposed on the sensor nodes in the network by stopping repeatedly during



General Introduction 11

transmission, and vacating the channels used by them to make place for the licensed

PUs to use those channels freely without affecting their QoS. This frequent downtime

can be an obstacle in some applications where transferring data at a certain time limit

is critical, or in data-streaming applications. In some other applications, and to ensure

good network productivity, priority may be given to certain nodes over other nodes, and

here another challenge arises, which is the ability of the CRSN to properly manage those

priorities. Another challenge lies in the optimal selection of CR algorithms that consume

the least amount of energy in CRSN networks, due to the limited energy resources in

those networks, which affects the overall lifespan of the network. There are also cases

where several CRSNs are geographically overlapping and use the same spectrum band,

which brings the networks into competition with each other for radio resources, which

also creates new challenges in CRSNs.

1.6 Energy harvesting in CRSN

One of the most important challenges facing CRSNs is to rationalize energy consumption

in an optimal way in order to extend the lifespan of the network for the longest possible

period [38]. In battery-powered networks, energy consumption is a a potentially critical

process because of the difficulty of replacing batteries in the network nodes due to the

large number of nodes in such network, or because the network is located over a large

scale geographical area and may also be rugged or located in a harsh area [39]. The

network may contains a big number of batteries that may contains toxic materials that

cause danger to the environment and the animals near that network [40]. In this case,

the lifespan of the network is directly related to the ability of the batteries to supply it

with energy.

In the main grid-powered networks (Fig. 1.5), nodes derive their energy from the electri-

cal grid. Thus, this type of network is limited in the number of nodes and therefore it is

difficult to extend these networks. In addition, it is not used in mobile networks due to

the impossibility of powering them. These networks may be fed from an energy source

that depends on fossil fuels, which increases the carbon footprints in the environment.

Therefore, there was a need to search for renewable and environmentally friendly energy

sources.

1.6.1 Concept

Energy Harvesting (EH) in CRSN networks needs to provide the nodes with a harvesting

tool in order to extract energy from the environment and use it in the network’s functions
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Figure 1.5: Main grid-powered WSN.

such as spectrum sensing, transmitting, receiving and switching to an idle channel [41].

There are two basic models in CRSN that support energy harvesting [42]: The first

model is harvest-use, where the nodes harvest energy and then use it directly so that

the energy harvested must be greater than the energy consumed in the same phase. The

second model is harvest-storage-use. In this model, the nodes may be equipped with

super-capacitors [43] which are less polluting to the environment than batteries. In this

model, a large amount of energy can be stored for future use in multiple phases. The

process of harvesting and using can be in a simultaneous manner or in a time-switching

way.

1.6.2 Sources and methods

EH is applied in a way that allows devices to extract energy from the surrounding

environment easily, from free, available and renewable energy sources. Solar, wind,

biomass, tidal, hydro and even the energy contained in the radio frequency signal [44] are

among the most important available energy sources that can be harvested. Harvesting

energy from radio frequencies is an interesting topic, especially since the devices can

harvest energy from the same received signal, so that the harvester splits the signal into

two parts, a section that goes to store energy for use, and a section that carries data that

goes for processing. It is similar to the way passive RFID tags work, where the RFID tag

uses part of the energy of the received signal to resend its messages to the RFID reader

[45]. In a CRSN, a device can transmit data on an idle spectrum and simultaneously

harvest energy from an occupied one [46]. One of the advantages of radio frequencies is

that it carries data and energy in the same signal [47]. Therefore, the BS in the CRSN

network can send data at a high power, in order to allow the nodes to benefit from the

energy of the radio signal while receiving data.
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1.6.3 Energy harvesting advantages

One of the most important advantages of energy harvesting is liberating the network

from energy constraints [48]. The CRSN network, which consumes less energy than

it harvests, can exist permanently. The reliance of the CRSN network on harvesting

energy from clean and renewable sources has a positive effect in reducing pollution,

and thus these networks are environmentally friendly. By liberating the network from

energy constraints, it allows the use of more diverse and effective algorithms to ensure

that information is delivered to its destination and increase the reliability of SS process.

It also allows the nodes to perform more complex data processing operations, as some

data need complex sensors that may consume more energy. The challenge remains in

the optimal selection of algorithms used in all network activities in order to increase its

reliability and extend its lifespan as long as possible.

1.7 Conclusion and theses structure

In this chapter, we have defined the WSNs and their various uses in many fields, and

we have classified them according to the way they use and collect data; Periodic, event

driven and on demand data gathering. We also explained the basic parts of the sensor

nodes, which are the basic building blocks of the WSN. These networks suffer from

several limitations, the most prominent of which are listed. After that, we explained

some of the data collection methods and the different challenges they face. We later

defined the clustering in those networks and their positive impact in reducing energy

consumption and accelerating the process of data collection, as it reduces the need for a

large number of radio resources. We have divided clustering into two categories: central

clustering and decentralized clustering, and presented the characteristics of each, their

advantages and disadvantages. Then, we highlighted the urgent need for methods to

ensure that data is successfully transmitted from the source to the final destination.

We talked about the multi-hop routing algorithms and divided them into two types:

the proactive and the reactive routing protocols. In addition, we explained the data

aggregation processes and their importance in reducing the amount of data transmitted

and thus saving more energy to extend the network lifespan.

CR concept has been also presented. CR can be applied in the WSN to overcome the

spectrum scarcity resulted from the huge deployment and the large application of the

WSN. We explained the dynamic access spectrum and its most prominent models such

as: underlay access, overlay access and interwave access, as well as some of their features

and limitations of each paradigm. In addition, we explained the importance of SS and

its importance in determining the spectrum channel states, and we also showed the
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importance of the sensing results being reliable because of their effective impact on the

optimal use of the spectrum.

In order to energize the system with perpetual energy, energy harvesting technology

has been introduced in these networks. In the last section of this chapter, we present

energy harvesting techniques and their benefits in extending the life of the network and

allowing it to use various algorithms that serve its vital functions. We have mentioned

some of the most prominent sources of energy that can be harvested, especially the RF

energy, its characteristics and advantages, and finally we mention the challenges facing

energy harvesting.

The rest of this manuscript is divided as follow: In the chapter 2, we present a novel

clustering optimization method based on the energy consumed during data transmission

and SS phase in CRSNs. Our work includes the IDA technique which reduces the data

latency and the energy consumption in our model. In chapter 3, we present a new routing

protocol based on the geo-location information called LIBRO, such protocol allows the

mobility of nodes inside the network. In LIBRO, each single node does not need any

information about its neighbor node geo-locations or identities (IDs). Our protocol

outperforms the state-of-the-art Distance Routing Protocol (DIR) in term of latency

and energy consumption. In chapter 4, we present CR-LIBRO: the incorporation of

our LIBRO protocol in the CRSN, we formulate a multi-objective optimization problem

which joint the collision probability, energy consumption, data latency and throughput.

A solution of this optimization problem is presented and our model is compared with

DIR and the well known Ad hoc On-demand Distance Vector (AODV) routing protocol.

Our system outperforms DIR and AODV in term of energy consumption, packet delivery

delay and collision probability with PUs. Finally, we conclude our work and present new

challenges with future work in the last chapter.



Chapter 2

Optimal Clustering In Cognitive

Wireless Sensor Network

When a PU channel becomes inactive, the nodes in CRSN can access it. As a result, the

nodes are assumed to have a SS module to track PU activity. In this chapter, we look at a

clustered CRSN with an Ad-Hoc topology and IDA capability, where the SS operations

are limited to CHs, which also gather data and send it toward a central BS. When

the number of clusters in a CRSN grows, the energy consumed by data transmission

decreases, while the total energy consumed by SS increases, because more CHs must

perform SS before transmitting.

The impact of IDA on the performance of the CRSN is examined in this chapter. After

determining the optimum number of clusters, a research aimed at extending the network

lifetime is developed, taking into account SS needs, the IDA impact, and the energy

consumed by both SS and transmission. In addition, the network delay and collision

rate between primary and secondary transmissions are theoretically calculated. The

effectiveness of IDA in extending network lifetime and reducing collision probability and

network latency is supported by simulations.

2.1 Related works and contributions

Nowadays, CR is being used in WSN to address the issue of channel scarcity [49–51].

By sharing the frequency range between PU and SU, CRSN achieves excellent spectral

efficiency. As long as a channel licensed to a PU remains idle, a sensor node in CRSN

may access the spectrum on an opportunistic basis. The SU sensor node must sense

the channel in order to keep track of the PU’s state in order to prevent any unwanted

interference. The SU sensor node should instantly leave the channel once the PU starts

15
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its operations. As a result, the SU sensor nodes most be equipped with a SS unit [52–

54]. Even while CRSNs improve spectrum efficiency by using unused or underutilised

spectrum bandwidths, the increased efficiency comes at the expense of increased power

consumption owing to the conducted sensing activities [55, 56].

Clustering, Multi-Hop Routing (MHR), and data aggregation are effective methods for

reducing transmission energy while maintaining transmission quality and reliability [57–

61]. As each node transmits its data through the CH to the central BS, they decrease

the transmission radius of the nodes. Each node in a CRSN may conduct a variety of

physical sensing tasks, including temperature, humidity, air pressure, and so on, before

transmitting its data to its assigned CH. By expanding the number of clusters in the

CRSN, the distance between nodes and their CHs may be reduced. Furthermore, clus-

tering reduces the redundancy of the nodes’ data because the CH can use an In-Network

Data Aggregation (IDA) procedure (based on the mean, max, or min of the received

data [62]) on the nodes and only transmit aggregated data to the next nearest CH to-

ward the BS, which is the final destination using MHR.

Clustering and MHR in WSN and CRSN have been the main subjects of a number of

studies. The authors of [63] suggest a protocol to help in cluster setup and data transfer.

Their simulations demonstrated the efficacy of the suggested method, which increases

network lifespan while decreasing energy usage. As a result, the authors of [64] sug-

gest a clustering routing method that prevents low-energy nodes from becoming CH.

Furthermore, residual energy is considered to be an energy-control element that helps

balance energy consumption. The authors of [65] present an adaptive clustering routing

method for WSNs to address the scalability issue in the case of large-scale WSNs. This

method splits the network nodes into clusters before choosing one node from each cluster

to serve as the CH. MHR routes are determined using the algorithm’s energy balancing

concept, which takes into account residual energy, load, and network size. The authors

of [66] utilise the Gustafson-Kessel algorithm, which optimises the number of clusters to

minimise energy consumption depending on cluster form and volume, initial clustering

method configuration, data item distribution, and cluster number. The authors of [67]

demonstrate that the Optimal Number of Cluster Heads (ONCH) method over LEACH

(The Low Energy Adaptive Clustering Hierarchy Algorithm) is superior to LEACH with-

out ONCH in terms of energy usage and sensor network longevity. The authors of [68]

suggest a novel CRSN clustering method in which a pair of nodes that are close to each

other and share the same channel may be linked together. During a single connection

period, one of these two nodes should be put to sleep, while the other should remain ac-

tive. Following that, at each interval, they switch states. Only awake nodes execute the

SS and vote for the CH, which increases energy efficiency. To enhance their groupwise



Optimal Clustering In Cognitive Wireless Sensor Network 17

spectrum-aware clustering method, the authors of [69] and [70] use the optimum cluster

number. The authors of [69] propose a distributed spectrum-aware clustering method

to make spectrum-aware clustering more reliable and practicable, whereas the authors

of [70] provide an optimum cluster number to build up their energy aware cluster based

routing protocol. The optimum number of clusters is calculated based on the energy

spent in intra-cluster communication during a period of data collecting in each cluster,

as well as the energy consumed when sending data in inter-cluster from each CH to the

BS in one hop transmission. Using MHR [58], the number of relays increases with the

hops between sources and destinations [71].

In our work, CH plays the role of a relaying node. As a result, increasing the number of

clusters and CHs in the network is required to decrease the transmission range. On the

one hand, since the radio transmission distance is shorter in MHR-based networks, the

energy usage reduces. Due to the limited transmission range, the risk of colliding with

the PU may be minimised. On the other hand, the latency and the error probability

may increase [72]. However, in CRSN, another component, the SS, should be included.

As a result, the optimum number of clusters in a CRSN should be determined not just

by reducing energy consumption, but also by preserving the SS’s goal performance.

Data aggregation, on the other hand, is one of the most used wireless network com-

pression methods. Due to concurrent data collection, this method saves energy while

collecting data and speeds up the process (each CH collects data independently and si-

multaneously with other CHs in the network). Several studies, including [73–76], address

data aggregation for CRSN. Authors of [73] combine energy adaptive methods and infor-

mation correlation for a multi-hop CRSN topology in an information theoretical capacity

maximisation framework. In their simulations, they utilise a relatively tiny network (3

sensors per hop and 3 hops to the sink), and they find that an energy adaptive mech-

anism beats a non-adaptive mechanism. They also came to the conclusion that data

aggregation networks that utilise information correlation outperform the others. Works

of [74–76] deal with the Minimum Latency Data Aggregation Scheduling (MLDAS). In

[74], a dense CRSN is considered. The authors postulate that SUs have asymmetric

communication connections and that a SU-SU collision may occur. SU should operate

in a competitive mode to minimise the number of collisions and to better share spectrum

resources. In order to explore the MLDAS issue, two realistic distributed methods are

suggested based on the unit disc graph interference model and the physical interference

model. The authors of [75] concentrate on a probabilistic network model, which means

that connections between nodes are not always guaranteed. A Regular Wireless Network

with regular users and an Auxiliary Wireless Network with auxiliary users are the two

networks that are examined. Any user may transmit data across the regular wireless
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network spectrum on an equal chance with other users, or it can operate on auxiliary

wireless network opportunistically if and only if the auxiliary wireless network spectrum

is not occupied by any auxiliary user. In [76], authors build an aggregate tree and a

conflict-free schedule at the same time, with no predefined structure. Multiple-channel

access is added to MLDAS. Furthermore, since a scheduled node cannot participate in

the aggregation process, a novel aggregation mode dubbed Data Aggregation Scheduling

in the Dark is suggested to take use of scheduled node spectrum opportunities.

In CRSN nodes, energy is required for physical sensing, clustering election, data transfer,

and other tasks. In addition to these activities, CRSN requires energy to perform SS. As

a result of its unavoidable function, the CRSN must perform an energy-intensive task.

Our research focuses on two possible energy consumption sources: SS and data trans-

mission. In a conventional WSN [77], data transmission is the most energy-intensive

activity, so other sources of energy consumption are overlooked. The SS in our model is

solely CH’s responsibility. Before collecting data from the cluster nodes and prior CHs,

CH should run SS to avoid interfering with the PU. A small number of clusters results in

significant energy consumption during the data transmission phase, as previously stated,

due to the distance between CHs. A large number of clusters, on the other hand, causes

significant energy loss during the SS phase. The CHs also carry out IDA in order to

reduce data redundancy. The amount of data sent as well as the time it takes to send it

will be affected. As a result, data aggregation and data delivery latency have an impact

on the collision rate between PU and SU transmissions.

In this chapter, we look at how to optimise the CHs number within a CRSN given a

variety of parameters, including the IDA, the energy consumed by physical sensing, the

energy consumed during transmission, the SS performance that meets the predefined

protection level for the PU against CRSN node interference, and the high spectrum

efficiency that these nodes can exploit. The role of SS in determining the optimal

number of clusters in a CRSN was not explicitly addressed in previous research works.

Because the CRSN serves as a backup network, it must adhere to the SS requirements.

The major contributions of this study is that, first, finding the optimal number of

clusters of CRSN that takes into consideration several parameters, such as: the energy

efficiency related to the transmission and the sensing operations, the detection and false

alarm probabilities of clustered CRSN. Then, we obtain the average number of relayed

packets by each CH in a closed form, thus we calculate the collision probability with

the PU transmission. The latency of our energy-optimal clustered CRSN are derived

in closed forms, taken into consideration the data redundancy reduction thanks to the
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IDA. Finally, the numerical Results are conducted to show the efficiency of choosing the

optimal number of clusters, and to figure out the related collision rate and the latency.

2.2 CRSN’s System Model

Let us consider a CRSN that is operating on an opportunistic basis over a licensed chan-

nel that is reserved for a PU. We assume a deterministic network model with stable links

between nodes for the sake of simplicity, and we also consider symmetrical communica-

tion links between SUs, the antenna gain at transmitter and receiver is 1. The CRSN

contains N homogeneous sensor nodes [78] distributed over a large circular geographical

zone [79] with a radius R. In this zone, all physical records should be transmitted toward

a BS located at the center [80]. The CRSN is assumed operating on a band allocated

to one PU, i.e. the PU activity throughout all the CRSN is homogeneous. Such an

assumption is suitable to the realistic scenarios where the PU coverage is large and the

whole CRSN falls into this coverage, e.g. the Global System Mobile (GSM) network [81].

Another case study is the Radio FM and TV white space, where the same frequency

may be used/unused by the same PU within a whole country [82].

Figure 2.1: Clustering Network with equal cluster size where k = 3 is the number of
rings splitting a network of radius R.

2.2.1 Ring models and K-Means Clustering

As shown in Fig. 2.1, the network is divided into a set of k rings, referred to as SS rings

(Spectrum Sensing rings). All ring widths are equals to R
k , and each ring is divided into
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Notations List

Notation Definition

N Total node numbers in the network
M Number of CHs in the network
R Geographical zone radius
k Number of rings in network
Ai Area of ring i
mi Number of cluster inside ring i
M Total number of clusters in the network
kp Number of physical ring in the network
p Number of distinct packet received by a CH
p(H0) Probability of the PU to be idle
p(H1) Probability of the PU to be active
pfa Probability of false alarm
pd Probability of miss-detection
pt Probability of transmission of a CH
Npi Average number of relayed packets by CHs in the ring i
er Energy density at the receiver antenna
es Energy consumed during SS process
e0 Energy consumed by the node in the running mode
ei Average of energy consumed by a node in ring i
L Lifespan of the network
eint Initial stored energy of the node
emax Maximum energy consumed by a node within a cycle
D Density of the nodes in the network
Kopt Optimal number of rings
eopt Optimal consumed energy
Pc Collision probability with PU during overall data gathering
Pci Probability of collision with PU in the ring i
τs Time slot of the PU activity Marcov model
Tai Average time of transmission activity of CH in ring i
TCN Period of data packet transmission from one single CN to

its CH
τTi Average time of collecting data of a CH in ring i from one

of its previous CHs
Vi Average number of previous CHs in the ring i + 1 of a CH

in the ring i
TP Period of a single CH packet transmission
mpj Number of physical zones in a physical ring j

Table 2.1: The notations.
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several equal-sized clusters called SS clusters. If the first ring (near the BS) contains

three clusters, the area of each cluster is equal to: π
3

(
R
k

)2
. The area of the ith ring can

be evaluated as follows:

Ai = π

(
i
R

k

)2

− π
(

(i− 1)
R

k

)2

= π(2i− 1)

(
R

k

)2

(2.1)

where i ∈ [1, k] is the index of the ring. Hence, the ith ring contains a total number mi

of clusters equals to:

mi =
π
(
R
k

)2
(2i− 1)

π
3 (Rk )2

= 3(2i− 1) (2.2)

Assuming that the closest ring to BS (i = 1) contains 3 clusters.

Using Eq. (2.2), we can find the total number of clusters M in the overall network:

M =
k∑
i=1

3(2i− 1) = 3k2 (2.3)

By definition, K-Mean is a well-known algorithm in network clustering that splits a

network of N nodes located in a n dimension space into a K cluster (K clusters differ

from k rings in our system) based on the Euclidean distance between clusters [83]. In

WSNs, the goal of the K-Mean is to reduce the within-cluster sum of square distances.

Thus, the topology of our adopted system model is inspired from the behavior of the K-

means clustering algorithm when applied to a circular WSN. Fig. 2.2 gives an example

of the K-mean clustering, in which the topology may be approximated to our model with

3 rings. As shown in this figure, the ring around the origin (where the BS is located)

contains three clusters, similarly to our system model.

Our network is considered as an homogeneous network. However, we can as well extend

our work to a heterogeneous network with A nodes where only N nodes, N ≤ A, can be

elected as CHs, because they have the required capability to fulfill the CH role.

2.2.2 Multi-hops routing process

In our model, multi-hops transmission system is adopted among the CHs. Thus, the

message sent from a far CH to BS should pass by the CHs in between.

According to our model, CRSN carries out an IDA technique [84]; where CH gathers

the data of the nodes inside its cluster and aggregates the data collected from farther
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Figure 2.2: K-means applied on a circular CRSN uniformly distributed, the number
of cluster was predefined.

Figure 2.3: Gathering data from CNs and CHs

CHs. Fig. 2.3 shows an example of the process of collecting data: Nodes, other than

CHs, are called Cluster Nodes (CNs).

CNs collect data on a regular basis and send it to CHs whenever requested. In turn, CH

makes SS, if the channel is free, then it requests data from their CNs as well as from

neighboring CHs. All CNs transmit their packets toward their appropriate CH. In order

to avoid collision among CHs transmission, CSMA/CA and TDMA techniques can be

used [85].
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Figure 2.4: Data Routing between CHs located in different similar physical value
zones

2.2.3 In network data aggregation

Generally, CNs and CHs close to each other may collect similar physical values, like

humidity, temperature, etc. Fig. 2.4 shows a part of CRSN divided into clusters and

virtually divided into physical zones with similar clusters (dashed lines) which have

similar data packets. The network is virtually divided into physical rings, and contains

kp physical rings, each physical ring contains k
kp

physical zones where kp ≤ k, see Fig.

2.5. In average, each physical ring contains a number of physical zones, formed by an

equal number of SS clusters. Let our CRSN has P physical zones generating in average

P distinct packets in the entire CRSN. Each physical zone contains several SS clusters.

Hence, the maximum number of distinct packets re-transmitted by the nearest CHs to

the BS is P
3 , where 3 is the number of clusters corresponding to the first ring (see Fig.

2.1). Fig. 2.4 shows that if a CH receives a p data packets from a neighbor CH located

in the same physical zone, then it re-transmits p packets to the next CH. Whereas, if a

CH receives p data packets from a CH in a different physical zone, then it re-transmits

p + 1 data packets to the forward CH [86], in other word, the similar data packet will

be dropped.

Proof. See Appendix A.1.

To detail the IDA process above, after collecting data coming from its CNs and neigh-

boring CHs, a CH performs three steps to reduce the data redundancy, as described in

our previous study [87]:
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Figure 2.5: Physical zones in CRSN

1. CH aggregates the data received from CNs in a fixed size packet [87].

2. The CH applies a similarity test performing IDA process, based on the Euclidean’s

norm, applied to all packets.

3. Finally, a CH just transmits distinct packets towards the next CH (similar data

packet will be dropped and not transmitted).

Obviously, CHs are prone to depletion of energy first; Therefore, the CH role is peri-

odically rotated among potential nodes [59, 79]. The number of hops from the CH to

the BS depends on the distance between them. The ring number in the CRSN can be

considered as the maximum number of hops between the farthest CH and BS. A high

number of hops means a low amount of energy will be consumed by the transmission,

but the energy consumed by SS will be increased, and vice versa.

Hereinafter, we discuss how to find the optimal number of clusters that saves energy and

improves the network lifespan, while satisfying an acceptable level of protection for the

PU against the interference characterized by a high probability of PU signal detection,

and achieving high spectrum efficiency by reducing the probability of false alarm on the

PU presence.

2.3 Problem Formulation

In WSN, each node collects data from its environment and sends them toward CH.

In our model, a CH has two major roles. The first one is performing the SS before

requesting the data from the CNs and its previous CHs. The second one, by using IDA
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concept, CH gathers and re-transmits data from its CNs and its backward CHs as per

Ad-Hoc topology. Therefore, the main energy consumption of the CH comes from two

operations. By performing the SS operation, an energy amount, es, is consumed. And

when data is transmitted from a given CH towards the next one during data gathering.

Notice that, the energy of data transmission depends on the decision outcome of SS

performed by CH giving the permission to transmit the data: the CH may make a miss-

detection decision on the PU status, i.e. PU is detected absent while it is truly active.

Thus, a collision may take place and a re-transmission of data is required. Or the CH

makes a true decision on the absence of PU. In this case, CH can send its data towards

the next CH freely on the PU channel. Accordingly, the probability that a CH transmits

the data is given by:

pt = p(H0)(1− pfa) + p(H1)(1− pd) (2.4)

where p(H0) and p(H1) are the prior probabilities that the channel is idle or active re-

spectively. pfa and pd are the desired false alarm and detection probabilities respectively

ensuring the SS requirements.

2.3.1 SS energy consumption and lifespan

The number of SS operations and the transmission range are directly related to the

number of rings k. Therefore, finding the optimal number of rings k, which extends the

network lifespan L, becomes essential for the network. Furthermore, network lifespan

is directly affected by the energy consumption along CHs and CNs in our network.

Because of the obvious difference in power consumption between the CHs and the CNs,

our problem can be formulated as finding the optimal k according to energy consumed

by the CHs only.

Let us define, ei, the average energy consumed by a node located in the ith ring:

ei =

[
er

(
R

k

)2

ptNpi + es + e0Npi

]
M

N
+

[
er

(
R

k

)2

pt + e0

](
1− M

N

)
(2.5)

where Npi is the average number of packets relayed by CHs in the ith ring, er is the

energy density at the receiver antenna and er
(
R
k

)2
is the amount of energy consumed

by CH during the data transmission. N is the total number of nodes and M
N denotes

the probability of a node to come a CH, whereas, (1 − M
N ) is the probability of a node

to be a CN. e0 is the energy consumed by the node in the running mode.

Let us define emax as the maximum consumed energy per CHs in the CRSN network. In

this work, the optimization is done with respect to the First Node Dies (FND) criterion

(the simulation stops as soon as any node runs out of power). Lifespan is assumed to be
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the number of iterations which can be done by the CRSN before the extinction of the

first CH in the network [88].

Assuming each node is initially provided with an amount of energy called the initial

energy, eint. Hence, Lifespan L can be calculated as follows:

L =
eint
emax

(2.6)

The optimisation problem, looking for extending the network lifespan, can be defined as

follows:

max
k 6=0

eint
emax

s.t. M ≤ N (2.7)

Since eint is constant, the maximization of (2.7) can be reformulated as a minimization

problem as follows:

min
k 6=0

emax

s.t. M ≤ N
(2.8)

Using Eq. (2.5), we substitute emax by its value in Eq. (2.8) to obtain:

min
k 6=0

[
max
i

(
er

(
R

k

)2

ptNpi + es + e0Npi

)
M

N
+

(
er

(
R

k

)2

pt + e0

)(
1− M

N

)]
s.t. M ≤ N

(2.9)

It becomes obvious that the closest CHs to the BS (ring 1) consumes the largest amount

of energy due to the relaying role. Hence, our problem can be reformulated as :

min
k 6=0

[(
er

(
R

k

)2

ptk
2
p + es + e0k

2
p

)
M

N
+

(
er

(
R

k

)2

pt + e0

)(
1− M

N

)]
s.t. M ≤ N

(2.10)

Proof. See appendix A.3.



Optimal Clustering In Cognitive Wireless Sensor Network 27

2.3.2 Optimal number of clusters

The optimal number of clusters allows us to extend the lifespan of our network, thus,

by replacing M , i.e. the number of CHs in the network, by its value M = 3k2 as seen

in section 2.2; then the optimization problem can be rewritten as follows:

min
k 6=0

[(
er

(
R

k

)2

ptk
2
p + es + e0k

2
p

)
3k2

N
+

(
er

(
R

k

)2

pt + e0

)(
1− 3k2

N

)]
s.t. M ≤ N

(2.11)

Theorem 2.1. If f(x) is a uni-modal function defined over a real set G ⊂ R+ having

a minimum at x0, then, f(n), n ∈ {N ∩ G}, is a set of points having a minimum

M = min{f(bx0c), f(dx0e)}.

where b·c and d·e stand for the floor and ceiling operator respectively.

Proof. Let f(x) be a uni-modal function defined on G ⊂ R+ with
df

dx

∣∣∣∣
x=x0

= 0 and
d2f

dx2

∣∣∣∣
x=x0

>

0. Let n ∈ {N∩G} be a natural variable and Un = {f(n) | n ≤ x0} and Vn = {f(n) | n ≥
x0} are two numerical sequences. knowing that Un is monotonically descendant, and Vn

is monotonically ascendant, thus, f(bx0c) and f(dx0e) are the minimum of Un and Vn at

bx0c and dx0e respectively. Obviously, the min of f(n) is M = min{min{Un},min{Vn}},
hence, M = min{f(bx0c), f(dx0e)}.

Using the theorem 2.1, we can show that our Eq. (2.11) can be associated to an uni-

modal function with a single minimum on its defined domain. Thus, our problem can be

simplified into a simple optimisation problem. Replacing k by a continuous variable x

in the Eq. (2.11), and differentiating ei with respect to x, we obtain the optimal value:

kopt = argmin

eR 4

√√√√ erptρ

es + e0(k2p − 1)

, eR 4

√√√√ erptρ

es + e0(k2p − 1)



 (2.12)

if kopt >> 1, then we can approximate kopt by:

kopt =

⌊
R 4

√
erptρ

es + e0(k2p − 1)

⌋
(2.13)
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Figure 2.6: Theoretical and simulation results of the lifespan vs number of rings in
CRSN

where ρ = N
πR2 is the density of the network. Since FND criterion is adopted in this

work, the optimal value eopt of emax is given by substituting kopt in Eq. (2.5):

eopt = 2

√
erptes
ρ

+

(
k2p − 1

)(
e0

√
erpt
esρ

+
erpt
ρ

)
(2.14)

Figure 2.6 shows the lifetime of the nearest node with respect to the number of clusters.

As it can be seen, the theoretical results coincide with the simulated ones approving

Eq. (2.5). Lifespan increases until reaching a maximum before decreasing again. In-

deed, when the number of clusters is low, the size of a cluster becomes large, then nodes

consume a lot of transmission energy. Subsequently, the energy consumed while trans-

mission becomes greater than the energy consumed to perform the SS by CH. As the

number of clusters increases, their size decreases, hence, the transmission energy con-

sumed by CHs decreases. Therefore, the lifespan increases until reaching a maximum

value at a specific value of k. However, if the number of cluster continues decreasing, the

energy consumed by SS is considerable high compared to the low transmission energy,

so the lifespan decreases.

The number of clusters is related directly to the number of rings k as shown in Eq. (2.3).

Hence, the optimal value kopt of k should maximize the lifespan of the network.

2.4 Network Latency and Collision Probability

In this section, we derive the average time taken by each round of data gathering in the

network, and the probability of collision with the PU. Furthermore, using the analytical
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Figure 2.7: The PU activity modelled as a two-state Markov chain

expressions of the collision and the latency, we prove analytically that the first ring

(k = 1) of the network spends the larger amount of energy across the network.

2.4.1 Collision Probability and Latency

Each time the BS requests data from nodes, the CNs start sending to the CHs towards

the BS. In turn, before receiving data from CNs and backward CHs, CH should sense

the channel in order to ensure that PU is absent to avoid any collision.

The state of PU (Active or Idle) is modelled by a discrete Markov chain as shown in

Fig. 2.7 [89], where aij is the transition probability of the PU from the state i to the

state j. The time in this Markov chain is divided into equal slots of τs seconds.

On the other hand, each CH, acting as SU, has four tasks to do:

1. Performing SS to avoid any collision with PU.

2. Broadcasting a message to CNs and neighboring CHs indicating that it can receive

collected data.

3. Gathering data from CNs and neighboring CHs and aggregating that data.

4. Waiting a broadcasting message from the next CH before transmitting packets

toward it.

The data sending starts from the CHs of the farthest ring to the next one towards the BS.

The probability that a collision occurs during the data transmission from the farthest

ring till the BS is given by:

Pc = 1−
k∏
i=1

(1− Pci) (2.15)
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where Pci is the probability of collision with PU in the ith ring of a network. Such

collision may take place in one of the following scenarios:

(i) a miss-detection decision on the PU presence is made by the CH.

(ii) the CH makes a correct decision on the PU absence, but the latter resumes its

activity during the transmission period of the CH.

Consequently Pci could be evaluated as follows:

Pci = P (H1)
(
1− pmid

)
+ P (H0)

(
1− pmifa

)(
1− a

Tai
τs
00

)
(2.16)

a00 is the transition probability that the PU will stay in the idle state at the next time

slot τs, and Tai is the average time of transmission activity of CH in the ith ring:

Tai = τB + τGi (2.17)

τB is the collecting data period from CNs, τGi is the period of data gathering from CNs

members and previous CHs of a CH in the ring i:

τGi =
NTCN

3k2
+ τTiVi (2.18)

where N is the total number of CNs in the overall CRSN, TCN is the period of trans-

mission data packet from a single CN to its appropriate CH, and τTi is the average time

of collecting data from Vi CHs (in average) coming from the previous SS ring i+ 1. Eq.

(2.18) reflects the adoption of the Time Division Multiple Access (TDMA) technique by

the CNs, as only one channel is assumed to be used by these nodes to send their data to

CH. TDMA in our case prevents the interference between the transmissions of the CNs

and lets the CH collect the data properly.

As mentioned previously, Vi is the average number of CHs which transmit data packets

to a single CH in the ring i, in other words, the average number of previous CHs of any

CH in the ith ring in our CRSN. This value can be calculated as follows:

Vi =
3(2(i+ 1)− 1)

3(2i− 1)
=

2i+ 1

2i− 1
(2.19)

where i ∈ [1, k − 1].

Neighbor CNs may collect similar data. Therefore, we assume that there are P distinct

physical zones with similar areas. Thus, the average time of transmission τTi of each CH

member of ring i can be presented as follows:
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τTi =
TP
mi

kp∑
j=

⌈
kp
k
i
⌉
mi∑
t=1

(⌈
mpj
mi

t

⌉
−
⌊
mpj
mi

(t− 1)

⌋)
(2.20)

where d.e stands for the ceiling operator, b.c stands for the floor operator, TP is the

period of a single packet transmission, kp is the number of physical ring, mpj is the

number of physical zones in a physical ring j and mi is the number of SS clusters in the

ith ring.

Eq. (2.20) can be rewritten as:

τTi =
TP
mi

kp∑
j=

⌈
kp
k
i
⌉mpj +mi − (mpj ∧mi) (2.21)

with:

mpj +mi − (mpj ∧mi) =

mi∑
t=1

(⌈
mpj
mi

t

⌉
−
⌊
mpj
mi

(t− 1)

⌋)
(2.22)

where (m ∧ n) stands for the greatest common divisor operator of m and n.

Proof. See Appendix A.2.

Consequently, the period of overall collecting data cycle from the network becomes:

Tc =
1

P (H0)(1− pfa)

k∑
i=1

Tai

=
1

P (H0)(1− pfa)

k∑
i=1

NTCN3k2
+
TpVi
mi

kp∑
j=

⌈
kp
k
i
⌉mpj +mi − (mpj ∧mi)

 (2.23)

In Eq. (2.23), we assume that any transmission between two CHs, or CNs and CHs

cannot succeed in presence of PU; Therefore, we divide the term
∑k

i=1 Tai (the total

time of collecting data without interruption of PU) over the probability of transmission

data without presence of PU.
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Figure 2.8: Comparison between the theoretical and the simulation result for the
average number of relayed packets

2.4.2 Maximal Consumed Energy

Regarding Eq. (2.14) on eopt, in order to prove that the CHs in the first ring consume

the maximum amount of energy among all other CHs, we can instead prove that the

CHs in that ring relay the maximum number of packets toward the BS. The average

number of packets relaying by CHs in the ith ring, Npi can be derived from Eq. (2.21):

Npi =
1

mi

kp∑
j=

⌈
kp
k
i
⌉
(
mpj +mi − (mpj ∧mi)

)
(2.24)

Fig. 2.8 shows the comparison of the average number of relayed packet by a node in the

middle ring between the simulation and the theoretical result. Each CH in the ring i

relay Npi packets, in this case, a CH at the first ring should aggregate Np1 packets:

Np1 =
1

3

 kp∑
j=1

3(2j − 1) + 3

kp∑
j=1

1−
kp∑
j=1

(3(2j − 1) ∧ 3)

 = k2p (2.25)

Hereinafter, we show that:

Np1 > Npi , ∀i > 1. (2.26)

Proof. See Appendix A.3.
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Figure 2.9: The effects of the ring number on the energy consumption per iteration
on emax with different network densities

2.5 Evaluation of our system

In this section, we investigate our theoretical results and show the effectiveness of the

IDA in reducing both the collision probability and the network latency. The results

are compared with the classical CR without IDA techniques. In our simulations, we

consider a circular network containing N nodes with a radius R = 100 m and 3 physical

rings. Thus, the number of physical zones is P = 27. The processing energy of nodes

during the receiving is e0 = 50 nJ/packet and the transmission energy constant is

er = 0.1 nJ/bit/m2 [90]. For the sensing process, a SNR of −1 dB is considered, and

pd = 0.9 and pfa = 0.1 are set as the target probabilities to meet the SS requirement.

An Energy Detection method [49] is considered for SS, and the consumed energy by the

sensing es is evaluated according to the number of samples Ns needed for the sensing

process [91] and the energy consumed per sample Es:

es = NsEs (2.27)

Fig. 2.9 depicts the effects of the ring number k on the energy consumption by iteration

with different values of node density D. It can be shown that increasing the density of

nodes inside the network leads to decrease the energy consumed during an iteration. As

for the impact of the number of rings k, the energy consumption per iteration decreases

with the increase of k until the latter reaches an optimal value, at which this energy

consumption becomes minimal. If k continues increasing, the energy consumption per
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Figure 2.10: The effects of the number of nodes on the energy consumption with
different values of k

Figure 2.11: The effects of the number of nodes on Lifespan with respect to various
values of k

iteration re-increases leading to shortening the network lifespan.

Figures 2.10 and 2.11 highlight the effects of the nodes number on the energy consump-

tion and lifespan respectively for various values of k including the optimal value. As

the two figures show, for all the considered values of k, the energy consumption per

iteration decreases with respect to the number of nodes while the network lifespan in-

creases. However, when setting k to its optimal value for each node number N , Fig.

2.10 shows the energy consumption per iteration decreases compared to the other con-

sidered values of k, which leads to extend the network lifespan as presented by Fig. 2.11.
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Figure 2.12: The collision probability of CH with PU during its activity with and
without IDA.

Hereinafter, we investigate the performance of the CRSN with and without IDA in

terms of the collision probability and the data delivery latency. The numerical results

are based on the data size effect. Indeed, other message contents, such as the header

and the trailer of the message, may affect the performance, but these contents are not

considered in our work.

The collision probability of CHs with PU in the middle ring (ring dk2e) of the network

during the PU activity, with and without IDA are shown in Fig. 2.12. For both cases

(with and without IDA), the collision rate increases with N due to the increasing number

of messages to be transmitted. When IDA is applied, the probability of collision with PU

decreases with respect to the number of rings. This effect is due to both the aggregation

of the messages and the reduction of the number of CNs in each cluster. Hence, the

time of collecting data in each cluster decreases leading to decrease the probability of

collision. By contrast, without IDA, the probability of collision increases after reaching

a minimum value. This refers to the huge number of packets re-transmitted by each CH

coming from the previous CHs. Without IDA, the packet length increases linearly with

the number of rings and results in long transmission time of CHs.

Fig. 2.13 shows the duration of complete collecting data cycle from CN to the BS. In

comparison to the case without IDA, IDA allows the CRSN to significantly reduce the

collecting data cycle period. The CH spends a significant amount of time collecting data

from its cluster nodes in all cases and for a small number of rings. This time decreases
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Figure 2.13: The duration of complete collecting data cycle from CN to the BS with
and without IDA

Figure 2.14: The collision probability of CH with PU during its activity with and
without IDA with different rings

as k increases until it reaches a predetermined value. Collecting time increases once the

value of k is exceeded. This effect is caused by multi-hop transmission, in which a large

number of routes are created as a result of high k values, resulting in a long transmission

time between CHs and BS.

Fig. 2.14 depicts the collision probability with and without IDA during a transition of

rings: k = 1, 10 or 20, with respect to the number of nodes in the network. Clear effect

of the IDA can be noticed on reducing the collision compared to case of no IDA for the

three considered values of k. For instance, for k = 1 and N = 1000, the collision rate

is about 0.5 when IDA is adopted, whereas it is closed to 1 for no IDA. However, the
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Figure 2.15: The collision probability of CH with PU during its activity among all
network rings

collision rate exhibits an increasing with N for both cases due to the increase in the

number of messages to send.

Fig. 2.15 shows the collision probability in networks, with and without IDA, in different

rings where the number of nodes is fixed to N = 1000. It can be shown that, at the

nearest ring from the BS (ring 1), we could notice a big difference between the two

curves due to the redundancy reduction of the message obtained when IDA is applied.

This must reduce the message length and, thus, alleviate the collision rate. Moving

forward to the farthest ring from the BS (in our example it is ring 20), the curves begin

to converge until they intersect at the last ring. This is because the collision with PU at

the last ring during the SU activity is the same for both cases, with and without IDA

since there are no packets coming to the last ring, i.e. the CHs at this ring do not relay

any packet from previous rings.

Fig. 2.16 shows a comparison between our system and the Distributed Spectrum-Aware

Clustering (DSAC) system described in [69]. By taking into consideration both the

maximum transmission distance between sensor nodes as well as the density of sensor

nodes in the network, the authors of DSAC were able to determine the optimal number

of clusters to be used in a network. It is important to note that our simulations revealed

that the energy usage of our system is much lower than that of DSAC system. The

reason behind this is that when we optimise our problem, we take into account the

amount of energy consumed during the SS process.
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Figure 2.16: Comparison of energy consumption between our system and the DSAC

Figure 2.17: Comparison of data latency between our system and the DSAC

Additionally, we compare the latency (Fig. 2.17) and collision probability with the PU

(Fig. 2.18) of our system’s entire network to the DSAC. Our system beats the DSAC in

terms of collision probability and delay, as demonstrated by the simulation.

2.6 Conclusion

In this study, we consider a CRSN in which all nodes have access to the SS module.

This network is divided into clusters, each with a number of nodes and a single CH. A

licensed channel dedicated to PU is used for communication between CHs and the base

station. The CHs are in charge of SS. When CH determines that PU is not present, it
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Figure 2.18: Comparison of collision with the PU transmission between our system
and the DSAC

sends a request to its cluster’s nodes and backward CHs to gather data.

A low number of clusters in this network increases energy consumption due to data

transmission, whereas a high number of clusters increases energy consumption due to

SS. As a result, we calculate the optimal number of clusters, which reduces CRSN’s

energy consumption and increases the network’s lifespan. After calculating the average

number of packets re-transmitted by each CH, latency in delivering the message and

collision rate between the CH and PU transmission are also calculated given the IDA

adoption by the CRSN. The use of IDA and the selection of an optimal cluster number

can significantly extend the network lifespan, according to numerical results.

In the next chapter, we will focus on multi-hop routing protocols in WSNs, we propose a

new routing protocol called LIBRO that needs a little processing capability compared to

other protocols, and can also be applied to mobile networks, as the nodes in this protocol

do not need to know the identities of neighboring nodes neither their geo-locations. Thus,

the memory space that this protocol allocates will be small as well.



Chapter 3

A new routing algorithm for

WSN (LIBRO)

The nodes in Wireless Sensor Networks (WSN) can be distributed at random across a

harsh geographic zone. These nodes are usually powered by batteries and have limited

transmission and processing capabilities. Because replacing a battery may not always

be possible, managing the residual energy in such a network is critical. Energy is es-

sentially consumed during packet transmission phase. As a result, routing protocols

become extremely important because they have an impact on data transmission energy

consumption. In this chapter, we introduce a new routing protocol for uplink multi-hop

WSNs that is based on geographical location information. The proposed protocol as-

sumes that the geographical zone and the data transmitted are more valuable than the

source node ID. Without knowing the topology or path nodes between the source and

the destination, our proposed protocol ensures data packet delivery in a dense network.

The average consumed energy, packet loss probability, and mean delivery time are all

calculated analytically. In terms of connectivity, lifespan, memory, and latency, numeri-

cal results show that our protocol outperforms the industry-standard Distance Routing

protocol (DIR).

3.1 Introduction and related works

Wireless Sensor Networks (WSNs) are made up of a collection of small devices known as

nodes that are typically spread out over a large geographical area [6]. WSN nodes [7] are

battery-powered devices with low-energy Radio Frequency (RF) modules and processing

capabilities. Each node collects local physical data, which it then sends to a BS via a

single or multi-hop route [8].

40
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The efficient coverage of the geographical zone under surveillance, as well as full access

to all nodes, so that data stored in any node can be accessed at any time [92], are two

key challenges in WSN. The first problem can be solved by deploying an arbitrary and

uniformly large number of WSN nodes throughout the network’s geographical zone. The

second problem can be solved by using a routing protocol [93] that ensures reliable traffic

between the source and the destination.

3.1.1 Some multi-hop routing protocol in literature

Because of the limited energy supply and available bandwidth in WSNs, routing is ex-

tremely difficult [94]. On-demand protocols for Ad-Hoc and multi-hop WSNs have gotten

a lot of attention in the last two decades to ensure access to WSN nodes, and several

protocols have been proposed. The Ad-Hoc On-Demand Distance Vector (AODV) rout-

ing protocol was originally designed for Ad-Hoc networks and has since been extended

to WSN [95–97]. Setting up a transmission route at the start of a communication session

is the main concept of AODV. Based on a routing table with an entry per destination,

the route is maintained until the end of the session. These tables are kept in WSN nodes

that route traffic from the source to the destination.

The authors of [98] proposed an Enhanced AODV (EAODV), which shares similar fea-

tures to AODV. However, the new protocol differs primarily in the following ways:

• There is no need to exchange route information on a regular basis in order to

achieve routes for all other host nodes.

• Instead of being aware of network topology structures, nodes only need to maintain

routes among themselves and other nodes in their routing tables.

Dynamic Source Routing (DSR) is proposed as an on-demand routing protocol [99, 100],

similar to AODV. It is based on the source routing protocol, which states that a packet

sent from a source S to a destinationD should contain all of the route’s intermediate node

information [101]. When a source node wants to send a packet to a destination, it looks

in its routing cache for a route to the destination and uses an existing one. Otherwise,

the source node starts the route discovery phase, which includes route request and route

reply (RREP) messages. To avoid using a large routing table and to reduce the control

header in each transmitted packet, the Zone Routing Protocol (ZRP) was proposed

[102, 103]. Also, this protocol reduces the latency caused by a route discovery process

[104]. ZRP creates a routing zone around each node, allowing all nodes within a k hop



A new routing algorithm for WSN (LIBRO) 42

distance of a node X to join it. In ZRP, two types of routing protocols are used: intra-

zone routing for nodes within the routing zone, and inter-zone routing for nodes outside

the routing zone. As a result, before sending a packet from a source S to a destination

D, S determines whether D is in its routing zone. If this is the case, the packet is sent

to D right away using the intra-zone proactive routing protocol. Otherwise, the route

is searched by the inter-routing reactive protocol. S sends a route request to its routing

zone’s border neighbours, who, in turn, look for D in their own routing zones. The

process continues until it finds D, at which point it sends a route reply to S [103].

3.1.2 On demand geo-location routing algorithms

Some proposed routing protocols in the literature rely on node location information.

In this context, location Aided Routing (LAR) protocol is an on-demand routing proto-

col based on the location information [105]. The nodes in LAR should be equipped with

GPS modules or be aware of their location. In terms of route discovery and response,

LAR is similar to DSR. The main difference is in the route discovery phase: in DSR,

RREQ requests flood the network, whereas in LAR, a source S predicts the location

information of its corresponding destination D. As a result, S floods a request zone

defined by a rectangle containing S and D when it uses LAR. If D is not within the

request zone, a node discards a receiving RREQ message [93].

3.1.3 TBF and DIR algorithm

Another location-based protocol proposed in [106] is Trajectory-Based Forwarding (TBF).

This protocol requires a sufficiently dense network as well as each node’s geographical

location information [107]. In the packet, the source’s specified trajectory is introduced.

Each node receives the packet and re-transmits it to the next hop, which is its nearest

neighbour toward the destination. Because the identities of the nodes along the trajec-

tory are not included in the packet, nodes’ mobility has no effect on the TBF trajectory.

The authors of [108] propose a Distance Routing protocol (DIR) based on geographical

location data. In DIR Fig. 3.1, an intermediate node I re-transmits the packet to one

of its neighbours, X, satisfying the lowest angle XSD, along the trajectory connecting

S to D.
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Figure 3.1: Distance Routing protocol an example

3.1.4 Presentation and contribution of LIBRO

Despite the fact that the aforementioned protocols rely on node location information,

they do not emphasise the significance of the event location. In various scenarios, a user

may want to collect data from a geographical zone of an event regardless of the identity

of the source node. Motivated by this feature, we propose the Location Information-

Based Routing protocol in this chapter (LIBRO). LIBRO focuses on the event location

rather than the identity of the node. LIBRO routing works by drawing an imaginary

line between the source S and the destination D. This line is a path that contains a

collection of similar virtual circular zones called LIBRO zones that are evenly spaced

along the path. By designating one node in each zone as a relay, all nodes within these

zones participate in the routing process. Our protocol is multi-hop in nature, and a

node within our WSN does not require any information about its neighbours. The

packet is routed to a neighbouring geographical zone, where an arbitrary selected node

within that zone re-routes it to the next zone. The other nodes in this zone return idle.

When compared to other protocols such as LAR, TBF, and DIR, LIBRO requires less

processing and memory to complete a routing process.

3.2 Location Information Based Routing Protocol (LIBRO).

The adopted WSN model consists of a large number of sensor nodes N [109], randomly

distributed over a rectangular geographical area A with a node density ρ =
N

A
. Because

the node density is assumed to be high, we can assume that any circular zone of area

z = πR2 in this network contains at least one node, where R > 0 is a pre-selected radius

of LIBRO zones. As a result, a zone of area z contains ρz nodes on average. The antenna

gain at transmitter and receiver is 1. To save nodes wasted energy during the listening

phase, a radio wake-up scheme is used to ensure that all nodes in regions of interest are
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Notations List

Notation Definition

N Total node numbers in the network
A Area of geographical zone of the network
ρ Network nodes density
R Radius of LIBRO zone
z Area of LIBRO zone
w Maximum chosen delay
t The current chosen delay
n Number of steps between the Target and the Destination

zones
p Maximum fixed length of LIBRO step
p̃ Calculated step length where p̃ < p
r̈t Exact transmission range of network node
rt Approximated transmission range of network node
ëT Exact consumed transmission energy
eT Approximated consumed transmission energy
er Energy density at the receiver antenna
ep Consumed energy during node processing
E Total consumed energy of whole node cycle
Pl Probability of data loss

Table 3.1: The notations.

listening and ready to receive and forward messages [110]. It is assumed that the nodes

have a GPS module or are aware of their location. They are powered by a battery and

include an initial energy eint, a low-cost processor, a small memory capacity, physical

sensing units, and a low-power transceiver. Furthermore, the WSN is assumed to be

homogeneous, with all nodes capable of acting as routers. Nodes in our work may be

mobile, allowing them to move within the network area. The WSN is linked to the

internet via a gateway, which also serves as a base station (BS). Thus, the user requests

specific data about a geographical zone from the WSN via the gateway, which gathers

the data from the target zone and sends it back to the user via the internet.

The users can ask the network at any time for physical data from any geographical

zone through internet connection that links the user to the gateway (see Fig. 3.2). The

gateway plays the role of the base station in the WSN. In addition, to deal with the

critical data event cases, another gateway can play the role of Static Base Station (SBS),

which is installed at a location known by all nodes members. In this case, a node getting

a critical data event, can transmit this data to the SBS using multi-hop transmissions.
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Figure 3.2: LIBRO uplink and downlink data transmission.

3.2.1 LIBRO contributions

We propose the LIBRO routing protocol to efficiently deliver data from a given geo-

graphical zone to BS. The proposed protocol can route data from the target zone to the

destination using a multi-hop topology without knowing the identities of the nodes in

between. This has a positive impact on the nodes’ energy and memory efficiency. The

main contributions of this protocol are as follows:

• Our new routing protocol collects and forwards the necessary data from a target

geographical zone to the destination without the need for cooperation among the

nodes on the routing path. In comparison to other previously published protocols,

the node in our system does not require any prior knowledge of its neighbours’

identities; it requires less memory in storing and processing the identities and

locations of its neighbours.

• In our protocol, the packet header does not explicitly contain all of the hopes

between the source and the destination. As a result, the header has a small packet

size.

• Unlike TBF and DIR, the proposed LIBRO ensures that the routing load is dis-

tributed fairly across a large number of nodes while transmitting data between a

source and a destination. Each node accomplishes this by setting a random count-

down delay. If a source wishes to send multiple packets to a destination, each

packet may take a different trajectory, as opposed to TBF and DIR, which use the

same nodes along the trajectory.

• Because nodes in LIBRO lack knowledge of the network topology, node mobility

has no effect on the routing process. In order to transmit a data packet, a sensor



A new routing algorithm for WSN (LIBRO) 46

node sends its message to a LIBRO zone via a routing trajectory, where the pres-

ence of one node within the LIBRO zone is sufficient to ensure that the message

is resent and the routing process is completed.

• LIBRO is simple to integrate into any mobile or static WSN. It does not require

any special network infrastructure; all nodes in such a network are anonymous,

and LIBRO does not require node IDs.

3.2.2 Presentation of our protocol

As shown in Fig. 3.2, LIBRO first divides the routing traffic into separate circular hop

zones with equal radius R. As a result, hops are made between zones rather than nodes.

As a result, the data packet travels through the intermediate zones from the source

(target zone) to the destination (gateway). The current zone is the one that contains

a node holding the packet before re-transmitting it to a subsequent zone toward the

destination (BS). To illustrate our protocol, consider a user who wishes to obtain physical

data from a specific target geographical zone T of the area πR2. To that end, it uses

the internet connection to request data from the gateway. Over the entire network, the

gateway broadcasts a wake-up message and a data request packet containing the target

zone coordinates xT and yT . Only the nodes within the target zone construct a physical

data packet and then initiate a random countdown delay between 0 and w, where w is

the maximum available delay; all other nodes outside the target zone go to sleep. The

first node to exceed its waiting period (the countdown reaches zero) becomes a target

node, at which point it draws a virtual line between its zone location T and the gateway

location D. The coordinates for this line are (xD, yD) and (xT , yT ). The line is then

divided into n equal steps (equal segments), and the distance between two consecutive

steps are equal. The centre of each zone is located at the end of each segment. To

summarise, a number of zones that are evenly distributed and spaced along the line that

connects the source and the gateway is determined by the source node. Following that,

the number of steps n can be expressed as follows:

n =

⌈√
(xT − xD)2 + (yT − yD)2

p

⌉
(3.1)

where d·e stands for the ceiling function and p is the distance between two consecutive

steps, which is also the transmission range of a node in the network. After calculating

the number of steps n, we can find the length of steps in x and y directions as px and

py respectively (see Fig. 3.3). px and py are calculated as follow:
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px =
xT − xD

n
, (3.2)

py =
yT − yD

n
(3.3)

Figure 3.3: x and y steps.

3.2.3 LIBRO Packet header and flowchart

The target node within a target zone T constructs its packet as shown in Fig. 3.4,

where xi and yi represent the x and y locations of the centre of the next routing zone

in the direction of the gateway, respectively. The control field indicates whether the

packet is a data request packet (one-hop downlink transmission) or a response packet

containing physical data sensing (multi hop uplink transmission). The target node then

sends a data packet to the next zone. After receiving the target node transmission, the

neighbours of this target node within the target zone drop their packets. In this work,

the energy consumed by the other nodes within the target zone is regarded as negligible.

The process then starts over at the next zone and continues until the data packet reaches

the gateway. Our protocol’s flowchart is shown in Fig. 3.5. The message will be received

by all nodes within the target node’s transmission range after the packet is broadcast

by the target node. The first two fields (xi and yi), which specify the current routing

zone, are read by a node Mi with coordinates (xMi , yMi) that receives the message (next

hope). Then, Mi computes its d distance from the current zone centre (xi, yi):

d =
√

(xMi − xi)2 + (yMi − yi)2 (3.4)

if Mi is outside the current zone, i.e. d > R, then, the node drops the packet. Other-
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Figure 3.4: LIBRO packet header.

Figure 3.5: LIBRO flow chart.

wise, i.e. Mi is inside the current zone, Mi checks if the current zone is the destination

zone. If not, Mi initialises a local random countdown delay ti between 0 and w. If

another node re-transmits the packet before the expiration of Mi’s delay, then Mi drops

the packet. If the local delay is expired, and Mi does not receive any re-transmission in

its current zone, Mi updates the current zone coordinates xi and yi, and re-transmits

the packet. This cycle continues until reaching the destination zone where the gateway
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exists where, all nodes inside destination zone will drop the message excepts the gate-

way. After that, the gateway re-transmits data packet to the user via internet.

3.2.4 LIBRO energy consumption

The amount of energy consumed by a network is critical in determining its lifespan.

LIBRO, as illustrated in Fig. 3.2, is based on zones rather than nodes. As a result,

instead of nodes, the packet is sent along the circular zones. Each packet may take a

different path from S to D via various nodes. As a result, the load is distributed equally

among all nodes within the zones along the traffic between S and D.

Figure 3.6: The exact transmission range of M which cover the whole next zone Zi.

Ideally, a node located at point M0 in a previous LIBRO zone Zi−1 must cover the whole

next LIBRO zone Zi with its transmission range. Fig. 3.6 shows the distance between a

node located at M0 in a previous zone Zi−1, and the center of the current zone Zi plus

the LIBRO zone radius R. We assume that the center of Zi−1 is located at the origin of

an orthonormal basis. The center of Zi is located at x−axis and has as x coordinate p̃,

where p̃ is the distance between Oi−1 and Oi, it is less or equals to the max step p of a

node.

p̃ =

√
(xT − xD)2 + (yT − yD)2

n
=
√
p2x + p2y ≤ p (3.5)

The transmission range r̈t of node M is given by:

r̈t =
√
p̃2 + r2 − 2p̃r cos θ +R (3.6)
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where, θ is the angle between M and x axis, and r is the distance of M from the center

of basis. Assuming a free-space transmission, the average consumed energy ëT related

to r̈t, to transmits a packet between two consecutive zones, is calculated as follow:

ëT =
er
πR2

∫ R

0

∫ 2π

0
r̈2t rdθdr

=
er
πR2

∫ R

0

∫ 2π

0

(√
p̃2 + r2 − 2p̃r cos θ +R

)2
rdθdr

(3.7)

where er is the energy density needed by the receiver to properly decode a received

message. The value r appeared in the double integral because we moved to the polar

coordinate. We multiply the integral by 1
πR2 because of that M is inside the LIBRO

zone of area πR2.

Proof. A simulation in java is made in order to proof this double integral, see appendix

B.1.

As we can see, the integral in Eq. (3.7) does not has a trivial solution, thus, we make

a modification on transmission range r̈t as shown in Fig. 3.7, where the node at M0

transmits its packet with a transmission range rt reaching the outer intersection of the

next zone with the x axis M1. Let rt = M0M1 is an approximation value of r̈t, where rt

Figure 3.7: The distance between a node M in a previous zone, Zi−1, outer intersec-
tion of the next zone Zi with the x axis.

is calculated as follow:

rt =
√

(p̃+R)2 + r2 − 2(p̃+R)r cos θ (3.8)
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Obviously, rt ≤ r̈t. And the average consumed energy eT related to rt, to transmits a

packet between two consecutive zones, becomes:

eT =
er
πR2

∫ R

0

∫ 2π

0
r̈2t rdθdr

=
er
πR2

∫ R

0

∫ 2π

0

(
(p̃+R)2 + r2 − 2(p̃+R)r cos θ

)
rdθdr

(3.9)

Proof. A simulation in java is made in order to proof the approximation between equa-

tions Eq. (3.7) and Eq. (3.9), see appendix B.1.

Hence, we can demonstrate that:
eT
ëT
≥ 94% (3.10)

Proof. See appendix A.4.

Therefor, eT is a good approximation of ëT . However, the integral in Eq. (3.9) gives us:

eT =
er
2

(
2(p̃+R)2 +R2

)
(3.11)

The energy consumed by the processing before the re-transmission is denoted ep. This

energy is consumed by all nodes inside the zones. Therefore, the total energy E of a

node transmitting data becomes:

E = epρz +
er
2

(2(p̃+R)2 +R2) (3.12)

where ρ is the network nodes density per area unit.

3.2.5 Packet loss probability

Now, we can find the probability Pl of losing a transmitted packet from a source to a

destination. Packet loss occurs when at least one of the zones between the source and

destination does not include any node. Thus, we can formulate Pl as follows:

Pl = 1−

[
1−

(
A− z
A

)N]n
(3.13)

where A is the area of overall network, z is the area of zone, N is the number of nodes

in the network and n is the number of zones along the traffic.

Proof. See appendix A.6.
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3.2.6 System latency

The latency of sending a packet from a source to a destination has a significant impact

on the performance of our protocol. When a packet reaches a current zone, all nodes

in this zone initialise different random delay values ti with 0 < ti < w, where w is the

maximum delay. Let αi = ti
w , hence, a node i chooses a random αi where 0 < αi < 1.

Therefore, a zone, containing z
AN = ρz nodes, re-transmits a packet after a delay of

αminw, where αmin = min{αi}. The probability that a zone transmits packet before a

given delay vw can be written as follow:

Fαmin(v) = P (αmin < v)

= 1− (1− v)ρz (3.14)

where 0 < v < 1 and Fαmin(v) is a Cumulative Distribution Function (CDF). So, we

can calculate the Probability Density Function (PDF):

f(v) =

ρz(1− v)ρz−1 if 0 < v < 1

0 otherwise
(3.15)

Then, the time average Tavg needed to re-transmit packet by a zone is equals to:

Tavg = w

∫ 1

0
ρz(1− v)ρz−1v dv

= w
−(1− v)ρz+1

ρz + 1

∣∣∣∣∣
1

0

= w
1

ρz + 1
(3.16)

3.3 Evaluation of our protocol

We compare the proposed LIBRO’s efficiency to that of the state-of-the-art protocol DIR

to assess its efficacy based on several criteria, which are listed in table 3.8. While both

protocols use a fixed size header, LIBRO is free of loops, unlike DIR, which may occur.

Because a node must know the geographical location of all its neighbours, nodes in DIR

should be immobile. Nodes in LIBRO, on the other hand, can be mobile because a node

does not need to know its location or the identities of its neighbours. Furthermore, DIR

must perform some calculations before re-transmitting the packet, whereas the proposed

LIBRO can do so immediately.

Various numerical results are performed to check the lifespan, packet loss probability,
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and latency of the proposed protocol in order to thoroughly investigate its performance.

We consider a WSN deployed over an area of 200 × 200m2, LIBRO zones of radius of

3m, er = 0.5nJ/m2, the initial energy for each node is assumed to be 10 J , maximum

delay w = 0.1ms and the elapsed time by DIR WSN node while calculating the distance

from one of its neighbor is 10µs.

Figure 3.8: Comparison table between LIBRO and DIR.

Figure 3.9: Lifespan comparison between LIBRO and DIR protocols

.

3.3.1 Energy consumption

Fig. 3.9 depicts the network’s lifespan in terms of the number of existing nodes. In our

case, the lifespan is defined as the number of iterations (a complete packet transmis-

sion between the source and the destination) that can be performed before a node dies.

As shown in the graph, LIBRO’s lifespan increases as the number of nodes increases,

whereas DIR maintains the same performance. LIBRO outperforms DIR after 2000

nodes. The reason for this is that packets in DIR always follow the same trajectory

between a source and a destination; thus, the same nodes are frequently used, whereas
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Figure 3.10: Packet loss probability between source and destination.

in LIBRO, each packet passes through a different trajectory, which distributes the trans-

mission load over the nodes in LIBRO zones located in the selected trajectory.

3.3.2 Packet loss and latency

Figure 3.11: Latency of transmission of a packet from source to destination.

The probability of packet loss is shown in Fig. 3.10. LIBRO has a higher loss probability

than DIR, especially when there are fewer nodes. This refers to the fact that, in compar-

ison to DIR, each hop in LIBRO targets a small zone. This increases the likelihood of

LIBRO having a hole (an empty zone). With a large number of nodes, LIBRO performs

similarly to DIR, and with a very low packet loss probability, the possibility of having
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an empty zone becomes negligible.

The latency is shown in Fig. 3.11. DIR is better than LIBRO for a small number of

nodes; as a result, in LIBRO, the latency inside the zones increases as the number of

nodes decreases Eq. (3.16). When there are a large number of nodes, there is a greater

chance of selecting a small delay, which reduces latency. The latency in DIR grows with

the number of nodes and the number of neighbour nodes. As a result, the time required

by a node to calculate the nearest neighbour increases.

3.4 Conclusion

We proposed a new routing protocol called LIBRO. Rather than the traditional node

routing, our protocol is based on zone routing using location information. When trans-

mitting a packet, the node does not require any information about the identities of other

nodes along the path to the destination. For high node density in the WSN, our protocol

outperforms the well-known DIR. Furthermore, the proposed protocol can be thought of

as a minimum requirement routing protocol. Also, the positive effect of increasing the

number of nodes in the network, which leads to extended lifespan and reduced packet

delays, clearly demonstrates scalability. In the following chapter, we will use LIBRO in

an energy harvesting CRSN to improve its energy consumption and lifespan.



Chapter 4

Routing Optimization In Energy

Harvesting Cognitive Radio

Sensor Network

The energy consumption and connectivity are regarded as critical factors in determining

the CRSN’s efficiency. As a result, an efficient routing protocol is required to ensure

reliable connectivity between network nodes while also significantly reducing energy

consumption. Furthermore, energy harvesting in CRSN refers to compensating for the

energy consumed by network nodes and extending network lifespan. As a result, we

implement the Location Information-based Routing protocol (LIBRO) in the Cognitive

Radio WSN (CRSN) with energy harvesting, this protocol is called CR-LIBRO. The

lifespan of the CRSN is extended by solving an optimization problem while maintain-

ing the lowest possible collision probability with PU and minimising data transmission

latency. The simulation results validate the efficiency of our proposed method.

4.1 Introduction and Related works

In CRSN, the local physical data gathered by each node is transmitted to a Base Sta-

tion (BS) [1] in a single or multi-hop manner [111]. CRSN consumes a large amount of

wireless spectrum during the data collection phase, also known as the traffic discovery

phase [112].

The authors of [113] propose a cognitive adaptive MAC (CAMAC) protocol that ad-

dresses the issue of power limitation in CRSNs by using on-demand Spectrum Sensing

(SS), limiting the number of SS nodes by using a duty cycle, and significantly reducing

56
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energy consumption. Another paper in [114] looks at the effect of packet size on en-

ergy efficiency in CRSN. The authors develop an optimization problem to determine the

optimal packet size that ensures acceptable transmission efficiency and low energy con-

sumption during packet transmission. To solve this optimization problem, the Sequential

Quadratic Programming (SQP) method is used.

In [115], the authors address the delay-sensitive challenge in multimedia communication,

and they present an open research issue for the realisation of energy-efficient and real-

time transport in CRSN.

Data stored in a node in any subarea must be reachable at any time in order to ensure re-

liable communication among all nodes in the network. However, if the distance between

the BS and a node is greater than the node’s transmission range, we must configure

a multi-hop routing protocol that achieves two main goals: the first is that all nodes

are able to forward data to a BS in a multi-hop manner for distances greater than the

node’s transmission range. The second goal, is to improve the energy saving since the

consumed energy is reduced by using multi-hop low range transmission instead of one

large single-hop transmission.

Multi-hop routing protocols, such as Ad-hoc On-Demand Distance Vector (AODV), Dy-

namic Source Routing (DSR), Zone Routing Protocol (ZRP), Location-Aided Routing

(LAR), Trajectory-Based Forwarding (TBF), and Distance Routing protocol (DIR), are

widely studied in WSN to achieve the aforementioned goals. In the previous chapter,

3, we proposed LIBRO, a new routing protocol based on the Global Positioning System

(GPS). In this protocol, a user wants to read data from a specific zone Z0, regardless of

the node ID delivering the data. As a result, an arbitrary node from zone Z0 is respon-

sible for collecting data and transmitting it to the BS in a multi-hop manner, because

data is transmitted between zones rather than moving between nodes. LIBRO requires

less processing and memory, and WSN nodes can easily handle it.

4.1.1 Related Work on Energy Harvesting

Energy Harvesting (EH) is a cost-effective technique for obtaining energy from renewable

sources such as the sun, wind, heat, or radio frequency (RF). As a result, providing this

technique to WSN results in the liberation of WSN nodes from energy constraints. Thus,

EH may provide, under certain conditions, a perpetual energy source that energises the

WSN nodes and eliminates the need to replace the nodes’ batteries on a regular basis

[38].

Improving energy efficiency is a critical factor in CRSN. The authors of [47] propose a
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new scheme in which the SUs in the CR network harvest energy from two RF sources:

the first is the PU transmission signal when the PU is active, and the second is the

Secondary Relays (SRs) when they transmit their local detection results to the SU. The

authors formulate a multi-objective optimization problem in this scheme in order to

maximise the detection probability of PU using a cooperative sensing scenario, while

minimising false alarms and thus increasing spectrum efficiency.

The authors of [116] develop an infinite-horizon discounted Markov decision process to

minimise the outage probability of an EH in CRSN based on battery energy, channel

fading, and harvested energy. The EH technique used in this scheme aims to improve

the system’s self-sustainability. In this Markov decision process, two policies are used:

the sensing-transmission (ST) policy and the efficient transmission (ET) policy, which

is used only when the SNR is sufficiently high.

Authors of [117] investigate the optimal SS interval in EH in CR networks. The authors

demonstrate the existence of a trade-off between the throughput of the SU and the

interference to the PU in this work. This trade-off is formulated as a Partially Observable

Markov Decision Process (POMDP) and a Markov Decision Process (MDP) optimization

problem, in order to find the optimal SS while maximising the network’s throughput.

The authors of [118] divide the CR network into two groups. The SU nodes in the

second group harvest energy from the PU RF transmission signal when the SU nodes in

the first one perform cooperative SS. If the PU is detected to be active (in transmission

mode), the SU in Group 2 helps the PU to transmit its data by amplifying the PU’s RF

signal, while the SU in Group 1 harvests energy. The goal of this work is to determine

the optimal number of SU in the two groups, the cooperative power gain for the SU

in Group 2 during PU signal amplifying, the SU transmission power, and the sensing

parameters (sensing period and sensing threshold).

4.1.2 Chapter’s Contribution

We propose a CRSN with EH capability; our network’s transmission is based on the

LIBRO routing protocol, which requires little memory and processing power. A multi-

objective optimization problem is formulated to find the optimum value of CR node

transmission range in order to minimise collision probability with PU, minimise energy

consumption (i.e. maximising lifetime even to reach the self-sustainable system), min-

imise network transmission latency, and finally maximise network throughput. LIBRO

is simple to be implemented in CRSN, and it uses very low amount of energy. As a

result, it allows for the efficient integration of EH techniques into the network. This

chapter’s main contributions can be summarised as follows:
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• In our EH CRSN, we use the LIBRO routing protocol. This protocol is very

easy to implement in CRSN because of its simplicity; it requires little memory

because the node does not require any prior knowledge of its neighbours’ IDs, nor

does it require any information about the network topology. Nodes with a low

processing capability are required to find a route between source and destination.

Furthermore, the efficiency of this protocol is unaffected by node mobility. The

use of this protocol in our EH CRSN reduces the amount of energy used during

the traffic search process. AODV routing protocol, on the other hand, floods the

network with RREQ messages during route discovery.

• The energy constraints in the network may be eliminated by incorporating the

EH technique into the CRSN. A CRSN node, even if deployed in a harsh environ-

ment, does not require battery replacement on a regular basis. Our research aims

to identify network parameters that will allow the network to be powered by a

renewable energy source indefinitely, i.e. make energy consumption less than the

energy harvested by the EH units installed in all network nodes.

• Finding a balance between the following factors: PU collision probability, SU

energy consumption during SU activities (SS, route discovery, data transmission),

SU delivery packet latency, and network throughput. In this work, we create a

self-sustaining network that meets all network criteria. We do so by formulating

a multi-objective optimization problem and then finding a solution that meets all

required criterias.

4.2 System Model

We consider a CRSN of area A composed of N nodes (which may be mobile nodes) and

one or more BS distributed along the network. These nodes are distributed at random

over a large geographical zone. As in the previous chapter’s system model, a radio

wake-up scheme is used to ensure that a node that wants to transmit a message to the

next zone can wake-up all nodes in its coverage transmission region, and that they are

listening and ready to receive and forward messages. A GPS module or other tools are

provided to the nodes in order for them to be aware of their locations. They are powered

by a battery and have an initial energy eint.

4.2.1 CR Network Model

Because all nodes in our network have CR capability, each node can sense the spectrum

and transmit data to the BS opportunistically using a licensed channel when the PU is
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Notations List

Notation Definition

N Total node numbers in the network
A Area of geographical zone of the network
ρ Network nodes density
R Radius of LIBRO zone
z Area of LIBRO zone
NPU Number of PU in the network geographical zone
NCH Number of licensed channels
w Maximum chosen delay
t The current chosen delay
n Number of steps between the Target and the Destination

zones
P (H1) Probability of PU to be active
P (H0) Probability of PU to be idle
Pmd Probability of miss detection of the PU
Pfa Probability of false alarm in CR model
TSW Channel switch delay
p Maximum fixed length of LIBRO step
p̃ Calculated step length where p̃ < p
r̈t Exact transmission range of network node
rt Approximated transmission range of network node
r seonde approximation of transmission range of network node
ëT Exact consumed transmission energy
eT Approximated consumed transmission energy
er Energy density at the receiver antenna
ep Consumed energy during node processing
es consumed energy during SS
E Total consumed energy of node without SS
ET Total consumed energy of node with SS
Pl Probability of data loss
ε Quantitative harvested energy by a single node

Table 4.1: The notations.

idle. We consider one channel to be high priority, and all nodes use it if it is free. If

the higher priority channel is retained by a licensed PU, the SU must search for another

free channel to use [119]. We assume that a channel that is sensed to be idle remains

idle throughout the transmission phase of an SU. We also take into account the network

geographical zone contains several PUs distributed randomly in the network (Fig. 4.1),

Let NPU is the number of PUs.

We also have NCH licensed channels dedicated for the PUs, which the PU can access

and use for transmission-reception purposes; as previously stated, one of these channels

has a higher priority to be used by the SU.

Both PU and SU are assumed to use a time-slotted synchronous communication protocol

with time slot length T . The PU model is based on a two-state discrete Markov process
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Figure 4.1: Cognitive Radio Sensor Network.

[120–123], in which the PU has two states, one of which is active when the PU is in

transmission or receive mode, and the other is idle. The prior probability of the PU being

active or idle is P (H1) and P (H0) respectively, where H1 and H0 are the hypothesis of

PU to be active or idle respectively. In our case, the SU consists of the WSN nodes and

the BS. As a result, all nodes in this network can sense the CR spectrum. Because the

sensing process is imperfect in practise, when a Sensor Node (SN) performs a sensing

action, it may make miss-detection when the PU is present but the SU misses it. Another

error occurs when the SU detects PU activity while the PU is not present; in this case,

the state is known as false alarm. As a result, the probabilities of miss-detection and

false alarm are Pmd and Pfa, respectively. Accordingly, the probability of colliding with

the PU during an SU transmission phase can be expressed as follows:

c = P (H1)Pmd (4.1)

where the PU state is assumed to be unchanged during a complete time slot T .

The probability where the SU believes there is an active PU in its SS zone is as follow:

b = P (H1)(1− Pmd) + P (H0)Pfa (4.2)

In our system model, if the SU wants to transmit data, but it detects the presence of a

PU, then it switches to another free channel where, this action consumes time, and the

time needed to switch from one channel to another is TSW .
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4.2.2 CR-LIBRO routing model

In the previous chapter, we proposed a routing protocol called LIBRO, which uses GPS

to route a data message from a source to a destination. We include this protocol in our

proposed scheme, which means that each sensor node in our network should have a GPS

unit to be aware of its geographical location.

Figure 4.2: (a) Control message through CCC, (b) Physical data message.

Fig. 3.2 shows an example of collecting data from a target zone, then transmitting the

message in a multi-hop fashion from the target to the gateway by jumping between zones

rather than specific nodes. The process of CR-LIBRO is depicted in Fig. 4.3, the network

is linked to a BS (shown as a gateway in the figure); the BS is accessible to users via the

internet. When a user wants data from a specific zone of radius R, it sends a request

to the gateway via an internet connection. The gateway broadcasts a control message

containing its geographical location, the location of the target zone, the location of the

next zone, the steps length, and a serial number via single hope transmission via the

Common Control Channel (CCC). As a result, all nodes within the target zone start a

random count down counter t between 0 and w, where w is the maximum available delay.

The first node within the target zone that exceeds its delay period performs SS and then

selects a free channel. Then it constructs a control packet containing a serial number,

its geographical location, BS location, step length, as well as the location of the next

zone and free data channel ID. Following that, this node broadcasts a control message

toward the next zone in the direction of the BS via CCC, followed by a data message

containing the collected physical data with the same serial number via the data channel

indicated in the control message. Simultaneously, nodes within the same transmitter

zone receive that control message; as a result, they stop counting down timers and drop

the message because someone else did their job. Following that, only nodes in the next

zone respond to this message, tuning their receiver to the proposed channel determined

in the control message, then receiving the data message, and the process repeats until

the message reaches the BS, at which point all nodes in the destination zone drop the

message, and the BS sends data to the end user. Assuming free-space transmission, the
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Figure 4.3: CR-LIBRO flow chart.

average amount of energy required to send a data packet between two consecutive zones

is ET which is calculated as follow:

ET = E + es (4.3)

where E is the consumed energy by a zone calculated in the previous chapter Eq. (3.12),

es is the energy consumed by SS.
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4.2.3 Energy harvesting routing model

The EH features are integrated into the network nodes to improve energy efficiency.

This allows the network to compensate for the energy loss that occurs as a result of

its operations. Each node is capable of harvesting energy from the environment, such

as light, wind, heat, and radio frequency signals. The collected energy is then used to

energise its internal battery. Each node collects energy for each time slot. We assume the

internal battery is never fully charged and must be restored at all times. Furthermore,

a Zone Activity Period (ZAP) is defined as all activities performed between the time a

zone receives a message and the time the zone re-transmits the message; we assume that

each time slot is equal to one ZAP. The quantum harvested energy by a node during one

time slot or ZAP is defined as ε. During a ZAP, the total amount of harvested energy

is:

hZ = ερz (4.4)

where ρ is the networks’ nodes density, z is the area of the LIBRO zone.

4.3 Problem Formulation

The primary goal of this section is to determine the best value for the SU transmission

range rt and the CR-LIBRO zones area z. This results in a good system performance

in terms of minimising the collision probability with the PU, improving the network’s

energy efficiency by reducing the energy consumption of each node in order to provide

the system with inexhaustible energy thanks to the EH technique, minimising commu-

nication latency, and maximising network throughput.

4.3.1 Collision Probability

Collision with PU is a very critical for CRSN; Thus, we aim to reduce this collision

probability Pc by keeping its value below some maximum permissible limit P ∗c . In our

network, a collision with the PU occurs when an active PU is within the transmission

range rt of the SU during the SU transmission phase. By referring to Eq. (3.11) in the

previous chapter, we can deduce the average transmission range r̄t which consumes eT

joules:

r̄t =

√
2(p̃+R)2 +R2

2
(4.5)
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In order to avoid the overlapping between CR-LIBRO zones along a traffic, the CR-

LIBRO step p̃ must be twice the radius of CR-LIBRO zone R. Giving p̃ ≥ 2R, we can

approximate the value of r̄t as follow:

r̄t =

√
2(p̃+R)2 +R2

2
≈ p̃+R = r (4.6)

Proof. See appendix A.5.

Knowing that a SU is in the transmission phase, the likelihood that the SU will collide

with a PU is as follows:

Pc =

[
1−

(
1− πr2

A

)NPUP (H1)]
Pmd (4.7)

where r is the SU transmission range,

(
1− πr2

A

)NPUP (H1)

is the probability of a trans-

mission zone does not contain any active PU.

Proof. See appendix A.7.

However, Pc must be always under some maximum permissible value P ∗c , hence, we have:

Pc =

[
1−

(
1− πr2

A

)NPUP (H1)]
Pmd ≤ P ∗c (4.8)

our goal is to reduce this collision probability.

4.3.2 Energy Consumption and harvesting

The CRSN’s primary goal is to improve energy efficiency. Because of the harsh geo-

graphic zone in which the CRSN nodes are deployed, replacing the battery is not always

a simple task; thus, we aim to reduce the network’s energy consumption in order to

extend the network’s lifespan.

During the SS, transmission, and processing phases, a node consumes the most of its

available energy. The energy consumed within one zone during message transmission is

given by:

ET = epρz + err
2 + es (4.9)

where es is the energy consumed during the SS phase, ep is the energy consumed dur-

ing the processing phase, ρ is network density measured by nodes per area unit, and z

is the zone area. Within a zone, one node performs SS and data transmission during
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one packet transmission, consuming energy during SS and data transmission; all nodes

within the zone consume energy during the processing phase.

To maintain a continuous source of energy, the used energy must be less than the har-

vested energy for a whole cycle of data message routing, i.e. the time required to

transport a data message from a target zone to the BS:

ET ≤ ε
D

p̃
ρz = ε

D

r−R
ρz (4.10)

where ε is the harvested energy occurs by a single node during one ZAP, D is the

expected distance between the BS and the target zone, p̃ is the distance between two

consecutive LIBRO zones. The term D
p̃ is the number of hops between the BS and the

target zone, each hop need ZAP seconds in order to be completely achieved.

Proof. See appendix A.8.

4.3.3 Transmission packet latency

In this work, we define data latency as the total amount of time required for physical

data to be transmitted from a target zone to the BS. The time required for a zone to

re-transmit a data message after receiving it is Tavg as given in the original LIBRO Eq.

(3.16).

CRSN activities such as SS process, receive a control message, and switch to another

channel consume time, and they cannot be ignored in this case. Therefor, the total time

needed by a physical data to be transmitted from a target zone to the BS is:

Tp =

[
w

1

ρz + 1
+ TSW

(
P (H1)(1− Pmd) + P (H0)Pfa

)
+ ts + tr

]
D

r−R
(4.11)

where TSW is the switched time to another free channel if the first channel is not idle,

this term is multiplied by the probability where the SU believes that the PU is active

on this channel (the channel with the higher priority). ts is the SS time, tr is the time

needed to receive the control and the data message. As we can see, each ZAP needs

Tp
r−R
D seconds in order to be achieved. In order to improve our system, Tp must be

reduced.

4.3.4 Packet Delivery Ratio

Packet Delivery Ratio refers to the ratio of received packets to sent packets. The data

message is deemed lost in this work if it is transmitted to an empty zone or a zone
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with empty power nodes; all other data loss is ignored. The packet delivery ratio is

determined as:

λ =

[
1−

(
A− z
A

)N] D
r−R

(4.12)

we aim to minimize this ratio.

4.3.5 Loop-free condition

In order to ensure that our protocol guarantees loop-free routing, overlapping CR-LIBRO

zones must be avoided. Therefore, the radius R of the CR-LIBRO zone should not exceed

half the step p̃ value. Thus, we can determine the maximum area z of the CR-LIBRO

zone. Using the equation Eq. (4.6) we have:

r = p̃+R ≥ 3R =⇒ πr2 ≥ 9πR2 =⇒ πr2 ≥ 9z (4.13)

This condition must be respected during the problem optimization.

4.3.6 Optimization problem formulation and resolution

To recapitulate, by grouping all previous individual optimization problems we obtained

a multi-objective optimization problem defined as:

min
r

: Pc =

[
1−

(
1− πr2

A

)NPUP (H1)]
Pmd (4.14a)

min
r,z

: ET = epρz + err
2 + es (4.14b)

min
r,z

: Tp =

[
w

1

ρz + 1
+ TSW

(
P (H1)(1− Pmd) + P (H0)Pfa

)
+ ts + tr

]
D

r−R
(4.14c)

max
r,z

: λ =

[
1−

(
A− z
A

)N] D
r−R

(4.14d)

s.t. : Pc ≤ P ∗c (4.14e)

ET ≤ ε
D

r−R
ρz (4.14f)

πr2 ≥ αz (4.14g)

where α ≥ 9 is a real constant used in order to ensure that the area of a CR-LIBRO

zone is less than 9 times the area of transmission range as shown in equation Eq. (4.13).

To tackle our multi-objective optimization issue, we employ the lexicographic method.
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Rather of providing weights, the lexicographic method imposes preferences by arranging

the goal functions according to their value or significance. The following optimization

problems are thus solved one at a time.

Therefor, we begin resolving the collision probability in the equation (4.14a). We con-

sider that P ∗c is the maximum permissible collision probability with PU, hence, we can

calculate an upper boundary of r:

r ≤

√√√√A

π

[
1− (NPUP (H1))

√
1− P ∗c

Pmd

]
(4.15)

Proof. See appendix A.9.

For the energy consumption equation (4.14b), in order to restore the overall consumed

energy, which extends the network lifespan, we must ensure that:

err
2 + es + epρz ≤ ε

D

r−R
ρz (4.16)

By resolving this above equation we get:

z ≥ 1

ρ

(
err

2 + es

ε D
r−R − ep

)
(4.17)

z is strictly positive, wherefore, the denominator in the above formula ε D
r−R − ep can be

pushed to a strictly positive value which gives us:

r ≤ εD

ep
+R (4.18)

Combining all inequalities of r in equations (4.15) and (4.18) we get:

r ≤ min

(
εD

ep
+R,

√√√√A

π

[
1− (NPUP (H1))

√
1− P ∗c

Pmd

])
(4.19)

As well as, combining all inequalities of r in equations (4.14g) and (4.17) we get:

1

ρ

(
err

2 + es

ε D
r−R − ep

)
≤ z ≤ πr2

α
(4.20)

Now, by looking to the last two equations (4.14c) and (4.14d), we can notice that, if

r and z increase, then, Tp decreases and λ increases (this is actually our goal). Thus,

in order to get the optimum values of Tp and λ, we must choose the maximum allowed
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values of r and z. Hence, the solution of our problem is given by:

r̂ = min

(
εD

ep
+R,

√√√√A

π

[
1−NPUP (H1)

√
1− P ∗c

Pmd

])
(4.21a)

ẑ =
πr̂2

α
(4.21b)

4.4 Numerical results.

We consider a geographical area of 100 metres width and 500 metres length where SU

and PU nodes are installed in our experiment. Both miss-detection and false alarm

have a probability of 0.1. Each PU has a 0.4 chance of being active. The transmission

parameter density et = 0.001watt/m2, the energy consumed during SS es = 0.1watt,

and the processing energy ep = 0.01. The other characteristic will be revealed later.

Figure 4.4: The number of collision between SU and PU occurred during the overall
packet delivery period with different node number.

4.4.1 Comparison with AODV and DIR

Several simulations are provided to evaluate the performance of our system. The AODV

and DIR protocols are compared with our protocol. The number of collisions for our

CR-LIBRO, DIR, and AODV protocols during the complete delivery packet period is

shown in Fig. 4.4. The number of PUs is 10, and we will assume we only have one

licensed channel for the sake of simplicity. As can be seen, our protocol has the lowest
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Figure 4.5: The number of collision between SU and PU occurred during the overall
packet delivery period with different PU number.

amount of collisions; as a result, during the re-transmission phase, one node in each zone

makes a transmission. In DIR, a node asks location data from its neighbours after each

re-transmission; during this phase, all neighbours must send their locations, potentially

increasing the collision chance. The RREQ message is re-broadcast by all nodes in the

network during the route request phase in AODV, which is why the AODV has a higher

rate of collisions during the packet delivery phase. We witness the similar effect in Fig.

4.5 by adjusting the number of PU and keeping the number of nodes at 2000.

Figure 4.6: Consumed energy by the overall network during the overall packet delivery
period with different nodes number.
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Figure 4.7: Consumed energy by the overall network during the overall packet delivery
period with different PU number.

Our protocol CR-LIBRO outperforms DIR and AODV in term of energy consumption

as shown in Fig. 4.6 and Fig. 4.7. Because the number of transmissions in CR-LIBRO

is equal to the number of hops, it consumes less energy than DIR and AODV. As

demonstrated in Fig. 4.7, increasing the PU number has a comparable effect on energy

consumption. When a transmission collides with a PU, the SU must re-transmit its

packet, which uses additional energy.

The difference in packet delivery time is seen in Fig. 4.8. The simulation results reveal

Figure 4.8: Delay between generating the data message by a target node, and receiv-
ing it by the BS, with different nodes number.

that our protocol and AODV are similar in that they both require the same number of

hops for a packet to reach its destination. However, because DIR collects position data
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from current transmitter neighbours at each hop, the packet takes longer to reach its

target. The number of nodes in the network does not affect the latency in CR-LIBRO

as it does in AODV, whereas DIR takes longer to transmit a packet as the number of

nodes increases.

As shown in Fig. 4.9, increasing the number of PUs in the network causes more DIR

Figure 4.9: Delay between generating the data message by a target node, and receiv-
ing it by the BS, with different PU number.

collisions, which causes packet delivery delays. Such effect is due to the quite number

of collecting data about position from neighbors, but it has a considerably less impact

on the CR-LIBRO and AODV protocols.

Finally, the table in Fig. 4.11 highlights the key differences between the three protocols:

Figure 4.10: Comparison of collision probability with different values of transmission
range and the optimal value.
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Figure 4.11: Comparison table between LIBRO, DIR and AODV.

CR-LIBRO, DIR, and AODV. This table demonstrates our system’s superiority in terms

of loop, mobility, memory, processing, and scalability.

4.4.2 Evaluation of optimization results

We compare our optimal values with arbitrary values in order to evaluate our optimiza-

tion outcomes, as shown in Fig. 4.10, 4.12, 4.14 and 4.13. In our network, the maximum

collision probability allowed is 0.08. By increasing the number of PUs in the network, the

collision probability increases with different transmission ranges, as shown in Fig. 4.10.

However, by selecting the best coverage range for each PUs number, we may have the

best coverage range while keeping the collision probability within acceptable bounds..

Our system with the optimal value can save energy and lead us to a system with an

endless energy supply by harvesting energy from the environment and restoring all con-

sumed energy, as shown in Fig. 4.12. We must keep our energy use below the quantity

we can gather in order to keep our system energy-perpetual. The packet delivery delay

is illustrated in Fig. 4.13. As the number of nodes increases, the delay decreases, as

shown in the equation Eq. (4.11). A large number of nodes in a zone causes the zone

to choose a minimal delay before re-transmission. As we can see, by choosing optimal

value of coverage transmission range rt, and the ratio between zone and range α = z
πrt2

,

we can accelerate our system. The packet delivery ratio, as shown in Fig. 4.14, in-

creases as the number of nodes in the network grows, implying that the probability

of finding an empty zone lowers as the number of nodes and hence the density of the

network grows. The optimal parameters allow us to get the highest possible throughput.
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Figure 4.12: Comparison of energy consumption with different values of transmission
range, zone area and the optimal value.

Figure 4.13: Comparison of packet delivery delay with different values of transmission
range, zone area and the optimal value.

4.5 Conclusion

In this chapter, we looked at a CRSN that harvests energy with the LIBRO protocol

to increase energy efficiency by recovering all spent energy and spectrum efficiency by

reducing collisions with the PU. Furthermore, we address an optimization problem to

get the maximum packet delivery ratio with the least amount of latency. The simulation

results demonstrate the success of our system by comparing it to the AODV and DIR

protocols, demonstrating that our system, which uses CR-LIBRO, outperforms other
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Figure 4.14: Comparison of packet delivery ratio with different values of transmission
range, zone area and the optimal value.

systems that use the AODV and DIR protocols. Furthermore, mathematical calcula-

tions indicate the feasibility of constructing a system with perpetual energy in which all

consumed energy may be regenerated using the harvesting process.



Chapter 5

General Conclusion

In this thesis, we have reviewed the characteristics of WSNs, as well as the issue of en-

ergy consumption in these networks, with its significant impact on the lifespan of these

networks.

In the first chapter, we reviewed in general the principle of WSNs, their characteris-

tics and challenges. We also talked about the issue of clustering and routing for data

transmission in a simple and guaranteed manner. Then we touched on the issue of the

scarcity of spectrum resources, and reviewed the CR principle and its importance in

improving the efficiency of the spectrum. After that, we talked about the possibility

of integrating the characteristics of CR into the WSNs. Finally, we presented the im-

portance of using the energy harvesting mechanism in these networks, which prolongs

the life of the network and turns it into an environmentally friendly network with green

energy power sources.

In the chapter 2, we took into account the value of the energy consumed during the per-

formance of the SS process in CRSN, in order to reach the optimal number of clusters

in these networks, which reduces energy consumption. We also developed mathematical

equations to calculate the average number of packets sent through each node, which led

us to calculate the extent of the data latency.

In Chapter 3, we have proposed a new routing protocol called LIBRO that can be used

in mobile WSNs, because of its simplicity in implementation in those networks, so that

it does not flood the whole network with unnecessary messages during route discovery

process, and it does not require complex processing and also does not need a large mem-

ory space.

In Chapter 4, we took advantage of LIBRO’s ability to include it in the CRSN in order

to obtain the CR-LIBRO protocol, which gave us an impetus to use energy harvesting

techniques in an attempt to completely free the network from energy constraints. We

76
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compared our methods with other well-known protocols such as AODV and DIR, and

our system showed a clear superiority over its peers.

5.1 Contributions

In the introduction to each chapter, we have mentioned our contributions, however we

will rephrase them all in this section, and we will mention additional contributions:

• For the chapter 2, we strive for the optimal number of CRSN clusters that take

into account several parameters, such as: energy efficiency related to transmissions

and sensing, and detection of CRSN cluster false alarm probabilities.

• To the best of our knowledge this is the first time the average number of packets

relayed by each CH is obtained in a closed form. So that we can calculate the

average number of packets sent by any cluster head within the network.

• Thanks to the equation for the average number of transmitted packets, the collision

probability and the optimal CRSN cluster response time are derived, considering

the reduction of data redundancy thanks to IDA, thus we can save a great deal of

energy.

• The numerical results are performed to show the efficiency of choosing the optimum

number of clusters, the relevant collision rate and response time, compared to

networks where IDA is not used.

• In addition, the equation for the average number of transmitted packets has con-

duct us to a new equation for calculating the greatest common divisor, because

we were able to write the first equation in two different ways, which led us to that

result.

• In Chapter 3, we proposed a new routing protocol called LIBRO. This distributed

protocol does not need infrastructure, and does not require high processing ca-

pacity or long processing time. Thus, it is superior to its peers, such as AODV

and DIR. Nodes in networks that support this protocol do not need to store any

information related to neighboring nodes such as their identities or geographical

locations, so this protocol uses a small amount of memory space.

• Thanks to the processing speed and performance, LIBRO reduces the power con-

sumption, as it relies on the GPS system to reduce the network overflow of unhelp-

ful messages in route discovery stage. In addition, the packet header of transmitted

message is small compared to other protocols, which saves more power consump-

tion.
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• Unlike analogues of the protocols that support the GPS system, LIBRO distributes

the load to all nodes located within the LIBRO zones along the way. Every time a

source sends data to its destination, this data will take different paths within the

same zone route, because each time there will be a different node that will precede

all of its peers in replying to the message and sending it towards its destination.

• Because it does not need any information about the identities and locations of

the intermediate nodes between the user or the BS and the target area, this pro-

tocol works very efficiently in mobile networks, as it is not affected at all by the

movement of nodes within the network.

• In chapter 4, We have integrated our LIBRO protocol into EH CRSN which ef-

fectively reduces power consumption during the traffic search process. Unlike the

AODV routing protocol, which floods the network with RREQ messages during

the route discovery process. The CR-LIBRO sends its messages to specific areas

within the network.

• By adding EH technology in CRSN, the power constraint in the network is al-

leviated. CRSN nodes may be deployed in a harsh environment where periodic

battery replacement is a difficult process. Our study aims to find some parameters

of the network, in order to provide the network with a permanent source of green

energy that is environmentally friendly.

• Reducing the total energy consumption in all network activities from the energy

harvested by the EH unit integrated in all network nodes, may lead to providing

the network by an eternal power source, and opens up options for us in front of a

large number of new algorithms and features that we can add to the network that

we were not able to previously used due to power limitations.

• Finding a trade-off between: probability of collision with PU, SU energy con-

sumption during SU different activities (spectrum sensing, route discovery, data

transmission), latency of SU delivery packets, and network throughput. In this

work, we create a self-powering sustainable network while respecting all network

standards, all done by formulating a multi-objective optimization problem, and

then finding its solution that links the above criteria.

5.2 Future works

In future work, regarding the optimal clustering in the WSN that we reviewed in Chapter

2, we will consider the initial multi-PU, and we will incorporate other properties in
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calculating the optimal value of the number of clusters within the network. The number

of clusters has a significant role in reducing energy consumption, as it reduces the need

for many spectral resources and reduces the interference in transmission within the

network itself.

As for the issue of data routing, which we reviewed in the third and fourth chapters,

our proposed protocol LIBRO suffers from a problem, which is sending data to an area

completely free of any node (empty LIBRO zone), and therefore that message will not

reach anyone and will be lost. Therefore, we will propose multiple solutions to confront

this problem, making room for interested researchers to find more effective solutions.

We can pave the way for more research:

• LIBRO is an on demand WSN routing protocol, where the BS specifies the area

from which the user wants to collect data. When using the event driven pattern in

wireless sensor networks, all sensors must be aware of the location of the BS. One

of the solutions that we can suggest is that the BS periodically broadcasts a signal

containing its geographical location over the entire network, in order to give the

hand to all events to find their way to the BS. It is interesting to find the optimal

period for the BS location signaling, specially in a mobile WSN where the speed

of WSN nodes has an important impact on that period.

• The 5G technology opens the door to new kinds of routing in CRSN. Where,

by using directive antenna for transmission introduced in a set of specific CHs

with extra power source and 5G capabilities, the routing path that a message

takes can wrap around an active PU’s transmission range.Thus, the angle and the

transmission range play a critical role in determining the routing path of each

message in the CRSN.

• Using 5G directive transmission, the WSN nodes can determine their location. By

replacing a number of beacon in the network, these beacons sweep a message along

the network containing the angle of transmission and the beacon’s ID. Each node

receives a message, it stores the angle received from each beacon, the set of angle

becomes the coordinates of each node. Simulations may depict the precision of

geo-location.

• Clustering is a vital technology used in CRSN. However, due to the limited node

resources, introducing all 5G features into the nodes is not an easy task. Alterna-

tively, the nodes can be provided with directional antennas. Thus, after nodes are

deployed in a geographic area, each node will take a random direction according to

the orientation of its antenna. We can now install CHs with additional resources

to broadcast their clustering offer across the network, allowing all nodes directed



80

to it to join its cluster. Each node will join the CH to which it is directed, and

thus, will be Angular Clustering. This idea can be developed and the best location

and number of cluster heads most be optimized.
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Appendix A

A.1 Proof of Eq. (2.20)

Assuming our CRSN contains P equal physical zones as shown in Fig.2.5. Each zone

contains an equal number of CHs collecting similar physical data packets. We can divide

our network into kp physical rings, where the smallest ring is divided into 3 physical

zones. Hence, the area of one physical zone is:

Ap =
π

3

(
R

kp

)2

(A.1)

The number of the physical zone P in the overall network is:

P =
πR2

π
3 ( Rkp )2

= 3k2p (A.2)

where R is the radius of overall CRSN. Similarly to Eq. (2.1), the area of ith physical

ring is:

PAi = π

(
R

kp

)2

(2i− 1) (A.3)

where i ∈ [1, kp]. The number mpj of physical zones in physical ring j is equal to:

mpj =
PAi
AP

= 3(2i− 1) (A.4)
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Figure A.1: The forwarding packets coming from the physical ring j by the CHs in
spectrum ring i

As shown in Fig.A.1, CHs in the SS ring i forward packets coming from physical zones

located in the physical ring j. Obviously, in this example, we have CHs which forward

one packet and others forward two packets coming from the same physical zone. In

general, in the same SS ring we have a set of CHs which forward n packets and other

which forward n + 1 packets coming from the same physical ring. The average avi,j of

the number of forwarding packets coming from a physical ring j by the CHs in SS ring

i is calculated as:

avi,j =
1

mi

mi∑
t=1

(⌈
mpj

mi
t

⌉
−
⌊
mpj

mi
(t− 1)

⌋)
(A.5)

The sum of average avi of the number of forwarding packets coming from all physical

zones by the CHs in spectrum ring i is:

avi =

kp∑
j=d kp

k
ie

1

mi

mi∑
t=1

(⌈
mpj

mi
t

⌉
−
⌊
mpj

mi
(t− 1)

⌋)
(A.6)

where j = dkpk ie is the index of the physical ring containing the current SS ring i.

Finally, in average, a CH located in the ring i in our CRSN, spends τTi to forwarding

packets toward its next CH located in the ring i+ 1 in the way to the BS:

τTi =
TP
mi

kp∑
j=d kp

k
ie

mi∑
t=1

(⌈
mpj

mi
t

⌉
−
⌊
mpj

mi
(t− 1)

⌋)
(A.7)
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A.2 Proof of Eq. (2.21)

Let a = mpj and b = mi, then:

b∑
i=1

(⌈
a

b
i

⌉
−
⌊
a

b
(i− 1)

⌋)
= a+ b− (a ∧ b) (A.8)

therefore, we have:

(a ∧ b) = a+ b−
b∑
i=1

(⌈
a

b
i

⌉
−
⌊
a

b
(i− 1)

⌋)
(A.9)

= Let (a ∧ b) = c, then a = cM and b = cN with M ∧N = 1.

1. If a = b, then (a ∧ a) = a and:

a+ b−
b∑
i=1

(⌈
a

b
i

⌉
−
⌊
a

b
(i− 1)

⌋)
(A.10)

=a+ b−
b∑
i=1

(die − bi− 1c) (A.11)

=a+ b−
b∑
i=1

1 = a (A.12)

2. If a > b, then we get:

a+ b−
b∑
i=1

(⌈
M

N
i

⌉
−
⌊
M

N
(i− 1)

⌋)
(A.13)

=b−
b−1∑
i=1

(⌈
M

N
i

⌉
−
⌊
M

N
i

⌋)
(A.14)

as we can see, if M
N i ∈ N then

⌈
M
N i
⌉
−
⌊
M
N i
⌋

= 0

In this case, we have i ∈ S = {N, 2N, ..., (c− 1)N}, then we get:
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b−
b−1∑
i=1

(⌈
M

N
i

⌉
−
⌊
M

N
i

⌋)
(A.15)

= b−

(
b−1∑
i=1

1− card(S)

)
(A.16)

= b− b+ c = c (A.17)

3. If b > a: it can be proved similarly to the case of a > b

A.3 Proof of Eq. (2.26)

According to Eq. (A.2), If kp = 1, that means we have just 3 distinct physical zones, in

this case:

Npi =
1

mi

1∑
j=1

(
mp1 +mi − (mp1 ∧mi)

)
(A.18)

where, according to Eq. (A.4), mp1 = 3. We get:

Npi =
1

mi

1∑
j=1

mi = 1 (A.19)

which means all CHs in the overall network relay just one packet. So, let us consider

the case where kp ≥ 2. Hence, to demonstrate that Np1 > Npi , ∀i > 1, we should prove

that:

k2p −
1

mi

kp∑
j=α

(
mpj +mi − (mpj ∧mi)

)
> 0 (A.20)

where α = dkpk ie. Having:

1

mi

kp∑
j=α

(
mpj +mi

)
>

1

mi

kp∑
j=α

(
mpj +mi − (mpj ∧mi)

)
(A.21)

Inequality (A.20) can be bounded by inequality (A.21). We should prove:

k2p −
1

mi

kp∑
j=α

(
mpj +mi

)
> 0 (A.22)
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Hence:

k2p −
1

mi

kp∑
j=α

(
mpj +mi

)

= k2p −
1

3(2i− 1)

kp∑
j=α

(
3(2j − 1) + 3(2i− 1)

)

= k2p −
1

(2i− 1)

kp∑
j=α

(
(2j − 1) + (2i− 1)

)

= k2p −
1

(2i− 1)

(
k2p + kp(2i− 1) + (1− α)(2i+ α− 2)

)
= k2p(2i− 2)− kp(2i− 1) + (α− 1)(2i+ α− 2) (A.23)

In the last equation, (α − 1)(2i + α − 2) ≥ 0 since 1 ≤ α ≤ kp and i > 1. Finally, we

have to prove that k2p(2i− 2)− kp(2i− 1) > 0. For this, we solve the following equation:

k2p(2i− 2)− kp(2i− 1) = 0 (A.24)

Solving the equation above, we get:

kp = 0,unacceptable since kp ≥ 2

kp =
2i− 1

2i− 2
<

3

2
, ∀i > 0,unacceptable since kp ≥ 2

Therefore, the last equation has the same sign as k2p. Hence, Eq. (A.23) is always

positive. Finally, the inequality (A.20) is proved.

A.4 Proof of Eq.(3.10)

In order to demonstrate that the ratio of average consumed energy ëT in Eq.(3.7) and

the average consumed energy eT in Eq.(3.9), we must suppose the worst case where the

radius R of LIBRO zones is equals to p̃
2 . Obviously, the biggest difference between the

exact transmission range r̈t and the approximate transmission range rt occurs when M

is located on the edge of previous LIBRO zone Zi−1 as shown in Fig.A.2. Let δ = rt
r̈t

the ratio of a exact and approximate transmission range of individual node in zone Zi

existing on the edge of this zone. The maximum value of δ can be found by calculating

the derivative dδ
dθ as follow:
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Figure A.2: Caption

dδ

dθ
=

( √
(3R)2 +R2 − 2(3R)R cos θ√

(2R)2 +R2 − 2(2R)R cos θ +R

)′
=

( √
10− 6 cos θ√

5− 4 cos θ + 1

)′
=

(3
√
−4 cos θ + 5− 5) sin θ√

−6 cos θ + 10
√
−4 cos θ + 5(

√
−4 cos θ + 5 + 1)2

(A.25)

In order to find the maximum of δ with respect to θ we must resolve dδ
dθ = 0, thus we

must resolve the following equation:

(3
√
−4 cos θ + 5− 5) sin θ = 0 (A.26)

However, for θ = 0, M is on the x axis, hence, we have r̈t = rt, thus, θ must be different

from 0, then, sin θ 6= 0. Therefor, the Eq.(A.26) becomes:

(3
√
−4 cos θ + 5− 5) = 0 (A.27)

By resolving the equation Eq.(A.27) we got:

cos θ =
5

9
(A.28)

We substitute the value of cos θ of Eq.(A.28) in the equation of δ, then we got:

δ =
rt
r̈t
≈ 97% (A.29)

which is the maximum percentage of difference between rt and r̈t. Finally, we calculate

the ratio eT
ëT

as following:
eT
ëT
≥ δ2 ≈ 94% (A.30)

Thus, ëT can be approximated by eT .
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A.5 Proof of Eq.(4.6)

Giving p̃ ≥ 2R, by choosing the lowest value p̃ = 2R then substitute p̃ in the equation

of rt in Eq.(4.6) we got: √
2(2R+R)2 +R2

2
≈ 2R+R (A.31)

Hence, by dividing the two terms we got:

2R+R√
2(2R+R)2+R2

2

=
3R√
19R2

2

≈ 97% (A.32)

Thus we have:
p̃+R

rt
≥ 97% (A.33)

Therefor, rt = p̃+R is a good approximation.

A.6 Proof of Eq.(3.13)

To ensure that the message reaches from LIBRO zone X to zone Y , each zone along the

route between X and Y must have at least one node. Therefore, if at least one zone is

empty of nodes, the message between X and Y is lost.

To calculate the probability that each zone along the path between X and Y contains

at least one node each, we must convert the problem into an enumeration problem. So

we divide the area A of the whole network by the area z of the LIBRO zone. Thus, we

have divided the network into M = A
z zones.

The problem has become a classic enumeration issue. We first assume that the nodes

are completely similar, and thus calculate the number of cases ct in which N nodes can

be distributed within M regions:

ct =C
N

N+M−1 =
(N +M − 1)!

N !(M − 1)!
(A.34)

Then we calculate all the cases in which the nodes are distributed over the M zones,

provided that n regions among them contain at least one node each:

cn =C
N−n

N−n+M−1 =
(N − n+M − 1)!

(N − n)!(M − 1)!
(A.35)

Next, we calculate the loss probability P̃l of losing a message sent between X and Y :

P̃l = 1−
(

(N − n+M − 1)!

(N − n)!(M − 1)!

)(
N !(M − 1)!

(N +M − 1)!

)
= 1− N !(N − n+M − 1)!

(N − n)!(N +M − 1)!
(A.36)
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Replacing M by A
z we get:

P̃l = 1−
N !(N − n+ A

z − 1)!

(N − n)!(N + A
z − 1)!

(A.37)

The simulation showed a significant difference in the results in calculating the loss prob-

ability of losing the message between the simulation and the above equation Eq. (A.37).

The reason for this is that the computer program, while distributing the nodes in the

network, it does so uniformly, and therefore we will not find the case in which the nodes

are gathered in one area only, for example.

Thus, we conclude that because of the uniform distribution of nodes in the network,

the number of nodes in a particular LIBRO zone is an independent event as it does not

affect the number of nodes within other zones. Thus, we calculate the probability of the

message being lost as follows: First, the probability Pe of a LIBRO zone to be empty is

formulated as follow:

Pe =

(
A− z
A

)N
(A.38)

Thus, the probability P̄l of having one node at least in each LIBRO zone along the whole

traffic is writing as follow:

P̄l =

[
1−

(
A− z
A

)N]n
(A.39)

We were able to write the last equation because of the independence of events that

describe the distribution of nodes within zones in the network. Therefor, the packet loss

occurs when at least one zone along the traffic is empty, this packet loss probability Pl

is deduced as follow:

Pl = 1−

[
1−

(
A− z
A

)N]n
(A.40)

A.7 Proof of Eq.(4.7)

The number of active PU in the network is:

NActive
PU = NPUP (H1) (A.41)

The collision occurs with the PU when at least one active PU fall within the transmission

range of a SU node. Thus, the probability where a current transmission range doesn’t
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contains any PU is as follow:

P0 =

(
1− πr2

A

)NPUP (H1)

(A.42)

Then, the probability of having at least one active PU within the SU transmission

range, as will as, the SU miss detect this PU. Therefor, a collision may occurs and the

probability of collision becomes:

Pc =

[
1−

(
1− πr2

A

)NPUP (H1)
]
Pmd (A.43)

A.8 Proof of Eq.(4.10)

Figure A.3: Packet transmission cycle

Figure Fig.(A.3) depicts the data transmission cycle from the source M0 to the destina-

tion M3. After a data message packet goes from zone Z0, this zone consumes an amount

of energy eT . Thus, this zone must recycles all of its energy at the end of the cycle (from

M0 to M3). In this case we have 3 hops, the number of hops is equals to D
p̃ .At each hop

a zone collects eh joules:

eh = ερz (A.44)

where ρz is the number of nodes inside a zone. At the end of data transmission cycle

from source to destination we have nh hops:

nh =
D

p̃
=

D

r−R
(A.45)

Thus, at the end of whole data transmission a zone collects:

Eh = ε
D

r−R
ρz (A.46)
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A.9 Proof of Eq.(4.15)

By looking to the equation Eq.(4.8), this inequality is resolved as follow:[
1−

(
1− πr2

A

)NPUP (H1)
]
Pmd ≤ P ∗c

1−
(

1− πr2

A

)NPUP (H1)

≤ P ∗c
Pmd(

1− πr2

A

)NPUP (H1)

≤ 1− P ∗c
Pmd(

1− πr2

A

)
≥ (NPUP (H1))

√
1− P ∗c

Pmd

1− πr2

A
≥ (NPUP (H1))

√
1− P ∗c

Pmd

πr2

A
≤ 1− (NPUP (H1))

√
1− P ∗c

Pmd

r2 ≤ A

π

[
1− (NPUP (H1))

√
1− P ∗c

Pmd

]

r ≤

√√√√A

π

[
1− (NPUP (H1))

√
1− P ∗c

Pmd

]
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Appendix B

B.1 Simulation of double integral in equations Eq.(3.7)

and Eq.(3.9)

B.1.1 Java program:

public class MainProg {

public static double deploy(double R){
return 2*R*Math.random()-R;

}

public static double distance(double x0,double y0,double x1,double y1){
return Math.sqrt((x0-x1)*(x0-x1)+(y0-y1)*(y0-y1));

}
public static void main(String[] args) { // TODO Auto-generated method stub

double R=10;

double P=100;

double exactInt=0;

double approxInt=0;

int iteration=10000000;

double x=0;

double y=0;

double number=0;

92
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for(int i=0;i¡iteration;i++){
x=deploy(R);

y=deploy(R);

if(distance(x, y, 0, 0)¡=R){
number++; approxInt+=Math.pow(distance(x, y, P+R, 0),2);

exactInt+=Math.pow(distance(x, y, P, 0)+R,2);

}

}

System.out.println(”the approximated result is ”+approxInt/number);

System.out.println(”the exact result is ”+exactInt/number);

System.out.println(”the ratio is ”+approxInt/exactInt);

double calculatedValue=Math.pow(P+R,2)+R*R/2;

System.out.println(”the approximative calculated value is ”+calculatedValue);

}

}

B.1.2 Results:

the approximated result is: 12150.1180

the exact result is: 12152.6187

the ratio is: 0.9997

the approximative calculated value is: 12150.0
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[55] Maxime Mroue, Abbass Nasser, Benôıt Parrein, Ali Mansour, Chamseddine Zaki,

and Eduardo Motta Cruz. Esco: Eligibility score-based strategy for sensors selec-

tion in cr-iot: Application to lorawan. Internet of Things, 13:100362, 2021.

[56] K Seshukumar, R Saravanan, and MS Suraj. Spectrum sensing review in cognitive

radio. In 2013 International Conference on Emerging Trends in VLSI, Embedded

System, Nano Electronics and Telecommunication System (ICEVENT), pages 1–4.

IEEE, 2013.

[57] Gyanendra Prasad Joshi and Sung Won Kim. A survey on node clustering in

cognitive radio wireless sensor networks. Sensors, 16(9):1465, 2016.

[58] Shalli Rani and Syed Hassan Ahmed. Multi-hop routing in wireless sensor net-

works: an overview, taxonomy, and research challenges. 2015.

[59] Jamal N Al-Karaki and Ahmed E Kamal. Routing techniques in wireless sensor

networks: a survey. IEEE wireless communications, 11(6):6–28, 2004.

[60] Saad Rizvi. Cooperative multipath routing in wireless sensor networks. In 2016

19th International Multi-Topic Conference (INMIC), pages 1–6. IEEE, 2016.

[61] Mohammad Ammad Uddin, Ali Mansour, Denis Le Jeune, Mohammad Ayaz, and

El-Hadi M Aggoune. Uav-assisted dynamic clustering of wireless sensor networks

for crop health monitoring. Sensors, 18(2):555, 2018.

[62] Pineas M Egidius, Adnan M Abu-Mahfouz, Musa Ndiaye, and Gerhard P Hancke.

Data aggregation in software-defined wireless sensor networks: A review. In 2019

IEEE International Conference on Industrial Technology (ICIT), pages 1749–1754.

IEEE, 2019.

[63] Hairong Zhao, Wuneng Zhou, and Yan Gao. Energy efficient and cluster based

routing protocol for wsn. In 2012 Eighth International Conference on Computa-

tional Intelligence and Security, pages 107–111. IEEE, 2012.

[64] Lan-ying Li, Xiu-li Jiang, Shenghai Zhong, and Lei Hu. Energy balancing clus-

tering algorithm for wireless sensor network. In 2009 International Conference on

Networks Security, Wireless Communications and Trusted Computing, volume 1,

pages 61–64. IEEE, 2009.

[65] Xia Wei, Jun Lu, Yuan Zhuang, and Xianqing Ling. Adaptive clustering routing

optimization for wireless sensor networks. In 2013 Ninth International Conference

on Natural Computation (ICNC), pages 1011–1015. IEEE, 2013.



Bibliography 100

[66] AS Raghuvanshi, S Tiwari, R Tripathi, and Nand Kishor. Gk clustering approach

to determine optimal number of clusters for wireless sensor networks. In 2009

Fifth International Conference on Wireless Communication and Sensor Networks

(WCSN), pages 1–6. IEEE, 2009.

[67] Gino Alvarado, Carlos Bosquez, Fernando Palacios, and Luis Córdoba. Low-energy
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[106] Badri Nath and Dragoş Niculescu. Routing on a curve. ACM SIGCOMM Com-

puter Communication Review, 33(1):155–160, 2003.

[107] Dragos Niculescu and Badri Nath. Trajectory based forwarding and its applica-

tions. In Proceedings of the 9th annual international conference on Mobile com-

puting and networking, pages 260–272, 2003.

[108] Yan Yu, Ramesh Govindan, and Deborah Estrin. Geographical and energy aware

routing: A recursive data dissemination protocol for wireless sensor networks.

2001.



Bibliography 104

[109] Min Chen, Taekyoung Kwon, Shiwen Mao, Yong Yuan, and Victor CM Leung.

Reliable and energy-efficient routing protocol in dense wireless sensor networks.

International Journal of Sensor Networks, 4(1-2):104–117, 2008.
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