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Résumé / Abstract

Résumé

Les Modeles a Variables Latentes Profonds sont des modeles génératifs combinant les
Réseaux Bayésiens avec I’apprentissage profond, illustrés par le célebre Auto-encodeur
Variationnel. Cette theése se focalise sur leur structure, entendue comme la combinai-
son de 3 aspects : le graphe du Réseau Bayésien, le choix des familles probabilistes
des variables, et ’architecture des réseaux de neurones. Nous démontrons que de
nombreux aspects et propriétés de ces modeles peuvent étre compris et controlés par
cette structure, sans altérer 1’objectif d’entrainement construit sur I’ Fvidence Lower
Bound.

La premiére contribution concerne 'impact du modéle d’observation — la mod-
élisation probabiliste des variables observées — sur le processus d’entrainement :
comment il détermine la séparation entre signal et bruit, ainsi que son impact sur la
dynamique de I'entrainement lorsque son parametre d’échelle est appris plustot que
fixé, ou il agit alors comme un processus de recuit simulé.

La seconde contribution, CompVAE, est centrée sur la structure hiérarchique des
variables latentes : un modele génératif conditionné par un multi-ensemble d’élements
a combiner dans la génération finale. CompVAE démontre comment des propriétés
globales — des manipulations ensemblistes dans ce cas — peuvent étre atteintes par la
seule conception structurale. Ce modeéle est de plus validé empiriquement sur des
données réelles, pour la génération de courbes de consommation électrique.

La troisiéme contribution, Boltzmann Tuning of Generative Models (BTGM),
est un cadre permettant d’ajuster un modele génératif pré-entrainé selon un critere
extérieur, en trouvant les ajustements minimaux nécessaire. Ceci est fait tout en
contrélant finement quelles variables latentes sont ajustées, et comment elles le sont.
Nous démontrons empiriquement comment BTGM peut étre utilisé pour spécialiser
un modele déja entrainé, ou pour explorer les parties extrémes d’une distribution
générée.



Abstract

Deep Latent Variable Models are generative models combining Bayesian Networks
and deep learning, illustrated by the renowned Variational Autoencoder. This thesis
focuses on their structure, understood as the combination of 3 aspects: the Bayesian
Network graph, the choice of probability distribution families for the variables, and
the neural architecture. We show that and how several aspects and properties of
those models can be understood and controlled through this structure, without
altering the training objective constructed from the Evidence Lower Bound.

The first contribution concerns the impact of the observation model — the proba-
bilistic modeling of the observed variables — on the training process: how it determines
the demarcation between signal and noise and its impact on training dynamic when
its scale parameter is learned rather than fixed. It then behaves similarly to a
simulated annealing process.

The second contribution, Comp VAE, is centered on the hierarchical structure of
latent variables: a generative model conditioned by a multi-set of elements to be
combined in the final generation. CompVAE demonstrates how global properties —
ensemblist manipulations in this case — can be achieved by solely structural design.
The model is furthermore empirically validated on real data to generate electrical
consumption curves.

The third contribution, Boltzmann Tuning of Generative Models (BTGM), is
a framework for adjusting trained generative models according to an externally
provided criterion while finding the minimal required adjustments. This is done
while finely controlling which latent variables are adjusted and how the are. We
empirically demonstrate how BTGM can be used to specialize a trained model or to
explore the extreme parts of a generative distribution.
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Introduction

Generative modeling became a very hot topic in the field of deep learning in 2014,
with both seminal papers presenting Variational Auto-Encoders (VAEs) [KW14;
RMW14] and Generative Adversarial Networks (GANs) [Goo+14]. Each paper gave
rise to a flourishing framework integrating probabilistic generative principles within
deep learning methods.

This thesis focuses on the VAE framework and more specifically deep Latent
Variable Models (LVMs), that elegantly combine the mathematical formalism of
Bayesian Networks with the learning methods of artificial deep neural networks. This
framework allows one to build powerful and flexible models, naturally amenable to
the integration of prior knowledge about the considered data domain, as we aim to
show in the following chapters.

A main research question guiding the organization of the manuscript is how to
design deep Latent Variable Models depending on both the specifics of the data
and the intended usage of the models, and how to understand their can and their
can’t. This analysis is conducted in the perspective of Probabilistic Graphical Models
(PGM) first, and deep learning second. Focusing on the probabilistic structure of the
models allows for a unified understanding of most other aspects, as this structure
governs the training procedure and the relation of the model to its training data.

The applicative motivation for this research is the study of smart energy policies
and dimensioning of electrical networks, more specifically the need for programmable
generative models (PGMs) in order to produce realistic and exploratory simulations
of electrical consumption in power systems'. Principled models built in the PGM-
oriented perspective, presented in the last part of the thesis, aim to answer these
needs.

Organization of this manuscript

This manuscript is structured in three parts, respectively devoted to i) the theory of
deep LVMs as learned models; ii) the relationships of the deep LVM structure with
the data; and iii) the design of latent structures in order to encourage or enforce
desirable properties in view of the model intended usages.

Chapter 1 provides a general introduction to probabilistic graphical models
(PGMs), at the core of the LVM framework and of this whole manuscript.

Part I revolves around the construction and analysis of deep LVMs. Chapter 2
introduces the concept of latent variables in a PGM, which can be interpretable or
abstract, and their training within the Evidence Lower Bound (ELBO) framework.

!Contract NEXT, funded by ADEME, French Agence de la Transition Ecologique.
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8 Chapter 0. Introduction

Chapter 3 pushes this construction further by combining the ELBO criterion with deep
learning in the spirit of the Variational Auto-Encoder (VAE) [KW14; RMW14], and
analyses the interaction of the inference model with the training process. Chapter 4
introduces the concept of hierarchical deep LVMs, which involves multiple latent
variables organized in a hierarchy, and discusses the difficulties encountered when
training such models.

Part II focuses on the relationship between the model and the available data,
embodied in the so-called observation model. Chapter 5 presents a few sophisticated
observation models from the literature, and discusses the problem of posterior collapse
encountered by some of these models. Chapter 6 focuses on a particular type of
observation model referred to as quasi-deterministic, which acts as a mere translation
layer between the latent space of the model and the observed data, ensuring that all
relevant information is captured by the latent variables. By relating these models to
the Manifold Hypothesis, this chapter investigates the link between the observation
model and the data information, and whether it can (or cannot) be exploited by the
deep LVM. The answer to this question is theoretically and empirically shown to
depend on the variance of the observation model [BS20b]. Then, Chapter 7 focuses
on this variance and how it can be learned; it illustrates the profound impact of such
a learning on the training dynamics of the whole LVM.

Part I1I details how hierarchical deep LVMs can be structurally designed to enforce
desirable properties from the whole model. Chapter 8 analyses a few examples from
the literature, and presents the usage of such models to achieve anomaly detection;
this application was motivated by the identification faulty sensors in the CMS
experiment at CERN [Pol+19]. Then, Chapter 9 presents CompVAE [BS20a], a
deep LVM structure designed to represent a programmable compositional generative
model, meant to generate instances aggregating a variable number of entities. This
model is detailed and analyzed on 1D and 2D artificial problems, and applied to real
world data in the context of electrical distribution networks. Finally, Chapter 10
presents the Boltzmann Tuning of Generative Models (BTGM) approach [BS21],
aimed to a posteriori refining an already trained LVM and to oversample a part of
the corresponding distribution depending on an externally provided criterion. The
BTGM approach, stemmed from the practical motivation of identifying the electrical
consumption peak, constitutes a principled alternative to rejection-based sampling.

Notations

In the manuscript, random variables are denoted with capital letters (e.g. A, X, Z);
their instanciations are denoted with lowercase letters (e.g., a,x, 2).

The probabilistic models are generally denoted p or ¢; the probability (or proba-
bility density) p(X = z,Y = y) associated with a variable assignation is noted p(x, y)
for simplicity. By slight abuse of notation, the conditional and marginal distributions
derived from this model are noted in the same way, e.g., p(z, z|w) represents the
distribution under model p, conditioned on W = w, and where all variables but X
and Z have been marginalized.

Many probabilistic models considered in this work are parameterized; their
vector of parameters is generally noted 6 or ¢, and the parameterized model is



correspondingly noted pg or g4. The notation similarly extends to conditional and
marginal distributions, like py(x, z|w).
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This chapter presents the general framework of the research conducted during
my PhD: probabilistic models.

Models play an important role in analysis of the world, and are widely used
in various forms across the scientific literature. They help understand relations
and interactions between the various quantities of interest in a problem analysis by
unveiling structure in the data. In many cases these models are probabilistic, either
due to the intrinsic stochasticity of the phenomenon at hand or to account for the
fact that this phenomenon is only partially known.

Probabilistic models generally take the form of a joint distribution over descriptive
variables’ X1, Xs,..., Xx. Due to the usually large number of variables involved,
such joint distributions can very quickly become incredibly complex and tedious to
manipulate. To address this issue, an approach is to introduce explicit structure
into the model, e.g. accounting for some known dependency relations between the
variables. Probabilistic graphical models aim at representing such relations using
graphs.

L A notable example is the representation of a statistical link between illnesses and their symptoms.
In such case, one can introduce one variable per illness and per symptom.

11



12 Chapter 1. Introduction to Probabilistic Graphical Models

1.1 Independence relations as graphs

The probabilistic graphical model framework is as follows. Each variable of the
model is represented as a node in the graph. Two nodes are linked by an edge if
there is some direct dependency relationship between the two variables. In this
representation, there exists a path in the graph between two nodes iff there exists
some potential dependency between both variables. On the contrary, if no path
exists, then the two variables must be independent.

Such a representation allows reasoning about subsets of variables, as illustrated
in Figure 1.1. Large graphical models can be analyzed on a local basis if they are
sufficiently sparse. This makes it possible to characterize the behavior of the model
to some extend without needing to consider the whole joint distribution.

(a) Graphical model before observation (b) Equivalent graph with C' observed

Figure 1.1: In this example graphical model (a), the observation of the value of a
variable can split the graph into independent subgraphs (b): the pairs of variables
(A, B) and (D, E) are independent of each other given the value of variable C'.

As will be illustrated in the rest of this sections, graphs can directed or undirected,
with different interpretations associated with the links. The two main types of
graphical models are Bayesian Networks (which are directed graphs) and Markov
Random Fields (which are undirected). While the thesis mostly relies on Bayesian
Networks, some methods relying on Markov Random Fields are also discussed.
Therefore, both frameworks are presented in this chapter, introducing their proper
inference and training methods.

1.1.1 Bayesian Networks

Bayesian Networks, a prominent type of probabilistic graphical models [KF09],
are based on Directed Acyclic Graphs (DAG): edges among nodes are oriented
(represented as arrows) and the graph does not include any directed cycle. An
example of such a network is given in Figure 1.2.

Let us introduce and illustrate the classic Bayesian Network terminology on this
example. Each edge defines a directed relation between two nodes. The node from
which the edge comes is called the parent and the node to which the arrow points is
called the child. In the example graph, S and R are the children of C', H and C are
the parents of S. Nodes H, S, C and R are ancestors of W. Similarly, S, R and W
are descendants of C'. There is no particular named relation between H and R, aside
the fact that they are not independent.

One should note that the independence relations in such a directed graph are not
as straightforward as in an undirected case(Figure 1.1). An important situation is
when two nodes share a child, forming what is known as a v-structure. Figure 1.2



1.1. Independence relations as graphs 13

Figure 1.2: Example of a Bayesian Network modeling the possible causes of why the
grass outside may be wet (W). The two direct considered causes are the rain (R)
and the sprinkler (S). The rain is more likely to occur when the sky is cloudy (C),
while the sprinkler is more likely to be used when the sky is clear and the air is hot

(H). While the graph may appear cyclic, it is not when you consider the orientation
of the edges. For example you cannot loop back to S by only following the arrows.

displays two of them: H — S — C and S — W — R. In such a case, the parents are in
general not independent given their child. In the running example, knowing that the
grass is wet means that for sure either its has rained or the sprinkler has run; if one
variable is False, then the other must be T'rue. However, observing a variable still
makes its different children independent of each other and its parents independent
from its children, assuming there is no other path in the model linking them. In
Figure 1.2, observing S and R would make (H,C) independent of .

The graph representation of a Bayesian Network specifies the structure of the
associated probabilistic model. Formally, this joint probability distribution is defined
as the product of conditional distributions over the nodes. Letting m(X;) denote the
set of parent variables of X, then:

N
p(X1,Xo,....2n) = [[ p(Xilm(X5)) (1.1)
i=1
The example network of Figure 1.2 can thus be factorized as:
p(A, B,C, D, E) = p(A)p(B)p(C|A, B)p(D|B)p(E|C, D). (1.2)

This representation allows for drastically compressing the model. Instead of
specifying a full probability table over the 5 variables, we can just specify 5 small
tables over at most 3 variables each, making the combinatorics of the model much more
manageable. In our example, assuming all 5 variables were binary, the full probability
table would have 2° = 32 entries. By contrast, the factorized representation with 5
tables would involve only 24 entries, only half of which would be actually independent
parameters. This difference can grow very quickly with the number of variables and
the number of different values each variable can take.

Each term p(z;|m(X;)) in the factored distribution can be specified as a probability
table in the discrete case. In the following, a more general formulation will be
considered to handle both discrete and continuous variables. Each variable X; ~
P;(Xi;w;)) follows a given distribution (such as categorical, Gaussian, or Poisson
distributions), the parameter of which depends on the value of its parent variables ,
we associate a parameterized distribution family (w; = f;(7(X5))).

Eventually, the joint distribution p(X; ... Xy) is fully specified from the DAG
structure, the parameterized distribution family P; associated to each variable X;
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Figure 1.3: Example of a Markov Random Field.

and a parameter function f; defining how the parameter of P;(X;) depends on the
parent variables of X;:

N

i=1

1.1.2 Markov Networks

Markov Networks, also called Markov Random Fields (MRFs), are the other main
type of graphical models [KF09]. They differ from Bayesian Networks in two ways:
firstly, MRFs are represented via undirected graphs (as opposed to directed graphs
for BNs). Secondly, while BNs characterize the joint distribution as the product of
conditional distributions, MRFs aim to express independence relations, centered on
the Markov Property: given a set of variables that splits the graph in two disjoint
subsets (a.k.a. separating the graph), the distribution of the two resulting subsets
are independent conditionally to the value of the separating variables.

MRFs are notably used in several statistical physics models. For example Ising
networks represent networks of particles that can each be in two states, denoted Up
and Down. Interactions between these particles are local: each particle tends to
settle in a state depending on the states of its neighbors (as represented by the graph).
The study of the produced MRFs allows understanding the large-scale behavior of
lattices composed of many such particles.

Following the example of Figure 1.3, conditioning on the variables B and F
splits the graph in two subgraphs, {A, D} and {C, F'}. Thus, the joint conditional
distribution p(A, C, D, F|B, E) factors as:

In many cases the probability distribution associated with the graphical model
can be represented in a factorized form according to the cliques of the graph?. Cliques
are fully-connected subgraphs: in the model of Figure 1.3, {B, D, E} is a clique,
while {A, B, D, F'} is not (it is missing an edge between A and E).

For each clique C in the graph, is it possible to define a potential function ¢¢(X¢)
over the values of the variables contained in this clique, such that the whole probability
distribution factors as a product of these potentials. These clique potentials reflect
the independence assumptions included in the graph structure.

2This is the case if either the distribution is positive (no configuration has a probability of 0) or
the graph is chordal (all cycle of size greater than 3 has an internal edge connecting two of its nodes,
forming smaller cycles as well).



1.1. Independence relations as graphs 15

plar, - van) = 5 [ de(Xe) (15)
C

The normalization constant Z is then defined as the sum of the potential values
over all possible assignments of the variables, so that the distribution probability is
correctly normalized. As a result, it depends on the potential functions:

Z =Y []¢c(Xc) (1.6)
Xex ¢
In Figure 1.3, {B, D, E} is a clique, while {A, B, D, F'} is not (it is missing an
edge between A and F). The joint distribution model thus reads

1
p(A,B,C,D,E,F) = Z¢ABD¢BDE¢BEF¢BCF (1.7)

Note that with no loss of generality, one can consider only the largest cliques in the
graph (e.g. ¢4p is accounted for by ¢apc).

It is emphasized that potentials ¢ need not be normalized probability distribu-
tions (as opposed to Bayesian Networks). This gives more representation flexibility?,
at the expense of a loss in interpretability.

By analogy with statistical physics, it is often convenient to represent the clique
potentials in logarithmic form: fo(zc) = —logd(zc), in which case the joint
distribution of the model takes the form of a Gibbs distribution:

p(z1,...,xN) = %exp (—Zf(;(:cg)) = %exp(—E(ml, Cey TN)) (1.8)

The sum E(z1,...,zx) = Y. fo(xc) is by analogy named the energy function of
the model.

The computation of the normalization constant Z is, in general, a hard problem:
it requires computing and summing the potentials over all possible values of all
variables. As a consequence, many algorithms working with Markov Networks are
designed to work with the unnormalized probability, thus side-stepping the need to
know the value of Z [KF09].

(Restricted) Boltzmann Machines Boltzmann Machines are a special case
of Markov Networks where all nodes take binary values, and the energy function
decomposes into terms involving only 1 or 2 variables. The general form of a Boltzman
Machine energy function thus is:

E(a;l,...,a:N) = Zwijxixj+2bixi (1.9)
i<j i
A special case of Boltzmann Machines of special interest in machine learning are

the so-called Restricted Boltzmann Machines, or RBMs. They additionally impose
that the variables be split into two sets, respectively referred to as "visible" variables

3Indeed, any Bayesian Network can be converted into a Markov Networks by using the conditional
probabilities associated to each node as a clique potential. On the other hand, not all Markov
Networks can be converted into a Bayesian Network over the same set of variables.



16 Chapter 1. Introduction to Probabilistic Graphical Models

{v;} and "hidden" variables {h;} (Figure 1.4(b)), and that visible (resp. hidden)
variables are independent from each other. Potentials involving two variables thus
always involve one hidden and one visible variable.

XX,

(a) Boltzman Machine (b) Restricted Boltzmann Machine

Figure 1.4: Examples for graphical representation of a Boltzmann Machine (a) and
a Restricted Boltzmann Machine (b).

The strongly constrained structure of RBMs make them significantly easier to
manipulate than general Boltzmann Machines or Markov networks. They display
significant success as a machine learning tool on a large range of problems [HS06;
SMHO07; LB0S].

1.2 Inference

A fully-specified graphical model provides a description of the underlying phenomenon.
It can also be queried to answer questions such as "Assuming variable X takes the
value z, what is the associated conditional probability of variable Y, p(Y|X =z) ?".
Answering such queries, referred to as What-If usage, is one of the major assets of
graphical models?. This kind of questions generally involve a mix of conditioning
the model on some variables and marginalizing others, to produce a probability
distribution over the variables of interest.

An early example of such a use case is the design of Bayesian Networks to assist
medical diagnostic, such as the Pathfinder models [HN92]. The relationships between
candidate diseases and the associated symptoms are modeled as a Bayesian Network
with the help of medical experts, and inference queries on this network allow to infer
the most likely diseases given the observed patient symptoms.

Quite a few approaches have been designed to answer such queries depending on
the query and the graph associated to the model. This section presents several of
them. They generally apply to both Bayesian Networks and Markov Networks.

1.2.1 Exact inference on discrete variables

In the discrete finite case (every variable taking a finite number of values), any such
query can be answered by producing the full probability table of the model, although

* Another usage is that of counterfactual reasoning (what if not) [PJS17; PM18]. This is outside
of the scope of the presented research.
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this approach clearly does not scale up with the number of variables and the size of
their domain®. Depending on the shape of the graph and the kind of query, various
algorithms have been developed to efficiently compute these queries.

Variable Elimination algorithm Some graphs can be processed in an iterative
manner, eliminating the variables one after another. Doing so in a carefully chosen
order can significantly reduce the total computational cost as it never requires to
actually produce the full probability table[ZP94]. For example, following Figure 1.2,
the variable A is a good candidate for being marginalized first: being liked to a
single other variable doing it is an easy task. On the other hand marginalizing C
first would link together variables A, B and F into a complex distribution.

Belief Propagation algorithm The belief propagation (BP) algorithm [Pea82]
efficiently applies on tree-structured models. Given any number of observed variables
with fixed value, the exact marginal distribution of every other variable is computed.
BP can also apply on non tree-structured graphs, in which case it is referred to
as Loopy BP and is part of the large family of Approximate Message Passing
algorithms[DMMO09]. It does no longer provide any guarantee on the result accuracy
and might not converge in the general case, but under some conditions (in particular
concerning the graph sparsity), it can still yield satisfactory approximations of the
sought results [Wei00].

Junction tree algorithm When considering a non tree-structured BN, the junc-
tion tree algorithms proceed by creating additional meta-nodes and grouping initial
nodes in such a way that the initial graph induces a tree-structure of the created
meta-node graph; the belief propagation algorithm thus applies on the meta-node
graph. This general idea comes in diverse variants [LS88; JOA90; She97], differing in
how to select and group the nodes: the cost of the belief propagation highly depends
on which nodes are grouped together.

1.2.2 Approximate inference with Monte Carlo methods

When the model involves continuous variables, or the query or model does not fit well
with the previously described algorithm, one can turn to Markov-Chain Monte-Carlo
(MCMC) methods in order to sample the sought distribution. These samples can
then be used to compute statistical quantities of this distribution, and more generally
to approximate the expectation of an arbitrary function under this distribution.

Markov Chains are the core element of these methods. They are stochastic
processes that generate a sequence of values (x(o), A N ). The process is defined
by a transition probability function 7'(z(**+1|z®)), which describes the probability
of the value at step t + 1 given the value at step t. A visual illustration of such a
process can be seen in a board game, where each player rolls the die at their turn
and moves accordingly: the resulting position depends on the previous position and
the result of the die throw.

5This inference problem bears mathematical similarities with that of constraints programming
[RVWO06], but we focus here on inference queries on probabilistic graphs.
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As a result, a sample from the chain only depends on the value of the previous
sample. This is another form of the Markov Property. Indeed, a Markov Chain can
be represented as a Bayesian Network in which each variable X is linked to the
previous and next variables in the sequence, X1 and XD ag illustrated in

Figure 1.5.

Figure 1.5: Representation of a Markov Chain as a Bayesian Network.

Under some conditions, Markov Chains have a stationary distribution m, defined
as:

n(z') = E T (2 |z) (1.10)
T~T
It means that if X(© is sampled from = and X is sampled from the transition
probability T'(-| X (9)), then the distribution of X (1) also is 7. In the case of an ergodic
Markov Chain (i.e. any value can be reached from any starting point in a finite
number of steps), then the stationary distribution 7 is unique and the long-run
samples of the Markov Chain converge in law to it.

Markov-Chain Monte-Carlo is a family of methods that can be used to approx-
imately sample a given target distribution p. The common principle is to try and
design a Markov Chain whose stationary distribution is p. Samples from this Markov
Chain can then by used as proxy for samples of p, with two caveats. First, we need to
take into account the time of convergence for the Markov Chain: unless the starting
point was sampled directly from the stationary distribution (which cannot be the
case here), the initial samples are not distributed according it. This generally implies
a "burn-in" time: the first K samples of the Markov Chain are discarded (with typical
values of K being around 1000). The second caveat is that the successive samples
from the Markov Chain are correlated. In order to approximate independent samples
from the target distribution, it is further necessary to discard many samples between
each one that is kept (for example keeping 1 sample in 100).

A sufficient condition for p being such a stationary distribution, it that the it
satisfies the detailed balance property, making the Markov Chain reversible:

Vz, 2" : T(2'|2)p(x) = T(x|2")p(z") (1.11)

In the context of graphical models, a Markov Chain proceeds by generating

X (t+1) (the vector of all node values) from X (). As is illustrated by the algorithms

presented in the following sections, a strong merit of MCMC-based methods is that

many of them only require an unnormalized target distribution, making them widely
applicable.

1.2.2.1 Gibbs sampling

In most models, the sampling complexity is due to the correlation of the variables.
However each individual variable z; often follows a simple conditional distribution
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relative to all other variables (noted z_;): when all variables but one are frozen, the
effective size of the graphical model is drastically reduced. Gibbs sampling [GG84]
takes advantage of this property, by updating each z; conditionally to the others,
thus generating a sequence of intermediate states:

t+1 t+1 0| (¢ t+1 t+1 t+1 t
(9:(() ),...,:cz(-fl), ﬂfg),JJEle,...,Jf?f))—)(ﬂ?(() ),...,:cz(-fl), xg ),$££1,...,xnt))
where xz(tﬂ) is generated according to p(wz]xgzl),xggz) After all variables have

been updated, the next step of the Markov Chain is given as (xgtﬂ), e ,:z,(fﬂ)).
Each individual variable updating of this procedure verifies the detailed balance
property%, ensuring that the Gibbs sampling procedure does indeed converge towards

the sought distribution.

1.2.2.2 Metropolis-Hastings

Another approach is the Metropolis-Hastings algorithm family [Met+53; Has70].
In this context, the sampling of the next value is done in two steps. First, a new
candidate value is proposed, by sampling some simple distribution g(’ \x(t)), and it
is then randomly accepted or refused though a biased coin flip, whose acceptance
probability a(z/, a:(t)) depends on the original value and the proposed value. If the
sample is refused, the next value is taken as equal to the current value z(+1) = 2.

The transition probability is thus given by T'(z'|z) = g(2'|x)a(2’,z), and a
common choice to ensure that the detailed balance property is verified is to choose
the acceptance ratio as:

R — <17 g(mlw’)p(w’))
g9(@'|z)p(x)

Note that with this choice, the sampling process only needs to compute probability
ratios of p: p(z')/p(x), meaning that it is no necessary to know its normalization
constant. In particular when the proposal distribution is symmetric (that is g(z'|z) =
g(z|z")), then the acceptance process simplifies to an acceptance rate equal to %
with automatic acceptance if the ratio is greater than one. The proposal is always
accepted if it has an higher probability than the previous value, and otherwise is all
the more likely to be refused that it has a lower probability according to p.

An example of symmetric proposal probability g(z'|z) would for example be
a Normal distribution with some fixed variance. In this context, the Metropolis-
Hastings algorithm is similar to a Brownian motion biased towards regions of higher
probability for the model p to approximate.

There is a trade-off in the choice of g: if the proposal distribution has a large
variance, and proposes new samples that are far from the current value, these samples
are likely to fall in a low-probability region and be rejected. On the other hand,
having g proposing only samples close to the current value, while increasing the
chance that they are accepted, will cause the Markov Chain to explore the space
slowly, requiring to discard more samples between two selected ones for these to be
considered independent.

61f 5% is the operation that updates the i-th variable, then TF™% (¢'|z) = p(z}|z_:)d(z_; =
x_;), causing both sides of Equation 1.11 to be equal to p(z|z_;)p(zi|z—:)é(z_; = x_;)p(z_;).
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1.2.2.3 Langevin Monte-Carlo

One way of choosing a good proposal distribution g in Metropolis-Hastings is based
on the Langevin Monte-Carlo (LMC) algorithm [Bes94; RT96; RR98]. This method
makes use of the available information about p to propose better candidate samples,
based on the following stochastic differential equation (SDE), where dW represents
the derivative of a Brownian motion:

1
dX = §VX log p(X)dt + dW (1.12)

This SDE has two interesting properties: it converges towards a stationary
distribution that is equal to p, and V x log p(X) can be computed without knowing
the normalization constant of p. Therefore, it suffices to numerically solve this
equation to draw samples according to p. LMC however combines the numerical
resolution with a Metropolis-Hastings acceptance step, in order to control for the
numerical errors caused by discrete-time solving ofthe SDE.

The resulting process consists in, for some given time step At, proposing a
candidate sample 2’ from a current state z as (with e ~ A(0,1) drawn after a
standard Normal distribution):

1
¥ =z+ §Atvx logp(z) + vV Ate (1.13)

This corresponds to sampling 2’ from a Normal distribution of mean x+%Atvx log p(x)

and of variance At, making the proposal density easy to compute:
(@|2) = ——— o ! i (1.14)
= xp | —=—— .
g VorAt P\ " 2at

This thus defines a proper Metropolis-Hastings scheme, that takes advantage of
gradient information from logp to guide the exploration. As a consequence, it only
applies on continuous variables. In general, the LMC enjoys a higher acceptance
rate than a mainstream Metropolis Hastings mechanism, despite parameter At being

1
¥ —x— §Atvx log p(z)

very sensitive.

1.2.3 Variational inference

Another approach for approximating distribution p is Variational Inference [SJJ96;
Bis+98]. It consists in reframing this approximation problem into an optimization
problem: given some convenient class of distributions Q, find ¢* in Q closest to the
target distribution p, where the distance is given by the Kullback-Leibler divergence:

q* = argmin Dk (q||p) = arg min E log a(x) (1.15)
qeQ q T~q p(l‘)

In the particular case where p is sought as a conditional distribution of z given
some other variables z, i.e. the goal is to approximate p(z|z), it takes its most known

form”:

"While log p(z|z) = log p(z, *) — log p(x), note that the later term is a constant, and thus does
not affect the optimization process.
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q¢* = argmax | H(q) + E log p(z, ) (1.16)
qeQ z2r~q

A main challenge in Variational Inference is the choice of the distribution class
9, sufficiently expressive to yield a good approximation of the target distribution
while permitting its efficient optimization.

Variational Inference is at the core of the presented research, and is presented
and discussed in more detail in the following chapters, notably in Section 2.3.

1.3 Training from data

Informally, the question of learning a graphical model from data can be formulated
as: given some dataset D € XV, find a graphical model p that best matches this
dataset. This formulation leaves several questions unanswered. How to measure
how well does a model p match a dataset? Is the underlying optimization problem a
parametric one (find the parameters of a know graph) or a non-parametric one (find
the graphical structure as well) ? Can the distribution involve variables that are not
observed in the dataset, referred to as hidden variables?

The case where the distribution involves hidden variables, at the core of this
manuscript, is considered in next chapters. In the remainder of this chapter, only
observed variables are considered.

When learning probabilistic models, it is most often convenient to parameterize
the search space with a vector of parameters, traditionally noted 6, concatenating
the different vectors of parameters involved in the different elements of the model
(the conditional distributions of a Bayesian network or the potentials of a Markov
network). Therefore all elements formally depend on the same 6, although each term
in the learning criterion only depends on a sub-vector of 6.

1.3.1 Maximum Likelihood training of a graphical model

One natural criterion for evaluating the quality of a graphical model on data is to
measure the likelihood this model assigns to the dataset p(D). Given some model
class C, the goal thus becomes to find a model p assigning the highest possible
probability to the data:

p* = argmax p(D) (1.17)

peC
Under the assumption of independent and identically distributed samples (iid),
one has p(D) = [[,epp(z), making p(D) very small for large D. For numerical

stability and general convenience, it is thus customary to instead consider the
negative log-likelihood (NLL) of the data:

p* = arg min — log p(D) = arg min Z —log p(x) (1.18)
peC peC €D

This can be reformulated as an expectation on the dataset:
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p* —argmlnE log p(x) (1.19)
peC  zeD

Along this line, this formulation provides a justification for maximum likelihood
training: in the large sample limit, the empirical expectation becomes the expectation
w.r.t. the underlying distribution generating the dataset. Equation 1.19 then becomes
equivalent to seeking the distribution p that minimizes the cross-entropy from pp to
p, which is reached by p* = pp. Accordingly, whenever sufficient data is available,
maximum likelihood optimization can be used for fitting the parameters of the
graphical model.

1.3.1.1 Maximum Likelihood for Bayesian networks

In the Bayesian Network framework, maximum likelihood optimization can conve-
niently be applied, using the distribution factorization (Equation 1.1):

K —logp(z) = K, —log p(a|m(X;)) (1.20)

€D i x€D

Each node/variable of a Bayesian Network can thus be trained independently,
only requiring to access the values of the variable and its parents. On large Bayesian
Networks, this makes it possible to parallelize the training procedure, with significant
computational gains on sparse graphs.

1.3.1.2 Maximum Likelihood for Markov Models

Markov Models do not decompose as nicely. From Equation 1.8, it comes:

E —logp(z E E(z)+logZ = E ch(xc) +log Z (1.21)

z€D z€D z€D C

Energy terms fo do separate from one another, but remain coupled through the
normalization constant Z, which depends on all the fc.

While the normalization constant can be omitted in inference tasks, it is an
integral part of the training process, and it is necessary to deal with it. Cases where
this normalization constant can be explicitly computed are rare. In some cases
however, the model can be trained without explicitly computing Z.

Let parametric model py be defined by the energy function E(z;#) with § € RM,
this model can be trained by gradient descent; the trick is that we can compute
the full gradient of the NLL with regards to 6 without computing the value of Z:
simple algebraic manipulations yield VglogZ = -, ., VoE (x;0), and finally the
full gradient:

Vo —logpy(D) = [, VoE(x;0) — [K, VeE(x;0) (1.22)
€D T~pe
Although the second expectation cannot in general be exactly computed, it can
be empirically approximated using the inference methods developed in the previous
section.
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1.3.2 Bayesian regularization and Maximium A-Posteriori

The Maximum Likelihood method is well founded under the assumption of a very
large amount of data, that rarely holds in practice. In this context, one can turn to
Bayesian inference, learning a probability distribution over parameters 6 to account
for the uncertainty due to the lack of data. This is done based on Bayes Theorem:

£(ip) - OO

P(#) is a prior distribution over the parameters and assumed given as a model
hypothesis. P(D|0) = pg(D) the likelihood of the data according to the model
of parameters . Computing the full posterior distribution P(f|D) is in general
intractable, in particular due to the normalization factor P(D). One thus commonly
resorts to only finding its optimal value, after the Maximum A-Posteriori (MAP)

(1.23)

procedure:
0* = arg ;nax P(0|D) (1.24)
In NLL terms, it comes:
0 = argemin [—logpg(D) — logP(0)] (1.25)

MAP training is thus very similar to Maximum Likelihood, with the addition of
the —logP(#) term in the optimization procedure, acting as a regularizer. Under
the iid assumption, dividing Equation 1.25 by the size N of the dataset, it comes:

1
0* = arg min E [—log pe(z)] — — log P(0) (1.26)
0 N
€D
This shows how the prior term impact naturally decreases as the amount of data
increases.

1.3.3 Structure learning

There exists a large body of work devoted to learning the structure of graphical
model. refSurvey on learning GM structure As this issue is outside the scope of the
presented work, only an overview of the main approaches designed for BN structure
learning will be presented, used as an inspiration for structure learning of Deep
Learning based models in Section 4.3.

The goal is to learn both the graph structure G and its parameters given a dataset
D. In a fully Bayesian perspective, we are seeking the posterior P(G|D) or a workable
estimate of its mode. Bayes’ Theorem decomposes this posterior as a prior over the
graphs P(G) and a likelihood term P(D|G), which can be decomposed as an integral
over Og the parameters of the graphical model defined by G:

P(DIg) = | B(DI5.)B(0519) ddg (1.27)

In order to learn G, some scoring measures are designed and used as proxies for
this likelihood term (the prior is supposed to be given, as problem dependent). The
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main three scoring measures are: the Bayesian Information Criterion, the Akaike
Information Criterion, and the Bayesian Dirichlet algorithm.

Bayesian Information Criterion The Bayesian Information Criterion (BIC)
[Sch78], is an asymptotic approximation of log P(D|G) in the large sample limit. Let
kg be the number of learnable parameters in the model induced by G, the BIC is
formulated as:

BIC(G) = max [log P(Dfg, 0)] - %kg log |D| (1.28)
g

It is the optimal log-likelihood reached by the model, with a penalization propor-
tional to the number of parameters, and logarithmically growing with the dataset size.
The fact that this score does not depend on the exact form of the prior corresponds
to the large sample limit assumption. Note also that the likelihood of the dataset
grows as O(|D|); the likelihood term dominates on very large datasets.

Akaike Information Criterion The Akaike Information Criterion (AIC) [Aka74]
is constructed on information theoretic arguments, aimed to find a model achieving
the minimal information loss w.r.t. the real distribution.

The information loss is measured with the Kullbak-Leibler divergence from P(D|G)
to P(D): Dkr(P(D)||P(D|G)). Like BIC, the AIC considers an approximation in the
large sample limit:

AIC(G) = max log B(Dldg, G)] — kg (1.29)

A main difference compared to BIC is that the penalization does not depend on
the dataset size. An extensive comparison of the strengths and weaknesses of both
methods is given in [BA98; Yan05; Vril2].

Bayesian Dirichlet The Bayesian Dirichlet method [CH92] focuses on Bayesian
Networks with discrete variables. In this case all sub-likelihoods pg(z;|m(X;)) are
categorical distributions, and admit a Dirichlet distribution as conjugate prior. If
such a prior is chosen over the parameters, the whole likelihood factors and the graph
likelihood P(D|G) can be computed analytically.

The question of how to efficiently explore the space of potential graphs, and
find the graph with the best score is known to be NP-hard [CHMO04], but several
approximate methods give good results [SM06; Jaa+10; CJ11].

1.4 Summary

This chapter presented the Probabilistic Graphical Models framework, focusing on
the Bayesian Networks at the core of the presented work. Graphical models allow
one to decompose the relations between variables in a model into a sparse set of
local dependencies, where each variable only directly depends on a few others. This
both enables a compact representation of the model, and makes it possible to locally
reason about them to some extent.
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When the goal is to answer queries, e.g. computing conditional distributions in
the form P(Y|X) for some subset Y of variables, such models usually require the
non-trivial marginalization of some variables. Several algorithms take advantage of
the graphical structure to answer the query without needing to produce the full joint
distribution, such as the Variable Elimination Algorithm or the Belief propagation
Algorithm. Another approach is the use of Markov Chain Monte-Carlo methods to
directly produce approximate samples from the sought distribution.

When the goal is to learn graphical models from datasets, one must distinguish the
building of the graph structure itself (usually tackled using complexity minimization)
and the learning of its parameters. In the last case, the main approaches rely
on Mazximum Likelihood, achieving the (approximate) Bayesian inference of the
parameters of the model given its structure.
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In many cases, graphical models involve extra variables beyond those observed
in the dataset. These unobserved variables are referred to as "latent" or "hidden"
variables, and the models containing such variables are called Latent Variables Models
(LVMs). This chapter focuses on the motivations for using latent variables, and how
to train LVMs.

2.1 Latent variables as a modeling tool

The design of a graphical model is generally driven by our a priori knowledge about
the problem at hand, implying that the model will generally be designed based on
epistemic and computational considerations. Epistemic information informs model
design by mapping variables to interpretable quantities from the real-world process
under study. Computational considerations incline to retain structures that can
easily be manipulated by our current algorithms and computers, while remaining
expressive enough to represent the data. Model design must find some trade-off
between both types of considerations, and this might lead to include in the model
variables that don not map to any observed data.

In this section we shall explore the use of two types of latent variables: inter-
pretable ones and abstract ones.

29
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2.1.1 Interpretability

One immediate reason why one would integrate an interpretable latent variable in a
graphical model is if this variable represents a quantity of interest, to be predicted
from the data. In this situation the structure of the model is generally based on
strong epistemic considerations.

Similarly, unobserved quantities are not rare in scientific models', and many of
these models can be studied though the lens of graphical models.

In this context, observed and latent variables are generally related in known
ways. For instance, in a Bayesian Network, the distribution of an observed variable
conditionally to a latent one might be given a prior:; or at least its structure might
be known and depend on a few parameters. For instance, the gravitational law in
Physics specifies how the acceleration depends on the mass of a system, via the
gravity constant.

In many other cases, latent variables are interpretable by construction. Taking
for example Latent Dirichlet Allocation for modeling text documents by linking them
to topics via their individual words. Each topic k is associated to a latent variable
¢ representing the distribution of words associated to it, and each document i is
associated to a latent variable 6; representing the distribution of topics associated
to it. Then within a document, each word j is associated to a latent variable z; ;
representing its topic and an observed variable w; ; representing the word itself. From
this description the sampling process is derived as follows. Each topic k£ has its word
distribution sampled from p(¢y). The topic distribution of document i is sampled
from p(6;). Then for each word, the topic of that word is sampled from p(z; ;|6;), and
finally the word itself is sampled following p(w; j|¢r=z, ;), yielding the factorization
of the whole model and its graphical representation (Figure 2.1):

(Db {0:}is (it {wigbig) = TT | p00p(on) TT [p(2i100)p(wi sl dn= )]
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(2.1)

Figure 2.1: Graphical representation of Latent Dirichlet Allocation, the rectangles,
referred to as plates, represent variables that are repeated.

We generally have an a priori understanding of how an interpretable latent
variable should behave, either from domain knowledge, theoretical analysis, or
preliminary analysis of the data. This understanding can be leveraged to monitor the

We can for example think of the micro-states in statistical physics, or the actual number of
contaminated persons (as opposed to the number of reported cases) in an epidemiological model.
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behavior of the model and to help training it, depending on the context; for instance
(non exhaustive list) the inference algorithm can be adapted to avoid numerical
instability if the range of a variable is known in advance, the appropriate number of
mixtures in a model can be pre-estimated by eyeballing it from a plot of the data, or
appropriate sampling methods can be used depending on the expected rarity of the
relevant values.

2.1.2 Abstract variables for expressiveness

In some situations, one might want to consider latent variables with no a priori
interpretation. Such variables, more loosely coupled with other variables, often serve
to drastically increase the expressiveness of a model while keeping its computational
complexity controlled.

To illustrate this principle, let us consider a finite Gaussian Mixture. Each
component i is defined by a mean y; and a variance o2. The family of all Gaussian
mixtures of a given size is significantly more expressive than a single Gaussian
distribution while the computational cost associated with it remains very reasonable,
proportional to the number of components. Even when the information of which
component a given datapoint belongs to is not of interest, using a mixture can be a
relevant way of increasing the space of distributions that the model can represent?,
as illustrated by Figure 2.2.

S

Figure 2.2: Representation of a 2D Gaussian distribution (left) compared to a
mixture of 5 Gaussian distributions (right). While the single Gaussian has a simple
elliptic shape, Gaussian mixtures can express much more complex distirbutions.

This idea can be generalized though the principle of marginalization. Defining a
joint distribution p(z, z) over an observed variable z and a latent variable z might
yield a complex marginal distribution® p(z) = [, p(x, z)dz. Such an approach usually
involves a latent distribution over the marginalized variable p(z) and a family of
simple conditional distributions p(x|z): a graphical model with a latent variable.
In this case, latent variable z is abstract: it does not have any intrinsic meaning,

2In particular, Gaussian functions being universal approximators [MS96], a Gaussian mixture
with a sufficiently large number of component would be able to represent any reasonable distribution.

3For example, any distribution with a known cumulative distribution function F can be expressed
this way: let z by a uniform variable over [0;1] and = deterministically derived from it: z = F~*(z).
p(2) is a simple uniform distribution and p(x|z) is a simple constant distribution, yet the marginal
p(z) is the distribution defined by F', which can be arbitrarily complex.
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and its only role is to be marginalized out to increase the power of the model over
the variable of interest x while keeping the computational cost low. One can then
think of p(z) as a mixture model with an infinite (and even continuous) number of
components, indexed by z.

2.2 Training challenges of Latent Variable Models

The introduction of latent variables in a graphical model has a significant impact
on the training procedures: latent variables are not observed, and appropriate
losses must thus be considered. A common approach is based on marginalization,
maximizing the likelihood of the observed data according to the (marginalized) model.
The marginalization procedure is however generally nontrivial, and poses additional
questions in the case of abstract latent variables. By convention, observed variables
(respectively latent variables) are noted z; (resp. z;) in the following.

2.2.1 Likelihood and marginalization

The graphical model specifies the joint likelihood over all variables pg(z1, . . ., Zn, 21, . . .
Training this model relies on estimating the likelihood py(x1, ..., z;,) of the data over
the observed variables; this estimation is at the core of all training procedures, either
based on maximum likelihood, MAP, or fully Bayesian training. The likelihood over
observed variables is estimated by marginalization over the latent ones:

pg(azl,...,xn):/ Po(ZT1y. ey Ty 21y ey 25)d21 .. dzg, (2.2)
Z1yes”k

In some cases, this marginalization can be computed exactly, e.g. in a finite
mixture, and the training procedure de scribed in Section 1.3 directly applies. In
most cases however, such computation is either intractable or prohibitively expensive,
and approximate methods are needed.

In the case of a graphical model parameterized by continuous variables, the
gradient of the likelihood can be estimated by Monte-Carlo sampling, by using the
following identity (where x thereafter stands for the set of all observed variables, and
z the set of all latent ones):

Vo logpg(x) = E Vo logpg(x,z) (2.3)

z~pe (2]x)

The expectation over pg(z|x) can be estimated using sampling methods (Sec-
tion 1.2.2). In a large range of problems, the model is trained using the Expectation-
Maximization algorithm (see Section 2.4).

2.2.2 Abstract variables and identifiability

Abstract variables usually raise additional challenges, due to the fact that they are
often underconstrained. For any model py(x, z) with z an abstract latent variable,
it is generally possible to define a number of equivalent models p;(z, Z) through
considering Z = ¢(z) with ¢ a bijection on the latent space. Accordingly, the
parameter vector 6 is not unique, that is, the model is non-identifiable with regard to
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its observed variables. Typically in the context of a mixture model, any permutation
of the mixture components yields an equivalent model.

This non-identifiability raises difficulties of different types. With respect to
the training step, if there exist multiple parameters 6 yielding the same marginal
likelihood pg(x), then the underlying optimization problem is not well-defined,
admitting numerous local optima and offering less guarantees depending on the
optimization algorithm, e.g. gradient ascent or estimation of a Bayesian posterior
over the parameters?. With respect to the interpretation of the results, different
models are learned in different runs, hindering the interpretation of the latent
variables. While the trained model might accurately represent the observation
density pgp(x), it offers little insight into the underlying generative process.

Some partial identifiability property can be enforced through setting constraints
on either the relationships between observed and latent variables, or the latent
distribution py(z). Such constraints can be guided by a priori knowledge on the
problem, or by the desired properties of the learned latent representation. Both
approaches, at the core of the thesis, are investigated in depth in respectively Part 11
and Part III.

2.3 Variational Inference

Variational inference is an umbrella for a family of approaches, tackling the approx-
imation of probability distribution through solving an optimization problem. In
its most general form, it can be formulated as finding the distribution within the
selected distribution space, that is closest to the target distribution in terms of the
Kullback-Leibler divergence®:

R . : q(2)
q argengnn Dk1.(qllp) argengnn ZIE:}] log o) (2.4)

A significant advantage of this formulation is that the target distribution p does
not need to be sampled, nor does it need to be normalized. This makes the approach
particularly applicable to graphical models, in particular in the context of conditional
queries where normalization raises critical difficulties.

Given a model p(x,z), with x the observed variables and z the latent ones.
Assuming a given value of x, the goal is to approximate the conditional distribution
p(z|x) with ¢(z). Minimizing the KL divergence from it to the approximating
distribution ¢(z) yields the following optimization problem (constant terms relative
to z omitted):

¢ = argmax |H(q) + E log p(x, z) (2.5)
qeQ z~q

Accordingly, the optimization of g reflects a trade-off between maximizing the
likelihood of the model log p(x, z), and maximizing the entropy H(q). For any given
x, the global optimum is reached for ¢%(z) = p(z|x).

4The Bayesian posterior over the parameters of a non-identifiable model does not converge to a
point measure in the large sample limit, while it does converge for an identifiable model.

5The choice of the KL-divergence as an optimization objective is in part driven by the fact that
it makes the optimization problem rather easy to manipulate and does not require the distribution
p to be sampled nor normalized.
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2.3.1 The Evidence Lower Bound

Equation 2.5 can be reformulated to express nice insights into the structure of the
sought solution. Expanding the KL divergence between ¢(z) and p(z|z) gives:

Dics(ax()p(z) = [ [10 } (2.6)
_ < )p(z)
‘INE o(x,2) ) 27)
) log ( ]+1ogp< ) (2.8)
This can be reformulated as:
o) = T [los %2+ Dy a2t 29)
ELBO

As the KL-divergence is always positive, the first term of the right-hand side
of Equation 2.9 sets a lower bound for the log-probability the model assigns to
the observed value x, log p(x). This log-probability is also called the evidence of
the model, hence giving the name FEvidence Lower Bound (ELBO) [BG02; GHB12;
KW14; RMW14]. Optimizing the ELBO thus supports both approximations of
p(z|z) and logp(x), for any given observation z.

The ELBO can be written in three different ways:

E [oz"2)] = () + E, torsta.x) = B, loep(xia) - Dic(ax(@lp(a)
(2.10)

Depending on the context and which terms can be exactly computed, or approx-
imated more efficiently, one formulation can be more convenient than the others.
Most approaches in the literature thus focus on one of these three forms.

Overall, the ELBO maximization defines a training objective for the graphical
model p [BG06; RGB14]: once decently maximized with regard to g, the value of the
ELBO can be used as a estimation of the model evidence log p(x), and used as an
optimization objective. When considering some training dataset D, one associates
to each sample x a distribution gx(z), optimized to approximate the conditional
distribution p(z|x). The joint ELBO then reads:

logp(D) =Y logp(x) > > K, log

x€D x€D Z2~~4x

(2.11)

Maximizing the ELBO regarding both p and the set {qx}xep achieves the maxi-
mum likelihood training of model p. The key issues are the selection of model class
Q containing the gx, and the optimization methods used to find ¢x and p.

The above sum can also be maximized as an expectation over the dataset, as
done in Section 1.3.1:

1

Gl logp(D) = [R, logp(x) > [E, [E, log®

xeD x€D z~qx

(2.12)
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When considering an iterative optimization approach, e.g. based on gradient
descent, the expectation over the dataset can be approximated by Monte-Carlo,
considering a random subsample (mini-batch) instead of the whole dataset. Only
the ¢y associated with the sampled datapoints are then computed in each iteration,
drastically speeding-up the training of the model on large datasets [Hof+13].

2.3.2 Mean-Field approximation for posteriors

The simplest and most convenient method, known as mean field approximation
[SJJ96], considers g as the product of distributions of a single latent variable ¢(z) =
[1; ¢j(2;). Each component g; is sought as a simple (e.g. Gaussian or categorical)
distribution, depending on the type of the latent variable. In this case, the entropy
term of the ELBO (Equation 2.10) reads as H(q) = >_; H(g;), making its analytical
expression generally possible. Likewise, the mean field approximation setting easily
supports the Monte-Carlo estimation of [£,, log p(z, x) in general.

The main and significant limitation of mean field approximation is that it can only
efficiently fit mono-modal distributions: only a single mode of the sought distribution
is decently approximated.®. When considering multi-modal p(z|z), one thus rather
models ¢ as a mixture of factorized distributions[Bis+98; GHB12], still supporting an
easy sampling and computation of log ¢(z). While entropy H(q) is no longer defined
in closed form, its Monte-Carlo approximation still applies.

The particular case of continuous (Gaussian) distributions has been further
explored. On the one hand, factorized Gaussian models, with diagonal covariance
matrix, are often too poor and do not support correlations among latent variables. On
the other hand, multivariate Gaussian distributions have a quadratic complexity in the
number of latent variables. A trade-off is offered by considering low-rank covariance
matrices [ONS18], enabling to capture the main correlations at a reasonable cost.

Note that Gaussian distributions offer many possibilities for mixture approxima-
tions of the posterior thanks to their universal approximation property. Adaptive
mixture constructions have been proposed along this line, dynamically adding com-
ponents to the mixture as needed to improve the approximation [Guo+17; MFA17].

2.3.3 Flexible posterior approximation using Normalizing
Flows

In order to construct approximations ¢(z) to the conditional distribution p(z|z), a
quite different approach is based on the so-called Normalizing Flows [RM15], where
q(z) is based on a standard distribution (e.g. centered Gaussian) 7, and z is obtained
by applying some transformation z = f(¢), with € 7 a fixed distribution of noise.
The optimization problem thus consists in finding an appropriate f.

In order to compute the density ¢(z), f is required to be invertible. Under this
assumption, ¢(z) can be computed in close form, involving the determinant of the
Jacobian matrix V f of f:

51f each ¢; is a single-mode distribution, then the complete ¢ will have a single mode as well.
But even if the ¢; can be multi-modal, this forces the modes of each dimension to be independent,
which is unlikely to match the real structure of p(z|x), causing the inference model to still choose a
single mode and fit it.
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q(z) = m(e)|VefI™! (2.13)

This formula and the choice of a class of functions for which the determinant can
easily be computed is at the core of Normalizing Flows (NF). Due to the invertibility
constraint, NF only apply to continuous variables. In the NF framework, the ELBO
reads:

logp(x) > H(r) + [, [log |Vef| + logp(z, 2)| (2.14)

zrq

Within this generic NF framework, a number of approaches have been developed,
using carefully structured artificial neural networks (e.g. based on autoregressive
principles) to model the function f [RM15; DKB15; LW17; Kin+17; Ber+19; Dur+19].
These approaches offer versatile approximations ¢, well-suited to models with abstract
continuous latent variables.

2.4 Model training with Expectation-Maximization

The famed Expectation-Maximization (EM) algorithm is an iterative algorithm,
used to train a parametric model py by alternating an "Expectation" step and a
"Maximization" step [DLR77]. As will be seen in Section 2.4.2, it is closely related to
ELBO training.

Let 61 denote the parameter vector of the model at step t. The Expectation
step relies on a score function £, which assigns a score to every possible # in the
parameter space:

L (G;H(t)) = Z [ E logpg(x,z)] (2.15)

€D |z~py) (2|@)

Note that in particular £ (G(t); H(t)> = log py«) (D) is the evidence of the model

for the vector of parameters 6().

Then the Maximization step determines the value of § maximizing £, and sets
0+ to this optimal value.

01+ = arg max £ (0; H(t)) (2.16)
0

The Expectation-Maximization scheme is iterated until convergence of #°.
The justification of the algorithm goes as follows. [, logp(z, 2) is maximal

w.r.t. p when ¢(z) = p(z|z). Therefore, the function n — £ (9(t+1); 77) reaches its

maximum for n = 9+ From the definition of the Maximization step, it then
comes:
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(9(t+1); 0(t+1))

Inge(tH)( ) L ( )

c (9““); 9@) (2.18)

c (2.19)
(

Y

v

(9(1&); 9(t)>

log py(t+1) (D) > log py) (D)

In other words, the model evidence (the log-likelihood of the data) monotonically
increases in each EM iteration. The algorithm thus is guaranteed to converge toward
a local optimum, except if the evidence can diverge towards +oo; in this latter case,
the algorithm is prone to severe overfitting.

2.4.1 Exact inference in Gaussian Mixture Models

EM classically considers Gaussian Mixture Models as model space, as this space
allows analytic solving of both expectation and maximization steps.

Let us consider a mixture model of K multivariate Gaussian distributions, rep-
resented as a graphical model with two variables: I the mixture index, and X
the observed value. The model thus factors as pg(z,i) = pg(z|i)pg(i). The latent
distribution is a categorical one with K values. Let a; denote its parameters, that is,
Doy (1) = agt). The observation distribution is a multivariate Gaussian of mean p;
and covariance matrix X;: pye (z]i) = N (x; ,ul(-t), El(»t)). The overall parameter vector
is thus composed of the K weights of the latent distribution, K mean vectors, and
K covariance matrices: 0 = ({a; M, {ui (S E ).

In the expectation step, py (i) is computed for each datapoint, using Bayes
Theorem:

po (@i)pen () ol N u?’»zﬁ% 0
Poo (i|z) = “ K 0 ) s« (t)
Py (z) S N (@ ), 5)

The objective function of the maximization step reads:

(0 0 t)) E Z w(t) [log a; + log N (x; s, El)} (2.22)

€D i=1
Note that, thanks to the factorization of the model, parameters «, and each
(i, ;) pair can be optimized independently: the latent parameter «; is set to the
mass ratio of the posteriors for the i-th cluster across the dataset and each Gaussian
distribution A (p;, ¥;) is fitted by maximum likelihood to the dataset with importance

weights wgt) (x):
iV = K w(x (2.23)
z€D
W = R (@ (2.24)
z€D
Z(t+1) ]E w(t) (t+1))($ _ M§t+1))T (225)

z€D
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Along these equations, the algorithm iteratively computes the |D| x K matrix of

()

weights w,;”’ (x), and updates the parameters o, i1, ¥, until convergence.

2.4.2 Approximate inference with Variational EM

In some cases, the conditional distribution pyw (z|z) cannot be exactly computed,
preventing the objective function £ from being computed as well. In this context,
the EM algorithm can be reframed using the ELBO, defining a Variational EM
Algorithm. Note that a number of EM variants have been referred to as "Variational
EM"; in the following, Variational EM is meant as a generic variational approach
based on the EM principles.

As described in Section 2.3.1, the family Q®) made of all q,(vt), variational approx-
imation of pyu (2|z) for each datapoint x, is maintained.

Given the family Q) and the model parameters ), the ELBO is used to lower
bound the model evidence:

x, 2
logpy (D) = > [ 1ogf% = Lrrpo(Q";0%) (2.26)
2€D 4 gV gz (2)

The two steps of the EM algorithm then naturally appear from this formulation:
the Expectation step maximizes Lr;po with regard to Q, and the Maximization
step optimizes it with regard to 0:

QY — argmax Lrrpo(Q;0%) 3 0%V = argmax Lprpo(QHY;0)  (2.27)
9 0

This formulation makes it clear that the ELBO monotonically increases as the
algorithm unfolds. Variational EM thus appears as a special case of ELBO training,
alternatively optimizing the variational approximations g, and the model py.

When the exact conditional distribution of the latent variables can be exactly
computed, the ELBO boils down to the model evidence, and Variational EM coincides
with EM.

2.5 Summary

This chapter describes why and how to use latent variables in graphical models.
Latent variables, not observed in the data, are meant to either reflect hidden factors
(considering the phenomenon at hand as a partially observed one) or increase the
expressive power of the model while keeping its computational cost low.

Unless latent variables can be analytically marginalized to compute the model
evidence over the dataset log py(D), one resorts to estimating it using the FEvidence
Lower Bound (ELBO) with a family of auxiliary inference distributions {¢z}zep
(Equation 2.11). Optimizing the ELBO with regards to both pg and {g, }.ep allows
one to both train the generative model by likelihood optimization, and build an
approximation of the posterior distribution of the latent variables given the observed
ones, as the set {q;}zep.

Notably, the Ezpectation-Mazimization (EM) algorithm can be seen as a special
case of this principle, where the model and the inference distributions are trained
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iteratively, maximizing the ELBO with regards to either one alternatively. The
mainstream EM algorithm corresponds to the case where both maximization steps
can be solved analytically.
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Latent Variable Models took a new turn with the rise of Deep Learning, yielding
the famed Deep Latent Variable Models. Note that "deep" refers to the use of deep
artificial networks to implement and learn the functions underlying the graphical
model, and not to the topology of the graph. The most typical example of these
Deep LVMs is the Variational Auto-Encoder.

3.1 The Variational Auto-Encoder

The Variational Auto-Encoder (VAE) [RMW14; KW14] is an instantiates the simplest
LVM structure: an observed variable X and a latent variable Z, linked as a Bayesian
Network Z — X. The model thus factors as pg(x, z) = pg(x|z)pg(z). Deep learning
is leveraged to implement pg(x|z) (Section 1.1.1): given a parametric family P, (z)
of distributions (e.g. Gaussian), a function fp : 2z — w is used to map the latent
variable z onto the parameters w of the chosen family, as illustrated by Figure 3.1. It
results that pg(x|z) = P,—f,()(z). The function fy is implemented using an artificial
neural network and trained by maximizing the ELBO. The main two ideas used
in the VAE concern the construction of the inference model ¢ which approximates
po(z|x): Amortized Inference and the Reparameterization Trick.

3.1.1 Amortized Inference

While Bayesian inference is in general a hard and computationally expensive problem,
it is believed that human cognition performs it (at least approximately) routinely

41
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p(z) p(x | z) p(x)

Figure 3.1: Illustration of the generative behavior of a Gaussian VAE: each latent
value z (left) is mapped to a Gaussian distribution in the data space pg(x|z) (middle).
The mixture of these individual Gaussian distributions makes the complete generative
distribution pg(z) (right).

with much efficiency. Human beings generally face and solve many instances of
very similar problems (such as recognizing an object in a visual scene). Under the
assumption that similar problems have similar solutions, results of past inferences
can generally be re-used to solve future ones more efficiently. This action of re-using
past inference is referred to as amortized inference, as the cost is the initial inferences
is amortized by its subsequent reuse. Some evidence has been presented that human
beings do actually rely on such re-use, at least to some extent [GG14].

The general principle of amortized inference in a Bayesian Netowrk setting consists
in analyzing the graphical model beforehand and inverting it, thus making it possible
to perform quick approximate inference queries using the resulting inverted graph
[STG13]. The more queries are answered using the inverted graph, the more the
inverting cost is amortized.

In the VAE setting, the assumption translates to considering that pg(z|z) varies
smoothly with z. In other words, letting # and 2’ denote two similar observed
instances, the associated conditional distributions py(z|z) and pg(z|z’) should also
be similar to each other. This prompts the idea of jointly learning all ¢,(z) ap-
proximations. Like for py(z|z), the conditional distribution py(z|z) is approximated
by choosing a parametric family and training a neural network mapping x to the
parameters of the considered family. By opposition to the generative model, this
construct is traditionally named the inference model, and noted g4(z|x), with ¢ the
trainable parameters of the associated neural network.

3.1.2 The Reparametrization Trick

The Reparameterization Trick is a method to compute the gradient of an expectation
with respect to the parameters of the distribution: V EZN% g(z), as appears in the
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ELBO. In order to train the inference model using stochastic gradient descent (as
usual for neural networks), then this gradient needs to be computed. A well known
method to do so is the so-called Log-Trick, which relies on the following identity:

Vo ]E g(z) = ]E [g(z)ng 1ogq¢(z)} (3.1)
2~y 2~qg

This identity however leads to an estimation of the gradient with very high vari-
ance', making it a poor candidate to do Monte-Carlo estimation. The Reparametriza-
tion Trick [KW14] instead tries to express the distribution ¢, as some noise sampled
from a fixed base distribution € ~ 7, and then transformed by a function z = hy(e).
This is similar to Normalizing Flows (Section 2.3.3), which were inspired from it.
Accordingly, the expectation is expressed over the base distribution 7, which does
not depend on the parameters ¢, allowing the gradient operator to commute with it:

Vs [K, 9(z) = Vo [, 9(ho(e)) = K, Vola(hs(e))] (3.2)
z~qg €T T
This estimator has much better variance characteristics [Xu+19], and can in
practice be efficiently implemented in deep learning software.

3.1.3 Link with Auto-Encoders

Combining the above, the VAE proceeds as illustrated on Figure 3.2: first, the
datapoint x is processed by the inference network, predicting the inference distribution
¢s(2z|z) from which a latent sample z is sampled. This sample is then processed
by the generative network to compute the evidence log py(x|z). Both networks are
jointly trained by stochastic gradient descent to maximize the ELBO, where the
expectation over z is often approximated by a single sample of g4(z|):

ELBO(0,¢)= i, | K, logps(el2) — Dirlge(z|z)llpe(=)) (3-3)

2€D | znqy(zl2)

Latent regularization

Reconstruction loss

The inference and generative networks can respectively be viewed as probabilistic
encoder and decoder. Along this line, the ELBO decomposes into a reconstruction
loss and a latent regularization term (Equation 3.3). The training process aims to
trading-off the reconstruction loss and the compression of the latent information, as
measured by the Dk term, akin a regularized auto-encoder. This parallel explains
the origin of the VAE name.

Gaussian VAE VAEs classically use Gaussians as base distributions, with pg(2)
set to NV'(0; I), and pg(z, 2) set to N'(decy(z), o?), with decy the output of the decoder
network; o is a hyperparameter of the model. Likewise, the inference model g4(z|z)
is classically implemented as N (¢ (z), O’(%(CE), with pe () and diagonal covariance

"While the source of this high variance is not theoretically established, to our best knowledge, it
intuitively reflects the fact that this estimator does not use any differential information from g, only
its values.
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Figure 3.2: VAE architecture: the encoder (resp. decoder) module is a neural
network taking = (resp z) as input and computing the parameters of distribution
¢s(2|z) (resp., pp(z|2)). Dashed rectangles represent probability distributions and
dotted arrows represent the computation of loss terms.

matrix ai(x) the output of the encoder network. In this case, the reparameterization
trick simply is:

2= () + € oy(x)

with € ~ AM(0;I) and ® denoting the element-wise vector product. Likewise, the
KL-divergence between g4(z|z) and pg(z) can be computed analytically.

The loss to be minimized is then the opposite of the ELBO, yielding the following
loss (where j runs across the dimensions of the latent variable Z):

1
L(0,9) = E T‘g”x — decy(z
z~D
e~N(0,1) Reconstruction loss

K
Z(“w ) +05(x) — 10%035&(”3)_1)

Latent regularization

l\’)\r—t

(3.4)

3.2 Advanced latent models

While Gaussian VAEs are easy to both implement and train, and yield some impressive
results [KW14], the Gaussiam structure might fail to represent complex distributions,
e.g., images: the too simple approximation of the conditional latent can make
the ELBO too loose a bound, in which case the model is susceptible to generate
non-realistic samples [AB17].

This limitation raises the question of developing more elaborate representations
of the latent distribution. The main two directions explored in the literature to this
aim include constructing more powerful representations for gy (z|z), or learning also
po(z) to accommodate for the limited expressiveness of gy.

3.2.1 Powerful encoders and complex latent spaces

This section provides a (non exhaustive) overview of some approaches aimed to
designing a more powerful inference model. Note that these approaches are not
necessarily incompatible, and can be combined together.
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Conditional Normalizing Flows. A powerful framework for inference models is
that of the Normalizing Flows (Section 2.3.3): a flexible and powerful approximation
¢s(2|7) is obtained via z = f4(€,x), where f, is only required to be invertible with
regard to €. Note that this usage was the initial motivation for the introduction of
Normalizing Flows [RM15]. This formulation drastically increases the expressive
power of the inference model, enabling very sharp boundaries in the latent space, as
shown by [Kin+17], at the expense of some (significant) increase in the number of
layers of the encoder network.

Importance Weighted AE proceeds by replacing the Z Zgjfig in the ELBO by an

empirical average over k z; samples [BGS16]:

=% T ($)10g< Zm ) (3.5)

€D (21,.-,2k)~qg (- =1 Q¢

This new formulation, still a lower-bound of the model evidence log pg(D), be-
comes tighter and tighter as k increases, as the sum in the logarithm better estimates
po(x). Indeed, when k goes to infinity, it comes:

k
tm L3P ol 2) / 061 P22 o = [ o, 2) dz = pof)

k—oo k i=1 Q¢ zZ~qg q¢> q¢(z\x)

This tighter estimate allows to overcome a poor quality inference model, and increase
the quality of the learned model.

While the Importance Weighed AE was originally formulated as an alternative
lower bound to the ELBO, it has since then been re-interpreted as equivalent to
using the classic ELBO with an augmented inference model [CMD17]: the k samples
from gy (z|x) are aggregated into a single sample from an augmented distribution
qgew (z|x), which is closer to the model posterior pg(z|z).

MCMC refinement of samples. Noting that neural networks are by construction
differentiable, one can compute V,py(z|z), opening the door to the use of efficient
MCMC methods to directly sample from pg(z|z). Such Monte-Carlo methods allow
an extremely tight evaluation of the ELBO, e.g. using Langevin dynamics [Han+17],
or using Hamiltonian Monte Carlo to improve the initial proposal of an inference
network [CDS18].

Another direction is that of Semi-Amortized VAEs [Kim+18], using stochastic
variational inference [Hof+13] to improve the variational parameters of gg(z|x)
predicted by the neural network, rather than working directly on the samples.

The use of Monte-Carlo methods however comes at a significant computing cost,
requiring back-propagation through the neural networks to compute the gradient for
every one of the (many) samples.

Non-euclidean latent spaces. In order to match the complex topology of some
datasets, distributions constructed on non-Euclidean spaces have also been proposed
recently. The Poincaré VAEs [Mat+19a] build an hyperbolic latent space with
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negative curvature, better suited to tree-structured data than a flat Gaussian latent?.
[Fal+19] introduces a general method for transposing distributions defined on an
Euclidean space into an arbitrary Lie Group, including the reparametrization trick.

3.2.2 Learned latent distributions

While above methods might change the structure of the latent space, governing the
latent distribution py(z), this latent distribution remains fixed during the training.
Often called a "prior" in the literature, this distribution is only a prior in the Bayesian
sense with regards to the inference of z given x, not with regards to the learning of
the model parameters 6. It can be learned just as every other part of the model, and
this section presents some of the methods developed to do so.

A general incentive for learning the latent distribution is to account for some well-

separated modes of the true distribution. If the latent distribution cannot capture
several modes (as is the case for Gaussian distributions), this makes it difficult to
learn the whole model:
One possibility is that the generative network py(z|z) learns a quickly varying
function, able to separate in the data space values that are close to each other in the
latent. This ability requires a significant expressive power from the neural network?.
Another possibility is that large parts of the latent space with non-zero mass according
to pe(z) be avoided by g4 (z|x), achieving the separation of the data (Figure 3.3).
This option is the one empirically observed when training Gaussian VAEs from
multimodal data. When latent z samples fall in these avoided regions, they yield
samples x ~ py(z|z) that are generally unrealistic, illustrating that the ELBO remains
loose in this context.

While the methods described below can in principle be combined with the ones
from in the previous section, their combination raises difficulties: learning both
¢s(2|z) and pg(z) as complex distributions often results in training instabilities.

Mixture-based latent distributions. A simpler way to handle multi-modal
data is to model py(z) as a mixture model. As fitting a mixture model by gradient
descent is difficult, more elaborate methods have been considered, e.g., modeling the
mixture as part of the graphical model [Dil417; Don+19] (see next chapter for the
use of Deep LVM with several nodes) or adapting the ELBO to directly integrate
the mixture latent [Guo-20].

Linking the latent to the inference model. As illustrated by the VampPrior
[TW18], this approach implicitly defines the latent distribution p(z) from the infer-
ence model g4(z|x), as a mixture of inference predictions from few artificial inputs

2In negative-curvature spaces distances tend to grow quickly in a non-intuitive way. While the
perimeter of a circle in an euclidean space grows linearly with its radius, in a negative-curvature
space it will grow quicker. This means that the amount of space at a given maximal distance from
the origin is higher in negative-curved spaces, allowing to arrange more datapoints equidistant from
each other than would be in an euclidean one. This property is successfully exploited to represent
geometrically hierarchically-structured data.

3In order to separate two very close latent values, the neural network (the represented function)
must allow for abrupt variations in their vicinity. Depending on the optimization algorithm and
neural architectures, this might be hardly doable or unstable.
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Figure 3.3: Tllustration of a possible mismatch in the inference density compared
to the latent distribution. The grey background represents the latent density py(z),
while the red lines represent the inference density g, (2|x) averaged over the dataset.
The inference density is here split in two regions (top and bottom) separated by
a low-probability band, which represent two modes in the dataset that the model
couldn’t join continuously.

(£1,...,2K): p(2) = % 3; qp(2|2;). Learning the latent distribution thus amounts
to learning the artificial inputs, which is done by back-propagation through the
inference network.

Implicit latents with an energy model. A very versatile approach is to learn
the latent distribution through an energy model: learn some function £ : Z — R,
and implicitly define the distribution as

p(2) o exp(—E(2))

While this formulation can in principle accommodate most latent structures, it
raises two difficulties. Firstly, the latent distribution can hardly be directly sampled,
requiring the use of Monte-Carlo methods. Secondly, designing a proper optimization
procedure to learn the energy function F is highly non-trivial. Some approaches learn
it by estimating the gradient online using Equation 1.22 [Pan+20]; other approaches
fit a posteriori the energy function on a already trained model to fine-tune it [X'YA20].

3.3 Discrete latent variables

All above methods, relying on the reparametrization trick to compute gradients, are
limited to continuous latent spaces. However, some datasets are better handled by
using discrete structures, raising the issue of whether Deep LVMs can be used with
discrete latent variables.

When considering a small latent domain, the expectation over g4 (z|x) can be easily
and exactly computed from the vector of probabilities of the discrete distribution.
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The difficulty arises when considering a large latent domain, e.g. Z = {0,1}¥. In this
case, the cost of exactly computing the expectation is prohibitive, being exponential
in the dimension K of the latent space.?

Two main approaches have stood out to tackle the problem of large discrete latent
space: the Gumbel-Softmax, and the so-called Discrete VAE.

Gumbel Softmax This approach relies on the standard Gumbel distribution,
whose cumulative distribution function is G(x) = e=¢ ". It can be used for approxi-
mating a one-hot encoding of a categorical distribution® [JGP17].

Let us consider a categorical distribution defined by the probability vector
(m,m2,...,7K), and let (g1,92,...,9%) be K independent samples from the stan-
dard Gumbel distribution. Let vector z be defined by softmax from the vector of
coordinates (g; + logm;)/7, with 7 > 0 a hyperparameter of the model:

exp ((g; +logm;)/7)
iy exp (g5 + log ;) /7)

(3.6)

P =

By definition of the softmax, all coordinates of z belong to (0,1), and they sum
to 1. Formally, z converges to a one-hot vector as 7 — 0. Further, the distribution
of such zs matches a one-hot encoding of samples from the categorical distribution
defined by the probabilities ;.

This property thus supports a continuous approximation of a one-hot-encoded
categorical distribution; this continuous approximation can be used with the repa-
rameterization trick to train a VAE [Lor+19].

Discrete VAE The Discrete VAE [Rol17] and its refinements [Vah+18; VAM18|
take a different approach, where the latent space involves a set of K binary variables
(z € {0,1}%). Each latent coordinate z; is paired with a continuous one ¢; € [0; 1],
where z; depends on (; after some appropriate fixed distribution p(z;|¢;). In the
final generative step, = is generated from the continuous vector (, as illustrated on
Figure 3.4.

The inference model involves the inference distribution g4(z; = 1|z). Thanks to
the fixed dependency among z; and (;, g4((;|x) can be analytically expressed as a
function of g4(z; = 1|z)®. The chained dependencies thus allow the gradient to flow
and learn g4 through the discrete variable z.

This discrete structure is combined with a latent distribution py(z) learned
as a Restricted Boltzmann Machine (Section 1.1.2), in order to capture complex
correlations. The encoder and decoder are trained as a regular VAE by optimizing
the ELBO and the latent RBM is trained at the same time by maximum likelihood
using samples from the encoder ¢4 (2|z) as a dataset.

4Unfortunately, the log-trick yields poor estimates of the gradient in this context.

5Letting k be sampled from a categorical distribution with K values, its one-hot encoding is the
K-dimensional vector with all coordinates set to 0 except for the k-th, set to 1.

5This properties relies on the specific choice of p(¢;|z) made in DVAE, and the re-use of that
same distribution in gg.
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(a) Generative model

(b) Inference model

Figure 3.4: Discrete VAE: Graphical representation of: (a) the generative model;
and (b) the inference model.

3.4 Impact of the Inference Model

In general”, gy lies in some selected class of distributions Q. This restriction has
an impact on the training dynamics of the model, as it controls the quality of
approximation of pg(z|z), permitted by Q. This impact can be understood as a kind
of posterior reqularization [Gan+10], as analyzed by [Shu+18].

Considering the training ELBO for the whole dataset:

28000 =Y. T 1os 20~ logp(D) ~ 3 DicalaoGlo)lpo(zle)

xED z~vqy(2|T) q¢( | ) z€D
(3.7)
Let us introduce for any distribution r(z) its "bias" relative to the class Q as:
Do(r) = min Drcr(¢(2)l|r(=)) (3.8)

By training the inference model until ELBO-optimality (reaching the optimal
parameters ¢*(6)) then for all x, the term Dgr,(ge(2]x)||pe(2|x)) is minimized and
thus equal to Do (pg(+|z)). The ELBO can thus be reformulated as:

ELBO(6,¢*(0)) = logpe(D) — Y Da(pe(-|z)) (3.9)
z€D

Along this line, using a restricted class of inference model is thus similar to
Posterior Regularization: the model is trained to maximize the likelihood of the
dataset log pp(D), augmented with a penalization reflecting the bias of its latent
conditional relative to Q. The more expressive Q, the weaker the regularization is,
to the point of completely disappearing for very expressive inference models such
as MCMC. Further restricting the class Q has been additionally shown as a way to
improve generalization in VAEs [Shu+18].

This regularization, constraining the abstract latent variable z, can serve to
mitigate the pitfalls linked to non-identifiable latent variables (Section 2.2.2). Im-
posing a restrictive class Q@ can thus be used to enforce desirable properties in the
learned model. For example if Q only contains distributions with a single mode, then

"Unless powerful inference models, e.g. Normalizing Flows or MCMC-based, are considered.
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the model is drawn toward learning a latent representation such that py(z|z) has a
single mode as well. Several approaches to exploit this regularization mechanism are
discussed by [Shu+18].

Likewise, disentanglement of the latent factors has been observed in factorized
Gaussian VAEs [Mat+19b]. It has been suggested that inductive biases are in
fact necessary to encourage such desirable properties in the latent representations
[Loc+19]. Along this line, the choice of a restrictive class Q is viewed as an alternative
(compared to modifying the ELBO criterion) to enforce the desired biases [Hig+17;
Che+18a].

3.5 Summary

This chapter introduces the Variational Auto-Encoder (VAE), transposing latent
variable models in the deep learning setting. In the basic case of a Bayesian Network
with a single observed and a single latent variable (both of which can be multi-
dimensional), VAE mainly relies on: i) amortized inference, consisting in learning the
inference model ¢ as a function of the observed variable x (as opposed to learning a
different ¢, approximation for each datapoint); ii) the reparameterization trick, aimed
to express expectations over ¢(z|z) as expectations over a fixed base distribution,
whose samples are transformed by a differentiable operation, significantly lowering
the variance of the gradient estimation.

The VAE can thus be viewed as a regularized Auto-Encoder with a distribution /
sampling mechanism at its core. Numerous efforts have been made to address the
limitations related to the original use of Gaussian distribution, and design appropriate
inference model g4(z|z) and latent distribution py(z), depending on the data domain.

An aspect of the chapter is to show how, within the Posterior Regularization
framework, the use of a limited inference model g4 can shape the distribution and
favor desirable properties such as latent disentanglement.
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This chapter extends the Variational Auto-Encoder framework and the ELBO
learning criterion, to the general case of Hierarchical Deep LVMs, where several
latent and/or observed variables are structured into a Deep LVM.

4.1 The ELBO with hierarchical latent variables

In the previous sections, the ELBO involves two (multi-dimensional) variables z
and z. However this framework can be generalized and involve an arbitrary number
of observed and latent variables. Let p denote a model with K observed variables
x1,...,Tx and L hidden variables z1, ..., 2y, then for any distribution ¢ over the
hidden variables:

1,...
logp(x1,...,xK) > E logp(x v TR A2 (4.1)

21,20~ q(z1,...,21)

Along this more general formulation, the VAE is extended to handle complex relations
among latent and observed variables, referred to Hierarchical Deep LV Ms, where the
hierarchy relates to the structure involving the (usually latent) variables.

Such a generative model is specified as a generic graphical model, usually a
Bayesian Network, defining some factorization of the distribution pg. The main
specificity is that conditional distributions are implemented and trained as neu-
ral networks, akin to the VAE decoder. After the amortized inference principle
(Section 3.1.1), an inference model is sought as gg(z1,...,25|z1,...,2L).

The inference model is generally also factorized a a Bayesian Network, for
considering a joint probability over all latent variables can be very impractical. The
main design issue is that of the most appropriate factorization of the inference

o1
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model. While the factorization of the generative model py is guided by domain
knowledge and other epistemic considerations, the factorization of the inference
model g4 primarily aims at efficiently approximating the conditional distribution
po(z1,. .., 20|T1, .., TK).

A principled approach for designing the inference model is the Natural Minimal
I-map generator (NaMI) algorithm [Web+18]. This principle operates on the graph
defining py in order to produce a new graph usable for g4 that is minimally faithful
with regard to pyg.

The graphical model representing ¢4 is said to be faithful to the one underlying
pe if all independence relations of g4 are also present in py: in other words if gy
does not introduce new independence relations between variables relative to pg. It
is however allowed to have fewer such relations. For example, having g4 be a fully
connected graph is a trivial way to make it faithful.

In addition, NaMI seeks to produce a graph qg4 that is minimally faithful, that is
that has the smallest possible number of edge while still being faithful to pg. A graph
is said to be minimally faithful if it is faithful, but removing any of its edge would
make it unfaithful. Note that this is a local property, not a global one. Hence there
can exist many graphs that are each minimally faithful with regard to pg. NaMI
thus seeks to create one such graph.

The general process of NaMI can be summarized as follows. Starting from the
original graphical model (Figure 4.1(a)), first the arrows on all edges are removed to
produce an undirected graph. Then this graph is moralized: an edge is added between
each pair of node which share a child in the original graph. The resulting undirected
graph is then the skeleton on which the graph for the inference model g4 is built:
the last stage consists in directing the edges to produce a new Bayesian Network.
This is done by iterating on all latent nodes of the graph and for each directing
all not-yet-directed of its edge towards it. For example, in the graph presented on
Figure 4.1(b), the latent nodes were visited in the order 7y, Zs, Z3, while on figure
Figure 4.1(c) the order was Z3, Z3, Z.

(a) Generative graph (b) Forward-NaMI (c) Reverse-NaMI

Figure 4.1: Example of a generative model graph (a), the associated inference model
generated by forward-NaMI (b), and the one generated by reverse-NaMI (c).

Two main properties of this procedure can be noted. First of all, in the produced
graph the observed variables don’t have any parent: this reflects the fact that this
graph represents a conditional distribution of the latent variables given the observed
one. Secondly, the resulting graph depends on the order in which the latent variables
are processed: each ordering potentially produces a different Bayesian Network.
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NaMI identifies two special ordering, referred to as forward-NaMI and reverse-NaMI,
both relying on a topological ordering of the nodes in the original graph'. Forward-
NaMI processes the latent nodes in the same order as the topological ordering, while
reverse-NaMI processes them in reverse order. Note that as a result, Forward-NaMI
tends to overall reverse the structure of the original graph and reverse-NaMI tends
to follow it, as illustrated in Figure 4.1.

Note that one might prefer considering more sparse graphs than the NaMI ones:
by using a graph with less edges, one sets more constraints on the learned model, as
discussed in Section 3.4

4.2 Optimization of hierarchical structures

While the vanilla VAE (Chapter 3) can usually be trained in an easy and stable way
using stochastic gradient descent, the training of hierarchical models raises stability
issues, some typical from Deep Learning in general, and some specific to the LVM
structures.

4.2.1 Gradient flow

A main stability issue faced by Deep Learning is related to the so-called vanishing
gradients phenomenon [Hoc+01]. While it is required that the gradients can flow
efficiently through the neural network along back-propagation, the vanishing gradients
cause the deepest layers of the network to not receive enough gradient information to
be efficiently trained. The vanishing gradients are ultimately blamed on the classical
activation functions (e.g. sigmoid), with saturating regions where the gradient is
vanishingly small (the derivative of the activation function is close to 0). Stacking
many layers and activation functions thus makes gradients quickly converging to 0
as they back-propagate. More recent activation functions, like the ReLU [GBB11]
somewhat mitigate this issue; however, as quite some RELU neurons are saturated in
each layer, a non-negligible fraction of the gradient information is lost at each step.

Deep Hierarchical LVM are also susceptible to this problem, as introducing a
hierarchy of latent variables implies that the gradient will need to flow though more
neural networks (one per edge in the Bayesian Network defining the model). This
can lead the latent variables which are farthest to the observed ones in the graph to
not train well, if at all [So +16], and as such the resulting model cannot exploit its
capacity to the fullest.

A common mitigation for this problem in the Deep Learning literature is the
use of residual networks[He+16]. These constructs rework the structure of neural
network in such a way that several paths lead to each neurons, and can ensure that at
least one of these paths only consists in affine transformations, ensuring meaningful
gradient always reaches all parameters in the neural network. Residual networks
can in general be an answer to this issue for Deep Hierarchical LVM as well, though
some care needs to be taken when incorporating them due to the stochastic nature
of the training, which can cause stability issues.

! A topological ordering is the definition of an ordering relation of the graph compatible with its
topological structure, meaning that if node B is a descendant of node A, then the ordering must
have A < B. A topological ordering for a given DAG is not necessarily unique.
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4.2.2 Stability problems

The ELBO training objective is computed based on two expectations: one over
the examples in the dataset, and another over the latent variables, sampled from
the inference model g4. The first expectation is approximated using mini-batches,
leading to training via stochastic gradient descent [Lec+98b; Hof+13]. The second
expectation is generally approximated by Monte-Carlo: g is sampled a few times and
the ELBO is computed on the basis of this average. Though often the expectation is
approximated by a single sample with the assumption that the noise will average
out across the many training iterations.

This however significantly increases the noise of the gradient estimation during
the training, making in general VAE almost impossible to train with plain stochastic
gradient descent without diverging. Adaptive optimizers like Adam [KB17] are
generally used? for their momentum properties, which reduce the noise in parameter
updates.

The use of Hierarchical Deep LVMs pose the additional difficulties that, for
internal latent variables, both g4 and py are generated by the output of a neural
network each. Due to the stochasticity of the optimization process, it can happen
that at some point a minibatch is evaluated for which predicted distributions are
quite far from each other at some variable z;, causing the probability ratio %
in the ELBO to be extremely small. This in turns causes a large spike in the ELB
value for that minibatch, causing very large gradients to correct for it, excessively
disrupting the internal state of the optimizer and causing the training process to
diverge.

This is mostly a problem of training dynamics: due to the large number of
parameters in artificial neural networks, even a small update to each (as enforced
by Adam) can still have a dramatic effect on the output of the network at the next
iteration. The more hierarchical variables in the model, the more likely that at least
one of them, when sampled, produces a value in an unlikely region of the space,
creating a cascade of unusual values entering the subsequent networks, entailing a
spike of the loss and generating extreme gradients.

This instability could be mitigated by considering a sufficient number of samples
drawn after g4 and taking their average to better approximate the expectation; but
this approach is hardly affordable.

4.2.3 Alternative training formulations

The stability issue can also be handled by adjusting the training procedure and
the ELBO optimization. Two approaches investigated in the literature include
considering an inference model structure tightly connected to that of the generative
model, and sequentially learning the latent variables. Both approaches have mainly
considered unary tree-structures, as illustrated in Figure 4.2, factoring as:

po(x,21,...2K) = po(x|2K)po (2K | 2K —1) - - - Po(22]21) (4.2)

Here, the hierarchy of latent variables mostly aims at a more powerful represen-
tation: with numerous latent variables stacked on top of each other, even if each

2Tt is classic to use Adam with lower momentum parameters than the standard, such as
(B1,B2) = (0.5,0.9) rather than (0.9,0.999), the later being often unstable when used with VAEs.
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(a) Inference model of LadderVAE. (b) Output of forward-NaMI.

Figure 4.3: Comparison of the inference model used by Ladder-VAE and the on
that NaMI would produce for this generative model.

variable has simple neural networks encoding them, complex marginal distributions
can be reached for the last one zg.

Coupling the inference and generative models Introduced by [S¢ +16], the
LadderVAE builds an inference model with same topological ordering as the generative
model (thus similar to reverse-NaMI). It relies on a Gaussian parametrization of the
latent variables: each layer z; of the generative model is modeled by a neural network
with output ii(zi-1), 05 ;(zi-1). Finally, pa(zi|zi-1) = N (ppi(zi-1), 0 (2i-1))-

The specificity of the LadderVAE lies in the definition of its inference model. first,
a deterministic neural network takes the data = as input and produces parameters
fg.i(2), &§7Z~(m) for all latent variables as once, and then the actual ¢ distribution is
defined by combining these parameters with the associated parameters from p to
build gy (zi|z, zi—1) = N (pq,, ngi):

~—2

_9 ~
1 Hp,iCp i + Hq,i0g
2 - - @@ and ,U'i,q — D, q,

oL+ 6,7 43)
The above coupling of g4 and pg defines the inference model as an iterative
refinement of the prediction of the generative model, using information extracted
from the target value x, with the variance predictions as mixture weights.
This formulation avoids a major source of instability as it ensures that o,; < 0} ;.
Quite the contrary, when o,; >> 0,; in a regular VAE, thethis incurs a high
Kullback-Leibler divergence, strongly penalizing the model and generating large
gradients. LadderVAE is by construction immune to this risk of instability.

Note that in the LadderVAE all latent predictions from the inference model
directly depend on z (as opposed to e.g. NaMI where each variable depends on
its direct neighbor variables, both cases are compared on Figure 4.3), enabling the
information to flow through the model more efficiently.

Sequential training of latent variables The Two Stage VAE [DW19] addresses
the following issue. When training a Gaussian non-hierarchical VAE, the marginal
latent distribution of the inference model g4(2) = [E,cp 9 (2]x), also referred to as
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aggregated posterior in the literature, does not in general correctly match the gener-
ative latent distribution pg(z). This mismatch causes the generation of unrealistic
samples: when z is sampled from pg in an improbable region after g4, the generative
neural network has not been trained in such regions and it fails to generate a realistic
sample.

The authors argue that this failure happens when the data is concentrated in a
low-dimensional manifold of the data space [DW19]. This property, known as the
Manifold Hypothesis, is discussed further in Section 6.1. Accordingly, the VAE needs
to find said manifold, an ill-defined problem (except in the large sample limit). In
this situation, the VAE can optimize its ELBO well without necessarily converging
to an aggregated posterior that accurately matches the latent distribution pg(z2).

Even though, the aggregated posterior g4(z) still covers most of the latent
space Z, not being restricted to a low-dimensional manifold. The Two Stage VAE
precisely exploits this ¢4(2) and trains a second VAE, using another latent variable
u to approximate g4(z). The eventual model is a Hierarchical LVM pyg(x,z,u) =
po(x|z)pe(z|u)p(u). One can think of the first stage as "smoothing" the dataset in
view of the second stage.

4.2.4 Key design considerations

Hierarchical models can still be trained in a stable way using gradient descent on the
standard ELBO, provided that some care is taken of the neural network architecture,
their initialization, and the training dynamics.

Neural Network architecture To allow the gradient to flow across the whole
architecture and efficiently train the model, the use of residual structures is necessary.
Specifically, for every neural network involved in either the inference or the generative
models, there must exists one linear path from the input to the output neurons
(involving no non-linear activation function). This direct path help ensuring the flow
of the gradient information up to the deepest parts of the model.

The information flow towards the deepest part of the model can also be improved
by augmenting the NaMI-produced graph for the inference model, adding additional
edges from the observed variables to the latent ones, much like the LadderVAE
does. The increased cost of these additional edges can be mitigated by implementing
partial weight-sharing between the neural networks working on these inputs.

Model initialization The initialization of the various neural networks interacting
during the training of a Hierarchical Deep LVM can have a dramatic impact on its
training stability. A random initialization might result in generating poorly aligned
samples from py and ¢, yielding a poor initial ELBO and (very) large gradients, as
discussed in Section 4.2.2.

An option is to initialize each neural network in such a way that it yields a
constant output, not depending on its inputs. This is achieved by setting to 0 the
weight matrix of the last layer, with a constant bias adjusted to yield a sensible
initial value depending on the considered distribution. For example, if the network
is to predict a Gaussian distribution, it could be initialized to always rpedict a mean
of 0 and a variance of 1. This way the rest of the network will still compute random
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features of the input, allowing the gradient computation to pick up correlations and
initiate the training. This targeted initialization of the last layer is part of the Fixup
Initialization scheme [ZDM18].

The same initialization strategy also applies on the inference model, albeit with a
different rationale. Having ¢4 predict random distributions right from the beginning
imposes an initial organization of the latent space of abstract variables®. If this
organization is suboptimal (which is likely the case) the network can nevertheless be
stuck with it, as it can form a local minimum of the training objective. Initializing
¢4 to have constant predictions equal to that of py avoids this, as no organization is
imposed. The natural stochasiticity of the gradient estimation via Monte-Carlo is
enough to break the symmetry of this initial configuration and allow training.

Finally, when using complex residual networks, one must preserve the initial
variance (similarly to mainstream neural networks [Lec+98b]). Hierarchical Deep
LVM are particularly sensitive to an initialization that increases the variance, as this
effect can cascade through the latent variables hierarchy. The use of standard initial-
izations within residual networks however tends to increase the output variance, due
to the multiple paths. An empirically efficient alternative is the Fixup Initialization

[ZDM!18], which is designed to compensate this variance increase®.

Noise reduction The noise in the estimation of the gradient through the repa-
rameterization trick can be further reduced by using a Path Derivative estimator
[RWD17]. Using the reparameterization trick, a latent variable z sampled from g,
is written as a function of some standard noise ¢, the parameters of the inference
network ¢, and the input x: z(e, ¢, ). Then, the gradient estimate produced by the
reparameterization trick decomposes as:

Po(z, 2) po(, 2)
\Y log ———= = V.log | T2 ) - Vyz =V, log g4 (2| 44
d)z]:”\@qb q¢(z‘m) z@¢ <q¢(z|x) ¢ ¢ ¢( ‘ ) ( )

path derivative

The last term of this equation, V4 log g4(z|z) has a null expectation:

N S S
Z@d)vwog%(zlx)—/z%(z!m) WER d —Lv¢q¢( z)d _vd)/z%( l2)dz = 0
(4.5)

However, this term introduces variance in the gradient estimation, which tends
to drown the useful signal during the latter stages of the training. It can however
be removed from the gradient estimation using a stop-gradient instruction in the
computation graph of the model (which is supported by most deep learning frame-
works). A detailed discussing about when this estimator can be preferable to the
simple reparameterization trick, and how to do it, is presented in [RWD17].

3This argument also applies to pf for latent variable which have parents: if pe(zi|7(Z;)) is
randomly initialized this gives a very opinionated shape to the associated latent space.

4The variance of the random initialization is reduced by taking into account the number of
different paths reaching a certain point of the network. This ensures that at initialization, the
network as a whole preserves the input variance.
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Training dynamics In some cases, the stability can be improved by using two
different optimizers for the inference model g4 and the generative model pg. In
particular, choosing an optimizer with more inertia and a smaller stepsize for py
permits gy to converge quicker; this ensures that a tighter ELBO is used to compute
the training gradients for pg. A slow-moving pg also prevents it from getting suddenly
too far from the prediction of ¢4 and generating huge gradients, as discussed in
Section 4.2.2.

4.3 Graph Structure Learning

A question is whether same methods can be applied to learn the structure of Bayesian
Networks (Section 1.3.3) and that of Hierarchical Deep LVM. This question however
raises two difficulties: besides the general issue of learning the structure of an LVM,
comes the additional complexity of structure choice in deep learning.

Two works related to learning Hierarchical Deep LVMs will be discussed (the
litterature on the topic being scarce and recent): Graph-VAE [He+18] and LT-
VAE[Li+19]. Both approaches center on learning an internal structure of Gaussian
latent variables z;, which are then all given as input to the final stage of the generative
model pg(z|z1, ... 2k).

Graph-VAE This approach considers a multivariate latent variable z = (21, 22, . . ., 2K)
and factors its latent distribution such that the set of parents of each z; is a subset

of {2;,% < j}. For each pair (2, 2;) with i < j, a binary variable ¢; ; models whether
an edge from ¢ to j should exist or not, defining a conditional generative model on
the vector c¢:

po(x, z|c) = pg(z|2) Hpg(zj\zi st.cij=1) (4.6)
j

In practice, the neural network structure is fixed and the conditioning on c is
achieved by multiplying z; by ¢; ; before feeding it as input to the neural network
handling z;. The inference model gy is defined using the same graphical structure
and conditioning, but giving x as input to each distribution:

qs(2|z,c) = Hq¢(zj\x,zi st.cj=1) (4.7)
J

For each ¢, the above formula defines an ELBO training of py(z|c), where ¢ fully
encodes the graphical latent structure to be learned. c itself is learned by defining a
distribution p, () as a product of Bernoulli distribution parameterized by a vector
o of their means: p,(c; ;) = B(u; ;). The final training objective is then defined by
taking the expectation of the c-conditioned ELBO over p,(c), and estimating said
expectation via Gumbel-Softmax parametrization to learn p via gradient descent
along 6 and ¢:

L= E E log po(, 2lc) (4.8)

C~Pp z~q¢(z|z7c) q¢(2’33', C)
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Figure 4.4: Example of a latent structure that could be learned by LTVAE. At the

end of the training, if several Z; variables are attached to the same Y; (like Z3 and
Zy here), they can be fused into a single variable.

Although the resulting loss is not a lower-bound per se, the authors report that
the approach works well in practice and that p, reliably converges to be a constant
distribution, meaning the model does settle for a single latent structure.

Latent Tree VAE (LTVAE) This model learns the structure of the latent
variables, as illustrated in Figure 4.4. The number of latent dimensions is still
fixed in advance; the z; are partitioned into clusters, multivariate variables noted
Z1,...,2Zp, where B is not fixed in advance. Discrete latent variables Y7,...Y; are
learned too: these Y; are tree-structured, and each Z; variable is linked to a single Y
as its parent. The learning procedure concerns: the number of Y}, their organization
as a tree, the number of Z;, the dimensionality of each, and which Y; governs a Z;.

The inference model g4 (2|x) is a diagonal multivariate distribution over the whole
joint variable z, defining an elaborate latent distribution pf(z). While pg(x|z) and
¢s(2|z) are learned like in a mainstream VAE, the latent distribution py(z) is learned
via an EM-like algorithm, optimizing its parameters and computing the gradient
V.logpg(z) by message passing. The latent structure itself is also continuously
optimized during the training search, modifying the graph via graph operators
(adding a Y;, splitting a Z; into two new variables, changing the parent of a Z;, ...)
and evaluating the quality of a structure via the Bayesian Information Criterion
(BIC) (Section 1.3.3).

4.4 Summary

This chapter describes the Hierarchical Deep LVMs framework, and presents the
Natural Minimal I-map (NaMI) algorithm to construct an inference model for any
Bayesian network, that captures all relevant dependencies while remaining as sparse
as possible.

These approaches face similar challenges as deep networks (regarding the training
stability and the flow of information through the model during training), still
exacerbated by the intrinsically stochastic nature of the ELBO training criterion.
In order to mitigate these issues, an option is to couple more tightly the structures
of the inference and the generative model. The NaMI graph can be augmented by
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adding direct edges from the observed variables to latent ones, improving information
flow at the expense of the computational cost. Mainstream architectures require
specific care in the design of the neural networks and their initialization.

Regarding the learning of the Bayesian Network graph, some encouraging prelim-
inary results have been presented in the literature [He+18; Li+19].
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This chapter discusses the state of the art related to observation models. While
latent variables can be arbitrarily modeled following the desired properties (as will
be discussed in Part IIT), the modeling of observed variables is directly linked to their
probabilistic interpretation, defining the observation model. The observation model
can be best designed from the known internal structure of the data (sound, images,
text...) as in Machine Learning in general, via pre-processing (e.g., normalization of
numerical values, embedding of semantic values or manual feature construction), or
based on the structure of the data (e.g. convolutional networks for image processing
[LB98] or long short-term memory (LSTM) structures for sequential data [HS97]).

Section 5.1 presents perceptual distances, which adjust a Gaussian observation
model w.r.t. a specific distance function. Section 5.2 is centered on the use of
auto-regressive observation models, which decompose multi-dimensional examples
as a sequence of conditionally-produced values. These very expressive models are
notably applied to represent temporal or spatial structures (such as sound or images).
Then, Section 5.3 focuses on an extremely powerful class of observation models
built upon normalizing flows: RealNVP. Finally, Section 5.4 discusses the posterior
collapse phenomenon, a not infrequent pitfall related to the use of very expressive
observation models.

5.1 Perceptual distances for images

The Gaussian observation model is in general an intuitive choice: it represents
the fact that the value z was measured with some (known or not) uncertainty. If

63



64 Chapter 5. Probabilistic interpretation of observed variables

the measurement apparatus that produced the dataset has a known precision, this
can be reflected in the model by specifying a Gaussian observation model with an
appropriate fixed variance, reflecting the fact that making predictions that are more
precise than the experimental apparatus is meaningless.

When applied to images, this interpretation is not always satisfying. A diagonal
Gaussian distribution would make sense by representing the intrinsic noise of the
photographic captor. This noise is however extremely small, implying a variance
so small that the observation model is then essentially deterministic, defeating the
purpose of integrating data structure into the model.

Work has been done to address this problem by trying to use the observation model
to represent semantic uncertainty in the image data, by differentiating information
that is semantically relevant from what could be called semantic noise. This is
achieved by considering different distance measures in image-space than the euclidean
distance induced by the pixel-wise Gaussian distribution.

5.1.1 Gaussian observation and choice of distance

The normal distribution can be specified to explicit its dependency with regards to
the underlying metric. Let X denote the instance space, with a distance function
on this space d : X x X — R*. A normal-like distribution of parameters # € X and
0% > 0 is defined as:

Ny(z|z,0%) o exp (—%i?d(a:,ﬁ:F) (5.1)

The usual isotropic normal distribution is then recovered for d(x,y) = ||z — y||2.

This formulation is appealing for the VAE, especially when viewed as an auto-
encoder. The reconstruction term (Equation 3.3) then boils down to the expectation
of the squared distance d? between the input datapoint  and the value predicted by
the decoder neural network . The key issues are to define the appropriate distance

measure, and the scale parameter o2.

Along this line, an appropriate distance is one making a real picture far from any
image filled with noise, while making close two similar real images. The pixel-based
Euclidean distance, d(x, %)% = 3,(z; — #;)? does not satisfy these requirements, as
illustrated on Figure 5.1.

The question thus becomes to find perceptual distances, reflecting the human per-
ception of similarities and dissimilarities between images. Such similarity measures
have been explored over the last decades, notably for content-addressed search in im-
age databases [NG06; Bed+16], but most are inadequate to support the optimization
and training of deep networks, not being differentiable.

Note that the use of an arbitrary distance function raises another issue, that
of directly sampling the distribution Nj;. Actually, most models based on such
Ny take the output # of the decoder NN in lieu of generated sample. While this
approximation makes sense for o2 << 1, it might be abused in practice, entailing
most undesirable effects. We shall come back to this important issue in Section 6.2.
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(c) Noisy version of image

(a) Image A (b) Image B A

Figure 5.1: Pixel-based Euclidean distance on images: the distance between the
noisy and clean versions of image A is the same as the distance between image A
and image B.

5.1.2 NN-based perceptual distances

Perceptual distances often rely on the use of neural networks (thus defining an
implicit differentiable distance function). Formally, a NN is used to embed the
images onto a vector feature space; the Euclidean distance in this feature space is
used as perceptual distance, under the assumption that the feature space induces a
more meaningful Euclidean distance than the pixel space. The question thus becomes
finding an appropriate feature space as well as a tractable way to compute it.

Quite a few approaches reuse some intermediate representation learned by a
neural network trained to achieve image recognition. Along this line, DeepSIM
[DB16] uses an internal layer of the classifier AlexNet [KSH12], trained for image
classification on the ImageNet [Den+09] dataset. The Euclidean distance computed in
this internal feature space is combined with the Euclidean distance in pixel space and
an adversarial feedback based on Generative Adversarial Networks (GANs)! [Goo+14;
RMC16] to produce a hybrid training criterion, mixing the perceptual distance and
the discriminant information, eventually yielding more realistic generated images.

Similarly, [Hou+17] use the distance defined from a VGGNet classifier [SZ15]
also trained on ImageNet; they consider the Gaussian distribution built upon this
distance to train a generative model on the CelebA faces dataset [Liu+15], by using
a combination of several internal deep and shallow layers of the classifier network.
The intuition is that, although the classifier has not been trained on the same data,
both datasets are natural images; therefore the same feature space should be relevant
to both. Moreover, using a classifier trained on a more general dataset than the
generative model can also reduce overfitting.

Another approach is that of VAEGAN [Lar+16], that uses the latent representa-
tion of an adversarial discriminator (trained to discriminate the generated samples
from the initial data). By construction, the discriminator aims to distinguish real
images from generated ones, thus expectedly creating a feature space where the

!The main mechanism of GANs is the use of a so-called "discriminator network": a binary
classifier aims to distinguish images from the real dataset from the ones produced by the generative
model. The generative model is then trained by reversing the discriminator gradient, in order to
fool the discriminator.
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Euclidean distance would be relevant.

5.2 Autoregressive observation models

Rather than building further on the Gaussian observation model, another very general
approach for handling handling multi-dimensional variables consists in splitting them
into a list of scalar variables, with a chained distribution structure:

po(z]2) = HP9($i|Z7$0, ce X)) (5.2)

Such models, referred to as autoregressive models, can be extremely expressive.
Actually, many such models were developed with no latent variables: the auto-
regressive component pg(z;|zo,...,z;—1) can be powerful enough to represent a
complex distribution, and it can be trained directly using explicit maximum likelihood.
Such models are especially well suited to data with a temporal or spatial structure,
such as sound, images or language.

5.2.1 Recurrent Neural Networks for sequential data

Auto-regressive observation models can be most simply implemented using recurrent
neural networks such as LSTMs [HS97]. The latent variable z is used to define
the initial state hg of the LSTM decoder, that yields eventually x as illustrated
in Figure 5.2. In this approach [FA15; Bow+15], the associated inference network
similarly relies on an LSTM.

(a) Generative model (b) Inference model

Figure 5.2: Recursive structures: (a) a recurrent neural network is used to represent
an observation model from a single latent variable; (b) the associated inference model.
Diamond-shaped nodes represent deterministic latent variables.

Another approach uses a recurrent structure for the latent variables themselves,
akin a Hidden Markov Model (illustrated on Figure 5.3(a)). Introducing a sequence
of latent variables can drastically improve the expressiveness of the model, accurately
reflecting the sequential nature of the data. In practice, Deep LVMs built on recurrent
architectures often use a combination of latent and deterministic nodes, such as the
Variational Recurrent Neural Network (VRNN) [Chu+15] illustrated in Figure 5.3(b),
that has been used for speech modeling. Even more complex structures have been
proposed, such as the Stochastic Recurrent Neural Network (SRNN) [Fra+16] that
uses a hierarchy of two sequences of latent variables linked to the sequence of
observations.



5.2. Autoregressive observation models 67

(a) Hidden Markov Model (b) VRNN

Figure 5.3: Comparison of a Hidden markov Model (a) and a more complex latent
structure as proposed by the VRNN [Chu+15] (b)

5.2.2 PixelRNN and PixelCNN for image generation

When considering an autoregressive factorization for image generation, one naturally
considers each channel of each pixel of the image as different variables. Along this line,
PixelRNN model [OKK16] fully embraces the discrete nature of computer images by
modeling the variable of each channel as a 256-values discrete variable, parameterized
using a softmax output. With no latent variables, this model can be trained directly
to maximize the data likelihood.

In its simplest mode PixelRNN generates the image row by row (denoted Row-
LSTM). A more powerful approach, BiLSTM, implements a recurrent structure
w.r.t. both dimensions of the image, ensuring a better coherence of the generated
image. The third variant, PixelCNN, has proved the most popular one, where the
generation of a given pixel z; depends only on its neighbor pixels, following the
receptive field of a convolutional layer. The whole neural network thus is structured
using convolutional neural networks (as opposed to recurrent ones, with significant
improvement of the runtime performances at the cost of some expressiveness). Both
variants are shown in Figure 5.4.
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Figure 5.4: The 3 variants of PixelRNN. Top layer is the output, bottom layer is
the input. Figure from [OKK16].

PixelCNN is acknowledged to be a powerful and expressive architecture. It
has been used as decoder within an auto-encoder [Oor+16a, and combined with a
Deep LVM to yield the Pixel VAE [Gul+16]. Further improvements notably replace
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the 256-way softmax output with a mixture of discretized logistic distribution?,
drastically reducing the output dimension of the network while retaining sufficient
expressiveness in PixelCNN++ [Sal+17]. Later, PixelSNAIL [Che+18b] was pro-
posed, improving the receptive field of the autoregressive process to better handle
long-term dependencies.

5.2.3 WaveNet for audio generation

Audio data models lend themselves to a natural sequential factorization along the
time steps. Accordingly, Wavenet [Oor+16b] was designed following the principles of
PixelRNN. It similarly handles the prediction of the audio waveform x; as that of a
categorical variable, where the continuous signal value is binned into intervals (the
width of which follows a logarithmic scale). The major novelty in Wavenet lies in
the internal structure of the recurrent network based on dilated convolutions.

Recurrent neural networks are known to struggle with long-term dependencies,
and while e.g. LSTM [HS97] mitigates this issue, it remains insufficient for raw audio
— usually recorded from 16 kHz up to 44 kHz, or even higher. Tens of thousands
of variables for each second of audio is more than any standard recurrent network
can hope to remember. Wavenet thus introduces an internal structure specifically
designed to handle long-term dependencies using several layers of dilated convolutions,
each layer effectively doubling the receptive field of the output with regard to the
previously generated values (Figure 5.5).
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Figure 5.5: Representation of the dilated convolutions used in Wavenet. Each input
is the concatenation of the output at previous time step and some conditioning for
this time step. Figure from [Oor+16b].

In its initial version Wavenet was rather slow, generating samples x; one at
a time. To alleviate this shortcoming, [Oor+18] introduces the Parallel Wavenet.
This neural structure similar to Wavenet uses a Normalizing Flow, transforming a
sequence of latent values sampled from a fixed distribution €, ~ p(e) into a sequence
of observations x; ~ p(x|€; ... €). The benefit of this structure is that z; no longer
depends on the values of the previous timesteps xg, . .., x:—1, allowing each value to
be sampled in parallel in a much faster way.

2The discretized logistic, a distribution similar to the Normal distribution, is likewise parame-
terized by a location and a scale parameter. A main difference lies in its distribution support, set
to an integer interval as opposed to R. The interested reader is refferred to [Sal+17] for a more
comprehensive presentation.
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However, as discussed in Section 2.3.3, Normalizing Flows are trained by min-
imizing their Kullback Leibler divergence to an energy model (as opposed to, by
maximum likelihood). Accordingly, the Parallel Wavenet is trained using a regular
Wavenet as its target energy model. The complete training is thus achieved in two
steps: first a regular Wavenet is trained on the dataset, then the Parallel Wavenet is
trained using Wavenet as a teacher, akin a Network Distillation scheme [HVD15].

Wavenet is extensively used for speech synthesis, conditioning the synthesis on a
phonetic encoding of the sentences to generate, with such a quality that Wavenet
was used to voice the Google assistant when it was deployed in Oct. 20173.

5.3 RealNVP and flows-based observation models

Normalizing Flows (Section 2.3.3), being very expressive and able to approximate
almost any well-behaved distribution, are a very powerful option for building ob-
servation models. They however need to be adapted to learn a distribution from a
dataset (as opposed to an energy function).

The adaptation is straightforward: instead of defining the transformation as
x = fp(€), it is reversed as € = fy(z). The density equation then becomes:

log po(x) — log |V, f| = log m(e) (5.3)

This formulation supports a maximum likelihood training from the dataset:

logpg(D) = Y logpo(z) = Y. [log |Vaf| +logm(fo(w))] (5.4)

zeD z€D

However, this only formulation is limited as py(x) cannot be efficiently sampled
unless f,° ! can be easily computed. This limitation was initially addressed by the
use of real-valued non-volume preserving (realNVP) transformations [DSB17], both
invertible and suitable for use in Normalizing Flows.

The general idea of realNVP is to split the input and output multi-dimensional
variables in two: z = (x1,x2) and € = (€1, €2), and consider the following transforma-
tion fy, called an affine coupling (where * is an element-wise multiplication):

fo: {61 - (5.5)

€9 = x9 * Sg(x1) + to(z1)

As the transformation is conditioned by x1, which is fixed, it can be easily inverted
(where + is an element-wise division):

£ {xl - (5.6)

T2 = (€2 — tg(€1)) + so(e1)

Although this transformation is simple in itself, stacking several instances of it
(with different parameters), and alternating the role of the two halves of the variables
by permuting them? yield powerful representations. In particular for the application

3https://deepmind.com/blog/article/wavenet-launches-google-assistant
4Permutations of the components of x are invertible operations whose Jacobian determinant is 1.
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to images, [DSB17] propose to split the pixels of the image in two groups along a
checkerboard pattern; both halves thus cover the whole image, allowing for coherent
transformations. The ty and sg functions are then learned using convolutional neural
networks.

Further improvements and variations of realNVP have been proposed:
Glow [KD18] replaces the permutation step by an invertible 1 x 1 convolution, of
which permutations are a special case.
Flow++ [Ho+19] introduces a more complex class of coupling layers, and proposes
a new method to address dequantization °® based on the ELBO and using another
Normalizing Flow.

5.4 The Posterior Collapse Phenomenon

Autoregressive and realNVP-based models, initially introduced as standalone gen-
erative models, are mostly used as such. They both have conditional variants, and
can be used as observation models within a Deep LVM; along this line PixelVAE
[Gul+16] combines VAE with a PixelCNN decoder. However, in general ELBO
training of these models proves difficult due to a phenomenon known as Posterior
Collapse (PC).

The PC occurs when the Deep LVM involves a very powerful observation model,
that would be capable of approximating well the dataset while entirely ignoring the
value of the latent variables (Figure 5.6). Along this line, the inference model g4
receives almost no feedback from the data while the ELBO draws it to match the
latent distribution py(z), and it collapses to this distribution: Va : g4(2|z) = pg(2).
The model thus reaches a good optimization of the ELBO while completely ignoring
the latent variables [Che+17], which generally goes against the intended goal of
introducing such variables in the first place.

It is currently believed that the posterior collapse occurs due to the training
dynamics of the model [He+19; Luc+19]. In the early training stages the inference
model g4 poorly approximates the real posterior distribution pg(z|z) associated to
these complex observation models, and the inferred z is thus irrelevant to improve
the prediction pyp(z|z). The poor quality of this approximation is blamed on the
insufficient optimization of the inference model, making it lag behind the observation
model [He+19].

Several approaches have been developed to mitigate the PC effect. [Luc+19]
consider an annealing process on the ELBO, setting a weight a on the term
Dir(qe(z|x)|lpe(2)), initialized at 0 and gradually increased to 1, then recover-
ing the original ELBO. Therefore the observation model can freely use the z variable
in the early training stage, as the inference model is then allowed to deviate a lot
from the latent distribution pg(z). The increase of o then slowly drives the latent
variable z back to py(z), while the observation model has already learned to use it,

5The dequantization problem arises when training continuous probabilistic models (such as
realNVP) on data that have been discretized (such as images whose pixel values are in [|1; 255]]). In
that case, the target distribution actually lives in a discrete grid-like subspace of the data space,
making it a collection of point masses. Such a distribution, beyond the reach of most continuous
models, may cause the training to diverge. Dequantization is the process of adding a small continuous
noise to the discretized data to make it continuous again.
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Figure 5.6: Illustration of posterior collapse. In the Gaussian VAE (5.6(a)) each
latent value Z is mapped to a different distribution in the data space X, the
mixture of all of them making the actual generative distribution pg(z) (black outline).
When posterior collapse occurs (5.6(b)), all latent values are mapped to the same
distribution in the data space and the observation model represents the generative
distribution by itself: Vz : pg(z|2) = po(x).

and follows the movement. [Raz+19] introduces the 0-VAE, where the distribution
classes for qq(z|r) and p(z) are chosen in such a way that their KL-divergence is
lower-bounded by some hyper-parameter & > 0, preventing the total collapse of the
inference model. Likewise, this makes it free for the observation model to somehow
use the latent variable and opening the door for more. Finally, [Ale+18] modifies the
ELBO training objective by reformulating it as a constrained optimization problem
and then generalizing it to design a new training objective that forces the model to
use the latent variable.

The most effective results obtained by combining Deep LVMs with powerful
observation models rely on the use of discrete latent variables. An example thereof
is Pixel VAE++ [Sad+19], that improves PixelVAE taking inspiration from Pixel-
CNN++, replacing the latent space with a discrete variable, and learning the latent
distribution py(z) as an RBM, mimicking DVAE [Roll7]. The Vector-Quantized VAE
(VQ-VAE) [OVK17] and its refinement VQ-VAE-2 [ROV19] significantly modify the
model formulation by learning a set of latent embeddings and a discrete distribution
over them, effectively handling the inference model g4 (2|x) as a mixture of point mass
distribution (a mixture of Diracs). This makes it impossible to interpret the learning
criterion as a lower bound of the data likelihood. Nevertheless, VQ-VAE reaches
very competitive performance in the context of generation of realistic high-definition
images.
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5.5 Summary

This chapter focuses on the probabilistic interpretation of observed variables. This
interpretation (and the associated probabilistic model choice) defines the lens through
which the LVM can interact with the data, thus conditioning the success of the
training.

Several approaches have been designed to account for data properties or structures:
Perceptual distances are meant to emulate the human-perceived similarity between
images. Autoregressive models (e.g. Wavenet or PixelRNN/CNN) factor the model
as a succession of conditional distributions, yielding very expressive models for
discrete sound or image data. Inspired from autoregressive flows, RealNVP builds
an expressive class of observation models enabling to generate high-dimensional
examples.

In counterpart for these gains in expressivity, the above approaches are highly
susceptible to posterior collapse, ignoring the latent variables and learning the
data distribution from the only observation model. Several adjustments have been
proposed to avoid this issue [Luc+19; Raz+19; Ale+18].

Overall, these expressive observation models tend to weaken the link between
the latent variables and the observed data. Specifically, the latent representation
can then be less easily exploited in order to analyze the data: expressive observation
models can induce, and compensate for, a poorly informative latent representation.
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This chapter presents and discusses the relationship between the model and the
data in relation with the so-called Manifold Hypothesis [Rif+11; BWS15; FMN16;
CCR21], considering that the data lie near a manifold. Ideally, an optimal latent
representation would define a mapping from some (low-dimensional) space onto the
data manifold, that is, provide a parametric map of this manifold.

The question thus becomes when and how can an LVM appropriately characterize
the data manifold. This chapter presents the first main contribution of this thesis: a
case study under the assumptions of a large sample limit and an infinitely expressive
latent representation, extending a former article [BS20b].

The subject of information flow throughout the a VAE and its relation to the
learning process has been studied thoroughly. One notable angle of analysis is
the interpretation the latent space as a noisy communication channel between the
encoder and decoder in the light of Information Theory [BK18; RV18; ZSE18; Raz+19;
Zhe+19; DSL20]. An other lies on linking the VAE to Principal Component Analysis
(PCA) [Dai+18; Luc+19]. This chapter and the next one provide a complementary
analysis focusing on the geometrical interpretation of the training objective in light
of the Manifold Hypothesis, and the impact of the observation model on the training
process.

6.1 The Manifold Hypothesis

Most datasets are endowed with an internal structure, that is implicitly characterized
as not every element in the considered embedding space X is a valid sample: a random
matrix of pixels does not correspond to a photorealistic image, a random image does

73
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not represent a person in general, a random sequence of numbers does not encode a
voice waveform, etc. (On the other hand, if any sample in a high-dimensional space
were a valid one, then in general, the available data resources would be insufficient
to support learning).

The structure of the real data samples in a high dimensional space, referred to as
Manifold Hypothesis (MH), is formulated as follows:

The considered dataset in a high-dimensional space is actually concen-
trated around a low-dimensional manifold embedded in this space.

Note that the dataset is assumed to concentrate near a low-dimensional manifold,
as opposed to, be contained in the manifold. The latter assumption would be
unrealistic, due to the data noise. The MH thus actually assumes that there exists a
low-dimensional representation of the dataset with no significant loss of information;
it does not assume that the data exactly lie in some "true" manifold of the embedding
space.

The MH is generally assumed in the domain of computer vision: the region of
natural images is continuous and connected! while most pixel matrices are "visibly"
not natural images. The same applies for audio data. The MH can have an adverse
impact on some learning algorithms, such as Generative Adversarial Networks: the
fact that the data lie in a restricted region of the embedding space can hinder or
prevent the training of the model [AB17].

If such an appropriate manifold were known, then any datapoint could be
decomposed in two parts: a location on the manifold, plus some small deviation
from the manifold. Along this line the semantically useful information would be said
location on the manifold, while the deviation would represent a small noise. This
decomposition, akin to Manifold Learning [Cay05], motivates the following sections.

6.2 Quasi-deterministic observation models

Latent Variable Models can be understood with respect to the MH. The learned
distribution over observed variables, pg(z), can be viewed as a mixture of the
observation model, indexed by the latent variables z: po(z) = [, po(x|2)pe(z)dz.
Along this line, the LVM training aims to pave the data manifold with instances of
its observation model (Figure 6.1).

If all considered observation models are low-variance distributions, then the
learned observation model py(x|z) itself establishes a mapping from the z space
to the data manifold, the transformation z — x being almost deterministic (in
the low variance case). In order for the learned observation model to characterize
the data manifold, the latent variables z must contain all relevant information for
characterizing a given example within the whole dataset; the latent representation
could then support other downstream tasks?.

!There is a very natural and intuitive way to continuously transform a photograph into another:
making both of them part of the same filmed video that goes from one point of view to the other.

2Such task include for example using the VAE as a dimensionality-reduction algorithm, compa-
rable to a non-linear PCA [Luc+19]. Part III further expands on design of the latent structure of
the LVM to extract sought information or enforce desirable properties.



6.2. Quasi-deterministic observation models 75

— rdl o
) b, -
S B
rd b
K P, \*\ Ny
AL N
N
L2 o ~
{ ’ re oy _ A
b . N e~ o~
a 1 .
t'-'*e", : A h
‘ﬁ\ ~ = * > Ll -~ C \L\
ot A \
\‘7\ 5 ~E8S Z N
Ay — ,;‘
AT - A7 I
- . (]
\\‘ \4—\ /F
N 99
L.~ \1_\7 P!
e &

Figure 6.1: Example of approximate paving of a manifold (blue line) with observation
models (red circles). Each circle representing for example a small-variance Gaussian
distribution.

Let us define the notion of quasi-deterministic observation model as an observation
model where the generative process of x given z is a deterministic procedure fy
augmented with some noise €p: = fg(z) + €9. Thus pg(x|z) can be formulated in
terms of p. g(€|z), the density of the noise model:

Po(2|2) = peple = — fo(2)|2) (6.1)

Though the noise can in principle depend on z (inducing heteroscedastic models),
the idea is that after training, the learned noise model will have a small variance
such that the deterministic mapping & = fp(2) offers a decent alternative to actually
sampling pg(x|z).

In the following two examples of quasi-deterministic observation models are
analyzed. The simplest one (diagonal Gaussian observation) has limitations that
may force the model to fail to differentiate the manifold from the noise. The
second illustrates how these limitations can be overcome without leaving the quasi-
deterministic context, by building a hierarchical observation model.

6.2.1 The Gaussian observation and its limitations

When considering Gaussian observation models, the observed variable x involves a
mean noted fy(z) and a covariance matrix. The low variance of the noise model holds
iff this covariance matrix have small eigenvalues compared to the overall variance of
the considered dataset.

In practice, three options have been considered in the literature. A first option
considers an isotropic covariance matrix ¢?I with a constant o. This option is
retained in many papers, notably in computer vision where the VAE is mostly viewed
as a regularized auto-encoder® [Hou+17; Dor+17; Hua+18; GSS20; Gho+20], trained
from the squared error reconstruction loss £(x,#) = ||z — 2||%. This loss is equivalent

3Tt is actually difficult to measure precisely how widespread it is used: a large fraction of articles
about VAEs do not explicit their observation models.
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to a Gaussian observation model with a fixed isotropic variance* o2 = 1/2. However,

a variance of 1/2 might seem unreasonably large (when considering the image data
as a vector whose coordinates are in [0;1]), preventing fy(z) from being a good
approximation for pg(x|z). As will be shown in Section 6.3, such a high o can be
considered the main cause for the blurriness long observed in VAE-generated images.

It can be noted that in this context, changing the fixed observation variance o is
equivalent to applying a factor in front of the KL part of the loss, as done by 3-VAE?
[Hig+17]. Empirically, it is observed that increasing the value of 5 improves the
disentanglement of the VAE latent space; in counterpart, the images generated from
the decoder (2 = fy(z)) are increasingly blurry, which is coherent with it introducing
an observation noise that is too large relative to the data characteristics. A detailed
comparison between S-VAE and quasi-deterministic observation models in terms of
training dynamics is given in Appendix 7.A.

Other usual options consists in considering an isotropic covariance matrix whose
variance is learned as a global parameter of the model [RV18], or as a diagonal
covariance matrix, whose components are the output of the decoder neural network
alongside the mean [KW14; MF18]. As will be shown in Chapter 7, learning the
variance of the observation model has a positive impact on the dynamics of the
learning process, compared to considering a fixed variance, even if adjusted using
preliminary experiments.

The limitation of all above options is twofold: firstly, they lack the expressiveness
of a full-rank covariance matrix; secondly, they assume an uncorrelated noise between
the dimensions of x. If the data structure involves some correlated noise, the above
models, being unable to model it directly, might settle for a smaller variance than
appropriate. Hence, a part of the noise would eventually be encoded in the latent
space alongside the actual information, as illustrated by Figure 6.2. On the other
hand, the option of considering (learning) a full-rank covariance matrix is impractical,
especially so in high-dimensional domains like computer vision.

6.2.2 Hierarchical quasi-deterministic observations

The use of quasi-deterministic observation models can however be combined with
taking advantage of the structure of the data: elaborate models can be defined using
an adequate LVM structure. While the properties of high dimensional data are
counter-intuitive in many cases, the manifold assumption can be invoked to enforce
the sought properties or behaviors, even while sticking to the quasi-deterministic
framework.

“The negative log-likelihood of a Gaussian distribution of mean & and of variance o2 = 1/2
reads:

1 D
—logp(|#,0%) = 5 |lv = & = Dlogo = |lo — &[|" + 7 log2

The constant term % log 2 does not affect the optimization process.

5In the isotropic Gaussian observation, the variance o2 acts as a global multiplicative parameter
in front of the squared error. This makes it possible to interpret it as a hyperparameter reweighting
the reconstruction and KL parts of the ELBO. By introducing the parameter § = o2, the formulation
becomes equivalent to that studied in the 8-VAE:

Lsvae = BDxr (as(2[2)llpe(2)) + E llz = fo(2)II* (6.2)

zrvqg
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Figure 6.2: Illustration of the inappropriately small variance imposed by a diagonal
observation model. (a) The cluster of points can efficiently be fitted by a single
full-rank normal distribution. (b) It requires a mixture of smaller variance normal
distributions if these are constrained to be diagonal. The second observation model
requires additional information to be captured in the latent variables, compared to
the first one.

Such an adequate LVM structure is that of Laplacian Pyramid representations,
reflecting the multi-scale structure of images and explored e.g. in LapCVAE [Dor+17].
The article introduces several modifications to the VAE; in the following we focus on
the use of intermediate observed variables, which can be considered independently of
the other modifications.

The core idea consist in generating the image along a sequence of resolution
steps. First a small image g is generated, then this image is upscaled, and the
model generates a update dxq that is added to the upscaled version to make a larger
image with more details: z1 = upscale(zg) + dz1. The process is iterated until the
sought size is reached, generally with an upscaling of a factor 2 in each step. The
sequence of generated images zg,x1,... is thus defined by (z denoting the set of
latent variables):

o ~  p(zo|2)
owiy1 ~ p(owiy1|zi,2) (6.3)
Tiy1 = upscale(x;) + 0xi41

This is illustrated by Figure 6.3: each observed variable z;;; depends on the
previous one x; and some subset of the latent variable.

Along this setting, for each full image noted xy, a sequence of x; (observed
variables generated by downscaling zy) is used in the training procedure. The
process, decomposing the data into multiple scales (as appropriate for images),
guides the model along this structure.

Finally a hierarchical quasi-deterministic observation model thus builds z; at
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Figure 6.3: Illustration of a multiscale observation model.

each scale as:
x; = upscale(xi—1) + fio(ri-1,2) + € 0(Ti-1,2) (6.4)

Both the prediction f; ¢ and noise ¢; g functions take as arguments the previous
image, x;—1 and some subset of the latent variables. This hierarchical observation
model can be combined with any latent structure as appropriate for the application
domain and goals. LapCVAE for example introduces a hierarchy of latent variables
z1, z2, . .. depending on the observed variables, and conditioning them as depicted in
Figure 6.4.

Figure 6.4: LapCVAE. The graphical model illustrates the dependencies among the
observed x; and latent z; variables. The dependency of z; on z;_; is achieved through
concatenation: each latent variable contains the concatenation of all previous ones,
plus new dimensions inferred from the two previous generated images.

6.3 Noise Variance and data resolution

A first contribution of the presented manuscript is to analyze how the structure of
the observation model governs the possibilities of the inference model even under the
assumption of a large sample limit and infinite capacity (representation power) of the
inference model. This contribution is analyzed in view of the Manifold Hypothesis.

A primary remark is that the variance o of the observation model noise governs
the resolution and degree of approximation of the data by the model: the training
criterion involves the likelihood of the dataset w.r.t. the model at hand, where
the noise amplitude is 0. Accordingly, any data pattern that would be made
indistinguishable by this noise amplitude, is lost, for the same reasons as discussed in
relation with the Posterior Collapse phenomenon (Section 5.4). In the S-VAE case,
increasing 8 amounts to increasing the variance of the noise, which in turn prevents
the learned model from grasping the fine-grained patterns of the data. Eventually,
such a high variance results both in defining a blurry model, and reducing the amount
of information captured by the latent variable, making it in turn more amenable to
disentanglement®.

SAll structure being fixed, the model needs to pack less information into a latent space of the
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The proposed interpretation is backed upon a theoretical result (section 6.3.1).
Experiments on synthetic datasets situated on a 1D manifold illustrate the interplay
among the model variance (fixed or learned) and the quality of the learned model.

6.3.1 Modeling an hypersphere

The impact of the observation model is examined under three assumptions:

1. The inference model used to train the VAE is assumed to be exact: g4(z|z) =
po(z|x) for all . Therefore the ELBO is tight, and its maximization boils down
to maximizing the likelihood & cp log pe(x).

2. The predictor function fy of the observation model is sought in a hypothesis
space with infinite capacity (encoded by a neural network with arbitrary
expressiveness).

3. The optimization process is assumed to reach the exact optimum of the criterion;
the dataset is assumed to be an infinite uniform sample on the target manifold.

Therefore, the VAE only depends on the observation model, a Gaussian observa-
tion model with an isotropic covariance matrix oI, for some fixed value of ¢ and
whose mean is predicted by a neural network fy.

Let us further assume that the sought manifold is a hypersphere of radius R of
center 0, in dimension D (in RP).

Then:

Theorem 6.1. Under the previously described assumptions, if o > \/%, then the

global optimum is reached when fy is a constant function at 0.

In other words, if the variance o2 is too large, the designed VAE will learn nothing
of the dataset, even though it has infinite capacity. The proof of this theorem, detailed
in Appendix 6.A, consists in analytically characterizing the optimal distribution
pe(x); this characterization is made possible under the considered assumptions. Let
be the mean of the observation model and output of the predictor neural network fy.
It is shown that, when optimal, the distribution of y is uniform over an hypersphere
of radius r > 0, where r is given by maximizing the following quantity:

_r [T Rr . D2
U(r) = e 2 / exp | —5 cosf | sin” " =(0)d0 (6.5)
0=0 o

When o > \/%, { reaches its maximum for r = 0, which concludes the proof of
Theorem 6.1.

The behavior of ¢ is illustrated in Figure 6.5 (left, for D = 2; right, for D = 10),
plotting ¢(r) in the 2D plane given by R/o and r/o, with the curve of optimal r
depicted in black. It is seen that the optimal r remains 0 until R/o grows larger
than respectively v/2 and /10. The actual threshold is larger than the one given in
Theorem 6.1 (v/D rather than v/D — 1). After the threshold, /o quickly grows with
R/o, and converges asymptotically to r = R. As o shrinks to 0, r converges to R.

same size, and can afford less precise latent encoding. As a result, it can more easily follow the
tendency for disentanglement that a factorized inference model suggests (3.4).
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Figure 6.5: Contourplot of ¢ (Equation 6.5) in the 2D plane given by r/o and
R/o. Left: D = 2. Right: D = 10. The background color indicates the value of
the criterion (increasing from blue to yellow on a logarithmic scale). Black curve
indicates the optimum of £(r). The threshold value v/D is indicated as a black dot
on the horizontal axis.

In view of the Manifold Hypothesis, Theorem 6.1 establishes that a Gaussian
VAE with fixed variance ¢ is blind to data structures whose radius of curvature is
smaller than” o+/D — 1. In other words, the VAE is doomed to miss such "details"
of the data distribution if their scale is too small compared to its (fixed) variance;
the VAE then yields an overly smooth manifold.

According to this result, the fixed variance of the VAE model o sets a lower-bound
on the smoothness of the manifold the VAE can learn. More precisely, o defines
a trade-off between the noise (missed) and the information (stored in the latent
representation): too large, and the fine-grained patterns will be missed; too small
and the noise will be stored in the latent representation.

6.3.2 Experimental study of manifold approximation

This claim is experimentally supported on a synthetic 2D dataset Figure 6.6. A 1D
sinusoidal manifold is defined in R?, and the synthetic dataset is generated from this
manifold with a isotropic Gaussian noise, the amplitude of which varies along the
manifold (heteroscedastic distribution).

A powerful VAE is generated from this dataset along a large sample limit process
(10.000 new samples are generated in each epoch) with a Gaussian observation model
of various ¢ values, and an "infinitely powerful" generative model®.

On this synthetic dataset, the relation between the fixed ¢ and the curvature of
the learned manifold can be summarized as follows:

For a large o value, the model yields a smoothed version of the manifold; for very
small o values, the noise is interpreted as part of the manifold, increasing the

"Note that Figure 6.5 suggests the cutoff is actually at o/D.
8Using a Resnet-based architecture with a 10 dimensional latent variable z.
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Figure 6.6: Impact of the observation model variance o on the learned manifold
(output of the predictive neural network & = fy(z), with z ~ g4). (a): The original
manifold involves several regions, with a varying curvature, and a varying noise.
Original points are in blue, learned manifold in orange. (b-c): Large values of o
result in a smoothed approximation of the manifold, where highly-curved regions
have been lost. (d): A well calibrated o adequately separates the manifold structure
from its noise. (e-f) Too small o values force the model to encode the noise into the
latent variable as well; the dimension of the learned manifold increases from 1 to 2.

dimensionality of the latent space. This relation between the approximating manifold
and the scale parameter of the observation model and the thresholding effect similar
to a phase transition has also been experimentally observed by [RV18].

The precision of the observation model, governing the manifold approximation,
also has a dramatic impact on the generative model. The two manifolds & = fyp(z)
respectively obtained by reconstruction (z ~ gy, Figure 6.6) and generation (z ~ pg,
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Figure 6.7) differ depending on o:

Both manifolds are very similar when o is adequate or too large. Quite the contrary,
when ¢ is too small, the latent variable z seemingly fails to adequately capture
the manifold, resulting in a poor coverage of the latent distribution py(z) by the
aggregated inference model g4 (z). This eventually causes the generative process to
yield poorly realistic samples.

It must be emphasized that this failure when o is small is related to the training
dynamics; we shall return to this issue in Chapter 7.

These remarks establish that, when using a quasi-deterministic observation model,
the choice of the noise variance o is a crucial design point. When considering a
model with a fixed isotropic covariance, o acts as regularization weight, balanc-
ing the KL-part of the ELBO (Dgr(qg(z|x)|pe(2))) and the reconstruction term
(g, logpo(]2)), as classically done in practice in the VAE literature [Hou+17;
Lar+16; Hig+17; Hua+18; GSS20).

6.4 Summary

The observation model aims at a probabilistic mapping between the space of latent
variables and the observed data space. Under the manifold assumption, one might
consider instead a quasi-deterministic observation model, involving a deterministic
mapping onto the data manifold with an additional small noise. Some examples of
this approach, ranging from the Gaussian case to LapCVAE, are described.

Our claim is that the variance of this added noise governs the identification
of the data manifold; as theoretically and experimentally shown (Theorem 6.1,
Section 6.3.2), manifold regions with a high curvature compared to the noise variance
are smoothed and the details are lost. At the other extreme, a too small noise
variance leads the model to encode the data noise, increasing the effective dimension
of the learned manifold.

The key question thus becomes to identify the noise variance: i) based on
prior knowledge (e.g. related to known measurement uncertainties); ii) tuned as
a model hyper-parameter; iii) or learned as yet another model parameter. The
learning dynamics differs widely depending on the chosen option, as will be shown in
Chapter 7.



6.4. Summary 83

150 41
125 3]
100 . 2
0.75 14
0s0{ 0
025 4 -1
000 7
-0.25 -3
5 2 4 0 1 2 3 -5 -1 -2 0 2 a 5

(e) 0 =0.03 (f) o =0.01

Figure 6.7: Impact of the observation model variance o on the generative process.

(a): the original data (in blue). The output of the predictive model (Z = fp(z) with
z ~ pg(z)) is in orange and the generated samples (z = Z + €g) are in green. (b-c):
When ¢ is too large, the generated manifold (orange) matches with the reconstructed
one (Figure 6.6), and the added ey noise ensures complete coverage of the dataset
(note the change of axes scale). (e-f): When o is too small, the generated manifold
is actually quite different from the reconstructed one, suggesting that the latent
representation fails to adequately capture the real manifold: z ~ py(z) often generates
unrealistic samples.



84 Chapter 6. The Manifold Hypothesis and Quasi-Deterministic Observations

6.A Proof of Theorem 6.1

Proof of Theorem 6.1. Under the assumptions stated in Section 6.3.1, the aim is to
characterize pg(z) = [, po(x|2)pe(2)dz at the optimum.
The Gaussian observation model is defined by:

poals) = s e (g lle = 2)IP) (6.

The prediction function fp can be discarded (e.g. through a change of variable
= fo(2)); only the associated distribution py(u) needs to be considered:

o) = G [ exp (= goalle =l ol (6.7

The considered dataset has a spherical symmetry around the origin; the observa-
tion model also is isotropic. Therefore at its optimum the distribution py(u) must
also have this spherical symmetry, i.e. it only depends on the norm of u. After
normalization, the sought probability distribution thus has the following form:

)
)= o9

with Ap_1 the area of the unit D — 1 hypersphere, and ¢ a normalized probability
measure ([, q(r)dr =1).

Considering the likelihood of the dataset (and dropping constant terms related
to q), it comes:

_ _ q(ll[1) (_1 N 2)
L= E log pp(x) = /z”_R log/u P exp | =53 |l — p||* ) dudx+ ... (6.9)

zeD I

Let r be the norm of u and 6 be the angle between x and . In spherical
coordinates, the exponential can be reformulated as ||z — u|? = R? + 72 — 2Rr cos 6.
The inner integral on u depends only on R and #. The integration on the other D — 2
dimensions yields a multiplicative constant that can be moved out of the logarithm.
After this rewriting, the contents of the logarithm no longer depends on x, making
the outer integral trivial as well.

+oo 4 2 —2Rrcosf
L=Ap_ilog / q(r) / exp (—TQZTCOS> sin?~2(8)d0dr + ... (6.10)
r=0 0=0 (e

The term in the logarithm is the expectation over ¢ of some function of r, it is
thus maximized when ¢ is a Dirac measure at the maximum value of that function.
Thus at the optimum, py(u) is the uniform distribution over a hypersphere of center
0. Only its radius r remains to be determined. Maximizing £ is equivalent to
maximizing the contents of the logarithm:

— r2 ™ R’I“ . D—2
Ur) = e 202 / exp | —5 cosf | sin™“(0)d0 (6.11)
9=0 o

The derivative of £ yields:

22T —
% =e 22 /9:0 (RC0229T> exp (i; cos 0) sin?~2(6)d# (6.12)
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Using integration by parts on the R cosf term, it comes:

/ Reost exp <RT oS 0> sin?~2(6)df =
0

o2 o2

R Rr . D-1 ™ ™ RQ’I“ Rr D
{w—naze"p (G cos0) s %*/0 D1t P (5 cos®) sin” 010

=0

Finally yielding:

dl N R?sin? 0 Rr . D_9
- = 3¢ 207 /9:0 ((1)1)02 — 1> exp <a2 cos 9) sin” "~ “(0)d6 (6.13)

In particular, if ﬁ < 1, the derivative of ¢ as a function of r is always
negative, implying that it reaches its maximum for » = 0. This means that py(u) is
a Dirac-measure at p = 0, and therefore the predictive function fy is the constant
function 0. O
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This chapter continues the analysis presented in the previous chapter and ex-
tending [BS20b], showing that in the quasi-deterministic case the variance of the
observation model governs the scale of the data patterns that can be modelled.

The question investigated here concerns how to learn this variance Section 7.1
and its impact on the training dynamics 7.3. Only Gaussian observation models are
considered in the chapter for the sake of clarity; the analysis however is general in
the sense that it does not rely on the specific structure of the Gaussian model but
rather on its quasi-deterministic properties.

7.1 Observation variance fitting

As said (Section 6.3), an observation model with a too high noise variance prevents
the model from capturing fine-grained details of the data. Quite the contrary, a too
low variance causes the encoding the "natural" data noise into latent variables.

Unless this variance is supplied from prior knowledge, it must thus be learned
from the data (and even when it is known beforehand learning it is still beneficial,
Section 7.3). Two approaches are found in the literature:

 Considering an isotropic observation model N(fp(z), o) where o is optimized
along training [RV18] (Section 7.1.1);

o Considering an isotropic N (fy(z), o(z)Id) or non-isotropic N (fy(z), D(z)) with
D a diagonal matrix, and the scalar or vector noise variance o(z) being learned

by the neural net [KW14; MF18] (section 7.1.2).

87
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7.1.1 Learning a global noise variance o

In the case where the sought variance o? is constant over the observation space

X C RP, then its optimization can be done analytically. Let ¢s(2|z) denote the
inference model, fy the decoder neural network, with D the dimensionality of the
observation space. In this case, ¢ is only involved in the reconstruction part of the
ELBO:

E E logpg(x]z):—E E [W—FD]O{;U] (7.1)

€D z~qy(z|x) 2ED z~qy(z|x)

Let €2 = E,ep Eingyale) Iz — fo(2)||? be the average squared reconstruction
error. The optimal value ¢* is thus reached as:

2
02 = argarznin % + Dlog 01 (7.2)
Simple calculations then give:
2
e
ol = ) (7.3)

The optimal variance thus is directly set to the average reconstruction error
per coordinate. This result generalizes to non-isotropic observation models, where
the noise is defined after a diagonal matrix A(oy,...,0p): variance o; on the i-
th coordinate is the average squared reconstruction error of the model on this
coordinate!.

Algorithmically, o can be computed from the average reconstruction error incurred
in the current epoch, and updated for the next epoch. This is proposed with good
success in the recent article [RDL21]. In practice however (as said in Section 6.2.1),
most articles using a Gaussian observation model consider ¢ a fixed hyperparameter.
Another option is to learn o by gradient descent like any other parameter, and have
it converging to its optimal value. Expectedly, o gradually decreases along training,
as the reconstruction quality improves. This approach appears empirically equivalent
to computing the optimal o at every batch (Figure 7.4). The stability and dynamical
implications of this process are discussed in Section 7.2 and Section 7.3.

A third alternative is formulated by the Generalized ELBO with Constrained
Optimization (GECO) algorithm [RV18], where the search for a VAE proceeds by
minimizing the KL divergence in the latent part of the ELBO under the constraint
that the average squared reconstruction error be smaller than some prescribed value.
This approach is formulated in terms of 3-VAE [Hig+17], which is in the Gaussian
case equivalent to changing the observation variance, as discussed in Section 6.2.1.

7.1.2 Learning a local noise variance o(z)

Most interestingly, the seminal paper on VAE [KW14] advocated the learning of
the noise variance as an output of the decoder NN — though this architecture is

'Full-rank covariance matrix for the observation model is also analytically solvable and leads to
2= [(m — fo(2))(xz — fo (z))T} , however such models are generally impractical in high-dimensional
data spaces as they require large matrix inversions.
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also rarely considered in practice. Formally, the decoder neural network yields two
vectors of size K, respectively the mean fy(z) and the (diagonal) variance o3(z) of
the model. As said, the case of a full covariance matrix has been considered for small
input dimensions only.

The model is trained by gradient descent to maximize the Gaussian log-probability:

(zi — fo(2)i)?

202(2); —logog(2); (7.4)

log po(z]z) = =)
(2

This formulation makes it possible to learn different noise amplitudes in different
regions of the input space, either reflecting the heteroscedastic noise of the data (as
in the artificial example in Chapter 6, Figure 6.6(a)), or reflecting the uncertainty of
the model to account for the data in the region. In the latter case, the large variance
reflects the fact that the model does not know how to handle this sample.

This gain in expressiveness however comes at a cost in training stability. De-
pending on the architecture of the underlying neural network and the optimizer, the
values of the observation model might vary in a large range, or take extreme values.
In such cases the 1/ Ug(z) factor occasionally becomes huge?, severely hindering the
training process. To avoid this, the parameterization of the neural network should
ensure that Ug(z) be initialized to a reasonably large value, and evolve slowly enough,
avoiding abrupt changes from one iteration to the next. We shall return to the
impacts of the training dynamics in Section 7.2 and Section 7.3.

7.1.3 Empirical study

Considering the artificial dataset introduced in the previous chapter, this section
presents an empirical comparison of both options of learning a global or local variance
(Figure 7.1). The model with a globally optimized value for o is doomed to find a
trade-off, with too low a variance in the high noise regions, and too large a variance
elsewhere (Figure 7.1(c)). On the contrary, the model where o(z) is a learned function
of z manages to perfectly fit the noise from the dataset (Figure 7.1(d)): the generated
samples (in green) display the same dispersion as the original dataset (in blue). The
goodness of fit is also visible from the ELBO improvement: the model with learned
function o(z) yields 1.62 + 0.08 while the model with learned global o only reaches
1.26 4 0.09.

7.2 The risk of deterministic collapse

Both schemes — learning the variance either directly or as a function of the latent
variable — converge toward setting variance o2 to the (possibly dimension-wise)
reconstruction error ||z — fy(2)||?. In the former case, o converges toward the
average reconstruction error; in the latter case, 0?(z) converges toward the local
reconstruction error.

When considering a quasi-deterministic observation model however, there is a risk
of deterministic collapse: if the VAE yields a perfect reconstruction (i.e. fyg(z) ==z

2As o(z) must be strictly positive, it is usually sought as the softplus of an expression, and goes
to 0 as this expression goes to —oo.
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Figure 7.1: Results of training the VAE from Section 6.3.2 with o either learned as
a global value or as an output of the decoder. In blue is the original data, in orange
the predictions & = fy(z), and in green actual samples from py. While both models
learn the same approximating manifold (a, b), the second one manages to better fit
the heterogeneous noise of the dataset in generation (d) than the first one (c).

everywhere), then the optimal value for o is 0 (Equation 7.3), and the ELBO goes
to +00. Note that such a perfect reconstruction entails a high cost in terms of
Drr.(g4(2|x)||pe(2)), since the inference model g4(z|z) is bound to be deterministic
as well, making the KL-divergence infinite too>.

The risk of collapse is explained as follows. In the deterministic limit, both
ELBO terms are proportional to the dimensionality of their respective space (data
or latent). Typically for a Gaussian VAE, the reconstruction loss is the sum of the
squared reconstruction error, and a log-variance term N log o,. If the reconstruction
error is very small, the loss is dominated by the second term, which is proportional
to the dimensionality of the input space. The latent KL similarly involves a term
which is bounded in the deterministic limit, plus a term of the form —} ;logo. ;,
with ¢ ranging among the latent coordinates. This latter term is proportional to the
number of dimensions where o; is significantly smaller than 1 (the variance of p(z)).
In the deterministic limit, the variances go to 0 and the full behavior of the ELBO is
dominated by term Nlogo, — > ;logo. ;.

As a result of this limiting behavior, if the number of effectively used dimensions
in the latent space is smaller than N, then the ELBO tends to 400 as all variances
converge to 0, resulting in a model converging to a deterministic auto-encoder while

3For gy (z|z) a deterministic Dirac distribution, its KL to a non-tereministic prior is —oo.
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optimizing its objective. This argument is not specific to the Gaussian case, but
relies on the fact as gg(z|z) and py(x|z) converge to deterministic distributions,
[Ez~yq, log po(|2) grows to +oo faster than Dgr(qe(z|2)[|p(z)), which is generally
the case if the model manages to compress the dataset at least a little.

This risk of collapse, as identified by [RV18; MF18], follows from the fact that
training a continuous probabilistic model on a finite dataset is not a well-posed
problem, as its optimal solution is a mixture of point masses over the examples.
Indeed the ELBO is higher-bounded by the negative entropy of the target distribution.
However when considering a continuous observation model, this entropy needs to be
computed as a differential entropy. When viewed as a continuous distribution, the
entropy of a Dirac is —oo, meaning that the differential entropy of any finite dataset
is —oo as well. This results in an optimization problem where the ELBO is not
higher-bounded by a finite value, making it ill-defined and entailing the deterministic
collapse phenomenon.

This risk has however to the best of our knowledge remained theoretical: the
optimizer dynamics and the limitations of the neural network structure generally
prevent the model from reliably reaching a perfect reconstruction, preventing in turn
a deterministic collapse. However the model is still driven to decrease the observation
variance as much as possible to increase its ELBO, as long as its capacity allows it.

As was analyzed in Section 6.3.2, the variance the model settles on determines
the resolution at which it observes the dataset and the amount of detail that is
learned in the latent space. It effectively defines the limit between signal and noise,
and on a finite dataset the model is driven to consider as much information as
possible as signal, as long as it can be compressed at least a little. This is in general
counterproductive: as long as the model is expressive enough, it’ll be able to learn
and compress any noise on a finite dataset [Zha+17]. In such a dynamic, part of the
random noise in the dataset would be interpreted as small but significant signal and
stored in the latent space. This could be interpreted as some form of overfitting.

In some situations, knowledge about the dataset allows to know in advance a
lower-bound for any reasonable value of this observation variance: the uncertainty
of the measurement apparatus that produced the data could be known, or smaller
details are deemed irrelevant for the task at hand (for example, details that are
invisible to the human eye can be irrelevant in a task of image generation). In such
cases it seems natural to ensure that the model will not converge to a variance that
is smaller than this lower bound, to avoid putting unnecessary pressure on the latent
encoding.

We propose here two simple methods to achieve that. The first method is to
parameterize the learning process of the variance such that it cannot decrease below
it4, effectively making this part of the optimization space unreachable for the model.
The second method is to augment each training batch with a Gaussian noise with
variance equal to said lower-bound. This noise will not be compressible by the model
(as it is a real, infinite noise), preventing it from storing it in the latent space. That
added noise can also have a regularization behavior on the inference model.

4For example, noting omin the lower-bound, the predicted o can be passed to a threshold
function such as ¢ — max (o, Omin) Or ¢ = Tmin + softplus(o).
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Figure 7.2: Comparing VAE with trained and fixed variance on the artificial
problem (Section 6.3.2). (a): Reconstruction of initial samples with learned o. (b):
Reconstruction of initial samples with o = .043. (c): Generated samples with learned
o. (d): Generated samples with o = .043. Original samples are in blue; Predictions
without observation noise are in orange; Generated samples are in green. While the
model with a learned o correctly characterizes the dataset, the model with a fixed o
value fails to separate the noise from the underlying manifold (the noise is encoded
in the latent space, as seen on (b), resulting in a terrible generation performance as
shown in (d).

7.3 The dynamics of variance learning as an an-
nealing process

Chapter 6 illustrates the dramatic impact of the observation variance on the approx-
imation of the data manifold, governing the latent representation.

This impact is investigated in more depth, focusing on the case where the variance
is learned. A lesion study is conducted, by comparing the observation model —
where the scalar o converges toward o = 0.043 — with the eventual observation
model obtained when setting o to this same value. Unexpectedly, the latter model
(fixing o = 0.043) fails to correctly characterize the data manifold, as illustrated in
Figure 7.2.

The fact that the variance is learned is conjectured to significantly modify the
learning dynamics. More specifically, our tentative interpretation is as follows:
initializing o to a large value and letting the training process learn it plays a
regularization role comparable to an annealing process, akin KL-annealing [Luc-+19].
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Figure 7.3: Trajectories of the reconstruction loss (orange), latent KL loss (blue)
and negative ELBO (green) for the model with learned global o (Fig. 7.3(a)) and
fixed o = 0.043 (Fig. 7.3(b)). The first model has a very gradual learning trajectory,
while the second starts with a high reconstruction loss and converges very quickly
toward a local optimum.

Formally, starting with a large o causes the model to first learn a most simple
representation of the data, as discussed in Section 6.3.2. This simplistic representation
is very easy to efficiently compress into the latent space, and the model promptly
learns an efficient representation. This representation allows the reconstruction
quality to be decent enough to afford decreasing o; the smaller ¢ in turn enables the
model to be aware of smaller details, that are gradually accounted for in the latent
representation.

In contrast, freezing o to a small value puts a large initial weight on the recon-
struction part of the ELBO (the 1/0? term dominates), making the model minimizing
its reconstruction loss at all cost. The optimization, thus entirely driven by local
reconstruction quality, fails to establish a global coherent structure on the latent
space. As a result, the model remains stuck in a local minima with a poorly organized
latent representation.

This interpretation is further assessed by comparing the loss trajectories (Fig-
ure 7.3). The training dynamics significantly differ in both cases of learned versus
fixed o, as follows: when o is learned, the data information is gradually accounted
for in the latent space, causing the latent loss (Equation 3.3) to gradually increase
while the reconstruction loss gradually decreases, resulting in a gradual reduction of
the negative ELBO. On the opposite, the model with fixed ¢ = 0.043 suffers a very
high reconstruction loss from the start; it quickly reduces it and quickly converges,
hardly improving its loss past the first 5 epochs. Note that the gradual dynamics of
the losses when o is learned strongly correlates with the evolution of the value of o
itself, as illustrated on Figure 7.4.

As said, this gradual decrease of o, viewed as an annealing process, seems to
benefit to the shaping of the latent space of a quasi-deterministic observation model.
By gradually increasing the amount of detail available to the model, it allows an
incremental refinement of the latent representation, which in turn allows the model to
converge to a more efficient latent space. The simplest way to achieve this annealing
is by having o be initialized to a large value (of the order of the total variance of
the training data), and letting the model learn its value gradually, as discussed in
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Figure 7.4: Evolution of the learned value for o during the training procedure. Blue:
o is learned through SGD. Orange: o is fixed to its optimal value (Equation 7.3) at
each minibatch. Both schemes are empirically equivalent.

Section 7.1.

How the final value of the ELBO depends on the fixed value of o versus learned
o is illustrated on Figure 7.5. 50 independent runs with fixed ¢ log-uniformly drawn
in interval [0.01; 1] have been done. The eventual optimal ELBO shows a bell curve
w.r.t. o, reaching its optimum for o ~ .1 (in blue, Figure 7.5). Likewise, 10 runs have
been launched to optimize the ELBO with a global learned o, showing that: i) the
variance of the eventual ELBO value is very low (all runs converge toward very close
optimal o); this optimal o value (.043) is significantly lower than the optimal value for
the runs with fixed o (in red, on Fig. Figure 7.5). Last, 10 runs have been launched
with o learned as a function of the latent variable z, and for each run, the range of
these optimal o is depicted as a segment (in green on Fig. Figure 7.5). To reflect
the prediction of multiple different o values by these last models, the cumulative
distribution of these prediction for one such model is presented in Figure 7.6.

7.4 Summary and perspectives

This chapter presents two results concerning the variance of the observation model
in the quasi-deterministic case.

Firstly, for a given predictor function fy(z) and inference model gy, the optimal
value of the variance (w.r.t. the ELBO optimization) is the average squared error of
the VAE reconstruction®. The associated risk of deterministic collapse is analyzed.
While this risk is hardly met in practice, it might lead to retain a variance lower
than would be appropriate. Two heuristics counter-acting this effect are discussed.

Secondly, a proof of concept is presented, suggesting that learning the variance
might have beneficial effects beyond finding the appropriate value. Most interestingly,
enabling the VAE to learn the variance allows the model to gradually build and

5More precisely, the global average if o is globally optimized by gradient descent; the local
average in the image of the latent region if o is learned as a function of z.
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Figure 7.5: Representation of the ELBO value reached by the model as a function
of the observation model variance o?. Each dot corresponds to one training instance.
In blue are models whose variance was fixed at the beginning of the training. In red,
models where the variance is learned as a global parameter, the reported variance
being the final learned value. In green are represented models where the variance is
part of the output of the decoder (and thus depends on the latent variable); each is
represented by an horizontal line over the range of values produced by the model.
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Figure 7.6: Cumulative distribution of the predicted o(z) across the generative
distribution p(z) (horizontal axis is in logarithmic scale). A large portion of the
[0.01;0.08] interval is used by the model, reflecting its learning of the heterogeneous

noise in the dataset.
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compress the latent representation, increasing the amount of detail stored in the
latent space, until reaching the point where all remaining information would be
more expensive to store in the latent space than the gain provided in terms of
reconstruction quality. Overall, this learning dynamics is viewed as an annealing
process, adequately separating the noise from the information to the extent permitted
by the model capacity.

A perspective for further study thus consists in inspecting how the latent space
forms its structure, and how it manages (or fails) to reflect the topological structure of
the dataset. Our contribution, showing the impact of the training dynamics, suggests
to investigate the adaptive balancing of the reconstruction and the compression
efforts.
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7.A Observation tempering and link with 5-VAE

Chapter 6 detailed the equivalence between setting a fixed variance to a Gaussian
observation model and the introduction of a weighting factor between the "reconstruc-
tion" and "latent" parts of the ELBO. While this equivalence is no longer true when
the variance is a learned parameter®, in essence the comparison is still applicable,
this section will explicit how.

The $-VAE [Hig+17] can be compared to defining the global generative model
as:

po(x,z) o py(z|z)/Ppy(z) (7.5)

By analogy with the tempered posteriors of Bayesian inference, we will refer
to this as observation tempering. It is important to note that this observation
tempering is not the same as the 8-VAE, as the later does not take into account
the normalization factor of the modified observation model (which depends on z, 0
and (). This is a situation similar to the one analyzed by [LC19]. After studying
the impact of observation tempering, we will explicit how it can be compared to the
proper 5-VAE.

Tempering the observation model with 8 > 1 makes it blurrier, converging to
a uniform distribution in the limit § — oco. It is to be expected that the analysis
of Section 6.3 will overall still apply here. As [ increases, the model becomes more
and more blind to fine details and highly-curved regions of the data manifold. On
the opposite, tempering the observation model with § < 1 makes it sharper than
it normally is, with all the opposite effects as illustrated on Figure 7.7. If the
observation model is allowed to learn some scale parameter, it is to be expected
that it will converge to a different value of it, compensating the tempering to some
extend”.

The relation of 5-VAE to observation tempering is that the former does not take
into account the renormalization. Let pg represent the tempered version of some base
distribution p. It is defined by the following identity in log-probabilities, including
the normalization term:

log pg(x) = ;logp(m) — log / p(a)"/da (7.6)

Now, when considering the gradient of the distribution relative to some value
A (which can be either a model parameter or the value of another variable of the
model), the normalization factor gives rise to a non-zero gradient term:

Vilogps(x) :; Valogp(z) — [K, Valogp(2) (7.7)

E~Dg

SFor example, the Gaussian observation includes an additive log o term to the loss, breaking the
equivalence.

"The tempered observation model is in general not in the same distribution family as the original
model, as a result it cannot be expected that the model would exactly compensate it. Notable
exceptions are exponential family distributions (such as categorical, Gaussian or Beta for example),
for which the tempering operation does preserve the class, and amounts to a simple reparametrization
which learning can in principle compensate. It will however still affect training dynamics.
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Figure 7.7: Illustration of the effect of tempering on a distribution. The base
distribution (blue) is significantly broadened when tempered with a large 5 (orange,
S =5), and concentrated when tempered with a small 8 (green, 8 = 1/5).

Isolating the gradient as computed by 5-VAE:
1
s

—_——
B-VAE gradient

. 1 N
Valogp(z) = Valogps(@) 45 i, Valogp(®) (7.8)
tempered observation gradient pp

The gradient guiding 5-VAE can thus be seen as an approximation of the gradient
guiding the tempered observation with an additional term. The analysis of this term
will explicit the relation between the two formulations.

The second term of Equation 7.8 is very similar to a known identity®, which is
recovered when § = 1:

E Valogp(z) =0 (7.9)
z~p

As ( is changed from 1, the gradients in the expectation are reweighted relative
to each other, changing the result. In particular, when 8 > 1, the tempered
distribution pg is more spread-out than the original distribution p. This affects the
expectation such that gradient terms in low-probability regions are over-represented,
while gradient terms in high-probability regions are under-represented. With each
point-wise gradient directing the distribution towards increasing the probability at
this point, they thus combine into a global gradient that tends to increase the spread
of the distribution further. A symmetric reasoning can be done when g < 1, in
which case pg is more concentrated than p, and the resulting gradient drives the
distribution overall towards being even more concentrated.

Finally, Equation 7.8 can be read as follows: the gradient guiding the training in
B-VAE is similar to the gradient guiding a tempered observation with the same /3,
with an additional term that accentuates the effect of 8 (spreading the distribution

8Previously proved in Equation 4.5.
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when 8 > 1 and concentrating it when 5 < 1). This second terms thus prevents
the model from effectively compensating the tempering of the observation model by
learning different parameters.

As an illustrative example, consider a single-dimensional Gaussian observation of
learned variance o2. In this case, the additional term can be computed analytically:

1 -1
BVA log p(x) = V) logpg(z) + BBVA logo (7.10)

In this case, the S-VAE formulation drives the model towards increasing the chosen
o2 if B > 1, compared to the usual Gaussian observation®.

The general interpretation thus holds overall: the 8-VAE alters the convergence
of the observation model in the training dynamics. When g > 1, it forces the model
to use a smoother observation model than the natural ELBO would converge to, with
the consequences explored in Section 6.3. In particular, the higher the 3, the more
the model is blind to details of the data manifold. This results in less information
encoded in the latent variables, and blurrier reconstructions and generations in the
context of images. All of this is in accordance with the empirical results observed by
[Hig+17].

2

Qﬁg () is just a reparametrization o* — Bo? for which the learning process can compensate

exactly.
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While the previous chapters focus on the design of deep LVMs, aimed to reflect
the data via the observation model, this chapter focuses on the design of Deep LVMs
and their latent structure, to enforce model properties guided by either epistemic
considerations about the data, or the intended use of the model.

After describing how such properties have been enforced in the literature, either
by integrating a deep LVM into a larger model (Section 8.1 & 8.2), or by carefully
designing its latent structure (combining probabilistic and deterministic variables,
Section 8.3), this chapter describes our contribution related to anomaly detection in
the context of the Compact Muon Solenoid (CMS) experiment at CERN [Pol+19].
A conditional deep LVM is there used to detect and distinguish two different kinds
of anomalies, by leveraging its latent structure (Section 8.4).

8.1 Generative classifiers for robustness

This section focuses on the use of generative models for classification.

The dominant classification approach is discriminative, that is, the ML model is
trained to directly approximate P(Y|X = z), the conditional distribution of the class
label Y given the description x of an example (Figure 8.1(a)). This approach faces
a major challenge: the quality of the learned approximation for a given example x
dramatically depends on how close this example is to the training dataset, with little
means to evaluate the quality of said approximation a priori [Sno+19; Nal-+19b].
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(a) Discriminative classifier (b) Generative classifier

Figure 8.1: Graphical representation of a discriminative classifier (a) and a generative
one (b).

This challenge is at the heart of the so-called adversarial examples, which are a
longstanding research question for deep learning based classification [GSS15; KGB17;
CW17; Ath+18; Ily+19].

An alternative approach, often referred to as generative classifiers or Bayes
classifiers, consists in reverting the graphical model (Figure 8.1(b)) and instead
learning a conditional generative model of the data given the class label P(X =
z|Y = y), noted p(x|y) for simplicity.

The actual classification is then achieved by selecting the y value making x
most likely. On this two-node model, this amounts to applying Bayes’ Theorem:
p(y|z) < p(x|y)p(y) using the conditional generative model and a prior p(y) on the
class labels. Under the assumption of independence of X features, this yields the
well known Naive Bayes classifier, delivering in practice surprisingly good results
(despite this assumption to generally be unrealistic) [DP97; HY01]. The general
Bayes principle can also be applied to more complex generative models including
latent variables. For instance, in [Sch+18] one VAE per class is trained, and then a
tight ELBO estimation of log p(z|y) is computed at test time.

The generative approach is significantly more computationally expensive than
the discriminative one, as it requires the computation of a conditional query on
a graphical model. Its main merit is its robustness property. The prediction of a
generative classifier combines a prior (where the prior p(y) can be simply estimated
from the class frequencies in the training data) p(y) and the generative likelihood for
each class p(z|y). Its behavior can thus be thought of in terms of mixture models,
making it less prone to overfitting than discriminative classifiers. Indeed, examples
far from the training set are expected to yield low generative probabilities p(z|y) for
all classes, resulting in a final prediction somewhat close to the prior. Furthermore,
this setting makes room for evaluating the probability of the sample p(x), that can
be used to estimate how close this example is to the training dataset. This makes it
possible to discard examples with a very low probability, enabling the classifier to
abstain instead of reporting a low confidence classification.

These two properties of resistance to overfitting and identification of untypical
examples have been experimentally and thoroughly explored in [LBS19]. This article
compares several structures of generative and discriminative classifiers against state
of the art adversarial attacks. The effectiveness of different methods to detect such
adversarial attacks are also compared. Their conclusions are that generative classifiers
are indeed less prone to making confident but wrong predictions, and that even when
they do, the evaluation of p(z) is a robust way to detect out-of-distribution examples.

This last issue, the detection of out-of-distribution examples, is still debated in
the state of the art. The simplest method of detecting out-of-distribution samples,
thresholding p(x), has been empirically shown to be unreliable in high-dimensional
data spaces: out-of-distribution samples can have a higher probability assigned
by the model than actual samples from the training dataset. Indeed the curse of
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(a) Generative model (b) Labeled inference model (c) Unlabeled inference model

Figure 8.2: The generative semi-supervised model combines a generative and an
inference model [Kin+14]

dimensionality makes the probability density a poor indicator of whether a given
sample does lie in the typical set of a distribution. This phenomenon and its
implications are notably analyzed by [Nal4+19b; CJA19; Nal+19a]. We shall return
to this point in Section 8.4.

How to use generative classifiers for detecting out-of-distribution samples has
been further examined within the Linear Discriminant Analysis (LDA) framework:
by introducing a Gaussian assumption on the form of the generative models p(x|y),
the application of Bayes’ Theorem is reframed as finding the class that minimizes a
distance in a feature space previously learned by a discriminative classifier, improving
the prediction robustness [Lee+18]. Notably the introduction of a learned covariance
matrix for the Gaussian model allows to geometrically reshape the latent space,
improving the quality of the used distance function. In this framework, [PDZ18|
further proposes to directly learn the feature space in which LDA is performed, rather
than rely on a previously trained one.

8.2 Semi-supervised learning with VAEs

This section focuses on the combined used of labeled and unlabed data, to support a
more robust classification approach.

Semi-supervised learning (SSL) encompasses diverse algorithms, able to harness
a (supposedly large) unlabeled dataset to improve the predictive capacity of a model
trained on a smaller labeled dataset. SSL relies on the assumption that unlabeled
data yield meaningful information about the domain structure, such as the presence
of natural clusters, which can be used for the prediction task. Many such methods
consist in implicitly labeling the unlabeled samples, for example by propagating
labels from the labeled ones using geometrical properties.

The so-called Generative semi-supervised model (M2) procedure, proposed in
[Kin+14], consists in jointly training a classifier and the inference model of a Deep
LVM, that is itself trained on both the labeled and unlabeled dataset.

Consider the 3-node LVM represented in Figure 8.2(a), where the X node
represents the data, Y its label, and Z an abstract latent variable. This model,
factored as pg(z,y,z) = po(x|z,y)pe(y)pe(2), is trained simultaneously on labeled
and unlabeled data using two different inference models.

On labeled dataset D, the model is trained using Y and X as observed variables,
combined with an inference model g4(2|z,y), represented as Figure 8.2(b). Applying
the ELBO on this model yields the following training objective:
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£labeled = Z log Do (y) -+ ]E ]og M (81)
(z,y)ED Z~q¢(z|x,y) Q¢(Z‘$, y)

The above loss, decoupling py(y) from the rest of the generative model, makes it
to reflect the probabilities of the different classes in the dataset. Independently, the
other two parts of the model py(x|z,y) and pg(z) are trained jointly as a conditional
VAE to reflect the distribution of X given Y.

When considering the unlabeled dataset U, the inference model is augmented
with a component g4(y|z) predicting y, yielding the model presented in Figure 8.2(c).
The associated ELBO training objective is thus:

Lunlabeled = Z E log p?(’y)> + E log pe(x‘(z’y)pe(z) (8.2)
el y~qq(y|z) de YT zrvqg(2]T,y) 95(2|z, y)

Note that the expectation over Y cannot be evaluated using the reparametrization
trick as Y is a discrete variable. It is thus computed exactly, evaluating the ELBO of
the conditional generative model for each possible value of the label Y, and weighting
these values according to g4 (y|z).

Lastly, the g4(y|z) part of the inference model acts as a probabilistic classifier.
This most interesting part, trained (after Equation 8.2) to approximate® py(y|z), can
be seen as a generative classifier based on the Deep LVM pg. The whole approach
thus builds a generative model consistent with both the labeled dataset D and the
unlabeled dataset U, by maximizing the joint objective Lizpeled + Lunlabeled, and
delivers g4(y|x), a good approximation of the generative classifier defined by this
model.

Moreover, one can also directly train gy (y|x) as a regular classifier on the labeled
dataset [Kin+14], introducing a third term in the overall loss with hyperparameter
weight a, and considering the full training objective Liabeled + Lunlabeled + & Lelassifier-

8.3 Combining probabilistic and deterministic la-
tent variables

This section is interested in the modeling of structured data, focusing on the particular
case of temporal data and the identification of the underlying dynamics of the
considered system. The claim is that such models are more effectively identified by
combining probabilistic and deterministic variables.

As will be shown in this section, a finer control of the latent representation
can be obtained through introducing deterministic variables in the graphical model.
Such variables play a very different role compared to the probabilistic ones: they do
not appear in any density distribution and they only affect the training objective
indirectly, by guiding the information flow through the model, as illustrated by the
Deep Variational Bayes Filter [Kar+17].

!Optimizing the ELBO drives g4(z|x,y)qs(y|z) to be a good approximation of ps(z,y|z), which
in turns implies that ¢, (y|z) is trained to be a good approximation of pg(y|z).
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(a) Generative model (b) Inference model

Figure 8.3: Intuitive generative and inference models for sequence modeling.

The model, aimed to learn the behavior of a controlled dynamical system, is
trained from a sequence (z¢, ut), with z; the observed state of (resp. u; the control
applied on) the system at time step ¢. For instance, z; might stand for the location
of the considered vehicle, and u; for the amplitude of acceleration and steering angle.
A natural modeling approach is to introduce a sequence of latent variables z; akin
a hidden Markov model (Figure 8.3). However, [Kar+17] notes that this model
structure puts the stress on accurately reconstructing x; from z; (in the auto-encoding
step of ELBO training); but empirically, it fails to accurately capturing the desired
dynamics of the z; sequence.

8.3.1 Failure of the fully probabilistic approach

The overall approach, as depicted in Figure 8.3, assumes the Markovian property
of the z; sequence: z; is supposed to yield all necessary information for predicting
x¢, as well as, together with w,, predicting z;1. While [Kar+17] report that this is
not the case, they offer no tentative interpretation for this failure. This failure is
unexpected as one might think that minimizing the gap between the prediction of
the inference and generative models corresponds to an optimal ELBO.

Let us suggest a tentative interpretation for this failure, based on analyzing the
training dynamics along the same lines as in Section 7.3.

In the early training stage, the optimization process is generally mostly driven by
the reconstruction term of the loss (as discussed in Section 7.3), that drives pg(z¢|2¢)
and qg(2¢|Te, 2e41, wt, ug 1) along an auto-encoding scheme. This causes the model
to store into z; all information needed to reconstruct x; on a per-timestep basis. In
a further stage, when the reconstruction loss is decent enough, the reconstruction
term of the loss no longer dominates, and the optimization process should ideally
proceed to compress the latent representation, taking advantage of the Markov
relation between the z; variables.

However, at this stage, z; is unlikely to contain the necessary information for
predicting z;y1, as it has mostly been optimized for predicting x;. If the system
involves some latent information required for (short or long term) prediction, that
is not required for instant prediction (of z;), then py does not have access to this
relevant information, preventing the prediction of z;11 given z; and u;. In essence,
the model is stuck in a local minimum where it misses the temporal relation between
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(a) Generative model (b) Inference model

Figure 8.4: Generative and inference models for the Deep Variational Bayes Filter.
Diamond-shaped nodes represent deterministic variables.

the variables. In the exemple of the vehicle dynamics, x; contains the location of
the vehicle; but in order to predict its dynamics, one needs z; to encode both its
location and its momentum. If the latter information is missing, one cannot predict
Zy4+1 from z;.

8.3.2 Deep Variational Bayes Filter

The above issue can be avoided by modifying the structure of the generative model,
and making the latent variables z; deterministic, as proposed by [Kar+17], with

241 = fét)<ztaut7/8t)

where (3; is a latent variable accounting for the stochasticity of the overall dynamics
(Figure 8.4). The variable z;11 is the only input of the decoder pg(x¢4+1|2¢+1), thus to
achieve good prediction of x;y; during training, z;4+1 must contain all the necessary
information. In turn, z;y1 being a deterministic variable, the inference model g4 does
not directly predicts its value, the information pressure thus flows up to the parents
of zi41: the triplet (z¢, ut, ;) must contain the necessary information to predict z;41
(and thus x441).

Note that this new formalization radically changes the training dynamics: the z;
now being deterministic variables, the ELBO no longer penalizes storing information
into them (as opposed to ;). The training objective thus enables storing as much
information in z; as needed to predict z;11, ensuring a good modeling of the system
dynamics®?. The good experimental results confirm the merits of the approach,
combining probabilistic and deterministic latent variables: within this formalization,
[Kar+17] accurately model the dynamics of simple physical systems, such as a
pendulum or a ball bouncing in a box, and can predict dynamics of the system
on timelines significantly longer than the length of training sequences. However to
the best of our knowledge, evaluation of this approach on more complex problems

2To enforce the interpretability of the latent representation, [Kar-+17] further requires fét) to be
a mixture of linear functions of z;, u; and ;. Formally, the matrices encoding these linear functions
are globally learned as function of ¢, and the mixture parameters are learned functions of (z:, us)
(but not directly of t).
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remains to be done: [Kar+17] heavily rely on the fact that the dynamical equation
of their test systems can be represented linearly in the latent space.

This experiment illustrates how a change of the latent structure in the generative
model can have a dramatic impact on what can be learned. Using deterministic
variables as the backbone of the recurrent structure rather than a Markovian construct
allows the gradient information to flow much more efficiently through the model,
thus avoiding local optima where the temporal relation is not learned.

8.4 Typed anomaly detection

As discussed in Section 8.1, LVMs can to some extent be used to detect out-of-
distribution samples. I applied this property to achieve anomaly detection in the
domain of particle physics, in collaboration with Adrian Alan Pol [Pol+19]. The
context of application is the Compact Muon Solenoid (CMS), a large detector on
the Large Hadron Collider (LHC) at CERN, tasked with detecting particles from
high-energy physics experiments. The CMS notably took part in the confirmation of
existence of the Higgs Boson.

The CMS trigger system aims to prune the raw data stream from the particle
detectors to manageable amounts by filtering out non-interesting events. It is made
of a number of rules that can be evaluated online and triggered depending on the
content of the events; it governs whether these events will be retained for further
analysis. The experiment produces around 40 million events per second, which is
much too large an amount of data for exhaustive processing. A first level of fast
hardware-implemented filters (named LI triggers) reduces this to 100 thousand
events per second. Then a second level of software triggers (named High level trigger
(HLT)) further reduces this to 1000 events per second. Each HLT processes the
events selected by a pre-defined subset of L1 triggers, making a hierarchical relation
between L1 and HLT.

The CMS system is hierarchical, with a second layer of (more complex) trigger
rules exploiting the events of the first (simpler) ones.

The applicative goal is to detect anomalies in the measurement data streams
to identify hardware or software failures in the CMS trigger system. Failures can
expectedly be detected by observing unusual rates of acceptance in the triggers
[Pol20].

This anomaly detection task has two specific features: i) two kinds of anomalies
need to be distinguished; ii) the anomalous status of a datapoint is context-dependent.

These features can be efficiently accounted for in a specific deep LVM, as will be
detailed below.

8.4.1 The two kinds of anomalies

In the following, each datapoint is a vector of numerical values. In the context of
the CMS data, each of these values correspond to the trigger rate of a single filter
during a physical experiment. As the triggers are related by a hierarchical relation,
depending on where the fault occurs (at the level of a L1 trigger, or at the level of a
HLT) the final vector of trigger rates is affected differently.
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The first kind of anomaly, referred to as type A anomaly, manifests itself as a
large change of value in a single feature of the vector. The second kind of anomaly,
referred to as type B anomaly, manifests itself as a small but correlated change
over a group of features. Both types of anomaly can be emulated in an LVM in a
natural way, via perturbing different variables in the generative process. A type
A anomaly corresponds to a perturbation of a single observed variable, while the
generative process is untouched as a whole. A type B anomaly can be thought of as
perturbing a single latent variable, with cascading consequences, leading to a host
of small correlated changes at the observation level. In relation to the CMS data,
Type A anomalies are anomalies related to a fault in a single HLT, while Type B
anomalies are linked to a fault at the L1 level, cascading over to all HLT feeding on
this particular L1 trigger.

More formally, the behavior of the LVM on anomalous observations differs
depending on the kind of anomaly.

Type A anomalies are generally errors that cannot be modeled by the generative
model, as they do not fit the generative process of the training data at all. It is thus
expected that the auto-encoding process would fail to account for these anomalies.
As a result, the reconstruction term of the ELBO, EZN% log pg(z|z), would have a
value much lower than for regular data.

On the other hand, type B anomalies would somewhat align with the generative
process and the inference model might reflect type B anomalies through slightly
modifying the latent variable values according to the existing generative process
(po(x|2)). In this case, the reconstruction term of the ELBO would have a usual
amplitude, but the inferred values for the latent variables would cause a very low
probability for the latent term [, . log pg(2).

In a nutshell, the general intuition is that when evaluating the ELBO on an
anomalous datapoint, at least one of the variables of the model will take an unexpected
value. Depending on which variable does, one can identify the kind of anomaly
presented to the LVM. Furthermore the (usual) dimensionality reduction from X
to Z alleviates the curse of dimensionality encountered when assessing whether the
variable is out-of-distribution.

In [Pol+19] we focus on a model with a single latent variable Z and a single
observed variable X; both are multi-dimensional Gaussian variables whose dimensions
depend on the problem considered. The definition of what counts as a Type B
anomaly amounts to putting a threshold on the value of the latent KL divergence,
Dikr(qe(z|x)|lpe(2)), while Type A anomalies are found by comparing the real
feature vector x to the one predicted by the observation model pg(z), and rescaled
by the predicted standard deviations oy(z). This amounts to computing the max
norm of the difference vector (i running on the dimensions of the space):

max [zi = po(2)il (8.3)

g o9(2)i

That criterion is triggered if a feature of the vector x deviates from the predicted

value p9(2) significantly more than the predicted standard deviation oy(z), allowing

e.g. to characterize 3-sigma deviations (being reminded that type A anomalies
intervene on a single coordinate of the observations).
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Figure 8.5: Generative and inference models associated with the conditional VAE
presented in [Pol+19].

Limitations. The potential limitation of the approach is twofold — although these
limitations were not experimentally encountered in [Pol+19]. The first limitation
(regarding the detection of type B anomalies) lies in assessing whether the KL term is
unusually high (log pg(z) unusually low). As discussed in Section 8.1, the use of the
log-likelihood is not always a good indicator, especially in high-dimensional spaces
[Nal+19b; CJA19; Nal+19a]. However, the fact that one considers here the latent Z
as opposed to the observed X alleviates this issue.

The second limitation is when, even though the ELBO presents an abnormally
low value, the gap is equally spread among several variables, making it impossible
to precisely identify the faulty variable. This situation might arise in a hierarchical
generative process where several nodes take a slightly unusual value, and their
combined effects lead to a very unexpected end result. The question of whether these
cases should be treated as anomalies or not is generally problem-dependent.

8.4.2 Conditional anomaly detection

In order to detect malfunctioning sensors at the CERN, another constraint needs to
be considered: the question of whether a datapoint is an anomaly or not depends on
some external factors, K, e.g. reflecting the nature of the ongoing LHC experiments.
Depending on the current experiment, we have some expectations about the behavior
of the trigger system.

Accordingly, the data distribution should be learned as pg(z|k), prompting for
the use of a conditional deep LVM (Figure 8.5).

This conditional formulation plays a crucial role in the use of this model for
anomaly detection. As discussed in Section 8.4.1, K should rather be viewed as a
deterministic variable, available to both generative and inference models. This ensures
the model uses Z to only encode the relevant information not already contained in
K. This role of Z is enforced by the KL term of the ELBO, that drives g4(z|z, k)
(and thus py(z|z, k) as well, Section 3.4) to be as close as possible to the fixed latent
distribution p(z).

The KL information pressure is such that Z is as parcimonious as possible, thus
avoids duplicating any information already contained in K,® as long as the decoder

3The value of the latent KL loss of a VAE can be interpreted as the amount of information
the decoder has to specify to distinguish the particular sample at hand in the whole generative
latent distributionpe(z). ELBO training thus drives the model to build a latent representation which
allows this using as little information as possible. It follows from this that any information provided
to the model via the K variable but still encoded in Z by the inference model will cause an ELBO
penalty compared to the optimal model.
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Figure 8.6: Reported ROC area under curve (AUC) for MNIST (left) Fashion-
MNIST (right) datasets and different anomaly detection algorithms as a function of
varying anomaly threshold ¢ based on LeNet-5 [Lec+98a] model classification log loss.
Overall classifier accuracy is 98.95% and 89.62% for MNIST and Fashion-MNIST
respectively. The curves stay relatively flat due to high performance of the classifier:
most of the test samples have log loss smaller than 0.01. The variance is computed
over 5 independent runs.

neural network implementing pg(z|z, k) can appropriately mix Z and K into the final
prediction X. As above, Z being concise makes it less susceptible to dimensionality
issues.

8.4.3 Empirical validation

This method for anomaly detection was empirically validated on both toy examples
(a synthetic dataset, MNIST, and Fashion-MNIST) as well as the proprietary data
from the CMS experiment [Pol+19], confirming the above considerations as follows.
The Conditional VAE is referred in the figures as CVAE.

In the context of the MNIST and Fashion-MNIST datasets, the notion of condi-
tional anomaly is intuitively defined as an image that does not look like its class,
either due to a labeling error, or because the image is fundamentally borderline (for
example, a very deformed digit, which can be hard to classify). It is observed that
the conditional VAE (CVAE, in Figure 8.6) does detect such examples as type B
anomalies, and that this classification strongly correlates with the uncertainty of a
classifier trained on the same dataset: anomalous datapoints are the most difficult
ones to classify. In particular, one observes that the conditional part of the VAE
significantly improves the anomaly detection, further backing the claim that it is
easier for the model to decide whether an image is weird-looking when knowing its
alleged class.

The tests on the synthetic and CMS data allow one to assess the behavior of
the model of type A and type B anomalies compartively to the ground truth
(Figure 8.7). The synthetic data used 100-dimensional X values, generated from a
5-dimensional K external factor. In the case of the CMS data, X is composed of the
trigger rates of 24 HLT, while K is composed of the trigger rates of the 4 L1 triggers
that feed them.

It is observed that type A anomalies are very easy to detect (being of large
amplitude in both datasets), while type B anomalies are more challenging. However,
the conditional VAE significantly outperforms the vanilla VAE, illustrating the
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Figure 8.7: Anomaly detection: ROC curves for the synthetic test dataset (left) and
the CMS trigger rates dataset (right). The represented variance corresponds to 5
independent runs. The anomaly score for type B reports the average Dy, of z. For
CMS trigger case with low false-positive rate (fall-out), VAE slightly outperforms
CVAE but remains within the training variance. On type A anomalies, VAE and
CVAE have very similar performances.

positive impact of using K and letting the latent variable Z focus on the anomaly
detection.

8.5 Summary

This chapter focuses on the design of latent structures in order to achieve different
goals: supervised and semi-supervised learning; structure-based learning; and anomay
detection.

Classification can be achieved by the use of conditional generative models in
the context of generative classification, producing models that are more resilient
to adversarial attacks and out-of-distribution samples, by avoiding unreasonably
confident predictions, making it easier to detect anomalous examples and abstaining
from classifying them. The integration of the conditional generative model in a larger
structure [Kin+14] allows to expand this construct to semi-supervised learning, and
train a discriminative classifier using the generative one as a teacher. This approach
also nicely illustrates how multiple datasets with different observed variables can be
used to jointly train a single model.

Regarding data structures, the introduction of deterministic latent variables in
the LVM [Kar+17] can significantly impact the training dynamics of the model,
and allow finer control over the flow of information through the variables. In
particular, sequential models can more efficiently learn temporal dependencies through
a backbone of deterministic variables, rather than probabilistic ones for which the
training dynamics can easily get stuck in local minima.

Finally, formulating the question of anomaly detection in the context of generative
graphical models enables to finely distinguish among different types of anomalies.
In the presented contribution [Pol419], we show that the generative model (via
the inference model) can be structured so as to distinguish several parts in the
data producing system, here enabling to identify faulty behavior from two different
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systems in the CMS experiment at CERN. The ability of deep LVMs to represent
data using low-dimensional variables also seems to make them more robust to the
curse of dimensionality.
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This chapter describes our second main scientific contribution, the Compositional
Variational Autoencoder (CompVAE), first presented in [BS20a]. This contribu-
tion originates from the context of smart energy policy design and infrastructure
dimensioning. More precisely, the goal is to generate the electrical consumption
curves aggregating the consumption of a few dozen households, based on little meta-
data information about these individual households, under various usage scenarii.
The difference, compared to other approaches related with residential consumption
forecasting [Cia+13; Ort+14; Zha+18], is that the latter aim to precise short or mid-
term forecasting built on probabilistic models of electrical consumption of individual
appliances.

The considered goal was formulated and addressed at a general level: define
compositional models, trained from and able to generate whole instances, involving
a varying number of entities. In other words, the point is to define a programmable
probabilistic simulator, trained from aggregated instances. The presented approach,
tackling the compositional generative goal, faces three challenges:

Firstly, the number of households is not fixed in advance, and the model needs to
potentially accommodate a large number (a few hundred) of households based on
their metadata.

Secondly, the aggregated consumption should be invariant w.r.t. permutation of the
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households.

Thirdly, the aggregated model should account for the fact that the individual curves
are not independent: they are all conditioned by same global factors, e.g. weather or
holidays.

These requirements are addressed using a generative model conditioned by a
multi-set', hence the name Compositional Variational Auto-Encoder. This approach
is more generally designed to enable generating instances of some "whole" based on a
multi-set description of its parts.

9.1 A latent space supporting composition

A main specific requirement of the tackled problem is to control the generated
output based on a multi-set, denoted {/;}. As detailed in Section 5.2.1, quite a
few Latent Variable Models can handle sequential data [FA15; Bow+15; Chu+15;
Fra+16; OKK16; Oor+16b]. The goal here is to ensure that the eventual generated
output does not depend on the arbitrary order on the ¢; elements, that is, achieving
a permutation-invariant representation: the behavior of the model is not affected by
a permutation is applied on its inputs. Encoding such invariances in the structure of
the model and the architecture of the neural networks has a significant positive effect
on the training and model quality [RSP17b; BPC19]. In CompVAE, this invariance
property is sought using a 2-level representation, as follows.

0.1.1 Definition of the latent structure

Let C denote the set of external factors (e.g. weather or holidays) generally condi-
tioning all simultaneous consumption curves.

Besides the source of variations represented by C, each i-th part of the whole has
some additional internal variation on the top of its description via ¢;. In the case of
electrical consumption for instance, £; might be the type of electrical contract of the
i-th household; this type of contract does not entirely characterize the behavior of a
household.? This remark leads to associate each i-th part with a continuous latent
variable W;, aimed to capture this internal variation. Along this line, the model
learns an associated distribution pg(w;|¢;).

Secondly, as said, the different parts involved in the whole depend on some
global factor C. For electrical consumption, the instanciation of C' might represent
an external event that jointly affects the consumption of all households (a match
on the TV). For image generation, C' might indicate the general light and light
orientation conditions. For music generation it could capture the synchronization
of the different instruments. This lack of independence is modelled by introducing
another latent variable Z, depending on C' (the global factors) and possibly the {W;}
as well: py(z|e, {w;}).

YA multi-set differs from a standard mathematical set as it can contain multiple copies of some
elements.

2Likewise, when generating an image based on the involved entities, ¢; might specify that the
i-th entity s a chair; still there are many instances of chair.



9.1. A latent space supporting composition 117

Eventually, the output X is generated by combining Z and the {WW;} in a last
step, pg(z|z, {w;}), yielding the following factored distribution:

po(@, z, {witle, {€:}) = po(lz, {wi}) po(zle, {wi}) ] po(wilts) (9-1)

The next step is to describe how X and Z depend on the multi-set {W;}. The
use of recurrent neural networks is not appropriate: they impose an arbitrary
ordering of the elements, and pose several optimization challenges when considering
a large number of elements. For this reason CompVAE takes inspiration from the
encoder-aggregator-decoder structure that has been used in previous work dealing
with set-structured data [ES17; Esl+18; Gar+18; Lee+19] and introduces a specific
deterministic latent variable W that aggregates the {W;}, and conditions X and Z
with W (Figure 9.1):

w = ¥Y(wi,ws,... wk) (9.2)

Figure 9.1: Representation of the CompVAE generative model.

The aggregation function ¥ must apply on any number of inputs, be invariant
with regard to their order, and capture the multiplicity of a same element in the
multi-set.

The straigtforward approach, used in CompVAE;, is to consider their sum:

%

The investigation of other aggregators is left for further work. This aggregation of the
individual w; has important implications on the inference model, and the choice of
an additive aggregation is in large part driven by the fact that there are efficient and
simple ways to control for the sum of a set of random variables (more in Section 9.2).

9.1.2 Handling the variable number of parts in neural archi-
tecture

A key issue in CompVAE is to account for the fact that the generated whole X must
reflect the number K of pats involved in the composition. Two main situations are
considered, depending on whether the general amplitude of X is proportional to K
(e.g. in the case of the consumption curves) or not (e.g. in images, each pixel varies
in the same range, and the number of pixels remain the same, whatever the number
of objects in the scene).
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Since the 2010s, many neural networks are based on activation functions akin
the ReLU [GBBL11], with value linear in their input unless they are saturated. In
this case, when the amplitude of the input is doubled, the overall amplitude of the
output is approximately doubled as well. Accordingly, when using such networks for
modeling py in CompVAE, the amplitude of Z and X is proportional to that of f/IV/,
and thus to K, the number of parts.?

9.2 Inference model over multi-sets

Symmetrically, the design of the CompVAE inference model poses the inverse problem
of that of the generative model: the information contained in the variable X needs to
be split into the different {W;} variables. This inference model naturally factors as:

Q¢(z> {wi}|x’ C, {El}) = Q¢(Z|Cv m)Q¢({wi}|$7 G %, {El}) (9'3)

The question is how to implement gy({w;}|z, ¢, 2, {£;}).

9.2.1 The recurrent network approach

Our first attempt to build the inference model relied on factorizing further the g
distribution by introducing an arbitrary ordering of the elements, as follows:

Q¢({wi}‘x? ¢z, {gl}) = H q¢>(wi‘x> ¢, 2, i, {w<i}) (9'4>

Such a factorization can easily be implemented using a recurrent neural network:
at each step, the network is given a triplet (z, ¢, ¢;) as input and predicts a distribution
on wj; as output, the dependency on {w.;} being handled by the recurrent state of
the network. This approach however does not scale well to large numbers of elements
(due to long-term dependencies problems with RNNs, as discussed in Section 5.2.3).
We also observed that, even with a small number of elements, the information does
not in practice split equally between the different w;; quite the contrary it is observed
that the w;s are almost insignificant for ¢ > 3. While the RNN achieves a good
reconstruction, the model thus fails to capture the link between w; and ¢;, resulting
in a very poor generative quality.

Our second attempt, aimed to mitigate the above loss of signal issue, was to
explicit the recurrent state of the model. In the former attempt the recurrent state
does not directly depend on the sampled value of each variable w;, blurring the
dependency on {w;}. The second attempt thus made it explicit that the relevant
recurrent state is the sum of the previously extracted w;, hopefully enabling the
extraction of w;. The sought distribution thus reads:

gs({wit|z, ¢, 2, {€;}) = Hq¢ w;|xT, ¢, 2, b, ij (9.5)

j<i

31f such a proportionality is not desirable, the structure of the neural networks needs to be
adjusted accordingly, for example by introducing (at least) one layer of saturating activation functions
like the sigmoid or the hyperpolic tangent, as done in section 9.3.2.
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The above extraction procedure behaves like a hand-rolled RNN: an accumulator
variable, initialized to 0, holds the partial sum Zj <; wj;; then at each step this
accumulator is given as input to the neural network, in addition to x, ¢, z and ¢;,
and its output is the probabilistic prediction for w;, from which a value is sampled
and added to the accumulator, as illustrated by Figure 9.2.

This second attempt however faced the same issue as the first one, most of
the information being captured by the first few variables. Another, non-recurrent
approach was thus considered.

e

Figure 9.2: Graphical representation of the recurrent inference model with explicit
recurrent state. The dependency of each w; node on (z, ¢, z) is omitted for clarity.

9.2.2 Correlated Gaussian prediction

The failure of the inference model to adequately split the information between the
different W; variables is blamed on the choice to process them sequentially, rather
than as a whole. Therefore, we opted for designing an inference model that directly
predicts a joint distribution over the set {W;}.

In order to ensure an accurate reconstruction of X, the key issues are to identify
W and Z ; the W;s are only directly involved in the KL term of the ELBO.

For each (vectorial) W; in the latent space, its coordinates are assumed to be
independent; for simplicity, W; will be considered as a scalar in the remainder
(its prediction actually proceeds coordinate-wise). The simplest model considers a
diagonal Gaussian distribution over the vector (wy,ws, ..., wg), where the neural
network predicts a mean and variance pair (,ui,azz) for each w;. We modify the
diagonal covariance matrix to allow the model to control for the variance of the sum
of these variables: the motivation is to enforce a small variance on the prediction of
the value w while enabling a larger variance on the prediction of each w;, to allow a
tighter ELBO.

The motivation for this requirement (enabling a high variance for each individual
W; while enforcing a low variance on w through correlating the W;s) is the following.
On the one hand the low variance on the prediction of W is required for a good
reconstruction of X by the model. On the other hand, the inference model should
not be required to identify the individual contributions of the parts. Alleviating the
need for individual predictions allows one to increase the entropy of the inference
prediction (thus improving the ELBO), and avoids the need for the neural network
to break the symmetry between similar parts, a far from trivial task.
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To control the variance of W, a new parameter 0 < p; < 1for:=1to K is
introduced, informally defining how much W; varies conditionally to W; p; > 0
enforces a negative correlation between W; and W, as formalized in Equation 9.6.

Let ¢; and p; + 0;¢; be samples respectively drawn after A'(0; 1) and N (u;02)).
The p; parameter is used in the sampling procedure of w;, as:

w; = g + 06 — p; Zajej (9.6)

The above sampling procedure defines a multivariate normal distribution of all
Wis, such that the variance of W = Y, W; is controlled by the p; parameters with:

Var (W;) = (1 — p;)? —i—Zp (9.7)
J#i

Var( ) (1—2,%) (Za2> (9.8)

thus, the variance of W; can be high while the variance of W is low. In the case
where ), p; = 1, the variance of W is 0, making its prediction deterministic. In
the particular case where p; = 1/N, with N the number of parts in the whole, then
one has as desired the variance of W set to 0, while the variance of each W; is
(1-%)o? ++ ZJ %, which can still be relatively large.

The density of the w; distribution reads, with |X| the determinant of the covariance
matrix of the w;:

tog as(fwid () (o), {pid) = 3 Y- — S log[8] — & log2m  (9.9)

This determinant can be computed analytically (with detailed derivation in
Appendix 9.A):

1
§log|2\ = log (1 — E pi) + g log o; (9.10)
i i

A non-admissible case is when ), p; = 1, where the variance of W is zero and
the determinant of the covariance matrix 3 is 0. This case is avoided by choosing an
appropriate parameterization, e.g. by setting p; as the softmax of some v; in the real
space:

evi

pi =

ensuring that both the sum of the p; is less than 1 and p; is in interval (0, 1).

This parameterization also interestingly supports the closed form computation
of the KL-divergence between g,({w;}|z,x,c, {¢;}) and po({w;}|{¢;}) (detailed in
Appendix 9.B).
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9.2.3 Using graph neural networks

The neural network defining ¢4 ({w;}|z, z, ¢, {¢;}) thus yields three values j;, o; and
v; for each coordinate of W;. The chosen architecture, easily scaling up with the
dimension size of the latent W space, is that of graph neural networks (GraphNN)
[Sca+09; Gil+17; Wu+21].

In GraphNN, each layer of the network is structured according to a same graph
(Figure 9.3): each node in a layer receives as input its previous state and the output
of its neighbor nodes computed in the former layer; the same activation function is
used in each node for a given layer. Formally, letting L denote the layer index, with
h¥ the state of node i at layer L, and f7, the function encoded by the neural network
on the L-th GraphNN layer, then:

hitt = fo(hf R Yjen) (9-12)

for N; the set of neighbor node of the i-th node.

L Layer i — 1J Layer g Layer 7 + 1)

. .

Figure 9.3: A GraphNN: within each layer, the neurons (circles) are connected using
a same graph (black lines). The value of each i-th neuron is computed from the
values of the i-th neuron and its neighbors in the previous layer. For readability, the
computation graph is only shown for the red and green neurons.

In order for the function definition to be independent of the number of neighbors,
the function f, is implemented as taking the sum (or average) of some projection of
the state at the neighbors via a function &y :

Wt =fu [ hF Y @r(hh) (9.13)

JEN;

where f¥ and ®¥ are implemented and learned as standard neural networks.

In CompVAE, the GraphNN is built on a fully connected layer graph®. It
gradually exploits and refines individual parts and whole information (respectively,
the {/;} element metadata, the state of the other variables, and the global (z, z, ¢))),
as illustrated by Figure Figure 9.4. Note that the global (z, z, ¢) is pre-processed by

4Even with a fully-connected graph, the computational cost remains reasonable thanks to the
chosen structure: ®;, needs only be computed once, and the sum on all neighbors can be efficiently
computed by first computing the sum on all nodes, and then subtracting the value from the current
node from that total sum. The complete process thus remains linear in the number of elements of
the composition, not quadratic.
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Figure 9.4: Graphical representation of the GraphNN used in the inference model
of CompVAE with 3 GraphNN layers(G). Each "NN" rectangle represents a neural
network independent of the graphical structure. When applied to a set of variables
{... }4, these neural networks are applied independently on each element to produce
a the output set of variables.

another neural network into a latent value h, which is provided as input to both fr
and @y in each layer of the GraphNN:

hitt = fr (hf,ﬁ, >, (I)L(hJL79)) (9.14)

JEN;

9.3 Empirical results

The proposed CompVAE architecture is validated on two artificial problems and the
real-world problem motivating the design of the approach, the generation of electrical
consumption curves. Preliminary results on both artificial problems in [BS20al; the
validation real-world data has been completed since and is also provided here.

9.3.1 1D artificial problem

In the first artificial problem, a part is a sine curve; the whole is made of the non-
linear sum of these curves. In this problem, the output amplitude is proportional to
the number K of parts, and each part affects all coordinates of the whole.

Each part (sine curve) is defined by its frequency, amplitude and phase. The
associated meta-data consists of the single frequency ¢; (and thus is known when
generating the curves); the amplitude a; and phase x; are meant to be captured by the
latent variables w;. The whole curve is obtained by applying a tanh function on the
sum of the K curves, inducing a saturating behavior controlled by a hyper-parameter
A. The whole curve is then sampled according to some time resolution 7' to produce
a vector of values:

A K 27l
z[t] = K tanh <K ; a; cos (Tt + Hz)) (9.15)

The observation model thus is defined as a diagonal Gaussian observation on the
vector z[t], for t = 0 to T.
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The frequency ¥¢; of each sine curve is randomly sampled in the finite set
{1,2,...10}; amplitude a; is sampled from a normal distribution N (1,0.3); phase r;
is sampled from a normal distribution AV(0,7/2). Two global curves generated from
the same four sine curves are depicted in Figure 9.5, in order to compare the curve
obtained by the tanh of the sum and that of the sum of the tanh. The point of this
artificial problem is to investigate the case where the whole does not boil down to
the sum of the parts.

tanh of sum —— sum of tanh ——

Figure 9.5: Non-linear part-to-whole aggregation (purple) compared to the sum
of non-linear perturbations of the parts (green). Both curves involve a non-linear
transform factor A = 3.

The compositional behavior of the model learned by CompVAE is illustrated on
Figure 9.6, displaying the whole curve generated from an increasing number of the
individual sine curves. All individual w;s are sampled from the generative model
po(w;|¢;) and the corresponding individual curves are displayed (Figure 9.6, left).
The overall curve (Figure 9.6, right) is generated from the partial sums: from top
to bottom, one sees the overall curve generated from w; alone, then w; + ws, then
w1 + wy + w3, forming a coherent composition of the different individual parts.

The model used in this problem is built using a 10-layers residual network for
the generative model and 3 GraphNN layers combined with 6 residual layers for the
inference network. It takes approximately 10 hours to train using a GTX1080 GPU.

9.3.2 2D artificial problem

The second artificial problem is concerned with the generation of an image (the
whole) combining parts described as color anchors. Formally, a part (color anchor) is
defined from its location, color, and intensity. The associated meta-data ¢; consists
of both the color varying in {white, black, red, green,blue} and the location of the
anchor point encoded as a 2D vector in [0; 1]%; the intensity of the anchor point is
left to be captured by w;. Each part induces a color gradient on the blank canvas.
The whole is an image alike a Voronoi diagram (Figure 9.7) where the color in each
pixel is set to a weighted combination of the anchor colors, weighted by the distance
of the pixel to the anchor and the intensity thereof.
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Figure 9.6: The compositional CompVAE generative model on the 1D artificial
problem: On each row is displayed a part (left) and the whole (right) made of this
part and all above parts.

This 2D problem presents two additional difficulties compared to the former 1D
problem. Firstly, the whole output (the image) is of constant amplitude and does
not depend on the number K of parts; pixel values lie in the [0; 1] interval whatever
K is. Secondly, each part only has a local impact on the whole.

The first issue implies that the generative model needs to include a saturating
mechanism. Two approaches have been considered, based on the combination function
1 and the observation model.

The aggregation function ¥ (Equation 9.2) is modified by applying, on the
additive aggregation of the W;s, the following saturating activation function:

xT

(9.16)
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Figure 9.7: Examples of training images for the color gradient composition problem.

—10 ) 0 5) 10

x T
tanh =" T~ T

Figure 9.8: Comparison of the tanh activation to x — %ﬂxl

and finally,
W=y <Z Wi> (9.17)

The coefficient v is learned as a global parameter, and initialized to 1.0. This
activation function has a saturating behavior similar to that of tanh but is slower
to saturate (Figure 9.8), preventing gradient vanishing in the early learning stages,
when w still has a large variance.

Additionally, the observation model is built using the discretized logistic model
[Sal+17] (Section 5.2.2). This model generally behaves as a quasi-deterministic
observation model (Section 6.2), but it is built on the discrete domain of pixels (that
is, {0,1,2,...,255}). It thus acts as a second saturating layer, enforcing by design
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Figure 9.9: CompVAE on the 2D problem, composition of color anchors. Leftmost:
the ground truth image. Left to right, generated output at epoch {0, 1, 2, 3, 4 5}
x 100, 000. The right colors are identified around epoch 200.000; the right locations
are identified much later, around epoch 500,000.

Figure 9.10: The compositional CompVAE generative model on the 2D artificial
problem: On each row is displayed a part (column 1), the ground truth whole made
of this part and all above parts (column 2) and generated images (columns 3 to 9)
generated from this part and all above parts.

the fact that every generated pixel belongs to the proper domain.

The second difficulty is that each part (anchor) only locally affects the whole
image locally. The learning process thus must manage to identify which part of the
whole image is associated with an ¢; part; the training information is more sparse.
In contrast, in the 1D problem, every ¢; part had an impact on all coordinates of
the whole curve. This sparsity of the training signal overall results in a significantly
longer training process. Typically, the last thing the model learns is the link between
the location of the parts and their effect on the whole image, as shown on Figure 9.9.

The whole process is illustrated on Figure 9.10, displaying the whole image
generated from an increasing number of the individual color anchors. As in the 1D
problem, all individual w;s are sampled from the generative model pg(w;|¢;) and the
overall image (Figure 9.10, right) is generated from the partial sums: from top to
bottom, one sees the overall image generated from w; alone, then w; 4+ ws, then
w1 + we + ws, forming a coherent composition of the different individual parts.

The model used for this experiment is a 20-layer residual network for the generative
model, and uses 5 GraphNN layers with 10 additional residual layers for the inference
model. Its full training took 2 days on a GTX1080 GPU.
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9.3.3 Electrical curves composition

The applicative motivation of CompVAE is concerned with smart energy control
policies, and more specifically the dimensioning of infrastructures along diverse
usage scenarii. In the context of the NEXT contract (ADEME funding, coordinator
Artelys), our industrial partner needs to assess the consumption peak of sets of
households under different energy demand settings (weather, electric car). More
abstractly, the question is to generate energy consumption curves corresponding to a
set of customers (households or factories), where each customer is associated with
its contract metadata.

Our input data consists of anonymized consumption curves from around 500
households, covering a span of 5 years for the longest. The consumption is measured
bi-hourly, resulting in 48 values per day. Examples of the consumption curve of a
single household over a week are displayed in Figure 9.11. These curves illustrate
the erratic behavior of household-level consumption in general: the baseline is very
low, with spikes of consumption when persons are active, turning lights on and
using electrical appliances. Note that the aggregated curves of circa 100 households
show a much smoother behavior than individual curves (Figure 9.12). As expected,
the aggregation of independent random variables is smoother than the individual
variables. Note however that the behavior of different households (the random
variables) are independent only to some extent: they are correlated as the households
face the same weather and external temperature, the same holiday periods, the same
matches on the TV.

However, the comparatively smoother behavior of aggregated households moti-
vates the presented approach: training a generative modeling to directly produce
aggregated curves, associated with the multi-set of entity (household) descriptions.

The metadata available for each entity (household) is composed of the type of
power contract (categorical variable), the power subscribed (numerical variable), and
possibly the group of off-peak hours® (also described with a categorical variable).
These three values thus compose the ¢; label associated with household i. The
objective is to build a model that can generate aggregate consumption curves of
circa 50-150 households. In addition, the hourly measure of temperature is given as
a global metadata C.

CompVAE uses a specific observation model py(x,w, z) here, reflecting the multi-
scale structure of aggregated electrical curves (Figure 9.12): a strongly regular baseline
with a daily regularity, decorated with a fast varying component. This structure
leads to the use of a hierarchical observation model as presented in Section 6.2.2.
Formally, curve X is decomposed into two observed variables X1 and X2, where X2
is the full-resolution curve, and X1 is a smoothed version, sub-sampled by a factor
of 2. The model then decomposes as py(z2|z1, W, z)pg(x1|w, z). As in the Laplacian
pyramid structure, X2 is predicted as a correction to an upscaled version of X1. The
neural network structure itself is built using 1D convolutional and residual networks:
the generator model is composed of 14 residual layers, while the inference model has
5 GraphNN layers, associated with 7 residual layers. The total training time is of
approximately 1 day using a GTX1080 gpu.

5The electricity provider proposes electrical contracts where the electricity is cheaper during
some time range (usually during the night), as an incentive to shift part of the consumption (such
as water heaters or washing machines) during off-peak hours.
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(d) Consumption curve of a household.

Figure 9.11: Examples of consumption curves of single households. Horizontal axis is
labeled in days, starting at Monday morning and ending at Sunday evening. Vertical

axis is labeled in Watts.
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(b) Consumption curve of 100 household.
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Figure 9.12: Examples of aggregated consumption curves of a hundred random
households. Horizontal axis is labeled in days, starting at Monday morning and
ending at Sunday evening. Vertical axis is labeled in Watts.
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Figure 9.13: CompVAE performance on electrical consumption curves. The recon-
structions (a,b,c) show the target curve in red, and the Gaussian model prediction by
its mean (purple) and standard deviation (light blue). (a) shows the reconstructed
X1, (b) the reconstructed X2 given the real X1, and (c) the reconstructed X2

given the reconstructed X1. (d) shows 5 generated curves from the same set of {/;}
metadata.

The training procedure uses aggregated curves that are generated on the fly for
each minibatch, uniformly selecting a week and a set of households in the set of 500
households and (at most) 250 weeks. One can thus consider that the training data is
virtually infinite®, which significantly helps avoiding overfitting.

The behavior of the trained model is presented in Figure 9.13. In particular,
Figure 9.13(a) and Figure 9.13(b) illustrate the reconstruction quality reached by
CompVAE on these data: X2 is near-perfect given the real X1, and X1 itself captures
well the shape of the curve, with most of the uncertainty being on the exact height of
the peaks and lows. Figure 9.13(c) illustrates what would be a "full reconstruction'
from the latent values: Z and {W;} are given from the inference model, but X1
is sampled from pg(z1|w, z) before being given to py(x2|xl,w, z), the later being
represented on the plot. The resulting prediction, while still fitting the overall
shape of the curve, now displays small but significant deviations from it. While
the error between the reconstructed curves and the real ones is of 3.8kW (+1.5kW)

6As the number of ways to randomly choose between 50 and 150 elements from a set of 500 or
magnitude comparable to 10'3°
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and 4.9kW (+1.6kW) per household” for individual X1 and X2 reconstructions, it
reaches around 13.9kW (£5.3kW) per household for the "full reconstruction”. This
illustrates how the uncertainty is shared between the two variables X1 and X2 by
the hierarchical observation model.

In generative mode, Figure 9.13(d) displays 5 curves produced by CompVAE
upon receiving the same {/;} 100-element multiset. All generated curves have same
general shape and amplitude as the original one: the average distance between the
original curve and a generated one is 20kW (+11kW) per household (using the same
metadata), to be compared with 92kW (£73kW') when the individual curves are
independent, that is, the same distance as between two independent real curves.
This result confirms that CompVAE correctly identifies the dependency between the
metadata and the curve.

The quality of the generated curves is evaluated and compared to real data
according to three domain-specific metrics, related to the goal of balancing the
electrical network. The first metric is the peak consumption: the maximum value
reached by the curve during the week. A too high peak value can trigger some
security mechanisms on the grid. A second metric is the peak sustained consumption
for a given duration: for example the maximum value that is reached for at least
8h in total during the whole week. Sustained high consumption can also adversely
affect the network, e.g. by causing overheating in some parts. A third metric is the
flexibility of the curve, a technical indicator defined as the L1 distance between the
curve and the constant curve of same average consumption over the week. At the
grid level, consumption and production must always be balanced; in this respect, the
easiest case is that of constant consumption curves. The flexibility thus measures
how far the curve is from a constant curve with the same total energy consumed,
using the earth-mover’s (or energy-mover’s) distance.

The overall distribution (averaged over the number of households, household
metadata and temperature profiles) of these three metrics are compared in Figure 9.14.
The provided histograms are computed from 100,000 real aggregated curves and
100,000 curves generated by CompVAE. One observes a small but noticeable bias in
CompVAE, that generates curves with slightly higher peaks and a slightly higher
flexibility in average, as shown in Fig. 9.14. Following the discussion in Chapter 7, a
tentative interpretation might be that, as the generative model did not fully capture
the structure of the curves, it provisionned the intrinsic variability of the curves
through random noise; this noise might explain the wider range of the curve values,
increasing the top-1 value (peak) and its variance (flexibility).

The impact of providing the temperature as global metadata C' is assessed through
a lesion study, comparing the latent part of the losses for a model trained with and
without this metadata, as summarized in Table 9.1. These values can be interpreted
as the amount of data the encoder needs to store in the latent variables in addition
to the one already provided by the latent model pg(z, {w;}|{¢;}). CompVAE trained
without the temperature information converges to storing on average 12 bits in the
set of {w;} as a whole, and 25 bits in z, so 37 bits total. This is already quite a small
value compared to the size of the data (X is a vector of 336 values), illustrating how

"The error is computed as the sum of absolute error across time, divided by the number of
households in the composition, so that values associated with different number of households can
still be compared.
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Figure 9.14: Histograms of the overall distribution of generated curves (orange)
and the dataset (blue) according to 3 domain-specific metrics: the peak value, the
flexibility, and the maximum-value sustained over 8 hours (top-8h).
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{W;}i loss (bits)| Z loss (bits)|Total latent loss (bits)
Without temperature input 12 25 37
With temperature input 8 18 26

Table 9.1: Lesion study, impact of providing the weather temperature as input to
CompVAE: Amount of information stored by the model in the latent variables, as
interpreted from the loss values.

X can indeed be well predicted from the set {¢;}. However, the model trained with
the temperature input as C' converges to around 8 bits in the set of {w;} and 18
bits in z, for a total of 26 bits. The addition of the temperature input thus allows
the model to reduce by around 30% the amount of information the inference model
needs to provide on top of the trained model to accurately reconstruct the curve,
illustrating the expected link between weather and electrical consumption (being
reminded that electrical heating is quite common in France). It is interesting to note
that even though the temperature is only injected at the level of the Z variable in
the model, its usage enables to reduce the amount of information stored both in Z
and in the {W;}.

9.4 Summary and perspectives

Our second main contribution, CompVAE is a Deep LVM with a specific latent
structure aimed to enforce additive semantics in latent space. This structure makes
CompVAE able to accurately learn and exploit a generative model conditioned on
a multi-set of variables, addressing the applicative need of generating aggegated
electrical consumption curves for a neighborhood given the set of households it
contains. Its empirical validation on synthetic and real-world problems demonstrates
its generality and its potential®.

The CompVAE structure involves clearly separated observation and latent models
— as generally advocated throughout the manuscript. A perspective for further
study is thus to combine CompVAE with more sophisticated observation models (e.g.
Wavenet or Pixel CNN), and extend compositional generation to high-dimensional
complex data.

Another perspective concerns the aggregation function ¥ used to combine the
{W;} variables in CompVAE. All considered models rely on the sum (or a variation
thereof); the rationale is to allow the inference model to infer the {W;}s while con-
trolling for their sum, using a multivariate Gaussian distribution. Other aggregation
functions could be considered, e.g. an element-wise max, or a learned combination
function built on invariant neural networks [RSP17a; BPC19]. How to adjust the
inference model to capture the behavior of these aggregation functions opens the
path for further research.

8Though a slight bias, interpreted as the amplification of the entity interdependencies, is observed
on the electrical curves case study.
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9.A Determinant of the covariance matrix

The sampling procedure is defined by:

Wi = Wi + 0;€; — ,OZ'ZO'J'EJ' (9.18)
J

Let D be the diagonal matrix (o1, 02, ...,0k), 1 be the column vector (1,1,...,1),
and w, p, € and p be the column vectors defined by the {w;}, {p;} {e;} and {u;}
respectively. The sampling procedure can be reformulated using these as:

w =+ De—p(1TDe) = p+ (I — p17)De (9.19)
The covariance matrix is thus given as a product of four matrices:
¥ =1-p1")DDI - p1T)T (9.20)

The determinant of D is []; o5, remains the determinant of (I — p17) to compute.

This can be done using the matrix determinant lemma®:

I-p1T|=1-1Tp=1-> p; (9.22)
%

Finally the determinant is given as:
2
s- (1-X0) T 9.29
i i

9.B Computing the KL divergence on {IV;}

In the context of the CompVAE model, pg({w;}|{¢;}) factorizes as a product
L po(w;|¢;), each term of this product being a normal distribution.

The KL divergence thus decomposes as (conditioning variables are ommited for
brevity):

Drr(gs({wi}] .. )llpe({will...)) = —H(gp({wi}|...)) =Y K, logpg(wi...)

i Wit~qg
(9.24)
The entropy of the g4 distribution is easily known from its covariance matrix:
K K 1
H(gy({wi}]. ) = 7 + 7 log 2m + 7 log 3| (9.25)
K K
=5 + 5 log 27 + log <1 — ; pi> + ; log o; (9.26)

9For any invertible square matrix A and vectors u and v:

JA+uv’|=(1+v A u)|A| (9.21)
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To compute the second half of the KL, let m; be the mean of pg(w;|¢;), and s?
be its variance. The log-density is thus expressed as:

2
w; — My 1
log pg(w;|4;) = —(128221) —log s; — 5 log 27 (9.27)
The expectation is then computed using the sampling definition of w;, and by
averaging over the standard normal variables €1, ..., €x:
2
1 1
E log po(w;|...) = E Wi + o€, — p; Zajej —m; | —logs; — 5 log 27
Wi~qe sz €150y €K i
1 1
=5z [ —m)? + (1= p)o; +mZU —logsi — - log 21
L JFi
1 1
= =52 | (s —m)* + (1= 2p)07 +pi }_oj| —logs; — ;5 log2m
7

J

Putting all terms together, the final result is similar to the usual divergence
between two diagonal normal distribution, with a few additional terms involving the
pi parameters:

Dgr(...)=)Y

%

(pi — mz) + (1 — 2/)1)(7 + Pz Z S
3 + log —

(9.28)

K
— log (1—sz‘> Y
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This chapter presents the third main contribution of the manuscript, concerned
with the control of the generative process. Many related works [Mat+16; RMC16;
Lar+16; Che+18a; Moy+18; Mat+19b] are based on the explicit interpretation and
control of the latent variables. Another approach is proposed here, where the latent
distribution is altered using an explicit loss on the observed variables, as this second
formulation is more in line with some problems. A first version of the approach,
named Boltzmann Tuning of Generative Models (BTGM), was presented in [BS21].
This chapter describes an extended version of BTGM.

Considering a given, already trained generative model p(z), and an external
criterion f : X — R, the goal is to refine the model and define a new model p(x)
that maximizes £, f(=) while remaining as close to p as possible. This goal, akin
model fine-tuning, is formalized as a tractable optimization problem, and a sound
procedure is proposed to tackle it.

This problem is also motivated by an application from the smart energy control
domain, and specifically the estimation of the consumption peak. More formally, in
the same context as in the previous chapter, the goal is to generate extreme though
realistic electrical consumption curves; these curves will be used to evaluate the
behavior of the electrical grid in specific scenarii and the associated risk attached.

135
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BTGM proposes a general answer to the above problem. At an abstract level,
the point is to bias the generative model toward the region of extreme values w.r.t.
the considered external criterion.

10.1 Boltzmann distributions and Pareto explo-
ration

A most appropriate framework to express constraints in a probabilistic setting is
the celebrated Principle of Maximum-Entropy (MaxEnt), originated from statistical
physics [Jay57] and now widely used in Machine Learning. In Bayesian terms, this
principle concerns the appropriate choice of a prior distribution, as being the one with
largest entropy among the admissible distributions (complying with the constraints).

10.1.1 Principle of maximum (relative) entropy

Most considered constraints either restrict the support of the distribution, or require
the expectation of some function over the distribution take a given value: [i, f = C.
In both cases, the MaxEnt principle can be formulated as a constrained optimization
problem:
argmax H(p) s.t. Vi: E fi(z) = C; (10.1)
b )
This constrained optimization problem is solved by using Lagrange multipliers
[Jay57], yielding a solution of the form (complete derivation in Appendix 10.A):

px) = %GXP (Z )\ifi(x)> (10.2)

where the values of the Lagrange multipliers A\; depend on constant C;s, and the
normalization constant Z also is a function of the Lagrange multipliers.

Interestingly though unsurprisingly, energy-based models (Section 1.1.2) take the
same functional form. Both approaches take inspiration from statistical physics: In
both cases, the principle of maximum entropy of the distribution over the physical
states of the studied system, subject to the expectation of the total energy tak-
ing a known value [Jay57], yields the Boltzmann distribution (where the inverse
temperature plays the role of the Lagrange multiplier).

The principle of maximum entropy has been further generalized by [Cat07],
combined with Bayes rule to define the principle of maximum relative entropy. This
latter principle states that, given a prior distribution p(x), the refinement of p subject
to a set of constraints of the form [i, f = C' is properly formulated through minimizing
the KL-divergence of the sought distribution p and p (or relative entropy of p):

argmin D (pllp) s.t. Vi: E fi(z) =C; (10.3)

p zwﬁ

This new problem can be solved in the same way as MaxEnt, and yields a similar
solution:

px) = p(Za:) exp (Z )\ifz‘(x)) (10.4)
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10.1.2 Exploration of the Pareto front

This formulation interestingly allows for exchanging the roles of the optimization
objective and the constraints, up to a reparameterization of the Lagrange multipliers.
In short, optimizing the (relative) entropy under the constraint that the expectation
of a function f is fixed to a constant value, is equivalent to maximizing [K, f under
the constraint of a given value for the (relative) entropy'. More generally, the
Lagrange multipliers can be interpreted as a parameterization of the Pareto front
corresponding to the multi-objective optimization of the various f; criteria and the
(relative) entropy. This Pareto front, describing the possible trade-offs between the
considered objectives, can be explored via varying the \;s.

This exploration is illustrated on a simple case with a single criterion f(x). Let
Py be the distribution defined as:

pa(z) = 2 s (10.5)

Then, the local behavior of the criteria seen as functions of A can be expressed
using statistical quantities evaluated over py, as follows:

A Dics(prllp) = W, (7) (10.6)
d
= [E f = Vary, (f) (10.7)

In particular, when restricted to A > 0, both D, (pxllp) and [E;, f are monotonic
functions of A. The A < 0 case is symmetrically handled (by minimizing f instead
of maximizing it). This confirms that exploring the different values of A reliably
explores the Pareto front balancing these two objectives.

Similar identities hold for second derivatives (with proofs in Appendix 10.B):

2

3
S Dxr(alp) = Vary, (1) AR (7 -/ (10.8)
P Pr

3
d2
SE-E(/-Es (10.9)
Px Px Px

From the above equations, it follows that if the first, second, and third moments
of f under p) can be empirically estimated (assuming that one can sample the
instance space according to py), these estimates can be used to efficiently explore
the said Pareto front.?.

The sought approximation of p can be found using variational inference (pre-
sented in Section 2.3); it reads:

pr = argmin DicL (pl|p) (10.10)
p

'Both associated Lagrangians (see details in Appendix 10.A) are very similar, the only difference
being whether the Lagrange multiplier A applies on f or of the KL-divergence. As a result, they
yield the same solution, up to a reparameterization of A into 1/\.

?In the case where more than one f; criterion is considered, the approach can be extended to
characterize in closed form the gradient of the criteria w.r.t. the (A;); vector, as well as their Hessian
matrix.
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Then, replacing py with its formal definition (Equation 10.5) and dropping the
constant terms:

by = argmax H(p) + [[§, [\f(z) +log p(2)] (10.11)

This optimization problem can be solved within the variational inference frame-
work, depending on the considered f and p. This optimization can be combined with
a second-order method to efficiently find the value of A corresponding to a given
target value of D (pxllp) or [E;, f- The approach is described in Algorithm 10.1
and Algorithm 10.2.

Algorithm 10.1 Maximizing [£; f subject to Dk (pallp)

D <+ Target value for Dgr(py||p)

A<+ 0

repeat
P < argmax,; H(p) + E,p [Mf(x) +logp(z)] (Equation 10.11)
Estimate Dgr,(pa|lp) by Monte-Carlo
Estimate <& Dy (p||p) using Equation 10.6 by Monte-Carlo
Estimate %DK L(DAllp) using Equation 10.8 by Monte-Carlo
A < Second order update to bring Dgr (pa||p) towards D

until convergence of A

return p)

Algorithm 10.2 Minimizing Dk, (px||p) subject to [, f

F « Target value for [£; f

A0

repeat
px < argmax,; H(p) + E,p [N (x) +logp(z)] (Equation 10.11)
Estimate [£; f by Monte-Carlo
Estimate % Es, / using Equation 10.7 by Monte-Carlo
Estimate % [Es, f using Equation 10.9 by Monte-Carlo
A < Second order update to bring [£; f towards F'

until convergence of A

return p)

In both algorithms, the computational cost is dominated by the optimization
of Equation 10.11. The Monte-Carlo estimation of the objective value and its two
derivatives with a large number of samples is comparatively inexpensive; hence
the estimation error comes from the error on py itself (not from the Monte-Carlo
estimation).

10.2 The Boltzmann tuning of Generative Models

The above general principles aimed to finding py from p can be adapted in the
deep LVM framework, defining our third contribution, the Boltzmann Tuning of
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Generative Models (BTGM). This algorithm (Algorithm 10.1 & 10.2) involves an
inner loop (finding py for a given value of A and an outer loop, adjusting the value
of A complying with the constraint w.r.t. the current py, until convergence of \.

10.2.1 Generalizing to multiple variables

When transposing the optimization problem from Equation 10.1 to a LVM, a first
issue regards the definition of the relevant variables, and specifically which variables
should be marginalized before computing the KL-divergence between py and p.
Let us consider the case of distribution p(z, z) with X the observed variable and
Z an abstract latent variable. The quantity of interest clearly is the distribution p(x)
over the observed variable.
One would thus like to minimize Dgr,(px(2)||p(z)) (as opposed to, D r.(Pa(z, 2z)||p(x, 2)),
that is in general different). However, the optimization of Dgr (px(z, z)||p(x, 2)) is
straightforward to estimate from the LVM, while Dy, (px(x)|p(z)) is much more
expensive, as it requires marginalizing out the latent variable Z.
The question thus becomes of comparing both optimization problems (marginalized
and non marginalized) and estimate the cost of the non-marginalized approximation.
Formally, the KL-divergence can be decomposed as:

Drr(pa(z, 2)||p(z, 2)) = Drr(pr(x)|p(2)) + K, Drr(Ba(zlo)||p(z[x)) (10.12)

TP

The non marginalized KL-divergence thus is a higher-bound of the marginalized
one. Accordingly, minimizing the non-marginalized KL-divergence also brings the
marginalized down, but the tightness of the bound is unknown and there is no guar-
antee regarding the difference between both optimal solutions. In the marginalized
optimization problem, the model can flexibly reorganize the latent space as it does
not constrain in any way the distribution of the latent variable Z. Quite the contrary,
the non-marginalized optimization problem directly takes into account the latent
space: it forces both py(z) to remain similar to p(z) and py(x|z) to remain similar
to p(z|z).

The lack of flexibility of the latter optimization problem is however not necessarily
a drawback, and might actually be beneficial to the BTGM implementation. In
most cases, distribution p is obtained as the (imperfect) result of a training process.
Searching for py while drastically modifying the latent structure of p thus amounts
to training from scratch a new model distilling p. On the one hand, this optimization
is very costly; on the other hand, it can amplify the errors in p.

The alternative is to only learn a new latent distribution py(z), while keeping
the "decoder" part of the model p(x|z) frozen, where py is obtained as:

Pa(z, 2) = p(x[2)pa(2) (10.13)

The characteristics of the data, what makes p "realistic", are essentially captured
in p(z|z), where the latent variable Z only dictates the data region to be sampled
from. The only modification of the Z distribution thus ensures that the tuned model
P remains within the domain of realistic data (as sampled by p), and focuses on the
appropriate subdomain according to criterion f. Furthermore, the KL-divergence
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simplifies when focusing on the only Z distribution optimization:

Drr(Pa(x, 2)||p(x, 2)) = Drr(bA(2)||p(2)) + [, Drr(p(zl2)|p(z]z))  (10.14)

2~Px

=0

Overall, conducting the optimization on the two variable model p(x, z) with
criterion f(x) is equivalent to conducting the optimization on the single-variable
model p(z) with criterion f(2) = Egop(alz) f(x).3

This reduction enables to exploit models with a deterministic "decoder", such
as GANs. It is however still necessary to evaluate the tightness of the upper bound
(Equation 10.12).

Note that even though py(x|z) = p(z|z), this does not imply in general that
Px(z|z) = p(z|z). After Bayes theorem,

M(le) _ i) pla)
p(Ele) ~ pala) p()

(10.15)

In order to enforce the tightness of the upper bound (Equation 10.12), that is,
ensure [, Dxr(Pr(z|x)||p(z|z)) be close to 0, then the ratio needs to be most of
the time close to 1 when (z,2) ~ px:

V(x,2) ~ P iig; p(z (10.16)

In the case where z is a quasi-deterministic and invertible function of z, the change
of probability from p to p) can be mostly controlled by the change of probability of
z.

In the VAE case, the use of a quasi-deterministic observation model (Section 6.2)
falls in the above category; the mapping from z to = can be made quasi-invertible by
using a restricted probabilistic inference model.*

In the GAN case, on the one hand they do provide a deterministic mapping; on
the other hand, there is a-priori no guarantees for this mapping to be invertible;
hence, the use of a GAN as base p model might result in a larger gap between
Drr(Pa(, 2)|lp(, 2)) and Drer(Pa()[[p())-

Likewise, complex observation models such as PixelCNN (Section 5.2.2) neither
provide quasi-determinism nor are quasi-invertible, and thus they are a priori poor
candidates as base models for BTGM.

When considering a multi-variable deep LVM (with more than two variables), the
same methodology can be followed, selecting only some variables X;s of the model to
be tuned while the total KL-divergence reads as a sum of KL-divergences over these
variables (taking the KL expectation w.r.t. their parent variables noted m(Xj;)):

Dir(palp) = Z E Dir(Pa(zi|m(Xy))||p(2i|w (X)) (10.17)

3The criterion f under py reads ]E<I . f(z). Under the assumption px(z, z) = p(z|2)pa(2),

this can be decomposed as [F, ]anp(x\z) f(z). The latter is expressed as the expectation of the

ZP
alternative criterion f( )= Em~p(z\z) f(z) under px(z), effectively moving the decoder part of the
model into the optimization criterion.

*If the inference model is limited to be single mode, e.g. Gaussian, then the generative model
po(x, z) is driven to learn a latent representation compatible with this inference model: such that
po(z|x) has a single mode as well (Section 3.4), therefore z is a quasi-invertible function of z.
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Does approximating the KL-divergence over observed variables by the full KL-
divergence over all variables entail a performance loss? The answer thus depends
on whether the observed variables depend on the rest of the model in a quasi-
deterministic and quasi-invertible way. In the positive case, the tightness of the
upper bound is good after Equation 10.12 (the second term in right hand side is
small); otherwise there is no guarantee.

10.2.2 Using normalizing flows

A key issue is to define a good search space for py. For simplicity, let us focus on
the single-variable case; the multi-variable case is handled in the same way. While
any variational inference method can be used in principle, the choice of flows-based
methods (Section 2.3.3) appear to be appropriate: even though py can be a very
complex distribution, its support is bound to be within the support of p for the sake
of the realism of the generated samples.

Using normalizing flows (Section 2.3.3) to transform samples from p into samples
of another distribution p is thus a natural approach. It provides a significant flexibility,
while the values of p can still be computed in closed form. Letting g denote the
learned flow, x a sample from p and & = g(x), the generated sample from p, then it
comes:

B(2) = p(«)|J (9)(2)| (10.18)

with |J(g)(z)| the determinant of the Jacobian matrix of ¢ in x. The optimization
problem defined in Equation 10.11 then is rewritten as an optimization on g:

arg max [} [\f(g(x)) +log p(g()) +log |/ (9)(2)|] (10.19)

g T~p

In practice, to ensure a proper coverage of the space and a good exploration of
the modes of py, the flow model is initialized close to the identity function, ensuring
that the training samples cover the whole support of p from the start.

As said, the approach involves an inner optimization loop (finding p)) and an outer
loop (adjusting A). Using a flow-based approximation in the frame of Algorithm 10.1
or Algorithm 10.2 enables a warm-start heuristics in the inner loop: re-using the
approximation of g from outer iteration ¢ — 1 to warm-start g at iteration ¢. As
long as the estimated value of A increases along the outer loop of optimization, the
new target distribution becomes more concentrated around its modes, making the
previous one a decent initialization. If A decreases this strategy is however more
risky: one or more modes of the distribution may become eligible, not necessarily
covered by the previous approximation. In that case, the safe solution consists in
initializing ¢ to identity, or to a previous approximation trained with a lower A value.

The experiments presented in Section 10.3 rely on this warm-start procedure.

10.2.3 Comparing and selecting the f criterion

A key step in the setup of BTGM is the choice of the criterion f to be maximized.
Informally, the expert’s requirements can be represented in many different ways,
and same solutions should be found when using f or hof for any monotonous scalar
function h. The difficulty of the underlying optimization problem however varies
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depending on which h is chosen. Let us examine how BTGM behaves depending on
f.

Note that the Pareto front defined by the family p) when A ranges in R is
unaffected when f is composed with any affine h (h(xz) = ax + b, with a > 0).
Varying constant b amounts to changing the normalization constant Z(\), and
varying coefficient ¢ amounts to changing A, leaving the Pareto front unchanged. An
affine normalization of f is based on this remark: in the remainder, it is assumed
with no loss of generality that the expectation of f under the base distribution p is
0, and its variance is 1.

A given f (after the affine normalization) is assessed from the expected difficulty
of learning a good approximation of p) with f. Intuitively, if p) involves sharp and
intricate boundaries, the task is more difficult. Letting g denote the transformation
from p to Py, then the determinant |J(g)| of its Jacobian matrix gives a quantitative
estimate of how much g needs to warp its working space to transform samples from
p into samples from py. The variations of this determinant across the space thus
provide a good indicator of the complexity of this transformation.

More formally, the complexity of g at its best (corresponding to an optimal p))
can be computed from its theoretical value given by Equation 10.5. The gradient of
the logarithm of its determinant is given as:

V. log|J(g)| ™! = V, log “((“’“)) = AV, f(2) (10.20)

p(x
The difficulty of learning p, for a criterion f is thus given a priori by considering
the distribution of the gradient of f under the base distribution p. Therefore, two
criteria f; and fo can be compared based on the histograms of their normalized

gradients: |V, f(z)||/1/Vary(f), as will be illustrated in Section 10.3.1.

10.3 Case studies

This section illustrates the use of BTGM on three case studies:

In the first one, the criterion f is an externally-trained classifier, and the goal is to
bias a generative model to oversample the selected class(es), allowing one to finely
control the strength of the bias.

In the second one, BTGM is applied in the context of smart energy policies, continuing
the application described in Section 9.3.3; the initial goal is to produce curves and
facilitate the estimation of the peak consumption; more generally, one want to
produce extreme-but-realistic consumption curves according to some metrics.

The third case study investigates how to use BTGM to combine an overly general
generative model (as trained by a VAE) with a discriminator network (as used in
GANSs) to yield a more realistic distribution sample.

10.3.1 Case 1: Conditioning a distribution

Given a generative model p(z), BTGM is applied to create a conditioned version of
it. Let us assume for instance that some classifier ¢(y|x) is provided, then we might
use it to condition a posteriori the generative model and e.g., approximate p(z|y) for
a chosen class y.
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In order to do so, one might consider two criteria, commonly associated to
probabilistic classifiers: f(x) = ¢(y|z) and f(z) = logc(y|z). From an analytical
point of view, the second criterion (log-probability of the class) seems to be more
appropriate, yielding the theoretical distribution (after Equation 10.5):

pr o pl) e(yl)* (10.21)

If classifier ¢ accurately approximates p(y|x), then setting A = 1 gives py ~ p(x|y)
after Bayes theorem. Depending on the value of A, one might control the strength
of the bias, from a slight oversampling of class y (A < 1) to a strong preference for
examples unambiguously classified into class y (A > 1).

Criterion f(z) = c¢(y|z) does not yield such a principled theoretical solution.
However, as discussed in Section 10.2.3, another issue is whether one or the other
criterion induces a tractable optimization problem. This question is experimentally
investigated as follows. We trained a classifier on the MNIST dataset; the distributions
of [|[Vze(y|z)|| and ||V logc(y|z)| for each of the 10 classes are computed, using a
trained VAE as base distribution p. The histograms, estimated from 10.000 samples,
are presented as Figure 10.1.
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Figure 10.1: Comparing criterion f(z) = c¢(y|z) (in blue) and f(z) = log c¢(y|x) (in
orange) on MNIST: binned distribution of their gradient norms. The distribution
tails are truncated for the sake of visualization.

In the latter case (f(x) = ¢(y|x)), Figure 10.1 (left) shows a large bar at 0 (for
large regions of the space, the gradient norm is close to 0), and values up to 100 are
observed (the histogram is truncated for readability). The optimization landscape
defined by f(z) = c(y|x) thus expectedly involves large plateaus (regions where the
gradient norm is close to 0) separated by large cliffs (regions where the gradient
norm is very high). While this landscape reflects the behavior of a sharp classifier,
it is expected to define a hard optimization problem for the normalizing flow, as it
requires the learned transformation to widely vary at the boundaries among classes
(following Equation 10.20). On the opposite, the former case (f(x) = loge(y|x))
involves few plateaus (regions with gradients close to 0) and no abrupt transitions
(the gradient norm remains less than 15), suggesting a much smoother optimization
landscape consisting of hills and valleys.

The above remarks are empirically confirmed by building p, for various values
of A. Figure 10.2 reports Dy (pallp) versus [£;, f, comparing the empirical value
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(in orange) and the theoretical value (in blue) for both f = c¢(y|z) (Figure 10.2,
left) and f = logc(y|z) (Figure 10.2, right). The theoretical values are numerically
computed by sampling p and using the following formulas (derivations detailed in
Appendix 10.C):

E, feM
f="F 10.22
Iﬁﬁ; E, (10.22)
A
Dk (pxllp) = % —log[F, &M (10.23)
p p

As could have been expected, the empirical curves do not perfectly match the
theoretical curves. However, the gap is significantly lower when using f = log(c(y|z))®.
More specifically, for low A values, p) tends to remain close to p; as A increases,
it quickly overshoots the theoretical Dg. This behavior is consistent with an
optimization landscape composed of plateaus and abrupt cliffs: for low A the landscape
is mostly flat, and the few small cliffs are missed, and when A increases only the high
plateaus are kept and the rest of the distribution support is suddenly discarded.

In contrast, the evolution of the distribution for f(z) = log(c(y|x)) is smoother
and more gradual, closer to the theoretical values, thus confirming the expectations
based on the regularity of its gradient norm.

The generated samples are illustrated on Figure 10.4 using f(z) = log c(y = 4|x).

From top to bottom, the A value increases; each row displays a set of samples
from py. As X increases, the prevalence of the digit 4 increases in the generated
samples, and non-4 digits are mostly chosen in the class 9, that most look alike 4.
For A > 1, only 4 samples are generated; for A = 1.25, the distribution focuses on
the most unambiguous 4 samples.

10.3.2 Case 2: Extreme values of a distribution

The motivating application used in CompVAE (Chapter 9) is also considered for
BTGM.5 The presented results are based on a regular VAE trained on electrical
curves, aggregating 10 households. The rationale for considering a small number of
households is to enforce the variability of the generated curves, and produce examples
that are visually compelling. The same model, trained on larger aggregations,
produces "extreme" curves that are less easily interpretable due to the lower global
variance of the dataset.

BTGM is applied on a pre-trained VAE by learning a normalizing flow in its
latent space, as described in Section 10.2.1 and Section 10.2.2. The generation of
electrical consumption curves considers the same objective functions as presented in
Section 9.3.3: the peak value, the flexibility, and the sustained maximum value over
8 hours, characterized as follows (where © = (z1,x2,...x7) denotes the generated
curve):

Fpeak(x) = max(z;) (10.24)

5When using the classification probability, the maximum gap between the predicted and reached
values for the KL-divergence is 0.58, while it is of only 0.17 when using the log-probability (the
values of f are not comparable as they are on different scales).

5The full integration of CompVAE and BTGM is not achieved at time of writing.
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Figure 10.2: Comparing the theoretical (in blue) and empirical (in orange) values of
the criteria. Left: f(x) = c(y|z). Right: f(z) = logc(y|x).
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Figure 10.3: Representation of the theoretical (blue lines) and empirical (orange
dots) Pareto front between both criteria, depending on the choice of f, using either

f(z) = c(ylz) (left) or f(x) =logc(ylz) (right).
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Figure 10.4: Samples generated from py biasing a generative model trained on
MNIST towards the class 4( using f(z) = logc(y = 4|z)). The top to bottom
rows respectively correspond to A = {0.0,0.25,0.5,0.75,1.0,1.25}. In each row
are presented samples from py: py = p for A = 0 (top row) and the bottom row
corresponds to the theoretical conditional model (A = 1).

fsustained(x; k) = tOp—k’(l‘i) (1025)

fﬂex1b111ty( ) Z

%

Z%

In order to generate visually extreme cases, the target value for Dy is fixed
to —1og(0.001) ~ 6.91, corresponding to the top 0.1% curves w.r.t. the chosen
criterion. In all cases the process converged in less than 10 updates of A, following
Algorithm 10.1. The resulting tuned distributions are shown in Figure 10.5, on
which the respective impact of each criterion is clearly visible. The maximization of
Jpeak (Figure 10.5(b)) selects curves that are slightly above average, but with very
high short peaks (even going beyond 30kW). In contrast, maximizing fsustained does
not produce as high peaks, but selects curves with higher average value, as desired.
Finally, maximizing fgexibility selects curves with high variance, with periods of both
very high and very low consumption. In all cases, the generated curves still have
the general characteristic of real curves (such as the daily pattern) and do present
significant variety, in concordance with BTGM objective of remaining as close to the
base generative model as possible.

(10.26)

10.3.3 Case 3: Fine-tuning a generative model

Another usage of BTGM aims to fine-tuning generative models to improve their
generation quality. As discussed in Section 3.2, deep LVMs such as VAEs tend
to learn overly general distributions due to the limited capacity of their inference
models and their maximum likelihood training [AB17]. Given such a model, BTGM
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Figure 10.5: Generation of electrical consumption curves: original curves (in blue),
curves generated from the base distribution (in green) and from the biased distribution
(in red). (a): Original curves. (b): Curves biased toward high consumption peak.
(c): Curves biased toward sustained consumption (over 8 hours, thus biased toward
the top 16 highest consumption. (d) Curves biased toward high flexibility. In each
case, b curves are sampled and superposed to illustrate the variety of the generation.

proceeds to refine its latent distribution and better stick to realistic samples using
an adversarial mechanism a posteriori [Goo+14].

A standard GAN classifier (referred to as discriminator) discriminates among
generated samples (drawn after a generative model pg) and a real dataset pp. When

trained to optimality, the discriminator thus provides an approximation of %55.

The pre-sigmoid output of the discriminator is thus itself an approximation’ of

e (x;, making it an interesting candidate for a BTGM f criterion. Using pg as
base distribution, the optimized distribution produced by BTGM reads:

Pa(z) p(;(m)l_)‘pp(x))‘ (10.27)

Distribution p, gets closer to the data distribution pp as A increases, with
theoretically py = pp for A = 1. In practice it is unlikely to fully recover pp, but
one might expect to decently tighten an overly general distribution pg. Note that
the use of a GAN discriminator within BTGM enables to decouple the training of
the modules: the discriminator is trained while pg is frozen, and BTGM is then
launched to learn py with both pg and the discriminator frozen: this mechanism
avoids the concurrent adversarial training of the modules, sidestepping the notorious
stability issues of the GANs [AB17].

"Let y denote the pre-sigmoid activation of the discriminator, then sigmoid(y) ~ I)G(Z)DT%.

~ PD(JE)

Solving for y yields y ~ Ok
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Figure 10.6: Adversarial refinement of pg (VAE trained on MNIST) based on an
adversarial discriminator f, comparison of theoretical (in blue) and empirical results
(in orange). 10.6(a), 10.6(b): Evolution of E;, f and Dgp(px|lp) with A. 10.6(c):
Pareto front of both objectives. 10.6(d): top to bottom rows respectively correspond
to A in {0.0,0.125,0.250,0.375,0.5,0.625,0.750}; on each row are samples generated
from py, showing a mode dropping phenomenon (see text).

A proof of concept for this a posteriori adversarial refinement of an overly general
distribution is provided on the MNIST dataset. pg is trained as a Gaussian VAE; f
is a classifier trained to distinguish pg from the dataset, with 99% accuracy. BTGM
is applied on the VAE latent space (Section 10.2.1), and the results are presented in
Figure 10.6.

An ideal solution is obtained for [§; f ~ 0, i.e. on average, the classifier cannot
distinguish between py and pp. As expected, BTGM does not manage to reach this
ideal solution and the optimization saturates for A < 0.5, failing to tighten the model
further. The Dy, value reached at this point is ~ 4, hinting at a concentration of
the model around the 2% most realistic images according to the classifier®.

The reason for failing to improve further p, likely lies in the shape of the

8The reasoning is as follows. Considering some base distribution p, and another distribution ¢
which is proportional to p, with support is restricted to some subset S of the support of p, then one
has Dk r(q|lp) = —logp(S), where p(S) represents the total probability mass of the set S according
to p. Inversely, if p, restricts its support — while remaining proportional to p on this support
(which is untrue in general), then the mass of its support can be estimated from the value of the
KL-divergence.
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Figure 10.7: Distribution of the norm of the gradient of the objective f (pre-
activation output of the discriminator) wrt to the latent variable. The histogram is
truncated at a norm of 20 for clarity, but around 1% of the gradients have a norm
circa 230.

optimization landscape defined by the discriminator. Figure 10.6(b) shows the
optimization plateau at the same value of A for which the curve for D steepens,
hinting at a point where the optimization landscape contains large plateaus and high
cliffs, as in Section 10.3.1.

This tentative interpretation is confirmed by plotting the histogram of the gradient
norm (Figure 10.7): while most gradients are well-behaved, around 1% of them take
very high values, up to a norm of 230. This optimization landscape likely contains
some very high cliffs, that the normalizing flow fails to capture.

This optimization landscape suggests that the discriminator manages to tightly
characterize the support of the real data distribution pp, leading to sharp boundaries
between the classes. As the support of pp is known to be contained within that of
pc (as VAEs always cover the whole dataset), this suggests the generative model pg
is too spread out, making the discriminator task too easy. Empirically, BTGM fails
to bring the expectation of log Z—g higher than —5, meaning the region is still largely
classified as belonging to pg. It is also likely that the Gaussian observation model of
the VAE further introduces some noise over which BTGM does not have control (as
it only operates in the latent space) but which is exploited by the discriminator.

This last point underlines the fundamental assumption made in Section 10.2.1:
that pg(z|z) reflects the true distribution. In the case of a Gaussian observation
model, this assumption contradicts the analysis presented in Chapter 6 and Chapter 7,
showing that there will always be some residual noise that a discriminator could
capture. A perspective to mitigate this drawback would be to train the discriminator
on a version of the dataset on which a similar noise has been introduced, in the spirit
of [Saj+18].
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10.4 Summary and perspectives

The Boltzmann Tuning for Generative Models (BTGM) presented in this chapter
constitutes the third contribution of this thesis. Built on Deep LVMs and the
celebrated Maximum Entropy Principle, BTGM makes it possible to selectively
revise some parts of a Deep LVM based on an external differentiable criterion f
operating on a subset of variables. The presented framework focuses on adjusting
the distribution of the latent (Z) variable of a VAE based on a criterion f operating
on its observed (X)) variable; in the general case, the distribution and criterion can
equally handle observed or latent variables.

BTGM can naturally be interpreted in probabilistic terms, e.g. recovering a
conditional generative model when criterion f is based on a discriminative classifier.
On our motivating application in the domain of electrical consumption curves, it
gracefully modifies the original distribution according to the criterion, preserving
the realism and general behavior of real electric curves when the base distribution is
"sufficiently" appropriate.

A third case study, concerned with the adversarial refinement of a distribution,
illustrates the main limitation of the approach, as follows. BTGM freezes some parts
of the LVM distribution and modifies the others. But even when training extremely
powerful normalizing flows to achieve the modifications, BTGM cannot compensate
for deficiencies present in frozen parts of the model.

This remark opens a perspective for further research. As retraining the whole
distribution (not freezing any part of it) is expensive, the question is whether and
how marginal modifications on some parts of the model can be achieved, avoiding
both the rigidity of freezing them and the computational cost of learning them fully.
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10.A Derivation of the MaxEnt solution

The constrained optimization problem of Equation 10.1 is restated here:

argmax H(p) s.t. Vi: E fi(z) = C; (10.28)
p

T~p

In order to solve it, we use consider the Lagrange multiplier method, defining the
Lagrangian as:

L= / ) log p(x dz—n(/X dx—l) Z)\ (/ ()d:L"—C)

Normalization of p i-th constraint

(10.29)

Then, solving for p and the Lagrange multipliers n and ()\;); implies requiring

that we are at a saddle point of the Lagrangian £ for all of these variables. For

P, this means that, for any small perturbation p — pdp the first-order change of

the Lagrangian must be £ = 0. Injecting this into the definition and only keeping
first-order terms in dp yields:

5L = /[logp J41—7 ZA il (10.30)

This expression must be 0 for any perturbation Jp, meaning the term between
brackets must be 0 for every value of x. This means in turn:

logp(z) =n—14> Aifi(z) (10.31)
And then:
plz) = &1 e M Ii@) (10.32)

The value of 7 is determined by the constraint that p must be a normalized
probability distribution. Defining Z as:

Z= L _ [ S, (10.33)
en—1 "

We finally get:
plx) = fZeZz i (10.34)

The value of the remaining Lagrange multipliers ()\;); must now be determined
according to the other constraints: [£; f; = Ci.

10.B Proofs of the derivative formulas

In order to derive the formulas for the derivatives, let us first derive two intermediate
results (assuming a single criterion f and Lagrange multiplier \):

Lemma 10.1. The derivative % log Z(\) reads:

d
Ty o Z(N) = ];E f (10.35)
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Proof. As Z(\) = [, p(x)eM @ da by definition, it follows:

d 1 d
1 d
~Z0) ﬁ/ pa)e!

1 )M (@)
Z()\ / f(x dz (10.36)

Z/fl’ﬁ,\ﬂ?
:Ef
DA
O]

Lemma 10.2. Let h: X — R be a function (possibly depending on A as well as x).
The derivative of its expectation on py wrt A reads:

d)\Eh E [chr } (E f) (Eh) (10.37)
Proof :
(i\]g’h _ dd)\Z(l)/xh(m)p(x)e’\f(z)dx
=0 [ () @)+ G5 @) pla)e s
N Z(IA)Zfli /x (w)p(r)e O da (10.38)
:I,.E;’ {@Hgﬂ _ (]_;E;{h) %logZ(/\)

3

A

Bl (B7) (B2)

From Lemma 10.1 and Lemma 10.2, we can derive the first and second derivatives

of [£;, [
Lemma 10.3. The first and second derivatives of [, f wrt X\ read:

3

d d2

DS =Varyf and S5 T=TE (f—Ef) (10.39)
P N N Do

Proof. Replacing h with f in Equation 10.37, and noting that f does not depend on
A, yields the first derivative:

2
%Ef:EfQ_ (Ef) = Vary, f (10.40)
DA I P
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2 2
Noting that Vary, f =[E;, (f - E;, f) and replacing h with (f —E;, f) (that
does depend on ) in Equation 10.37 yields the second derivative:

j;@fzog@(f—@ff
@:f<f@f)22 f—[}?;f)g@f —(Iﬁﬁ;f) E(f Ef)

Px

-E f—]E,f) ‘2@_f‘@f]$@f

=0

E(-Es)

(10.41)

And similarly the first and second derivatives of Dxr,(pa||p):

Lemma 10.4. The first and second derivatives of D (pr||p) wrt A read:

3
d d? R
S Din(alp) = \Varg, £ and 5 Dicp(pallp) = Varg, f + AR, (f -E f)
2N D
(10.42)
Proof. By definition:
Drr(rllp) = Elog
= E Af —log Z(N)] (10.43)
= )\E —log Z(A
Lemmas 1 and 2 thus yield:
d . d d
i Prralp) = IPE;, [f1+ /\5 [f] = 75 log Z()
= E + )\VarpA [f] — E [f] (10.44)

= NVarp, f
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and:
d

R d
aDKL(P/\HP) =Vary, [+ X\—=Varp, f

dX

3
:VarmfjuAE (f—Ef)
D D

(10.45)

O

10.C Monte-Carlo Prediction of E;, f and Dy (p||p)

Following the theoretical definition of py (Equation 10.5):

P(E) Ap@)

Z0) (10.46)

Pa(z) =
One can express Z(\) as:

Z(\) = /xp(x)e)‘f(x)d:c = Ee)‘f (10.47)

From this, interpreting the integrals as expectations over p yield the expected
results:

)M @) M @) g A
Ef /f da::fp( 2)f @ zf(xd "”“:Epfif (10.48)
J.p(w)e T E,e
Similarly, re-injecting the definition of p, into the KL yields:
Dir(ballp) = E log p,\ (10.49)
TP
1 emx) 10.50
= K s 75 (10.50)
TP
= A f —log Z()) (10.51)
P

And finally, using the previous results:

Drr(Pxllp) = %f — log (E N ) (10.52)



Conclusion and Perspectives

Deep latent variable models (LVM) are at the forefront of the state of the art in
generative models, offering both a flexible model space and a principled training
methodology, relying on the Fvidence Lower Bound (ELBO) criterion to maximize
the data likelihood.

The analysis presented in the manuscript is conducted in the perspective of the
structure design, including the associated inference models, and their impacts. This
perspective is contrasted with a number of works at the state of the art, e.g. [BGS16;
Hig+17; Ale+18; RV18; Raz+19], that proceed with augmenting the ELBO with ad
hoc regularization terms, or with altering the training process, in order to shape the
deep LVM and enforce the desired properties.

Quite the contrary, our claim is that the structure design can convey a number
of targeted properties in a principled yet efficient way, operating at both static and
dynamic levels.

On the static level, mainly two topics have been investigated: the relationship to

the data, and the latent structure and symmetries. Regarding the relationship with
the data, Chapter 5 emphasizes that the observation model, the probabilistic structure
defined on the observed variables of the LVM, disentangles the notions of signal and
noise. The signal is encoded into the latent variables; the noise is modeled through
the observed variables. At one extreme, (too) powerful autoregressive observation
models yield the posterior collapse phenomenon, where the LVM essentially models
the whole data information based on noise only. A particular case is when observed
variables are noisy deterministic functions of the latent variables. In this case,
referred to as quasi-deterministic observation models and discussed in Chapter 6, a
rich representation of the data structure can still be obtained, e.g. using a hierarchy
of variables to capture multi-scale representations [Dor+17].
In this context, our first contribution shows theoretically and empirically that such
observation models are governed by the scale of their noise. This hyper-parameter
actually governs the trade-off between the latent compression and the reconstruction
terms of the ELBO. In particular, we show on a proof of concept that an over-
estimated noise hyper-parameter can prevent from identifying the data manifold,
even in the large sample limit (Theorem 6.1).

Our second contribution is to show how the latent structure organization can
be leveraged to enforce sophisticated generative properties, with a motivating ap-
plication in the domain of smart energy policies. Specifically, the CompVAE model
(Chapter 9) uses a hierarchy of latent variables to deliver a programmable generative
model, conditioned on a multiset of elements. By using one latent variable per condi-
tioning element and aggregating them through a permutation-invariant function, the
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permutation symmetries of the input multi-set are seamlessly enforced in the model
structure. On top of the aggregation, the structure involves a global latent variable
that captures the factors of variation shared by all entitites (in the application domain
where the entities are households, and the programmable generative model delivers
the aggregated consumption curves of the households, the latter latent variable
reflects e.g. the weather). The empirical validation of the approach in the context of
the NEXT contract (funded by the French Energy Agency, ADEME) successfully
showed the merits and efficiency of the approach.

On the dynamic level, mainly three topics have been of interest: the relationship
between the structure and the optimization trajectory; the a posteriori refinement of
the probabilistic model; and thirdly (Chapter 3) the regularization role of the inference
model, guiding convergence toward an easy to approximate posterior distribution, as
analyzed through the lens of posterior regularization [Gan+10; Shu+18].

Regarding the relationship with the optimization trajectory, the learning of the
observation noise variance has been studied in Chapter 7. The main result is to show
that the impact goes much deeper than only finding the appropriate value of the
variance parameter. Specifically, starting with a high noise enables the model to
first learn a very smooth approximation of the data manifold, discarding much of
the data information. This approximation allows an efficient latent representation
to be found; this latent representation is iteratively refined as the noise variance is
decreased, enabling the model to gradually capture finer-grained details from the
data. Overall, the optimization trajectory yields a much better (quasi) optimum
through this interplay between both terms of latent compression and reconstruction
loss, akin an annealing procedure. The improvement is equally manifest in terms of
the eventual ELBO value and the quality of the generated samples. The impact of
this optimization trajectory can be understood in the perspective of Bayesian deep
learning [MAV17], stating that a final (sparse) solution can best be found by first
considering an unconstrained space (with no sparsity constraint) and only thereafter
gradually increasing the sparsity pressure. In our case, the complexity of the learning
task gradually and automatically increases as the observation variance decreases, the
reduction of variance being itself driven by the progress of the reconstruction loss;
the whole model can thus be seen as self-regularized.

Regarding the a posteriori refinement of a probabilistic model, our last contribu-
tion is the Boltzmann Tuning of Generative Models (BTGM) (Chapter 10). Formally,
the BTGM framework establishes that a trained deep LVM can be "surgically" altered
using Variational Inference principles according to an external criterion (operating on
observed variables) through modifying only some specific parts of the learned latent
representation. This approach can be applied to a posteriori condition a trained
model or explore the extreme regions of a distribution, while controlling precisely
which factors — or causes — are allowed to be modified, and to which extent. As a
result, while not directly linked to model design, BTGM can exploit a pre-existing
latent structure for directed tuning. The experimental validation on the same moti-
vating application of CompVAE indeed shows that the BTGM approach constitutes
an efficient alternative to rejection sampling in order to explore the extreme regions
of the distribution.

In summary, out motto is that encoding model properties through the LVM



157

structure design is when possible an efficient way to achieve robust models which are
amenable to being explainable and transparent. The guiding thread of the presented
research is that an LVM can be well characterized from both static and dynamic
perspectives from its only structure design, while preserving the probabilistic interpre-
tation of the ELBO criterion. This approach provides a complementary perspective
on model design to the introduction of additional objectives or regularization terms
within the training loss [BGS16; Hig+17; Ale+18; RV18; Raz+19].

This motto thus raises the question of how to encode domain- or problem-
dependent objectives through the LVM design. This question is at the core of the
main research perspectives opened by the presented work.

A first perspective is to build a bridge between deep LVMs and causal models,
and more specifically to uncover and exploit the causal structure of the real data-
generating process to guide the design of the LVM structure. On the one hand the
idea is simple and clear: it is generally believed that the true underlying causal
structure of the data is among the simplest ones accounting for the data everything
else being equal [PJS17; PM18]; the true causal structure thus should yield an easier
to train model and deliver a better generalization overall. This claim needs however
to be taken with a grain of salt. Firstly, finding the true causal structure is not a
simpler problem than building a good generative model. Secondly, the true causal
structure is not necessarily aligned with the requirements of the expected usage of
the model; it might also make the training procedure harder than it needs to be.

A counter-example backing this remark is again provided by the motivating appli-
cation of CompVAE. In the context of the generative model of aggregated electrical
curves, there exist root causes governing each and every household consumption (e.g.
the weather, the holidays, a match on the TV). These root causes operate besides
the individual causes attached to each household (e.g. the electrical appliances, the
type of contract of the household). In a relevant causal model the outcome thus is
defined as the aggregation of all household curves, where each household curve is
governed together by the root and the individual causes.

The CompVAE model however first models the aggregation of the households
(in an abstract latent space); and the external factors are introduced on top of the
aggregation to produce the global aggregated curve. In other words, the root causes
appear after the individual causes in the hierarchy. This structure is motivated as
external factors affect individual households in a coherent way, and because the
targeted outcome is the global behavior only. For this reason, CompVAE does not
need to represent the root causes per se, through some associated latent variable;
instead, it directly encodes the effect of those root causes onto the aggregated curve.
This architecture comes with two main advantages. Firstly, it results in a significantly
simpler computational graph, facilitating its training and contributing to the stability
of the solution. Secondly, this architecture allows the latent representation to
efficiently disentangle the impact of external factors from the individual factors of
each household, supporting an efficient ensemblist manipulation of the household
descriptions.

In summary, the LVM architecture can usefully take inspiration from the causal
underlying structure of the phenomenon under study, with two caveats. On the one
hand, uncovering the causal structure is a problem per se; on the other hand, the
true causal structure needs be revisited in the perspective of the usage and learning
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of the LVM.

Another, longer-term, perspective of research lies in extending BTGM to tackle
inverse problems. Formally, given the objective function and a trained LVM archi-
tecture, one might want to determine the minimal amount of change required to
meet one’s objectives in terms of system response. BTGM presently relies on the
assumption of an accurate differentiable generative model. A first line of research
concerns the extension of the approach to handle binary or categorical variables; a
second line of research consists of investigating the impact of model misspecifications.

Formally, BTGM presently proceeds by perturbing the distribution of observed
or latent variables. But the sought perturbations can also be thought of in terms of
interventions on observed or latent variables, and/or on the mechanisms linking the
observed to latent variables. Along this line, the extended BTGM could go much
beyond counter-factual reasoning, and actually tackle planning (what changes are
most effective to reach a given effect). Overall, this extension would help to identify
minimal interventions on a system to reach desired behavior. In an applicative
perspective, this approach paves the way toward optimal design and control (how to
best control the system in order to get a given response).

When applied on a causal model (as opposed to a generative model), this BTGM
extension might help identifying the (observed) variables that should best be con-
trolled, and guide the design efforts. When applied to control latent variables, this
could allow to identify which parts of the model need to be refined the most, and/or
pinpoint the deficiencies of the model, and how to repair it by introducing more
epistemic knowledge.

A shorter-term research perspective opened by the presented work is related to the
quasi-deterministic observation models, as the presented analysis of the relationship
between the model and the training data calls for further refinement. Theorem 6.1
provides an intuitive understanding of the smoothing effect of the observation noise
on highly curved manifolds. A most interesting extension of this analytical result
aims to predict how those manifolds are smoothed depending on the precision.
Similarly, the precise analysis of non-isotropic noise (e.g. like in Laplacian Pyramid
observations [Dor+17] on images) might yield new lessons about very structured and
high-dimensional data. Lastly, while the theoretical and empirical results have been
established under the large-sample limit assumption, it remains to see how the data
shortage might interact with the data precision.
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Résumé : Les Modeéles a Variables Latentes Pro-
fonds sont des modéles génératifs combinant les
Réseaux Bayésiens avec ’apprentissage profond, il-
lustrés par le céleébre Auto-encodeur Variationnel.
Cette thése se focalise sur leur structure, entendue
comme la combinaison de 3 aspects : le graphe
du Réseau Bayésien, le choix des familles proba-
bilistes des variables, et I'architecture des réseaux
de neurones. Nous démontrons que de nombreux
aspects et propriétés de ces modéles peuvent étre
compris et controlés par cette structure, sans altérer
I'objectif d’entrainement construit sur I’Evidence
Lower Bound.

La premiére contribution concerne l'impact
du modéle d’observation — la modélisation proba-
biliste des variables observées — sur le processus
d’entrainement : comment il détermine la sépara-
tion entre signal et bruit, ainsi que son impact sur la
dynamique de 'entrainement lorsque son paramétre
d’échelle est appris plustot que fixé, ou il agit alors
comme un processus de recuit simulé.

La seconde contribution, CompVAE, est cen-
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trée sur la structure hiérarchique des variables
latentes : un modeéle génératif conditionné par
un multi-ensemble d’élements & combiner dans la
génération finale. CompVAE démontre comment
des propriétés globales — des manipulations ensem-
blistes dans ce cas — peuvent é&tre atteintes par
la seule conception structurale. Ce modéle est de
plus validé empiriquement sur des données réelles,
pour la génération de courbes de consommation élec-
trique.

La troisiéme contribution, Boltzmann Tuning
of Generative Models (BTGM), est un cadre per-
mettant d’ajuster un modéle génératif pré-entrainé
selon un critére extérieur, en trouvant les ajuste-
ments minimaux nécessaire. Ceci est fait tout en
controlant finement quelles variables latentes sont
ajustées, et comment elles le sont. Nous démon-
trons empiriquement comment BTGM peut étre
utilisé pour spécialiser un modéle déja entrainé, ou
pour explorer les parties extrémes d’une distribution
générée.

Title:

Keywords:

Abstract: Deep Latent Variable Models are gen-
erative models combining Bayesian Networks and
deep learning, illustrated by the renowned Varia-
tional Autoencoder. This thesis focuses on their
structure, understood as the combination of 3 as-
pects: the Bayesian Network graph, the choice of
probability distribution families for the variables,
and the neural architecture. We show that and how
several aspects and properties of those models can
be understood and controlled through this structure,
without altering the training objective constructed
from the Evidence Lower Bound.

The first contribution concerns the impact of
the observation model — the probabilistic modeling
of the observed variables — on the training process:
how it determines the demarcation between signal
and noise and its impact on training dynamic when
its scale parameter is learned rather than fixed. It
then behaves similarly to a simulated annealing pro-
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cess.

The second contribution, CompVAE, is centered
on the hierarchical structure of latent variables: a
generative model conditioned by a multi-set of ele-
ments to be combined in the final generation. Com-
pVAE demonstrates how global properties — ensem-
blist manipulations in this case — can be achieved
by solely structural design. The model is further-
more empirically validated on real data to generate
electrical consumption curves.

The third contribution, Boltzmann Tuning of
Generative Models (BTGM), is a framework for
adjusting trained generative models according to
an externally provided criterion while finding the
minimal required adjustments. This is done while
finely controlling which latent variables are adjusted
and how the are. We empirically demonstrate how
BTGM can be used to specialize a trained model or
to explore the extreme parts of a generative distri-
bution.
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