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General notations

Throughout this manuscript, scalars will be denoted by italic small Roman, a, or Greek letters, α;
Vectors by boldface Roman letters, v, or Greek letters θ; Second order tensors by boldface italic
Roman letters, D, or Greek letters, ε; Fourth order tensors by sans-serif Roman capital letters, C.

Unless stated explicitly, the space is endowed with an orthonormal reference (O, e1, e2, e3). Carte-
sian components will be introduced, such that, for example, vi , εij , Cijk` are the Cartesian com-
ponents of v, ε and C respectively. Unless otherwise stated, Latin indices will range form 1 to 3,
while Greek indices will range from 1 to 2. Use will be made of Einstein summation convention:
repeated indices are summed, unless it is explicitly stated otherwise.

ai bi =
d∑
1

ai bi

δij denotes the Kronecker symbol: it is a function of two variables (usually just non-negative
integers) defined by:

δij =

{
0 if i 6= j

1 if i = j

If Ω is a bounded domain of R3, its boundary may be denoted by ∂Ω. The average of a quantity
over a region Ω is denoted by 〈•〉Ω is expressed as follows:

〈•〉Ω =
1

|Ω|

∫
Ω

• dx

where |Ω| denotes the volume of the region.

H1(Ω) denotes the classical Hilbert space. H1
per(Ω) denotes the functional space encompassing

all functions of H1 class, featuring Ω-periodicity, i.e., their trace on opposites sides (or faces) of Ω

is equal.

Single dot products between two vectors will be denoted by u · v = ui vi ; Double dot products
will be denoted by σ : ε = σij εij . Tensor products will make use of the symbol ⊗ (e.g., u ⊗ v

with Cartesian components ui vj , σ ⊗ ε with components σij εk`). Other types of products will be
denoted using matrix notation (e.g., ε v with components εij vj , C ε with components Cijk` εk`, C S

with components Cijk` Sijk`).

Partial derivatives will be denoted by ∂ui/∂xj . The following notations for differential operators
will be used: ∇φ with components ∂φ/∂xj will denote the gradient of the scalar field φ; ∇u with
components ∂ui/∂xj will denote the gradient of the vector field u. The single dot product ∇ · u
with components ∂ui/∂xi will denote the divergence of the vector field u; ∇ · σ with components
∂σij/∂xj will denote the divergence of the tensor field σ.

The duality product will be denoted by 〈• | •〉.
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Introduction

This thesis was prepared at the Laboratoire de Mécanique des Solides at École polytechnique and
was supported by École Normale Supérieure Paris-Saclay through a specific doctoral contract1.

The great advances that have occurred for the last decades in field of additive manufacturing (3D
printing) have enabled the processing of three-dimensional objects of complex geometries, includ-
ing architectured materials, i.e., materials with an inner micro-architecture of tailorable geometry.
These days, such manufacturing techniques can be performed for several types of materials (in-
cluding metallic alloys, ceramics and polymers) and at different scales (from microscopic devices
to 3D printed houses). Since the effective properties of structured materials derive mostly from
their inner geometry, a control on the micro-architecture ensured by the additive manufacturing
techniques opens the way to a new range of engineered materials with effective prescribed me-
chanical properties. Starting from elementary arrangements of material in an designed represen-
tative cell, one can build complex structures either by repeating theses arrangements periodically
or by distributing the cells to obtain a desired macroscopic distribution of properties. The fabrica-
tion of macroscopic samples of these hierarchical materials can be used for various applications,
including biocompatible scaffolds, medical devices, remote aerospace applications, ultra-light vi-
bration absorbing layers or shock-absorbing layers, high-strength structures with exceptional cool-
ing capabilities, controlled non-linear behaviour, self-folding structures. The high expectations of
the printing technologies and their structural applications raised a series of challenges in the de-
sign of these structures:

• shape design of the structures and property tuning of architectured materials;

• spatial distribution of small-scale structures based on specified loading;

• parameters, influence of the process parameters on the final structure.

Regarding the optimal shape design, systematic algorithms are for example well established for
prescribed macroscopic distribution of properties in the case of small strain linear elasticity. Yet,
these techniques remain quite limited in use at an industrial scale, partly due to the lack of un-
derstanding, missing constitutive models and simulation tools which tackles the possibility to find
an optimal configuration. The landscape lacks more coherent global design approach where the
structural optimisation would meet manufacturing constraints including geometrical precision, or
also material transformation, in the printing process.

The thesis manuscript is divided into three parts, which contain seven chapters, and is completed
by four appendices. A brief outline of each part is provided in the following lines.

Part I. Background material

The first part of this manuscript has a bibliographical purpose. The two main domains of the
proposed work - namely the asymptotic homogenisation method and the shape optimisation - are
presented in two separated chapters.

1Contrat Doctoral Spécifique Normalien (CDSN):
https://ens-paris-saclay.fr/recherche/doctorat/contrats-doctoraux-specifiques-normaliens-cdsn

13

https://ens-paris-saclay.fr/recherche/doctorat/contrats-doctoraux-specifiques-normaliens-cdsn


Chapter 1. Mechanical characterisation of elastic composite materials

This chapter deals with the determination of the overall properties, also called effective prop-
erties, of a composite material formed by periodic variations of either material properties or of
geometric construction. After an introduction which reviews the state of the art of the mechani-
cal characterisation of elastic structures, the discussion delves into the details of the asymptotic
homogenisation theory. The theory consists in trading the representation of an heterogeneous
architectured material that demands a fine and heavy geometrical description, for an equivalent
homogeneous medium that typically exhibits a more complex behaviour (e.g., which includes
anisotropies, or more kinematic degrees of freedom). First, the general case of architectured
materials with a periodic pattern along all directions is reviewed. Assuming that the displacement
field inside the medium can be written using an asymptotic expansion, analytical formulas for the
effective elastic coefficients that depend on the material distribution inside a rescaled elementary
cell are derived. Next, after identifying the general macroscopic behaviour of the architectured
sheets, the space of admissible tensors with orthotropic material symmetry is obtained. Last, the
specific case of plate structures with an in-plane periodic micro-architecture is discussed. Assum-
ing that the thickness of the panel is comparable to the length of the period yields a generalised
Kirchhoff–Love thin plate macroscopic behaviour. Once again, the effective plate coefficients are
computed analytically from the material distribution inside the unit cell.

Chapter 2. Shape and topology optimisation

The main ingredients required to use shape and topology optimisation are reported in this chap-
ter. After an introduction which defines the philosophy of the shape optimisation problem, we
shortly tackle the theoretical problem of non-existence of an optimal domain that minimises a
shape-dependent cost functional J (S) and discuss the techniques to circumvent it. The classi-
fication for the main categories of shape optimisation, i.e., parametric, geometric and topology
optimisation, are then presented succinctly. The discussion is then centred on topology optimisa-
tion, which addresses the problem of shape optimisation in all generality. We rapidly go through
the main methods for topology optimisation, including the density methods (e.g., the homogeni-
sation method, the SIMP), topological sensitivity method and the implicit methods (e.g., phase
field method, level set method). Next, we recall the concept of a shape derivative, relying on the
framework of Hadamard’s method, whereby variations of a given shape S of the form (I + θ)(S)

are considered, for small velocity fields θ. Related notions of differentiation with respect to the
shape are recalled: in particular, the concept of shape derivative is introduced to extract a notion
of shape gradient for the iterative minimisation of the objective. For shape-dependent functions,
a formal Lagrangian method for obtaining shape derivatives is presented and formulas for the
shape derivative of volume and surface integrals are recalled. The background material on the
shape sensitivity method is illustrated through an example about how to find the shape derivative
expression of a general type functional:

J (S , u(S)) =

∫
S

j(x, u(S)) dx +

∫
∂S

k(s, u(S)) ds,

where u is the solution of a linear elasticity system. The second ingredient for the selected topol-
ogy optimisation method, namely the level set method for the description of the shape, is then
described. All shapes are assumed to be included in a large computational domain D and are
represented implicitly via the zero level set of a scalar function φ. The shape propagation under a
velocity field θ is then described via the advection of the level set function through an Hamilton–
Jacobi equation. Finally, the combination of shape sensitivity with a level set description is ex-
plained. The shape gradient is interpreted as an advection velocity for the level set function and
an iterative algorithm is built for the numerical minimisation of the cost function. Two basic steps
for this coupling are explained: the “Ersatz material” approach for representing the void part D\S
and the extension and regularisation of the velocity field in order to accelerate the convergence
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speed. Finally, the last section of the chapter deals with the diffuse inter-phase approach, which
permits to derive a simplified, yet mathematically rigorous, formulation for the shape propagation.

Part II. Design of 3D printable architectured sheet materials

This second part proposes the complete design cycle for several auxetic materials where the cycle
consists of three steps (i) the design of the micro-architecture (chapter 3), (ii) the manufacturing
of the material and (iii) the testing of the material (chapter 4 and chapter 5).

Chapter 3. Computational design of periodic architectured sheets exhibit-
ing a negative Poisson’s ratio

The term auxetic indicates materials with a negative Poisson’s ratio (ν), i.e. materials that tend to
expand transversely to an applied uniaxial stretch load and vice versa. In this chapter, a topology
optimisation algorithm featuring the level set method and the asymptotic homogenisation permits
to obtain periodic architectured materials with a prescribed effective elasticity tensor and Poisson’s
ratio. A target objective was defined in terms of the elastic tensor components:

J (S) = υijk` C
∗
ijk` +

1

2
ηijk`

(
C∗ijk` − C target

ijk`

)2

,

where Cijk` are the effective elastic coefficients of the structure, while C target
ijk` are the prescribed

elastic values. The efficiency of the solution method is illustrated through four numerical examples
where the designed shape yields an important negative Poisson’s ratio. Remarkably, some of the
obtained optimal shapes are actually already well known in the literature. As shown in chapter 1,
the space of admissible micro-architectural shapes that carries orthotropic material symmetry
allows to attain shapes with an effective Poisson’s ratio below −1.

Chapter 4. 3D printing and testing of architectured polymeric sheets ex-
hibiting a negative Poisson’s ratio

This chapter complements the design cycle for several auxetic materials of chapter 3 with the
manufacturing of the material and the testing of the material. The specimens are manufactured
using a commercial stereo-lithography Ember printer and are mechanically tested. The observed
displacement and strain fields during tensile testing obtained by digital image correlation match
the predictions from the finite element simulations and demonstrate the efficiency of the design
cycle at small strain.

Chapter 5. Systematic two-scale image analysis of extreme deformations in
soft architectured sheets

The multi-scale nature of architectured materials raises the need for advanced experimental meth-
ods suitable for the identification of their effective properties, especially when their size is finite
and they undergo extreme deformations. The study in this chapter demonstrates that state-of-the
art image processing methods combined with numerical and analytical models provide a compre-
hensive quantitative description of these solids and their global behaviour, including the influence
of the boundary conditions, of the manufacturing process, and of geometric and constitutive non-
linearities. To this end, an adapted multi-scale digital image correlation analysis is used to track
both elongations and rotations of particular features of the unit cell at the local and global (ho-
mogenised) scale of the material. This permits to observe with unprecedented clarity the strain
fields for various unit cells in the structure and to detect global deformation patterns and hetero-
geneities of the homogenised strain distribution. This method is here demonstrated on elastic

15



sheets undergoing extreme longitudinal and shear deformations. These experimental results are
compared to non-linear finite element simulations, which are also used to evaluate the effects of
manufacturing imperfections on the response. A skeletal representation of the architectured solid
is then extracted from the experiments and used to create a purely-kinematic truss-hinge model
that can accurately capture its behaviour. The analysis proposed in this work can be extended to
guide the design of two-dimensional architectured solids featuring other regular, quasi-regular or
graded patterns, and subjected to other types of loads.

Part III. Design of 3D printable thin composite panels

Chapter 6. Shape-shifting panel from 3D printed undulated ribbon lattice

Materials that change their shape in response to external stimuli opens up new prospects for effi-
cient and versatile design and shaping of three-dimensional objects. In this chapter, we present a
novel class of microstructures exhibiting an extension-bending coupling (EBC) effect, that can be
harnessed as an elementary building block for shape-shifting panels. They are built with a single
material as a network of undulated ribbons. The deformations mechanisms of both single and
connected undulated ribbons are analysed using the finite element method to explain the main
features of the EBC mechanism. For a particular microstructure of the proposed class, the com-
plete elastic stiffness tensor is computed combining two-scale homogenisation with Kirchhoff–
Love plate theory. The range of achievable EBC ratio is then assessed with respect to the ge-
ometric parameters of the unit cell. Patterned specimens are manufactured using a commercial
FFF Ultimaker 3D printer and are mechanically tested at finite strain up to 20%. The displacement
measured by point tracking matches the predictions from the finite element simulations and indi-
cates that the structure maintains its properties at finite strain. Moreover, a tensile test load with
point-like boundary is proposed to highlight exceptional out of plane displacement. We envision
these structures to be leveraged in combination with responsive materials for the actuation of soft
robots, compliant systems and reconfigurable structures, as alternatives to external mechanical
motors, control systems and power devices.

(b)

Reference position

(a)

(a) (b)

Fig. 1: Manual pinching test. The patterned specimen is clamped at one extremity and left free at the
other edge. Applying by hand a tension to the specimen induces a deflection in one direction. Applying a
compression, induces a deflection in the opposite direction.

Chapter 7. Design of thin architectured panels with extension–bending cou-
pling effects using topology optimisation

In this last chapter, we design the micro-architecture of thin elastic panels to control their macro-
scopic behaviour, accounting simultaneously for in-plane stiffness, out-of-plane stiffness and the
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extension–bending coupling effects. The used topology optimisation method combines inverse
homogenisation, the Hadamard shape derivative and a level set method in the diffuse interface
context to systematically capture within the unit cell the optimal micro-architecture. The efficiency
of the solution method is illustrated through four numerical examples where the designed shape
yields an important extension–bending coupling. The deformation responses under tensile load-
ing is assessed numerically both on the complete periodic panel and on its homogenised twin
plate. The results demonstrate that the simultaneous control of the in-plane, out-of-plane and
their coupled behaviour enables to shift a flat panel into a dome or a saddle shaped structure.
Moreover, the obtained unit cells are elementary blocks to create directly 3D printable objects
with shape-morphing capabilities.

Part IV. Supplementary materials

This part is provided to complement the discussion with more technical aspects. It is divided in
four chapters:

• The first appendix provides a summary on the various thin plates theories, that can be com-
pared to the model derived by asymptotic homogenisation in chapter 1.

• The second appendix is devoted to review the numerical methods which used to enforce volume
constraints in optimisation problems in chapter 2, 3 and 7.

• The third appendix delves into the experimental techniques for measuring full-field displacement
during mechanical testing. We report the main ingredients used in the digital image correlation
employed in chapter 5.

• The last appendix provides additional documents that might interest readers to replicate some
of the obtained results.
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Chapter 1

Mechanical characterisation of
elastic composite materials
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Asymptotic homogenisation theory has been successfully applied to predict the effective me-
chanical properties of materials featuring a periodic micro-architecture. The theory is of particular
interest for this thesis since it has been widely used for the analysis of composite materials in the
framework of structural optimisation of structures (discussed in chapter 2).

1.1 Introduction

This chapter deals with the determination of the overall properties, also called effective proper-
ties, of composite materials formed by periodic variations of either material properties (laminates
or fibre-reinforced composites) or, more interestingly, of geometric construction (honeycombs or
other cellular materials characterised by a micro-architecture consisting of an interconnected net-
work of trusses [23, 121]). The effective properties of such materials do not derive much from the
intrinsic chemical properties of the base materials, but mostly from their designed architecture.
A specific control on the micro-architecture opens the way for the manufacturing of novel com-
posite materials, with unusual or even unprecedented effective material properties. As a result,
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cellular materials offer desirable properties that can be harnessed in applications where weight
reduction and multifunctional properties are critical. Aerospace sandwich panels, vibration and
sound insulators, compact heat exchangers, and biomedical implants are only a few examples of
applications.

Since the pioneering works performed in the ’80s, the design of elastic composites have been
proposed in a variety of theoretical treatments [23, 99, 128, 167]. Lakes introduced a structured
material with an auxetic behaviour, i.e., exhibiting a negative value of apparent Poisson’s ratio
[141]. More recently, rationally designed materials have, for instance, led to stable negative stiff-
ness1 phases [144], with unprecented high stiffness, or even to three-dimensional chiral materials
that twist under compression [85, 92].

A periodic cellular material is described by a micro-truss arrangement, obtained by tessellating an
elementary block, called unit cell along independent periodic vectors. In a cellular material, the
characteristic length of the unit cell is generally considered several orders of magnitude below the
characteristic length of the component. Yet, the study of the unit cell is essential to understand
the mechanical response of the material at the macroscopic scale. Several analytical and numer-
ical approaches, as well as experimental investigations, have been proposed in the literature to
determine the mechanical properties of cellular materials. Noteworthy contributions in the area
of cellular materials are those of Gibson and Ashby [99, 100], Christensen and Klarbring [65], or
Pradel and Sab [198] (see also the references therein). Their main goal is to obtain the effective
properties of the material in terms of the effective properties of its unit cell, which is a process
of homogenisation set to circumvent a detailed – often impractical – analysis of the entire cellu-
lar microstructure. The problem is addressed providing closed-form expressions of the effective
mechanical properties, relying on certain premises. They generally assume the cell walls behave
like Euler–Bernoulli beams, examine the individual cell wall and determine the elastic constants of
the cell by solving deformation and equilibrium problems. These studies have demonstrated their
efficiency for lattice structures that have a simple arrangements of the cell members, but present
limitations when the geometry features a complex geometry.

Other studies have been proposed to model cellular microstructures as an equivalent micropolar
medium [54, 140, 198]. In micropolar elasticity, in addition to the translational deformation, an
independent microscopic rotational field is usually introduced. For a given cell topology, the mi-
cropolar elastic constants of the stiffness matrix are obtained through either an explicit structural
analysis of the representative unit cell or an energy approach.

Among numerical approaches, asymptotic homogenisation theory has been successfully ap-
plied to predict the effective mechanical properties of materials with a periodic micro-architecture
[25, 33, 163, 210]. It has been widely used in the framework of analysis of composite materials,
topology optimisation of structures [13, 31, 111] (refer also to chapter 2), but also for the char-
acterisation of porous materials [117], including tissue scaffolds [116] or bone tissue [118, 164].
This theory assumes that any field quantity, such as the displacement, can be described as an
asymptotic expansion, which replaced in the governing equations of equilibrium allows to derive
the effective properties of the material [106, 210]. Comparisons with experimental investigations
have shown that it is a reliable and accurate method to predict the effective mechanical properties
of heterogeneous periodic materials. Compared to other homogenisation schemes, a significant
advantage of asymptotic homogenisation theory is that the stress distribution in the unit cell can
be determined accurately and thus be used for a detailed analysis of the strength and damage
of the heterogeneous periodic materials [210]. Furthermore, the theory has neither limitation on
the cell topology nor on the range of relative density; essentially, it can handle any lattice re-
gardless of its relative density. It still assumes a finite (bounded) level of contrast among each
elementary phase of the microstructure. The results from this theory are generally extrapolated
for micro-architectured structures with void (or air) phases inside, by replacing the void with an
“Ersatz” material: this fictitious material with highly compliant material properties is adjusted to

1Negative stiffness occurs when applied forces and resulting displacements have opposite directions. The structure is in
this case unstable, as the body can release energy without any outside forcing.
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have negligible mechanical contribution and offer a good approximation of the effective behaviour
for structures with voids.

In this chapter, a few topics are selected to demonstrate the use of asymptotic homogenisation
theory for deriving equations associated to the macroscopic behaviour, and to discuss how vari-
ational bounds based on the cell boundary value problems can estimate the magnitudes of the
effective coefficients. In section 1.2, the effective properties of elastic composite materials with a
periodic microstructure are formally derived and studied. In section 1.3, variational bounds such
as the ones of Milton and Kohn [169] are exploited to delimit the admissible elastic behaviour
that can be obtained from the anisotropic mixture of two well-ordered isotropic materials. In sec-
tion 1.4, a particular case where the overall characteristic length in one direction is much smaller
than those in the other two (as in honeycomb panels) is examined. This assumption is for instance
verified in composite panels: these panels have typically a two-dimensional periodic cellular core
structure formed by thin-walled cells, sandwiched between two parallel plates. The thickness of
these periodic plates is often of the same order of magnitude as the cellular period. Homogeni-
sation theory indicate that the effective equation governing the macroscale behaviour is similar to
that for a thin Kirchhoff–Love type of plate [46, 67, 133]. The derivation of a two-dimensional ef-
fective equation is performed while accounting for the three-dimensional micro-architecture. The
chapter is complemented by an appendix that review some of the existing kinematics models for
plates (see appendix A).

1.2 Recall on asymptotic homogenisation

1.2.1 Problem setting

Domain definition. Let us consider a composite solid occupying a open bounded domain Ω of
Rd (depending on the dimension of the problem, d = 2, 3). The domain is delimited by a regular
boundary Γ, which may be decomposed into two parts, namely Γu and its complement Γt . A point
M of Ω is represented by a set of Cartesian coordinates in this reference, i.e., the components of
the position vector denoted by x. The domain Ω may be divided into N parts, corresponding to
the number of phases in the solid. The part of Ω occupied by the phase α ∈ J0,NK of the solid
is denoted by Sα. The boundary of the phase Sα is denoted by Γα. The interface between two
phases Sα and Sβ is denoted by Γαβ and defined by: Γαβ = Γα ∩ Γβ .

Linear elasticity problem. The composite solid is assumed to behave as a linearly elastic
anisotropic body. The elastic properties in Ω are represented by a periodic fourth-order stiff-
ness tensor C, of components Cijk`. Since the solid is heterogeneous, the coefficients Cijk` are
piecewise smooth functions of x (in particular, Cijk` can be discontinuous at the interface Γαβ).
They verify symmetry and positive definiteness, i.e.

Cijk` = Cjik` = Cij`k = Ck`ij , (1.2.1)

∃m ∈ R+∗ |Cijk` ξij ξk` ≥ m ξij ξij ∀ {ξij | ξij = ξji}. (1.2.2)

The solid is clamped at the boundary Γu and is submitted to body forces f, as well as surface
forces t at the boundary Γt . In the framework of linear elasticity, the displacement field u, the
strain field ε(u) expressed by the compatibility equation

εk`(u) =
1

2

(
∂uk
∂x`

+
∂u`
∂xk

)
(1.2.3)
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and the stress field σ satisfy the following set of equations:

∂σij
∂xj

+ fi = 0 in Ω,

σij = Cijk`(x) εk`(u) in Ω,

ui = 0 on Γu,

σij nj = ti on Γt (nj denotes the external normal of Γt).

(1.2.4)

Note that the problem (1.2.4) should be understood in the sense of distributions. Naturally, this
implies:ui |Sα= ui |Sβ on Γαβ ,

σij nj |Sα= σij nj |Sβ on Γαβ .

Variational formulation. Let V(Ω) :=
{

v ∈ H1(Ω) | [vi ]Γu = 0
}

be the kinematic admissible
space associated to Ω. The variational formulation of the problem (1.2.4) reads:

Find u ∈ V(Ω) such that:∫
Ω

Cijk` εk`(u) εij(v) dx =

∫
Ω

fi vi dx +

∫
Γt

ti vi ds, ∀v ∈ V(Ω).
(1.2.5)

Replacing ε(u) by its expression (1.2.3) and by virtue of (1.2.1), the variational formulation can
also be written as:

Find u ∈ V(Ω) such that:∫
Ω

Cijk`
∂uk
∂x`

∂vi
∂xj

dx =

∫
Ω

fi vi dx +

∫
Γt

ti vi ds, ∀v ∈ V(Ω).

The equivalence between the strong problem (1.2.4) and the variational formulation (1.2.5) is
straightforward with classical methods. The variational formulation is used to study the existence
and uniqueness of the u. The proof for existence and uniqueness, which is for instance carried out
in the book of Sanchez-Palencia, section 6.1, pages 86–87 [210], makes use of the Lax–Milgram
theorem and Korn’s inequality.

1.2.2 Asymptotic homogenisation method

The heterogeneous solid is assumed to be spatially periodic, i.e., with a microstructure described
by a regular arrangement of identical elementary blocks, referred to as unit cells2 (see Fig. 1.1).
The period, i.e., the characteristic length of the unit cell l , is assumed to be small in comparison
to the characteristic size of the domain L. The small parameter ε referred to as the scale factor,
expresses this difference of scales.

ε =
l

L
� 1.

In the sequel, we study the limiting case where ε approaches 0. Let Y = [0, 1]d be the rescaled
periodic unit cell, described by the set of coordinates y = x/ε.

Elastic moduli. Let Cijk`(y) be piecewise smooth, Y -periodic functions that verify the conditions
(1.2.1)–(1.2.2). Let us study the specific problem where the spatial variation of the elastic stiffness
2The same periodic solid can be represented by many, if not an infinity, of unit cells. For instance, if Y is a unit cell, then
any cell homothetic of Y by an integer factor is also a unit cell. But there are non-trivial situations where non-homothetic
unit cells can represent the same microstructure (refer to the book of Sab and Lebée, section 8.1, page 148 [208] for
further details).
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Fig. 1.1: homogenisation concept of a periodic composite material. Case for d = 2.
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Cε(x) is expressed as follows.

C εijk`(x) = Cijk`

(x

ε

)
.

The superscript ε is introduced to highlight the dependence on the scale factor ε. Assuming the
domain Ω given in section 1.2.1, the problem under consideration reads:

∂σεij
∂xj

+ fi = 0 in Ω,

σεij = Cijk`(x/ε) εk`(uε) in Ω,

uεi = 0 on Γu,

σεij nj = ti on Γt .

(1.2.6)

Note that the given forces t and f are independent of ε.

Asymptotic expansion. An asymptotic analysis of the problem (1.2.6) is performed, i.e., the
displacement field uε in Ω is searched as the sum of displacement terms expressed as follows:

uεk(x) =
+∞∑
n=0

εn u
(n)
k (x, y) = u

(0)
k (x, y) + ε u

(1)
k (x, y) + ε2 u

(2)
k (x, y) + ... (1.2.7)

where each term u(i) (i 6= 0) satisfies periodic boundary conditions on the unit cell Y . The asymp-
totic expansion (1.2.7) can be seen as a first macroscopic displacement u(0), which is then cor-
rected by higher order terms u(i) (in practice, only the first two terms of the expansion will be
considered here). These functions u(i) depend on two coordinates systems, namely the global
(slow) variable x ∈ Ω and local (fast) variable y ∈ Y and are Y -periodic in y. For the sake of
simplicity, x denotes both the spatial position vector and the global (slow) variable3. Considering a
one-dimensional case, the typical structure of uε is depicted in Fig. 1.2: the displacement results
from a juxtaposition of a smooth function with respect to x and of a small (factor ε) but highly
oscillating term (varying with respect to x/ε).

u0(x)

uε(x) = u0(x) + εu1
(

x,
x

ε

)

x

u

ε

Fig. 1.2: schematic structure of the displacement field uε. Note that the dependence of u(0) on x only is
obtained in eq. (1.2.18).

Derivatives for these type of quantities can therefore be computed as follows:

d•
dxi

=
∂•
∂xi

+
1

ε

∂•
∂yi

, (1.2.8)

where the d/dxi corresponds to the derivative with respect to the real spatial variable x, while
∂/∂xi corresponds to the derivative with respect to the fictitious global variable x. Equation (1.2.8)

3A more extensive explanation is provided in the book of Sanchez Hubert and Sanchez-Palencia, pages 126–127 [209].
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yields in particular a new expression for the strain:

εk`(v) = εxk`(v) + ε−1 εyk`(v), (1.2.9)

where:

εxk`(v) =
1

2

(
∂uk
∂x`

+
∂u`
∂xk

)
, εyk`(v) =

1

2

(
∂vk
∂y`

+
∂v`
∂yk

)
.

Problem (1.2.6) and eq. (1.2.9) yield an expansion for the stress tensor in Ω of the form:

σεij(x) =
+∞∑
n=0

εn−1 σ
(n−1)
ij (x, y) = ε−1 σ

(−1)
ij (x, y) + σ

(0)
ij (x, y) + ε σ

(1)
ij (x, y) + ... (1.2.10)

where:

σ
(−1)
ij (x, y) = Cijk` εyk`(u(0)), (1.2.11)

σ
(0)
ij (x, y) = Cijk`

(
εxk`(u(0)) + εyk`(u(1))

)
, (1.2.12)

σ
(1)
ij (x, y) = Cijk`

(
εxk`(u(1)) + εyk`(u(2))

)
. (1.2.13)

Introducing the expansion (1.2.10) in the equilibrium (1.2.6) leads to a series of problems at each
order:

∂σ
(−1)
ij

∂yj
= 0 orderO(ε−2) (1.2.14)

∂σ
(−1)
ij

∂xj
+
∂σ

(0)
ij

∂yj
= 0 orderO(ε−1) (1.2.15)

∂σ
(0)
ij

∂xj
+
∂σ

(1)
ij

∂yj
+ fi = 0 orderO(ε0) (1.2.16)

Last, introducing the expansion (1.2.10) in the boundary conditions of (1.2.6) yields: u
(0)
i = 0 on Γu, u

(n)
i areY -periodic. (n 6= 0)

σ
(0)
ij nj = ti , σ

(m)
ij nj = 0 on Γt . (m 6= 0)

(1.2.17)

The next paragraphs are devoted to the formal analysis of the series of problems at each order.

Problem in ε−2. By virtue of the Lax–Milgram theorem, this problem has a unique solution. As
stated in the beginning of the section, Cijk` depend on y (they may be varying throughout the
unit cell). In order to satisfy eq. (1.2.11) and (1.2.14), we must verify that εyk`(u(0)) = 0. All
displacements u(0) depending only on the global coordinate satisfy this condition. Therefore, the
solution of the problem composed of (1.2.11) and (1.2.14) must verify

u
(0)
i (x, y) = u

(0)
i (x) in Ω, (1.2.18)

σ
(−1)
ij (x, y) = 0. (1.2.19)
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Problem in ε−1. Using the previous result, the ∂/∂xj member in eq. (1.2.15) becomes zero.
This problem thus yields the first order correction u(1) of the displacement field:

∂

∂yj

[
Cijk`

(
εxk`(u(0)) + εyk`(u(1))

)]
= 0,

u(1) is Y -periodic.

(1.2.20)

The existence and uniqueness (up to a constant) of a solution for this equation is established in
the book by Sanchez-Palencia [210], section 6.2, pages 89–90.

Note that the variable x only appears in the factor εxk`(u(0)). By linearity of the problem (1.2.20),
u(1)(x, y) may then be written under the form:

u
(1)
i (x, y) = εxk`(u(0))wk`

i (y) + ūi (x), (1.2.21)

where ū(x) is a constant field and wk`(y) the displacement fields, which verify the following set of
equations referred to as the cell problem.

∂

∂yj

[
Cijpq

(
δpkδq` + εypq(wk`)

)]
= 0,

wk` is Y -periodic.

(1.2.22)

Note that the above equation is established using the symmetry property of C(y) defined in
eq. (1.2.1). From this equation, it is clear that wk` must have an “average” value of 0 over Y ,
i.e. 〈

wk`
i

〉
Y

=
1

|Y |

∫
Y

wk`
i dy = 0.

In order to study this problem, let us define the space of Y -periodic functions with zero average:

Ṽ(Y ) :=
{

v ∈ H1
per (Y ) | 〈vi 〉Y = 0

}
.

In its weak form, the cell problem (1.2.22) reads:

Find wk` ∈ Ṽ(Y ) such that:∫
Y

Cijpq

(
δpkδq` + εypq(wk`)

)
εyij(v) dy = 0, ∀v ∈ Ṽ(Y ).

(1.2.23)

The loading is given by the distributed body force ∂
∂yj

Cijpq δpk δq`, which stems directly from the
fundamental macroscopic strains modes (an illustration for the two-dimensional case is provided
in Fig. 1.3) and the distribution of elastic moduli C(y) in the unit cell.

e1

e2

(a) (b) (c)

Fig. 1.3: schematic view of the three mean deformation modes applied on a homogeneous two-dimensional
unit cell Y : tensile deformations along the coordinate axes e1 (a), e2 (b), and simple shear deformation (c).
They act as a body force in the cell problem (1.2.23).
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1.2.3 Effective stiffness coefficients

Once the functions wk` are known (which only depend on the medium and not on the external
loading), the homogenised coefficients of the effective medium can easily be obtained.
The macroscopic constitutive law equally follows from the average of equation (1.2.12), replacing
the displacement u(1) by its expression given in equation (1.2.21):〈

σ
(0)
ij

〉
Y

= C∗ijk` εxk`(u(0)), (1.2.24)

where C∗ijk` are the effective stiffness coefficients expressed by:

C∗ijk` =
1

|Y |

∫
Y

Cijpq

(
δpkδq` + εypq(wk`)

)
dy. (1.2.25)

In order for these coefficients to represent the coefficients of a linear elastic material, they shall
satisfy symmetry (1.2.1) and positive definiteness (1.2.2). In order to verify these conditions, the
effective coefficients should be expressed in a more convenient way. Choosing v = wij in the cell
problem in its weak form (1.2.23) and renaming the indices yields:∫

Y

Cmnpq

(
δpkδq` + εypq(wk`)

)
εymn(wij) dy = 0.

Adding the above expression to the expression of the effective coefficients (1.2.25) yields a more
convenient expression for the effective coefficients:

C∗ijk` =
1

|Y |

∫
Y

Cmnpq

(
δpkδq` + εypq(wk`)

)(
δmiδnj + εymn(wij)

)
dy. (1.2.26)

From here the symmetry C∗ijk` = C∗k`ij is immediate by using the symmetry of Cijk`. Equation
(1.2.26) also implies the positivity of C∗ijk`. Indeed if ξ is a symmetric matrix, the positivity of Cijk`

yields:

C∗ijk` ξij ξk` =
1

|Y |

∫
Y

Cmnpq

(
ξmn + εymn(wijξij)

) (
ξpq + εypq(wk`ξk`)

)
dy ≥ 0.

In particular, when the above equation is zero, then the positive definiteness of Cmnpq
4 yields

ξmn + εmn(wijξij) = 0. Averaging this equation over a cell Y gives ξmn = 0.

1.2.4 Effective equations on the macroscopic scale

Problem in ε0. Let us denote the macroscopic stress tensor by Σ(0) such that:

Σ
(0)
ij =

〈
σ

(0)
ij

〉
Y

.

Averaging the problem (1.2.16) over Y , and taking into account the Y -periodicity leads to the
macroscopic equilibrium equation.

∂Σ
(0)
ij

∂xj
+ fi = 0 in Ω,

Σ
(0)
ij = C∗ijk` εxij(u(0)) in Ω,

u
(0)
i = 0 on Γu,

Σ
(0)
ij nj = ti on Γt .

(1.2.27)

4This property is verified under the assumption of a finite contrast between the phase, i.e., in the absence of voids inside
the unit cell. In practice, when we deal with porous composites, a highly compliant "Ersatz" material is introduced to
mimic the void phase.
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Consequently, the effective behaviour expressed in eq. (1.2.27) is associated to a linear classical
elasticity boundary value problem. For the sake of simplicity, the superscript (0) in eq. (1.2.27) will
be dropped in the sequel.

1.2.5 Comments

The approach presented here only considered the first order. Including higher order terms implies
considering variations of a different characteristic length (different exponents of ε). From the point
of view of the macroscopic problem, this would imply to consider a continuum model different
from the Cauchy continuum, for example strain gradient elasticity (higher order continuum). In-
terested readers could refer to the works in [2, 47, 54, 124, 239] for examples with higher orders
developments.

1.2.6 Periodic homogenisation: summary

The estimation of the effective elastic properties of a periodic heterogeneous material are obtained
following this procedure:

1. Solve the local problems over the unit cell Y expressed hereafter in its weak formulation:

Find wk` ∈ Ṽ(Y ) :=
{

v ∈ H1
per (Y ) | 〈vi 〉Y = 0

}
such that:∫

Y

Cijpq

(
δpkδq` + εypq(wk`)

)
εyij(v) dy = 0, ∀v ∈ Ṽ(Y ).

(1.2.28)

There are three local problems in two dimensions, and six in three dimensions.

2. Compute the effective elastic coefficients using the relation:

C∗ijk` =
1

|Y |

∫
Y

Cmnpq

(
δpkδq` + εypq(wk`)

)(
δmiδnj + εymn(wij)

)
dy. (1.2.29)

1.3 Bounds on plane elastic stiffness with orthotropic sym-
metry

In this section, we focus more specifically on two-dimensional composite sheets, i.e., when the
problem is set assuming d = 2. The sheets are assumed to be very thin along the third direction,
therefore the plane stress state is assumed.

1.3.1 Elastic materials with orthotropic symmetry

Assuming that the local stiffness tensor C(y) is isotropic, the effective stiffness coefficients C∗ijk` in
(1.2.29) can carry a general biclinic symmetry (fully anisotropic plane tensor). However, due to
several mechanical and material science reasons, such as a particular symmetries, these tensor
often carry orthotropic symmetry, or even the quadratic symmetry [88, 89]. The case of plane
orthotropic tensor is the most general case considered in the present study.

The linear elastic constitutive equation averaged over the unit cell relating the macroscopic stress
and strain tensors, denoted as Σ and εx respectively, has therefore the following expression for
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the two-dimensional problems in the case of an orthotropic tensor:Σ11

Σ22

Σ12

 =


C∗1111 C∗1122 0

C∗1122 C∗2222 0

0 0 C∗1212


 εx11

εx22

2 εx12

 (1.3.1)

Alternatively, the effective strain could be expressed as a function of the effective stress with the
following effective material tensor: εx11

εx22

2 εx12

 =


1/E∗1 −ν∗12/E

∗
1 0

−ν∗21/E
∗
2 1/E∗2 0

0 0 1/G∗12


Σ11

Σ22

Σ12


where E∗i denote the homogenised Young moduli, ν∗ij denote the apparent Poisson’s ratios and G∗ij
denotes the homogenised shear modulus. Note that these coefficients can equally be denoted by
effective, to highlight their reference to the homogenised unit cell. Let us further remark, that by
symmetry of the elastic compliance matrix, the following ratios have to be equal:

ν∗12

E∗1
=
ν∗21

E∗2
.

The elastic moduli C∗ijk` in eq. (1.3.1) can be expressed in terms of the compliance moduli, i.e.,
Young moduli and Poisson’s ratios from the inversion of the corresponding compliance tensor:

C∗1111 =
E∗1

1− ν∗12ν
∗
21

, C∗2222 =
E∗2

1− ν∗12ν
∗
21

, C∗1122 =
ν∗21 E

∗
1

1− ν∗12ν
∗
21

.

Finally, a simple calculation immediately yields a relation between the stiffness coefficients and
the the apparent Poisson’s ratios:

ν∗12 =
C∗1122

C∗2222

, ν∗21 =
C∗1122

C∗1111

. (1.3.2)

For material behaviour carrying orthotropic symmetry, it is recalled that ν∗12 characterises the
contraction of the structure in the direction of Oy axis when the cell stretched in the direction of
Ox axis and in general ν∗12 6= ν∗21. However, in the special case of materials obeying “quadratic”
symmetry (i.e., transverse isotropy by looking at the three-dimensional problem), we have C∗1111 =

C∗2222 and we trivially obtain that E∗1 = E∗2 = E∗ and ν∗12 = ν∗21 = ν∗.

Since the material tensor characterising the microstructure is positive definite, then C∗ is also
positive definite by construction. In terms of the physical parameters E∗1 , E∗2 , ν∗12 and ν∗21, the
positive definiteness of the effective material tensor requires that the stiffness tensor is positioned
with the stability bounds (see the works of Ting and Chen [237] for a detailed discussion). As
theses bounds hold for any elastic stiffness tensor C which carries an orthotropic symmetry, we
drop the superscript “∗” in the following equation5:

|ν12| ≤
√

E1

E2
, |ν21| ≤

√
E2

E1
, 1− ν12 ν21 > 0. (1.3.3)

In Fig. 1.4 we plot the Poisson’s ratios against the stability bounds of certain optimal shapes from
some recent articles published and see how they compare with our own optimised microstructures
from chapter 3. A material that would have E1 = E2 and ν21 = ν12 = ν = −1 would fall on the
lower stability bound. From the graph of Fig. 1.4, we understand that the structure has to loose its
“quadratic” symmetry and accept an important stiffness unbalance between the directions 1 and
2, expressed by the ratio E2/E1 to reach one extreme negative Poisson’s ratio.

5Theses relations are obtained by computing the eigenvalues of C∗, and ensuring that they remain strictly positive.
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Fig. 1.4: optimal shapes obtained from chapter 3 (refer also to the related article [3]) as well as from the
literature [95, 244, 250] plotted against the stability bounds (1.3.3). Remark that extreme Poisson’s ratio (i.e.,
below −1) are reachable for anisotropic structures.

The shapes from the literature, that have been designed by using an optimisation algortihm based
upon the level set function, share generic features: lattice architectures with re-entrant corners
(like re-entrant honeycomb) or rotating semi-rigid units connected by flexible hinges. Moreover,
the orthotropic microstructures with E∗2 /E

∗
1 < 0.8 are only lattice architectures featuring re-entrant

corners. Let us further mention the recent contributions of [264] who designed a chiral bi-material
micro-architecture with E∗2 /E

∗
1 ≈ 0.65 and an effective Poisson’s ratio ν12 = −0.8 using the SIMP

optimisation method, which would also fill in the data cloud of Fig. 1.4. Lastly, the examples from
literature, aimed to reach a maximal negative Poisson’s ratio, fall at a certain distance from the
inferior stability bound. We therefore understand the need for tighter bounds to be used as a guide
to effectively explore the ability of the algorithm to ascertain which elastic moduli are attainable in
future designs.

1.3.2 Variational bounds on the effective moduli for orthotropic compos-
ites

A lot of work has been done in the literature in order to obtain bounds on the elastic stiffness
tensor C∗ in terms of the volume fractions and elastic moduli of the various phases that make
up the composite. The research have been culminating with the pioneering work of Hashin and
Shtrikman [110], which included the characterisation of all possible isotropic effective elasticity
tensors by mixing two isotropic materials in specified proportions. When the effective elasticity
tensor C∗ becomes anisotropic, more elastic bounds has been proposed by Beran [34], Dederichs
and Zeller [74], Willis [257], Milton and Kohn [169], Torquato [238] among others. In this work,
we have in particular explored the Milton and Kohn bounds [169], as they only involve the volume
fractions of the components. In their paper, Milton and Kohn obtained bounds on the effective
material tensor C∗ of an anisotropic composite formed from two well-ordered isotropic components
in the context of linear elasticity involving only the volume fractions of the components. The upper
“bulk and shear modulus type” bound read:

ρ2 Tr [Λh(C1 − C∗)−1] ≤ 1

d(K 1 − K 2)
− ρ1

dK 1 + 2(d − 1)G 1
, (1.3.4)

ρ2 Tr [Λs(C1 − C∗)−1] ≤ (d − 1)(d + 2)

4(G 1 − G 2)
− ρ1 d(d − 1)(K 1 + 2G 1)

2G 1[d K 1 + 2(d − 1)G 1]
. (1.3.5)
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Fig. 1.5: Milton–Kohn bounds [169] for different values of E1 represented by coloured solid lines, plotted for
the three microstructures of chapter 3. The dashed black line are the thermodynamic bounds derived from
eq. (1.3.3). In (a) note that the re-entrant honeycomb structure which caries orthotropic symmetry is close
to attain the lower bound, while in (b), (c) we can see where the microstructures with quadratic symmetry fall
with respect to the bounds.
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The lower “bulk and shear modulus type” bound read:

ρ1 Tr [Λh(C∗ − C2)−1] ≤ 1

d(K 1 − K 2)
− ρ2

dK 2 + 2(d − 1)G 2
, (1.3.6)

ρ1 Tr [Λs(C∗ − C2)−1] ≤ (d − 1)(d + 2)

4(G 1 − G 2)
− ρ2 d(d − 1)(K 2 + 2G 2)

2G 2[d K 2 + 2(d − 1)G 2]
. (1.3.7)

In the above equations, ρα, Kα, Gα and Cα denote the volume fraction, bulk modulus, shear
modulus, and elastic material tensor characterising phase Sα of the composite, where, α = 1, 2.
Note that the results in eq. (1.3.4)–(1.3.7) are obtained assuming that:

K 1 ≥ K 2, G 1 ≥ G 2.

Λh and Λs represent the orthogonal projections on hydrostatic and shear fields respectively. These
projections have components:

(Λh)ijk` =
1

d
δijδk`, (Λs)ijk` =

1

2
(δikδj` + δi`δjk)− 1

d
δijδk`.

The bounds for the Poisson’s ratios are easily derived by replacing C∗ by its expression in terms of
Young’s moduli Ei , shear moduli Gij and Poisson’s ratios νij . Let us remark that comparing optimal
unit cells with different volume fractions and different Young’s moduli makes it impossible overlay
the data in a single plot. In other words, the bounds that account for the mixture of materials
will be specific for each material density and effective elastic stiffness. This aspect is illustrated
by plotting the Milton–Kohn bounds for the Poisson’s ratio in Fig. 1.5 for three optimal shapes
obtained using topology optimisation [3] (refer to chapter 3).

It is pointed out in the paper of Milton and Kohn [169] that these bounds are sharp in the sense that
equality is attained for composites with specific sequentially layered microstructures. Computing
the lower “bulk modulus type” bounds, we notice that the re-entrant honeycomb structure obtained
in example 1 is close to attain the lower Milton–Kohn bound.

In a nutshell, these bounds present a natural way to explore numerically which elastic tensor
moduli are attainable. It is clear from Fig. 1.5 that the more extreme the Poisson’s ratio is, the
closer to zero asymptotically the ratio of Young moduli must be.

1.4 Elastic panels with a periodic microstructure

The purpose of this section is to derive and study the effective properties of heterogeneous elas-
tic panels formed by periodic variations of geometric constructions (like cellular or honeycomb
microstructures). This section is based upon the following references [46, 163, 208, 209].

The examined case assumes the overall characteristic length in one direction is much smaller than
those in the other two, as in cellular panels. Typically these panels have a two-dimensional peri-
odic cellular core structure formed by thin-walled cells, sandwiched between two parallel plates.
They are widely used due to their high strength-to-weight ratio. The thickness of these periodic
plates is often of the same order of magnitude as the cellular period. The homogenisation the-
ory leads to effective equation governing the macroscale behaviour that is similar to that for a
Kirchhoff–Love plate [46, 133, 156, 163, 208].

1.4.1 Problem setting

Domain definition. Let us consider a plane panel of thickness h normal to the axis (O, e3). Its
mid-plane, referred to as ω, is a bounded domain of R2, with regular boundary ∂ω. For conve-
nience, the mid-plane ω of the undeformed plate is assumed to lie in the (O, e1, e2) plane. As a

34



result, let Ωh be the bounded domain of R3 occupied by the heterogeneous panel, defined as:

Ωh = ω× ]− h/2, h/2[ (ω ⊂ R2, h ∈ R+∗)

The plate is delimited by a regular boundary Γh, which may be decomposed as follows:

Γh = Γ±h ∪ Γlat
h

{
Γ±h = ω × {±h/2} (top and bottom)

Γlat
h = ∂ω× ]− h/2, h/2[ (lateral)

In this reference, a point M of Ωh is represented by a set of Cartesian coordinates x, which may
be decomposed into in-plane coordinates (xα) = (x1, x2) and transverse coordinate x3.

The heterogeneous panel is assumed to be spatially periodic, i.e., with a microstructure described
by a regular tessellation of unit cells along its mid-plane. Exactly as described in section 1.2, a
small parameter ε referred to as the scale factor, is introduced to express the ratio between the
size of the unit cell and the size of the domain Ωh.

In the sequel, we study the limiting case where h and ε approach 0 (the relation between ε and h

will be detailed in the next paragraphs). Let Y denote the rescaled periodic unit cell. This yields:
Y = [0, 1]2 × [−1/2, 1/2]. It is described by the set of coordinates y defined as follows.

yα = xα/ε, y3 = x3/h.

Elastic moduli. The panel is assumed to behave as a linearly elastic anisotropic body. Let
Cijk`(y) be piecewise smooth, (y1, y2)-periodic functions, that verify symmetry and positive defi-
niteness. In the framework of linear elasticity, we study the specific problem where the spatial
distribution of the elastic stiffness Chε is expressed as follows:

C hε
ijkh(x) =

1

h3
Cijkh

(x1

ε
,
x2

ε
,
x3

h

)
The superscript h and ε are introduced to highlight the dependence on the panel thickness and
the scale factor. Remark that the elastic moduli are assumed to depend on h mainly according to
1/h3. This assumption was first proposed by Caillerie in [46]. As a matter of fact, h is a parameter
which is tending to zero: the plate is then thinner and thinner and it must be more and more rigid
to be able to stand the stresses which are applied to it.

The plate is clamped at the boundary Γlat
h and is submitted to body forces f, as well as surface

forces th at the boundary Γ±h . Assuming the domain Ωh defined above, the problem under consid-
eration reads:

∂σhε
ij

∂xj
+ fi = 0 in Ωh,

σhε
ij = C hε

ijk` εk`(uhε) in Ωh,

uhεi = 0 on Γlat
h ,

σhε
ij nj = thi on Γ±h . (nj denotes the external normal of Γ±h )

(1.4.1)

As discussed in the works of Caillerie [46], the longitudinal components of the surface forces thα
are considered to be 1/h times bigger than their normal components (t3 does not depend on h).
Indeed it is easier to bend a plate by acting a normal force on it than by acting a moment on it
with the help of longitudinal forces. If all the stresses had been taken in the same order, only the
normal forces t3 would have occurred in the final result.

Formulation of the problem on the open set Ω. In order to get rid of the difficulty arising from
the dependence on h of Ωh, the domain is expanded in Ω = ω× ] − 1/2, 1/2[ via the following
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Fig. 1.6: architectured panel Ωh with a in-plane periodic arrangement of unit cells Y . The cell’s aspect ratio
r is defined as r = h/l . Concept of homogenisation yields an equivalent anisotropic homogeneous plate.

change of variables:

z1 = x1, z2 = x2, z3 = x3/h.

Under this change of variable, Γlat
h and Γ±h become Γlat and Γ± respectively. Let ϕhε be any function

defined on Ωh. We set: ϕε(z1, z2, z3) = ϕhε(z1, z2, hz3). This means in particular:

C εijkh(z) =
1

h3
Cijk`

(z1

ε
,
z2

ε
, z3

)
.

Problem (1.4.1) may then be written as follows:

∂σεiβ
∂zβ

+
1

h

∂σεi3
∂z3

+ fi = 0 in Ω,

σεij = C εijkδ εkδ(uε) +
1

h
C εijk3 εk3(uε) in Ω,

uεi = 0 on Γlat ,

σεαj nj =
tα
h

σε3j nj = t3 on Γ±.

(1.4.2)

In order to study the different limit processes (h or ε tends to zero) some a priori estimates related
to the field uhε and to the tensor σhε are discussed in [46].

1.4.2 Periodic plate with thickness comparable to the period

Let us first study the specific but important case where h = l = ε L. The generalisation to h =

r l = r ε L, where r denotes the cell’s aspect ratio, will be easy to deduce from the first case.
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Asymptotic expansion. An asymptotic analysis of equation (1.4.2) is performed, i.e., the dis-
placement field uε is searched as the sum of displacement terms as follows:

uεk(z) =
+∞∑
i=0

εn u
(i)
k (x, y)

= u
(0)
k (x, y) + ε u

(1)
k (x, y) + ε2 u

(2)
k (x, y) + ε3 u

(3)
k (x, y) + ε4 u

(4)
k (x, y) + ...

(1.4.3)

where each term v
(k)
i satisfies (y1, y2)-periodic boundary conditions. These functions v

(k)
i depend

on two coordinate systems, namely the global (slow) variable x and local (fast) variable y. For the
sake of simplicity, note that x is introduced both as the fictitious global variable and as the spatial
position vector in Ωh in eq. (1.4.1).

Derivatives for these type of quantities can be computed as follows:

d•
dzi

= δiα
∂•
∂xα

+
1

ε

∂•
∂yi

. (1.4.4)

Equation (1.4.4) directly yields a new expression for the strain field:

εk`(v) = δkγδ`δ εxγδ(v) +
δkγδ`3

2

∂v3

∂xγ
+
δk3δ`δ

2

∂v3

∂xδ
+ ε−1εyk`(v), (1.4.5)

where:

εxγδ(v) =
1

2

(
∂vγ
∂xδ

+
∂vδ
∂xγ

)
, εyk`(v) =

1

2

(
∂vk
∂y`

+
∂v`
∂yk

)
.

Considering that the elastic coefficients are in 1/ε3, this yields an expansion for the stress tensor
of the form:

σhε
ij (z) =

+∞∑
n=0

εn−4 σ
(n−4)
ij (x, y), (1.4.6)

where:

σ
(−4)
ij (x, y) = Cijk` εyk`(u(0)), (1.4.7)

σ
(−3)
ij (x, y) = Cijγδ εxγδ(u(0)) + Cij3δ

∂u
(0)
3

∂xδ
+ Cijk` εyk`(u(1)), (1.4.8)

σ
(−2)
ij (x, y) = Cijγδ εxγδ(u(1)) + Cij3δ

∂u
(1)
3

∂xδ
+ Cijk` εyk`(u(2)), (1.4.9)

σ
(−1)
ij (x, y) = Cijγδ εxγδ(u(2)) + Cij3δ

∂u
(2)
3

∂xδ
+ Cijk` εyk`(u(3)), (1.4.10)

σ
(0)
ij (x, y) = Cijγδ εxγδ(u(3)) + Cij3δ

∂u
(3)
3

∂xδ
+ Cijk` εyk`(u(4)). (1.4.11)

Introducing the expansion (1.4.6) in the equilibrium equation (1.4.2) leads to a series of problems
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at each order:

∂σ
(−4)
ij

∂yj
= 0 orderO(ε−5) (1.4.12)

∂σ
(−4)
iβ

∂xβ
+
∂σ

(−3)
ij

∂yj
= 0 orderO(ε−4) (1.4.13)

∂σ
(−3)
iβ

∂xβ
+
∂σ

(−2)
ij

∂yj
= 0 orderO(ε−3) (1.4.14)

∂σ
(−2)
iβ

∂xβ
+
∂σ

(−1)
ij

∂yj
= 0 orderO(ε−2) (1.4.15)

∂σ
(−1)
iβ

∂xβ
+
∂σ

(0)
ij

∂yj
= 0 orderO(ε−1) (1.4.16)

∂σ
(0)
iβ

∂xβ
+
∂σ

(1)
ij

∂yj
+ fi = 0 orderO(ε0) (1.4.17)

The above series of problem is associated with boundary conditions, obtained by introducing the
expansion (1.4.6) in eq. (1.4.2) and reported here:

u
(0)
i = 0 on Γlat , u

(n)
i are (y1, y2)-periodic, (n 6= 0)

σ
(−1)
α3 n3 = t±α , σ

(m)
α3 n3 = 0 on Γ±, (m 6= −1)

σ
(0)
33 n3 = t±3 , σ

(m)
33 n3 = 0 on Γ±, (m 6= 0)

(1.4.18)

In the sequel, we will try to solve the series of problems at each order. The existence of a solution
for each order is discussed in [46].

Problem in ε−5. As stated in the beginning of the section, C depends on y (since it is different in
different points of the unit cell). In order to satisfy equation (1.4.12), we must verify that εyk`(u(0)) =

0. All displacements u(0) depending only on the global coordinate satisfy this condition, and they
are solution of equation (1.4.12). Hence:

u
(0)
i (x, y) = u

(0)
i (x) in Ω, (1.4.19)

σ
(−4)
ij (x, y) = 0. (1.4.20)

Problem in ε−4. Using the result above, the ∂/∂zβ member in eq. (1.4.13) becomes zero. The
problem in ε−4 yields the first order correction u(1) of the displacement field:

∂

∂yj

[
Cijγδ εxγδ(u(0)) + Cij3δ

∂u
(0)
3

∂xδ
+ Cijk` εyk`(u(1))

]
= 0,

u(1) is (y1, y2)-periodic.

(1.4.21)

The existence and unicity (up to a constant) of solution for this equation is established in the work
by Caillerie [46], pages 176–177. By linearity of the problem (1.4.21), it is shown that u(1)(x, y)

has an expression of the form:

u
(1)
i (x, y) = εxγδ(u(0))wγδ

i (y) +
∂u

(0)
3

∂xδ
w3δ
i (y) + ūi (x), (1.4.22)

where the vector ū(x) is an unknown and represents the depth-averaged displacement, and wkδ

are the displacements created by the mean deformation, solution of the following local problem,
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referred to as a cell problem.
∂

∂yj

[
Cijpq

(
δpkδqδ + εypq(wkδ)

)]
= 0,

wkδ is (y1, y2)-periodic.

(1.4.23)

Again, it is clear that wk` must have an “average” value of zero over Y , i.e.:

〈
wk`
i

〉
Y

=
1

|Y |

∫
Y

wk`
i dy = 0.

This time, let Ṽ(Y ) be the space of (y1, y2)-periodic functions with zero average defined as follows:

Ṽ(Y ) :=
{

v ∈ H1
loc(Y ) | (y1, y2)-periodic, 〈vi 〉Y = 0

}
.

The local problem (1.4.23) reads in its weak form:

Find wkδ ∈ Ṽ(Y ) such that:∫
Y

Cijpq

(
δpkδqδ + εypq(wkδ)

)
εyij(v) dy = 0, ∀v ∈ Ṽ(Y ).

(1.4.24)

From the above equation, it follows that:

w31 = (−y3, 0, 0), w32 = (0,−y3, 0).

Moreover, note that:

Cijpq

(
δp3δqδ + εypq(w3δ)

)
= Cij3δ − Cij3δ = 0.

A new expression of the constitutive law (1.4.8) may then be obtained from eq. (1.4.22):

σ
(−3)
ij =

[
Cijpq

(
δpγδqδ + εypq(wγδ

)]
εxγδ(u(0)). (1.4.25)

Problem in ε−3. Let us apply the operator “mean” to the problem (1.4.14) and let us take into
account the Y -periodicity. The problem then reads:

∂

∂xβ

[(
1

|Y |

∫
Y

Cijpq

(
δpkδqδ + εypq(wkδ)

)
dy

)
εxγδ(u(0))

]
= 0.

The above equation yields: εxγδ(u(0)) = 0. Thus, the leading order displacement u(0) and the
displacement at the next order u(1) read as follows:

u
(0)
i (x) = δi3 U3(x), u

(1)
i (x, y) = −y3δiδ

∂U3

∂xδ
+ ūi (x), (1.4.26)

σ
(−3)
ij (x, y) = 0. (1.4.27)

Note that the in-plane displacement is linear in y3 as assumed in the approximation of Kirchhoff–
Love for simple plates (see appendix A.1), and that the depth-averaged in-plane displacements
ūi are of higher order than the leading-order transverse displacement U3, to which ū3 is the next
order correction. Using equation (1.4.26) and (1.4.27), the problem (1.4.14) reduces to:

∂

∂yj

[
y3 Cijγδ χxγδ(U3) + Cijγδ εxγδ(ū) + Cij3δ

∂ū3

∂xδ
+ Cijk` εyk`(u(2))

]
= 0,

u(2) is (y1, y2)-periodic.

(1.4.28)
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where χ(U3) denotes the flexural curvature:

χxγδ(U3) = − ∂2U3

∂xγ∂xδ
. (1.4.29)

Thus u(2) can be written in the form:

u
(2)
i = εxγδ(ū)wγδ

i − y3δiδ
∂ū3

∂xδ
+ χxγδ(U3) pγδi , (1.4.30)

where wγδ are the solutions to the cell problem (1.4.23) and pγδ is the solution to another cell
problem governed by:

∂

∂yj

[
Cijpq

(
y3δpγδqδ + εypq(pγδ

)]
= 0,

pγδ(y) is (y1, y2)-periodic.

(1.4.31)

In its weak form, eq. (1.4.31) reads:

Find pγδ ∈ Ṽ(Y ) such that:∫
Y

Cijpq

(
y3δpγδqδ + εypq(pγδ)

)
εyij(v) dy = 0, ∀v ∈ Ṽ(Y ).

(1.4.32)

Note that the first local problem (1.4.24) is concerned with the in-plane deformation modes, while
the local problem (1.4.32) corresponds to the out-of-plane curvature modes. An illustration of the
deformation modes is provided in Fig. 1.7.

e1

e2

e3
(a) (b) (c)

(d) (e) (f)

Fig. 1.7: strain modes imposed to solve the local problems (1.4.24) and (1.4.32). The undeformed unit cell
is represented by dotted lines, whereas the deformed configuration is indicated by solid lines. The first row
displays the three in-plane modes: tensile deformations along the coordinate axes e1 (a), e2 (b) and simple
in-plane shear deformation (c), whereas the second row corresponds to the out of the plane modes, namely
bending deformations along the coordinate axes e1 (d), e2 (e) and a shear bending (f).

1.4.3 Effective plate stiffness coefficients

Once the functions wkδ and pγδ are known (which only depend on the medium and not on the
external loading), the homogenised coefficients of the effective medium can easily be obtained.
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The stress in eq. (1.4.9) takes the form:

σ
(−2)
ij (x, y) =Cijk`

(
δkγδ`δ + εyk`(wγδ)

)
δkγδ`δ εxγδ(ū)

+Cijk`

(
y3δkγδ`δ + εyk`(pγδ)

)
δkγδ`δ χxγδ(U3).

(1.4.33)

Using the local problems defined in equations (1.4.23) and (1.4.31), we obtain by averaging over
Y that:

1

|Y |

∫
Y

C3βpq

(
δpγδqδ + εypq(wγδ)

)
dy = 0,

1

|Y |

∫
Y

C3βpq

(
y3δpγδqδ + εypq(pγδ)

)
dy = 0,

which also yields:〈
σ

(−2)
i3

〉
Y

= 0.

Let us further define the generalized stresses, which are decomposed into the resultant N and
couple stresses M for unit width:

N
(m)
ij (x) =

h

|Y |

∫
Y

σ
(m)
ij (x, y) dy = h

〈
σ

(m)
ij

〉
Y

∀m ∈ J−5, +∞J (1.4.34)

M
(m)
ij (x) =

h

|Y |

∫
Y

y3 σ
(m)
ij (x, y) dy = h

〈
y3σ

(m)
ij

〉
Y

∀m ∈ J−5, +∞J (1.4.35)

The first macroscopic constitutive law follows from the average of eq. (1.4.33):

N
(−2)
αβ = A∗αβγδ εxγδ(ū) + B∗αβγδ χxγδ(U3),

where A∗αβγδ and B∗αβγδ are the effective elastic stiffness coefficients expressed by:
A∗αβγδ =

h

|Y |

∫
Y

Cαβk`
(
δkγδ`δ + εyk`(wγδ)

)
dy,

B∗αβγδ =
h

|Y |

∫
Y

Cαβk`
(
y3δkγδ`δ + εyk`(pγδ)

)
dy.

(1.4.36)

In addition, by averaging the problem (1.4.33) after multiplying by y3, we have:

M
(−2)
isβ =

(
h

|Y |

∫
Y

y3Ciβpq

(
δpγδqδ + εypq(wγδ)

)
dy

)
εxγδ(ū)

+

(
h

|Y |

∫
Y

y3Ciβpq

(
y3δpγδqδ + εypq(pγδ)

)
dy

)
χxγδ(U3).

As before, using the local problems defined in equations (1.4.23) and (1.4.31), we obtain by
averaging over Y that:

h

|Y |

∫
Y

C3βpq y3

(
δpγδqδ + εypq(wγδ)

)
dy = 0,

h

|Y |

∫
Y

C3βpq y3

(
y3δpγδqδ + εypq(pγδ)

)
dy = 0.

The second constitutive law may then be rewritten as follows:

M
(−2)
αβ = C∗αβγδ εxγδ(ū) + D∗αβγδ χxγδ(U3),
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where C∗αβγδ and D∗αβγδ are the effective elastic stiffness coefficients expressed by:
C∗αβγδ =

h

|Y |

∫
Y

y3 Cαβk`
(
δkγδ`δ + εyk`(wγδ)

)
dy,

D∗αβγδ =
h

|Y |

∫
Y

y3 Cαβk`
(
y3δkγδ`δ + εyk`(pγδ)

)
dy.

(1.4.37)

In order for the effective coefficients given in (1.4.36) and (1.4.37) to represent the coefficients of
a linear elastic material, they shall satisfy a number of conditions reported for instance by Caillerie
in [46]:

Aαβγδ = Aβαγδ = Aαβδγ = Aγδαβ , (1.4.38)

Bαβγδ = Bβαγδ = Bαβδγ = Cγδαβ = Cδγαβ = Cγδβα, (1.4.39)

Dαβγδ = Dβαγδ = Dαβδγ = Dγδαβ , (1.4.40)

∃m ∈ R+∗ | Aαβγδ ξαβ ξγδ ≥ m ξαβ ξαβ , ∀ {ξαβ | ξαβ = ξβα}, (1.4.41)

∃m ∈ R+∗ | Dαβγδ ξαβ ξγδ ≥ m ξαβ ξαβ , ∀ {ξαβ | ξαβ = ξβα}. (1.4.42)

The above equation indicates that A and D shall satisfy the symmetry and positivity properties,
while B only verifies the short symmetry. From (1.4.36) and (1.4.37), the short symmetry is clearly
verified. However there are no evidence regarding the long symmetry and the positive definite-
ness. Therefore, in order to verify these conditions, the effective coefficients should be expressed
in a more convenient way. Choosing v = wγδ or v = pγδ in the first cell problem in its weak form
(1.4.24) and renaming the indices gives:∫

Y

Cijpq

(
δpγδqδ + εypq(wγδ)

)
εyij(wγδ) dy = 0, (1.4.43)∫

Y

Cijpq

(
δpγδqδ + εypq(wγδ)

)
εyij(pγδ) dy = 0. (1.4.44)

Similarly, choosing v = wγδ or v = pγδ in the second cell problem in its weak form (1.4.32) and
renaming the indices gives:∫

Y

Cijpq

(
y3δpγδqδ + εypq(pγδ)

)
εyij(wγδ) dy = 0, (1.4.45)∫

Y

Cijpq

(
y3δpγδqδ + εypq(pγδ)

)
εyij(pγδ) dy = 0. (1.4.46)

By respectively adding eq. (1.4.43) and (1.4.45) to the definition of the effective coefficients A∗αβγδ
and B∗αβγδ (eq. (1.4.36)) we get a new expression for the effective coefficients:

A∗αβγδ =
h

|Y |

∫
Y

Cijk`

(
δkγδ`δ + εyk`(wγδ)

)(
δiαδjβ + εyij(wαβ)

)
dy, (1.4.47)

B∗αβγδ =
h

|Y |

∫
Y

Cijk`

(
y3δkγδ`δ + εyk`(pγδ)

)(
δiαδjβ + εyij(wαβ)

)
dy. (1.4.48)

By respectively adding eq. (1.4.44) and (1.4.46) to the definition of the effective coefficients C∗αβγδ
and D∗αβγδ (eq. (1.4.37)) we get a new expression for the effective coefficients:

C∗αβγδ =
h

|Y |

∫
Y

Cijk`

(
δkγδ`δ + εyk`(wγδ)

)(
y3δiαδjβ + εyij(pαβ)

)
dy, (1.4.49)

D∗αβγδ =
h

|Y |

∫
Y

Cijk`

(
y3δkγδ`δ + εyk`(pγδ)

)(
y3δiαδjβ + εyij(pαβ)

)
dy. (1.4.50)

From eq. (1.4.47) and (1.4.50), the symmetry A∗αβγδ = A∗γδαβ and D∗αβγδ = D∗γδαβ is immediate
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by using the symmetry of Cijk`. Equation (1.4.47) and (1.4.50) also imply the positivity of A∗αβγδ
and D∗γδαβ . Let us demonstrate it on A∗αβγδ (the approach for D∗γδαβ will be analogous). If ξ is a
symmetric matrix, the positivity of Cijk` yields:

A∗αβγδ ξγδ ξαβ =
h

|Y |

∫
Y

Cijk`

(
δkγδ`δξγδ + εyk`(wγδξγδ)

)(
δiαδjβξαβ + εyij(wαβξαβ)

)
dy ≥ 0.

In particular, when the above equation is zero, then the positive definiteness of Cijk` yields
δiα δjβ ξαβ + εyij(wαβξαβ) = 0. Averaging this expression over a cell Y yields ξαβ = 0.

From eq. (1.4.48) and (1.4.49), it is also clear that: B∗αβγδ = C∗γδαβ . For this reason, we will drop
the notation of C∗ in the sequel, and replace it by the notation >B∗.

Let us now discuss the most general case where h = r ε L. The unit cell Y is redefined as:
Y = [0, 1]2× [−r/2, r/2] where r is the cell’s aspect ratio (by construction, we have that r = O(1)).
Then the results for the effective coefficients read the same as in eq. (1.4.47)–(1.4.50), but are
slightly modified in the sense that the volume |Y | is no longer elementary, i.e., equal to 1. Using
this approach, note that the scaling is made with respect to ε for both in-plane and out of the plane
components. Through this choice, the rescaled unit cell’s Y thus preserves its aspect ratio, unlike
in the monograph of Caillerie [46].

1.4.4 Effective equations on the macroscopic scale

Problem in ε−2. Integrating eq. (1.4.15) on Y and adding the boundary conditions (1.4.18) leads
to:

∂N
(−2)
αβ

∂xβ
+

1

|Y |

∫
Γ±

t±α ds = 0.

By setting Tα =
h

|Y |

∫
Γ±

t±α ds, we recover one of the thin plate balance equations:

∂N
(−2)
αβ

∂xβ
+ Tα = 0.

In the above equation, Tα represents the area-averaged tangential traction applied on the sur-
faces.

Similarly, integrating eq. (1.4.15) on Y after multiplying by y3 and adding the boundary conditions
(1.4.18) leads to:

∂M
(−2)
αβ

∂xβ
+

[
h

|Y |

∫
Γ±

y3 t
±
α ds

]
− N

(−1)
α3 = 0.

Differentiating the above equation with respect to the variable x yields:

∂2M
(−2)
αβ

∂xα∂xβ
+

∂

∂xα

[
h

|Y |

∫
Γ±

y3 t
±
α ds

]
− ∂N

(−1)
α3

∂xα
= 0.

Problem in ε−1. The derivative of N
(−1)
α3 in the above may be obtained integrating the next

orders’ equilibrium (1.4.16) on Y and adding the boundary conditions (1.4.18). We report the
specific component obtained after a change of indices.

∂N
(−1)
α3

∂xα
=

h

|Y |

∫
Γ±

t±3 ds.
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By setting Qα =
h

|Y |

∫
Γ±

y3t
±
α ds and T3 =

h

|Y |

∫
Γ±

t±3 ds, we recover the second thin plate balance

equations:

∂2M
(−2)
αβ

∂xα∂xβ
+
∂Qα
∂xα

− T3 = 0.

To sum up, we obtain the following set of equations:

∂N
(−2)
αβ

∂xβ
+ Tα = 0 in ω,

∂2M
(−2)
αβ

∂xα∂xβ
+
∂Qα
∂xα

− T3 = 0 in ω,

N
(−2)
αβ = A∗αβγδ εxγδ(ū) + B∗αβγδ χxγδ(U3) in ω,

M
(−2)
αβ = B∗γδαβ εxγδ(ū) + D∗αβγδ χxγδ(U3) in ω,

U3 = 0, ūα = 0 in ∂ω.

(1.4.51)

Consequently, the effective behaviour of a periodic composite panel is associated to a thin plate
elasticity boundary value problem expressed in eq. (1.4.51).

1.4.5 Comments

In the limiting case when the panel is just a plate formed by an isotropic elastic material, the macro-
scopic problem (1.4.51) reduces to the well known Kirchhoff–Love plate equations [156] (a quick
review on the kinematic assumptions for the Kirchhoff–Love plate is provided in appendix A.1).
The proof is carried out for instance in the book of Mei and Vernescu, section 5.4, pages 196–199
[163]).

The obtained macroscopic model is also quite similar to the classical laminate plate theory (CLPT)
(interested reader can refer to appendix A.2 for additional information about this model). In fact,
the latter can be retrieved assuming that C(y) is only depending on y3. In this case, the constitutive
behaviour enforces that B∗ = >B∗.

Here again, the approach presented only considers the first order (in the plane). The extension
to the next order of the asymptotic would lead to a bending gradient model for thick plates as
illustrated in the book of Sab and Lebée, chapter 9, page 172 [208]. We also note that equivalent
homogenisation and dimension reduction that leads to the theory of Reissner–Mindlin for thick
plates does not yet exist, to our knowledge.

1.4.6 Elastic panels with a periodic microstructure: summary

The estimation of the effective elastic properties of a periodic heterogeneous panel are obtained
following this procedure:
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1. Solve the local problems over the unit cell Y expressed hereafter in their weak formulation:

Find wγδ ∈ Ṽ(Y ) :=
{

v ∈ H1
loc(Y ) | (y1, y2)-periodic, 〈vi 〉Y = 0

}
such that:∫

Y

Cijpq

(
δpγδqδ + εypq(wγδ)

)
εyij(v) dy = 0, ∀v ∈ Ṽ(Y ).

(1.4.52)

Find pγδ ∈ Ṽ(Y ) such that:∫
Y

Cijpq

(
y3δpγδqδ + εypq(pγδ)

)
εyij(v) dy = 0, ∀v ∈ Ṽ(Y ).

(1.4.53)

2. Compute the effective elastic coefficients using the following relations:

A∗αβγδ =
h

|Y |

∫
Y

Cijk`

(
δkγδ`δ + εyk`(wγδ)

)(
δiαδjβ + εyij(wαβ)

)
dy, (1.4.54)

B∗αβγδ =
h

|Y |

∫
Y

Cijk`

(
y3δkγδ`δ + εyk`(pγδ)

)(
δiαδjβ + εyij(wαβ)

)
dy, (1.4.55)

D∗αβγδ =
h

|Y |

∫
Y

Cijk`

(
y3δkγδ`δ + εyk`(pγδ)

)(
y3δiαδjβ + εyij(pαβ)

)
dy. (1.4.56)
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Chapter 2

Shape and topology optimisation
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Shape and topology optimisation are mathematical methods used to optimise material layout
within a given design space, for a given set of loads, boundary conditions and constraints with
the goal of maximising the performance of the system. These methods are expected to bring a
potential paradigm shift in the design cycle of structures, replacing the classical trial and error
efforts by more natural and automatic procedures.

2.1 An overview of the structural optimisation

Additive manufacturing processes is enabling to tailor the shape design and tune the properties
of architectured materials, giving an opportunity to rethink the strategies in mechanical design for
parts and structures, in order to improve as much as possible some characteristics related to their
mechanical behaviour. This is what “Structural Optimisation” is about.

The design cycle of a structure has evolved tremendously over the last decades. During the de-
sign of a new object, an initial concept is proposed and evaluated with respect to various criteria
(performances, aesthetic, economical. . . ). Then, the design is either accepted, or changed to be
improved. In the past, this improvement task was almost exclusively relying on the expertise of
engineers. Even today when dealing with complicated problems, where mechanical knowledge
is very limited (friction contacts at hinges of assemblies, bolted assemblies...), it is still common
practice to use guidelines of design, which are obtained from empirical methods after a long pe-
riod of trial and error efforts. This design loop could end after a significant number of iterations,
resulting in a high design cost and, in all probability, in a structure that may not be optimal, i.e.,
with room for further improvements. Breakthroughs of the last decades in the computational field
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have enabled the implementation of systematic algorithms and methods based on a mathemat-
ical formulation into the design process of structures. These methods of course have naturally
aroused across many scientific fields, but for the sake of brevity, the studies in the framework of
solid mechanics will be the only ones discussed here. For this reason, the words “structure” and
“shape” may be interchanged in this text.

A wide variety of structural optimisation problems have appeared in the literature, including the
optimisation of the material properties [205, 223], the minimisation of the stress concentration
[10, 79] or the maximisation of the energy absorption [260]. Present day techniques permit to
incorporate geometric [42, 178, 250] and material non-linearities [57, 162], as well as manufac-
turability constraints [165, 174, 243] in the design optimisation.

The chapter is organised as follows. In section 2.2, we provide a short review on the existing
shape optimisation techniques. Section 2.3 reviews the main elements of the Hadamard’s bound-
ary variation method, which is a standard method for evaluating the sensitivity of a function with
respect to its domain - which implies a notion of differentiation with respect to the shape. The
particular case of functions depending on the domain, through solutions to the linearised elastic-
ity problem is considered. Finally, section 2.4 discusses a particular numerical framework based
upon the level set method for the implementation of shape optimisation algorithms. This frame-
work shall be utilised throughout the next chapters in this manuscript (in particular chapter 3 and
7, which are concerned with the computational design of 3D printable sheets structures).

2.2 Overview of the shape optimisation

In a general manner, shape optimisation consists in tailoring the shape of an object to meet (or
maximise) a desired set of properties. Since the seminal works of Bendsøe and Kikuchi on a
methodology for optimal shape design [31], there has been an increasing number of publications
on the topic, see [32, 80] and the references therein for a historical review. Existing algorithms and
methods based on a mathematical formulation for optimal shape design have now reached a level
of maturity which makes them viable to implement the methods in computer aided engineering
systems for production use.

The mathematical formulation of a shape optimisation problem can be generally defined as the
minimisation of a cost functional J over the domain of interest S :

inf
S∈Uad

J (S), (2.2.1)

where Uad is a set of admissible shapes to which S shall belong.

2.2.1 Ill-posedness of shape optimisation problems and remedies

Non existence of optimal solutions. As this problem lacks an optimal solution for a great
variety of problems (see examples in the book of Allaire [9], section 6.2.1, pages 129–132, with
an illustration reported in Fig. 2.1), there is a need to enforce further constrains, leading to different
approaches for shape optimisation.

Techniques to avoid non-existence. There are two main techniques which may help to bypass
this difficulty.

• Relaxation of the original problem: since the main obstruction to the existence of optimal shapes
seems to be that they tend to be porous, a quite natural idea consists in enlarging the set of
admissible shapes by including “homogenised” structures in Uad . In this way the characteristic
function S is replaced by a density field ρ which varies continuously in the interval [0, 1]. This
viewpoint is mathematically justified owing to the homogenisation theory1, and urges to think

1Following the pioneering work of Murat and Tartar [176]. Interested readers may refer to [8, 236] for further details.
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e1

e2

(a) (b)

Fig. 2.1: example exctracted from the book of Allaire [9], where the goal is to maximise the stiffness of a
membrane along its horizontal direction. Note that the shape must also verify an equality volume constraint.
Let us compare two membranes with the same volume, but different number of holes. The shape in (b) is
more rigid than that in (a). In fact, the rigidity of such structure could be always further improved by creating
smaller and smaller inclusions of weak phase aligned with the direction of the force. Without constraints
on the size or smoothness of the holes, we understand this process could be continued without any limit.
Therefore, there is no minimum point or optimal solution for such problem.

over the problem of finding the optimal shape as that of finding the optimal distribution (and
organisation at the infinitesimal scale) of a mixture of material and void within a computational
domain. This idea is at the core of density-based methods in structural optimisation.

• Restriction of the original problem: the converse idea consists in imposing additional constraints
on the set of admissible shapes, to avoid extreme oscillations of its boundary or to impose lim-
itations on its topology. The contributions of Ambrosio and Buttazzo [18] among others proved
that trading an objective function J (S) for the very close function J (S) + τP(S), where τ > 0 is
a fixed penalisation parameter and P(S) is the perimeter of the shape S , leads to existence of
optimal shapes in the considered class. The monograph of Murat and Simon [175] proved the
existence of local optima for problem (2.2.1), for a large variety of objective functions, assuming
that the admissible shapes are uniformly Lipschitz, i.e., provided with a "sufficiently regular"
boundary. Other techniques permit to enforce topological constraints on shapes, which in turn
can prevent the homogenisation effect. In the linear elasticity setting, Chambolle [56] proved
that for two-dimensional problems, imposing an upper bound on the number of connected com-
ponents of the complementary S̄ of any shape S in a large computational box D can lead to a
well-posed optimisation problem.

2.2.2 Main categories of shape optimisation techniques

When shape optimisation techniques were introduced in computational mechanics, many ways
of handling the structural optimisation problems have been established, depending on the sought
application. These methods mainly differ in the involved ways to represent shapes, and to com-
pute the sensitivity of the objective criterion with respect to the design. The description of a shape
is essential in the procedure, as it should conciliate two antagonistic requirements. On one hand,
shape optimisation techniques require to be able to perform mechanical computations on the
considered shapes, e.g. by means of finite differences, finite element, and not all kind of repre-
sentations lend themselves to such computations. On the other hand, the representation adopted
must be versatile enough to allow for a robust account of shapes’ deformations. Traditionally,
three main categories are recognised: size optimisation, geometric optimisation, and topology
optimisation. Let us provide a brief explanation on their main features.

• Size optimisation. The goal here is to optimise a given structural criterion through changes in
the main size, e.g. width, height and thickness distribution, of a component with a pre-defined
shape [30, 32, 64]. It is well established and widely used in industrial applications; yet the
incapacity of generating any changes in shape represents one of its main limitations.
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• Geometric optimisation. The optimisation parameter is the boundary of the structure itself.
The shape of a domain can be represented numerically through a finite element mesh [32,
11], or other means such as a piecewise polynomial function, e.g. NURBS [195], Catmull-
Clark [50] or T-Splines [217] in the context of isogeometric analysis [120]. Optimisation of
the materials properties using an isogeometric analysis with a NURBS parametrisation was for
instance carried out for auxetic structures [96, 254, 255]. In the context of thin-walled structures,
shape optimisation has been used to generate approximately bending free structural forms in
spatial structures [184]. In comparison to the size optimisation, the domain here has much
more freedom to vary, yet no change in the topology is allowed.

• Topology optimisation. It provides a remedy to shape optimisation’s limitation regarding the
preservation of the initial topology. Design changes are typically expressed by the creation
of holes, their evolution and relative connectivity. A problem of topology optimisation calls for
the search of the optimal distribution of material in a given domain under a minimum set of
restrictions. The problem is thus defined a priori with minimum restrictions, as a problem of
finding the best possible shape that solves problem (2.2.1). Indicated for exploring a larger set
of shapes, and thus increasing the possibility to obtain better optimal solutions, this category
was of particular interest for this work and will be developed in the sequel.

Note that these tools are often being used sequentially in the development of an industrial product.
Topology optimisation is rather utilised during the conceptual design stage, to find an appropriate
shape among a wide space of admissible shapes; Geometric optimisation is interesting during
the basic design stage; Size optimisation is mostly used during the detailed design stage, when
the main configuration of the parts is already set.

Through a bibliographic investigation, it was possible to identify the main methods of topology
optimisation in the literature, which differ in the way topological changes occur.

Density methods. These are the most commonly used methods in commercial topology opti-
misation software. A density field ρ(x) ∈ [0, 1] is defined in the design domain and the original
topology optimisation problem is traded for a problem of optimal distribution of the material density.
One of the pioneering approach to perform topology optimisation is known as the homogenisation
method, mainly developed in [12, 31]. A typical solution of an homogenised problem results in
an optimal shape like the one on the left of Fig. 2.2. It is clear from there that the notion of a
“shape” is lost, i.e., there is no clear boundary of the domain. This is a significant drawback of
the homogenisation method for the subsequent object fabrication. Of course, it may always be
possible to interpret the final density distribution, assuming that low densities correspond to holes
and densities close to high densities correspond to the real structure and design a shape that
serves as an initialisation for a problem of Geometric Optimisation. However, this is not always a
trivial task.

In order to get back into a classical shape, a penalisation of intermediate densities is viable (see
right part of Fig. 2.2). The strategy is as follows. Upon convergence to an optimal density, a few
more iterations of the algorithm are run, enforcing the density to take values close to 0 or 1. This
changes the optimal density and produces a quasi-optimal shape. Of course, the procedure is
purely numerical and mesh dependent.

Another idea to get back into a classical shape, consists in penalising intermediate densities by
using a fictitious interpolation scheme for the material properties at each iteration, which has the
tendency to produce a binarised result. The Solid Isotropic Material with Penalisation (SIMP)
method uses the scheme Cijk`(ρ) = ρpCijk`, where Cijk` is the elasticity tensor of the full material
(ρ = 1) and p is the penalisation power, used to create classical shapes (usually p = 3 is used).
To know more about the SIMP method and more generally about penalisation methods, interested
readers are invited to look at the works of Bendsøe and Sigmund [30, 32, 193] for such methods.
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Fig. 2.2: two-dimensional cantilever computed with the homogenisation method. Density distribution of a
composite (left), penalised solution (right). Results extracted from the works of Allaire, Jouve and Toader
[14].

Fig. 2.3: Two-dimensional cantilever computed with the level set method. Initial shape is presented in the left
figure. The shape of the cantilever remains clear through all the iterations. Results extracted from the works
of Allaire, Jouve and Toader [13].

Implicit methods. These methods have emerged thank to the development of efficient methods
for interface-tracking in various fields such as computational fluids dynamics. They are becoming
quite popular in topology optimisation – the most famous of them being the Phase Field Method
and the Level Set Method. In the former method, discussed in [24, 49, 232], the “shape” S is
described by a phase field φ ∈ [0, 1] defined all over the design domain D. φ = 0 indicate areas
with void phase, conversely φ = 1 represents areas containing material. In a physically accurate
setting each point in space either does or does not contain material, i.e., φ ∈ {0, 1}, leading to
a sharp transition. However, in the realm of optimisation a smooth transition between material
and void is desired in order to calculate derivatives. This is achieved by explicitly allowing impure
phases, i.e., states with 0 < φ < 1. The transition is seen as the interphase between material
and void. A time-dependent evolutional equation of the phase field function φ is introduced. As
discussed in [232], the change of the phase field function with respect to time is assumed to be
linearly dependent upon the direction in which the free energy function is minimised:

∂φ

∂t
= κ∇2φ− f ′(φ),

where κ > 0 is a positive coefficient of the diffusion term, while f is usually taken as double well
potential. The above formula is known as the Allen–Cahn equation.

With respect to the level set method, it was devised by [187, 188] for numerically tracking fronts
and free boundaries. Its great advantages compared to the homogenisation method and its vari-
ant, like the SIMP method, is the “clear” and smooth description of the shape’s boundary and its
independence of the mechanical framework at play. It is versatile and computationally very effi-
cient. The pioneering contributions of Allaire et al. [13], Wang et al.[248] were among the first to
describe a new implementation of the level set method for structural optimisation. An example of
optimal cantilever obtained via the level set method is shown in Fig. 2.3. This last technique was
retained for this work and will therefore be presented in detail in the forthcoming section 2.4.1.

Lastly, a completely different alternative consists in performing topological sensitivity analyses,
according to which the sensitivity of J with respect to the nucleation of infinitesimally small holes
inside shapes is evaluated (see for instance [19, 44, 81]).
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2.3 Shape sensitivity analysis using Hadamard’s boundary
variation method

The principle of shape optimisation consists in changing iteratively the shape of a structure in
order to minimise as much as possible the value of the objective function. As discussed in the
paper of Sigmund [224], the size, i.e., number of variable, of a typical shape optimisation problem
is usually prohibitive for discrete or zero-order methods; gradient-based continuous optimisation
algorithms are generally preferable. However, in order to calculate a notion of gradient, a method
for describing variations of a shape shall be introduced. The first step towards this direction is
the mathematical representation of the shape. In the sequel, we introduce a particular method for
describing variations of a shape, namely Hadamard’s boundary variation method, as well as the
inferred notions of differentiation with respect to the domain.

Hadamard’s boundary variation method. The approach here is due to the analysis of Murat
and Simon [175] which is based on Hadamard’s variation method. (more explanation can also
be found in [9, 75, 225], while an historical background can be found in [196]). Starting from a
smooth reference domain S0 (also referred to as reference shape), subset of the design domain
D ⊂ Rd , suppose that all admissible shapes are obtained by applying a smooth vector field θ:

S = {x + θ(x) | x ∈ S0} ,

with θ ∈ W 1,∞(D,Rd) such that θ is tangential on ∂D (this last condition ensures that D =

(Id +θ)D). It is well known that, for sufficiently small θ, (Id +θ) is a diffeomorphism in Y . In other
words, every admissible shape S will now be represented by a vector field θ : D → Rd and will be
expressed by S = (Id + θ)(S0) (an illustration of the concept is provided in Fig. 2.4). Variations of
a given shape end up being parametrised by means of an open subset of a Banach space [70].
Since θ belongs to some functional space (e.g., W 1,∞(D,Rd) or C 1,∞(D,Rd)), it is henceforth
possible to define a notion of derivation with respect to θ.

Note that the shape representation described above implies that for θ small enough, all admissible
shapes will have the same topology with the reference domain S0, since a change of topology is
not possible via continuous transformations of the domain S0. We are now ready to define a notion
of differentiability with respect to the domain.

D

S

(I + θ)S

θ(x)

Fig. 2.4: Variation (Id + θ)(S) of a reference shape S .

2.3.1 Shape differentiability and computation of shape derivatives

Definition of the shape derivative. The shape derivative of a function J (S0) is defined as the
Fréchet derivative in the Banach space W 1,∞(D,Rd) at 0 of the application θ→ J ((Id + θ)(S0)).
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Then, the following asymptotic expansion holds in the vicinity of 0:

J ((Id + θ)S0) = J (S0) + J ′(S0)(θ) + o(θ), with lim
θ→0

|o(θ)|
||θ||W 1,∞

, (2.3.1)

where J ′(S0) is a continuous linear form on W 1,∞(D,Rd). A weaker notion of differentiability,
which is also convenient for the purpose, is that of the directional derivative of a objective function
J : S → Rd at S in the direction θ ∈W 1,∞(D,Rd), which is defined as the limit in R (if it exists):

J ′(S)(θ) = lim
δ→0

J ((Id + δθ)(S))− J (S)

δ
. (2.3.2)

A classical result is derived from Hadamard’s structure theorem and states that the shape deriva-
tive depends only on the normal component of θ on the boundary ∂S (the tangential com-
ponent can be omitted). This implies2 that for two given (θ1,θ2) ∈ W 1,+∞(D,Rd) such that
θ2−θ1 ∈ C 1(D,Rd) and θ1 ·n = θ2 ·n on ∂S , the derivative J ′(S) verifies: J ′(S)(θ1) = J ′(S)(θ2).

Shape derivative of functions independent on the domain. We recall two results for the
shape derivatives of integrals, whose integrands do not depend on the domain. Their proof are
carried out in the book of Allaire [9].

• Let f ∈W 1,1(Rd) and J : C (S)→ R be defined by J (S) =

∫
S

f (x) dx.

Then J is differentiable at S and ∀θ ∈W 1,∞(D,Rd) we have:

J ′(S)(θ) =

∫
S

∂ (θr (x) f (x))

∂xr
dx

=

∫
ΓS

θr (s) nr (s) f (s) ds,

(2.3.3)

where n denotes the external normal of the mean curvature of ΓS .

• Let f ∈W 2,1(Rd) and J : C (S)→ R be defined by J (S) =

∫
ΓS

f (s) ds.

Then J is differentiable at S and ∀θ ∈W 1,∞(D,Rd) we have:

J ′(S)(θ) =

∫
ΓS

(
θr (s)

∂f (s)

∂sr
+ f (s)

(
∂θr
∂sr
− ∂(θ` n`)

∂sr
nr

))
ds

=

∫
ΓS

θr (s) nr (s)

(
∂f (s)

∂n
+ H(s) f (s)

)
ds,

(2.3.4)

where H = ∇ · n(s) is the mean curvature of ΓS .

It is recalled that the above results of shape derivatives of integrals are valid when the integrands
are independent of the shape S . The case of shape derivation for functions that depend on the
domain S is discussed in the next section. The aim is to extend the results about shape derivation
of integrals to the general case of shape dependent integrands.

2.3.2 Shape derivation using Céa’s Lagrangian method

The definition provided in eq. (2.3.2) is not a constructive computation for J ′(S). In fact, there are
more than one way to compute the shape derivative of J ′(S0) (see [9] for a detailed presentation).
In this study, we have made use of the method of Céa [45], which is a very useful tool for finding the
expression of the shape derivative of a functional J (S , u(S)) that depends on the shape, but also

2The proof of this result is carried out in the book of Allaire, proposition 6.17, pages 131–133 [9].
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on the solution u(S) of a partial differential equation, since it avoids the direct calculation of the
shape derivative of u(S). This method is formal, in the sense that we assume enough smoothness
of the shape for all necessary operations and also we assume the shape differentiability of all the
functions at play. It amounts to regard the partial differential equation as a constraint of the
optimisation problem that the variable u needs to satisfy. In the sequel, the method is presented
in detail using a general example.

Consider the following objective function:

J (S , u(S)) =

∫
S

j(x, u) dy +

∫
ΓS

k(x, u) ds, (2.3.5)

where u ∈ H1(S) is the displacement of the structure, the unique solution of the linearised elas-
ticity system:

∂σij
∂xj

+ fi = 0 in S ,

σij = CS
ijk` εk`(u) in S ,

ui = 0 on Γu,

σij nj = ti on Γt (nj denotes the external normal of Γt).

(2.3.6)

In the above equation, the elastic properties in S are represented by a periodic fourth-order stiff-
ness tensor CS of components CS

ijk`. C
S
ijk` are constant functions in S . The solid is clamped at the

boundary Γu and is submitted to body forces f, as well as surface forces t at the boundary Γt . Note
that in most applications, the boundary Γu and Γt are fixed, i.e., they do not change during the
shape optimisation process. Furthermore, in many applications, Γu ⊂ ∂D and Γt ⊂ ∂D (recall that
D is the design domain). In other words, the boundary conditions are enforced at the boundary
of the design domain. This choice is motivated by the fact that prescribed boundary regions often
represent contact areas or loading zones, which must remain unchanged to avoid lack of material
or conversely material interpenetration.

Let V(S) :=
{

v ∈ H1(S) | [vi ]Γu = 0
}

be the kinematic admissible space associated to S . The weak
formulation of the problem (2.3.6) reads.

Find u ∈ V(S) such that:∫
S

Cijk` εk`(u) εij(q) dx−
∫
S

fi qi dx−
∫

Γt

ti qi ds = 0, ∀q ∈ V(S).
(2.3.7)

Instead of deriving directly the functional J (S , u(S)) and trying to calculate the Eulerian or La-
grangian derivative of u(S), we formulate the Lagrangian function:

L(S , v, q) =

∫
S

j(y, v) dx +

∫
ΓS

k(y, v) ds

+

∫
S

Cijk` εk`(v) εij(q) dx−
∫
S

fi qi dx−
∫

Γt

ti qi ds,

(2.3.8)

where v, q ∈ H1(Rd) do not depend on the domain S . As we will see in the sequel, the shape
derivative of the objective functional J at S will be derived by fixing the domain S and taking the
optimality conditions for the Lagrangian function L.

• Setting the partial derivative of L with respect to q in the direction of a test function ϕ ∈
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H1(D,Rd) at the optimal point (S , u, p) equal to zero yields:〈
∂L
∂q

(S , u, q) | ϕ
〉

= 0

⇔
∫
S

Cijk` εk`(u) εij(ϕ) dx−
∫
S

fi ϕi dx−
∫

Γt

ti ϕi ds = 0.

(2.3.9)

Equation (2.3.9) shows that the function u is in fact the unique solution of the state equation
(2.3.7).

• The partial derivative of L with respect to v, at the optimal point, in the direction ϕ ∈ H1(D,Rd)

gives: 〈
∂L
∂v

(S , u, p) | ϕ
〉

= 0

⇔
∫
S

∂j(x, u)

∂vi
ϕi dx +

∫
ΓS

∂k(x, u)

∂vi
ϕi ds +

∫
S

Cijk` εk`(ϕ) εij(p) dx = 0.

(2.3.10)

Therefore, p is the unique solution in of the adjoint state equation (2.3.10).

• Finally, the shape derivative of the functional J will be equal to the shape derivative of the
Lagrangian function L at the optimal point (S , u, p), i.e.:〈

∂L
∂S

(S , u, p) | θ
〉

= J ′(S)(θ). (2.3.11)

To prove this result, take first any p ∈ H1(Rd) and see that:

L(S , u(S), p) = J (S),

where u is the solution of the state equation. Then, taking the shape derivative of both members
and using the rule of composite derivatives yields:

J ′(S)(θ) =

〈
∂L
∂S

(S , u(S), p) | θ
〉

+

〈
∂L
∂v

(S , u(S), p) | u′(S)(θ)

〉
.

If q = p(S), i.e., the solution of the adjoint state (2.3.10), the last term disappears and relation
(2.3.11) is revealed.

The shape derivative of L is much easier to calculate, since it has been constructed such that
the functions v and q are independent of S . Thus, only the results of Equation (2.3.3) and (2.3.4)
need to be applied. A simple calculation yields:

J ′(S)(θ) =

∫
ΓS

θr nr (j(u) + Cijk` εk`(u) εij(p)− fi pi ) ds

+

∫
ΓS

θr nr

(
∂k(u)

∂n
+ H k(u)

)
ds

−
∫

Γt

θr nr

(
∂ti pi
∂n

+ H(ti pi )

)
ds.

If we further assume that θ = 0 on Γt (typically the material distribution in the clamped or loaded

55



region is fixed a priori), then the shape derivative of J reads:

J ′(S)(θ) =

∫
ΓS

θr nr (j(u) + Cijk` εk`(u) εij(p)− fi pi ) ds

+

∫
ΓS

θr nr

(
∂k(u)

∂n
+ H k(u)

)
ds.

(2.3.12)

2.3.3 Steepest descent direction

Once the shape derivative of the functional J (S) has been found in the general form3:

J ′(S)(θ) =

∫
ΓS

θr nr f (s) ds,

where in the case of the considered problem (2.3.5)–(2.3.12), f reads:

f (s) = j(u) + Cijk` εk`(u) εij(p) +
∂k(u)

∂n
+ H k(u)− fi pi ,

a descent direction, corresponding to a notion of gradient descent, is revealed under the choice:

θ(s) = −t f (s) n(s) (2.3.13)

for a small positive step t > 0. Substituting θ(s) in the shape derivative expression and back to
the asymptotic expansion formula (2.3.1), we can formally write for J (St) = J ((Id + tθ)(S)).

J ((Id + θ)Sk) = J (Sk)− t

∫
ΓS

f 2(s) ds + o(t2) ≤ J (Sk), (2.3.14)

which guarantees a descent direction.

At this stage, the missing ingredient to solve the state equation (2.3.9), the adjoint state (2.3.10)
and eventually compute the shape derivative (2.3.12) is a geometrical representation of domain S .
We decide to address this matter using a level set representation, presented in the next section.

2.4 Shape and topology optimisation using a level set method

As mentionned in the introduction of the chapter, since the pioneering publications on shape
and topology optimisation using a level set method (see works of Sethian et al. [219], Allaire et
al. [13, 14] and Wang et al. [248]), there has been a burst of publications on the topic. The
method has proved it effectiveness and robustness in structural optimisation for a great variety
of problems, and a reached a level of maturity which was desirable to exploit in this study. In
this section, the basic notions of the level set method are recalled, and its combined use with the
shape sensitivity (described in section 2.3) in order to build a shape and topology optimisation
method are described.

2.4.1 The level set method

The level set method, developed by Osher and Sethian [188], is a technique for tracking inter-
faces which are implicitly defined via the zero level set of an auxiliary scalar function φ. Beyond
the simplicity of the geometric description of a boundary interface, this method offers a very con-
venient framework for studying the motion of evolving domains over a period of time. Indeed,
such problem can be translated in terms of a partial differential equation for an associated time-
dependent level set function φ(t). In addition, it also allows topological changes to occur in the
domain. These aspects are a very convenient when it comes to theoretical and numerical studies.

3results expressed in eq. (2.3.3), (2.3.4) and (2.3.12)
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Since its appearance, it has been applied in a wide variety of fields, ranging from the computa-
tional fluid dynamics, mechanics, structural optimisations [187], to image processing, computer
graphics and meshing (interested readers may look at the book of Osher and Fedkiw [186] for an
extensive discussion on the topic).

For the sake of simplicity, let us first consider the simple yet fundamental case of a bi-phase
composite (the number of phases N = 2). Insights to extend the study to multi-phase composites
will be provided at the end of the section.

The key idea consists in replacing the usual representation of a domain S ∈ Rd by an implicit
representation, as the negative sub-domain of an auxiliary scalar function φ defined on the whole
space Rd (for practical numerical cases, φ will be defined on a large but bounded domain, referred
to as working or design domain D). The function φ is sometimes referred to as a level set function
for S . More precisely, S is known via a function φ : D → R defined in eq. (2.4.1) (see also Fig. 2.5).
Let us remark that the choice of a level set function for a given shape S is not unique.

φ > 0

φ = 0

φ < 0

S


φ(x) < 0 if x ∈ S (material)
φ(x) = 0 if x ∈ ∂S (boundary)
φ(x) > 0 if x ∈ D\S (void)

(2.4.1)

Fig. 2.5: Representation of the shape S in a two-dimensional domain D: a 3D representation of the level
set sliced by the plane φ = 0 projection of the level set on the Cartesian plane (center), characteristic sets
defined by the level set, i.e., void and material phases and their reciprocal boundary.

Implicitly-defined domains and geometry. Note that such a function always exists and can
be constructed using techniques of partition of unity. Although very different in appearance, the
usual and implicit descriptions of a domain are equivalent, and local geometric quantities of the
shape S can be expressed in terms of an associated level set function4.

For any point x ∈ ∂S at which ∇φ(x) 6= 0, the unit normal vector n(x) to ∂S , pointing outward, can
be expressed as follows:

n(x) =
∇φ(x)

|∇φ(x)| . (2.4.2)

Note that other formulae exist in the same spirit for different geometric quantities (including mean
curvature, Gaussian curvature of ∂S , etc.), however these quantities are not required in the sequel
and will not be presented here (interested readers may refer to [70] for further details).

Implicit description of the evolution. For a domain S(t) that evolves in the time interval t =

[0,T ] under a velocity field θ(t, x), let φ(t, x(t)) be a time-dependent level set function, such that
the boundary of the domain, ∂S(t), is given by the set of points x(t) satisfying:

φ(t, x(t)) = 0, ∀t ∈ [0,T ].

4A detailed explanation is provided in the book of Younes [262], pages 28–29
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A simple derivation in time yields:

∂φ

∂t
(t, x) + ẋ(t) · ∇φ(t, x) = 0, ∀t, ∀x ∈ ∂S(t). (2.4.3)

Equation (2.4.3) is a partial differential equation which describes the level set advection of the
boundary under a velocity field ẋ(t). Each point ẋ(t) ∈ ∂S(t) satisfies a Lagrangian type differen-
tial equation: ẋ(t) = θ(t, x(t)). Including this expression in eq. (2.4.3) hence yields:

∂φ

∂t
(t, x) + θ(t, x(t)) · ∇φ(t, x) = 0, ∀t, ∀x ∈ ∂S(t), (2.4.4)

which can be extended in the whole computational domain D, since the same reasoning is valid
for any value c of the level set φ(t, x(t)) = c. If only the normal component of the velocity field is
of interest, like in shape optimisation, the advection velocity can be written as:

θ(t, x) = V (t, x) n(t, x), (2.4.5)

where V (t, x) is a velocity scalar field, whereas n(t, x) is the unit normal vector, defined in
eq. (2.4.2). Then, eq. (2.4.4) takes the form of a Hamilton-Jacobi equation:

∂φ

∂t
(t, x) + V (t, x) |∇φ(t, x)| = 0, ∀t, ∀x ∈ D. (2.4.6)

The method used to solve equation (2.4.6) depends on the discretisation of the level set function.

• A rather common choice is to mesh the domain D once and for all using a structured grid and
utilize finite difference schemes to approximate the differential operators. This is for instance
the method that was selected in the study of chapter 3. A robust, explicit, second-order scheme
developed by Osher and Sethian [188] has been used to solve (2.4.6) under a CFL5 condition
for the time step.

• Another choice is to use an unstructured mesh and possibly also adjust it so that the zero
level set is explicitly discretised [43]. This method is much more complex from a point of view
of numerical implementation, however it presents at the same time many benefits compared
to the classical one, especially in problems where the knowledge of the exact position of the
boundary plays an important role. For such a method, other schemes have been developed,
based mainly on the method of characteristics. We address the interested reader to [43, 71]
and to the references therein for more information about the level set method using unstructured
meshes. In chapter 7, we solve (2.4.6), relying on the advect package, developed by Bui,
Dapogny and Frey (refer also to their associated article [43]), which is based upon the method
of characteristics.

Initialising level set functions: signed-distance function. Up to this point, the level set func-
tion was introduced as a generic function, without giving any specific information about it: in fact,
many level set functions can be associated to a domain D ⊂ Rd . Yet, it is well-known since
the early hours of the level set method [63, 188] that during evolution, the level set function may
become too steep or flat, even if it starts from a smooth initialisation. This in turn may cause
instabilities in locating accurately ∂S , or difficulties in the computation of the normal vector or cur-
vatures of ∂S by means of formulae such as (2.4.2) (also see [186]). A way to guarantee the level
sets’ smoothness is to reinitialize it periodically as the signed distance function to the domain S .

5Courant–Friedrichs–Lewy
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The signed distance function to S is the function Rd 3 x 7→ dS(x) defined by :

∀x ∈ Rd , dS(x) =


−d(x, ∂S) if x ∈ D\S ,

0 if x ∈ ∂S ,

d(x, ∂S) if x ∈ S .

(2.4.7)

This signed distance function has furthermore the interesting property of being smooth near ∂S ,
provided ∂S is a smooth boundary.

When it comes to constructing the signed distance function from a pre-defined boundary domain
or level set function, there exist mainly two types of approaches6, both of them being based on an
approximation of the solution of the Eikonal equation (see Equation (2.4.8)). The first one consists
in treating this equation as a stationary boundary value problem, starting from the knowledge of
the distance in the elements of the computational grid or mesh which are close to the interface
∂S , and propagating the information throughout the whole domain. The most popular of them are
the Fast-Marching method [218] and the Fast-Sweeping method [265]. Another way of addressing
the problem is to consider it as an unsteady problem and then to devise a propagation method for
extending the signed distance field from the boundary of S [229].

In the next chapter, the second method was preferred to redistance the level set. In chapter 3,
we redistanced the level set function φ using an in-house programming in FreeFem++ by solving a
partial differential equation, as proposed in [186]. Since dS satisfies the Eikonal equation:

|∇dS | = 1 almost everywhere inD. (2.4.8)

starting from an initial level set function φ0(x), dS can be obtained as the stationary solution of the
following partial differential equation:

∂φ

∂t
+ sign(φ0) |∇φ| = sign(φ0), ∀t,∀x ∈ D,

φ(0, x) = φ0.
(2.4.9)

using the same numerical scheme as for the advection equation (2.4.6). In chapter 7, we utilise
the package mshdist developed by Pascal Frey and Charles Dapogny [71].

D


F1 = S1 ∩ S2 ∩ ... ∩ SM ,

F2 = S̄1 ∩ S2 ∩ ... ∩ SM ,
...
FN = F2M = S̄1 ∩ S̄2 ∩ ... ∩ S̄M .

Fig. 2.6: Representation of different material in the unit cell for d = 2.

Extension to a multi-phase composite with N sub-domains. In this work, we have only ex-
plored the simple yet fundamental case of a bi-phase composite (the number of phases N = 2). In
this case, a single level set φ is required to characterise D as shown in Fig. 2.5. The present work

6Interested reader may refer to the monograph of Osher and Fedkiw [186] for a detailed presentation on structured grids;
To Dapogny and Frey [71] and to the references therein for unstructured meshes.
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however may be simply extended to investigate multi-phase composites with N > 2 sub-domains.
In a general framework, the design domain D is then divided into several sub-domains. The part
of D occupied by the phase α is denoted Fα. We can then introduce a series of level set func-
tions φγ , γ ∈ J1,MK and define corresponding shapes Sγ associated to the part where the φγ is
negative. Combining the various level set functions enables to treat up to N = 2M distinct phases
Fα,α ∈ J1, 2MK as illustrated in Fig. 2.6.

The problem of the shape evolution looks exactly like the one of eq. (2.4.6), however it expressed
as a system of N level set functions. More information dealing with multi-phase composites (where
N > 2) can be found in the works of Wang et al. [249], and more recently in Allaire et al. [15, 165],
Nika and Constantinescu [181].

2.4.2 Coupling shape sensitivity with a level set description

In section 2.3 we have calculated a shape derivative and extracted a vector field that indicates
how to change the shape in a way that reduces some cost functional and in section 2.4.1 we
have presented the basic elements of the level set method for the description of an interface
that evolves in time under a velocity field: θ(t, x) = V (t, x) n(t, x). What remains is to combine
these two notions by taking an advection field proportional to the shape gradient and construct a
method that is able to optimize at the same time the shape and the topology of the structure. It
simply comes down to interpret the shape gradient calculated via shape sensitivity analysis as an
advection velocity for a level set function that describes the shape.

Ersatz material. Using the so-called “ersatz material” approach, the state equation (2.3.6) is
extended to the whole domain D. To do this, the holes S̄ = D\S are filled by a weak phase that
mimics the void, but at the same time avoids the singularity of the rigidity matrix. One possible
method consists in defining an elasticity tensor C(x) which is a mixture of CS in S and of the weak
material mimicking holes in D\S .

C(x) = CS
(
1 + sign+(φ)(x) (ε− 1)

)
(2.4.10)

where ε is a small parameter, set to 10−4 in this work. The displacement u of eq. (2.3.6) is finally
computed as the solution of the problem:

∂σij
∂xj

+ fi = 0 in D,

σij = Cijk`(x) εk`(u) in D,

ui = 0 on Γu,

σij nj = ti on Γt . (nj denotes the external normal of Γt)

(2.4.11)

Extension and regularisation of the velocity field and descent direction. The shape sen-
sitivity analysis provides a shape gradient defined only on the boundary of the domain ΓS . For
a level set function defined on a fixed grid, the boundary is not explicitly discretised. We could
assume that the normal velocity V is defined for the nodes of the elements that are crossed by the
zero level set. Then, one possibility is to consider V = 0, ∀x ∈ D\ΓS . Unfortunately, this choice
would limit the movement of the boundary to small distance, which would result in an increased
number of iterations until convergence, and thus a slower algorithm. A remedy to this inconve-
nience is to extend the velocity field in all the domain. At the same time, it would be numerically
beneficial to smooth a bit the shape gradient, but in a way that guarantees the descent nature of
the new advection velocity. The sequel describes one way to combine these two requirements.
Initially, the shape derivative has the form:

J ′(S)(θ) =

∫
ΓS

θr nr f (s) ds
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or, for an advection velocity of the type θ(s) = V (s) n(s), we have:

J ′(S)(Vn) =

∫
ΓS

V (s) f (s) ds.

Instead of choosing V (s) = −f (s), the extended velocity V (x) in the Hamilton–Jacobi equation
(2.4.6) is chosen as the unique solution to the following problem expressed in its variational for-
mulation:∫

D

(
α2∇V (x) · ∇W (x) + V (x)W (x)

)
dx =

∫
ΓS

W (s) f (s) ds ∀W ∈ H1(D), (2.4.12)

where α ∈ R+∗ is a small positive scalar (of the order of the mesh size) to control the regularisation
width and take W = −V . This operation reveals that:

J ′(S)(Vn) = −
∫
D

(
α2|∇V |2 + V 2

)
dx (2.4.13)

which guarantees again a descent direction for J . Interested readers may refer to the works of
de Gournay [73] for a discussion over the importance of this procedure in the context of shape
optimisation.

2.4.3 Numerical algorithm

We recall that the information given from the shape gradient is local, i.e., it refers to a neighbour-
hood around the current shape. Therefore, an iterative algorithm needs to be constructed so as
to minimise progressively the cost functional. Using a simple steepest descent algorithm, which
guarantees the decrease of the cost functional at each time step, the optimisation algorithm has
the following structure:

Data: Initialise a level set function φ0 corresponding to an initial shape S0;
for k ≥ 0 iterate until convergence do

Redistance φk into the signed distance function dSk using eq. (2.4.9);
Compute uk and pk , solutions of the state (2.3.9) and adjoint (2.3.10) equations for the
domain Sk ;

Compute the shape gradient J (Sk)(θk) for the domain Sk using eq. (2.4.13);

Deform the domain Sk by solving the Hamilton-Jacobi equation (2.4.6);
// Shape Sk+1 is characterised by the level set φk+1 after a time step ∆tk
// The time step ∆tk is chosen so that J (Sk+1) ≤ J (Sk)

end
Algorithm 1: Major steps of a topology optimisation algorithm, adapted from the work of
Allaire, Jouve and Toader [14].

Stopping criteria. Several convergence criteria can be adopted, which usually test the de-
crease in the objective function and the total advection time, i.e., the algorithm terminates when
|J (Sk+1) − J (Sk)| < εk and ∆tk < tlim, where εk and tlim are user defined scalar parameters.
Since their choice is not a priori obvious, it is also common practise to set a computational cost
criterion in terms of total number of iterations.

Sensitivity to initial guesses. As we already mentioned in the previous section, it is well known
that problems of designing optimal microstructures do not possess a global minimum [9]. As a
result initial starting shapes/guesses φ0 have a considerable effect on the final design of the
micro-structure. Furthermore, they may lead the algorithm towards non-physical shapes (e.g.,
disconnected materials island in a void matrix), or to shapes representing local minima, yet very

61



far from the target. In this case, we can always restart the algorithm, either using different initial
guesses or using a different set of algorithmic parameters (like a different time step ∆tk , different
penalisation parameter etc.). Additionally, we can start the algorithm with an initial shape that is a
known local minimum from the literature, in which case the algorithm converges very fast (this is
a test typically undertaken to assess the relevance of the code).

In order to discuss the influence of the initial design of the material cell on the optimised solution,
several kinds of initial designs may be tested. Initial designs are generally a combination patterns
with various micro-perforations.

Discussion on topological changes. Let us further note, that even though the notion of shape
derivative (or more precisely the Hadamard’s method for shape variations) does not permit nu-
cleations, the level set method can naturally combine two adjacent “holes” into one by breaking
the “barrier” between them, thus effectively changing the topology of the structure. This is why in
practice, it is desirable to start with an initial guess that contains a large number of nucleations
[14, 248]. However, as explained in [165], the topological change may induce an increase of the
objective function J , which we allow (up to a small tolerance) in the hope that afterwards the
algorithm will locate a better shape. In practice, since most changes of topology occur in the first
few iterations, the tolerance for accepting increases of the objective function J is defined at the
k th iteration as:

J (Sk+1) < J (Sk)(1 + ηtol exp(−0.1k)), (2.4.14)

where ηtol is a parameter set to a small value (ηtol = 0.05 in our scripts). The decreasing exponen-
tial reduces the tolerance over the iterations: until iteration 16, an increase by 1.e-2 is accepted,
while after 40 iterations, an increase by 1.e-3 is no longer accepted.

Difficulty of a sharp interface formulation in a fixed mesh framework. The essential ingre-
dients that must be considered in the calculation of the shape derivative of a problem such as
eq. (2.4.11) are the transmission conditions and the differentiability of the displacement u with re-
spect to the interface ΓS . Furthermore, when a numerical implementation is sought, an additional
element must be taken into account: the way in which the transmission conditions (continuity of
the displacement and continuity of the normal stress across the interface) are interpreted by finite
element methods in a fixed mesh framework.

In general these methods either partially preserve the transmission conditions (e.g., classical
Lagrange finite elements method) or exactly preserve the transmission conditions (e.g., extended
finite elements X-FEM [227], adapted interface meshing [43], etc.).

2.4.4 Formulation in the smooth inter-phase context

To tackle the preceding problem, let us now present a specific approach, which can be coined as
smooth or diffuse inter-phase approach. This approach is a mathematically convenient approx-
imation of the sharp-interface problem, which permits to bypass with the complications induced
at the interface. More precisely, the interface ΓS between S and S̄ is modelled as a thin layer of
(small) width 2e > 0 rather than as a sharp interface. In this context, we rely on the notion of
signed distance function (2.4.7) for the level set method.

The results in this section are just reported from the works of Michailidis et al. [15, 165], where
the signed distance function was used for the formulation of multi-phase problems. Following
their idea, the level set function serves as a base to define the local stiffness tensor C(x) in D as
a interpolation between the strong phase and the weak phase with a smooth Heaviside type of
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φ(x) = e

Interpolation width

x

φ

Fig. 2.7: intermediate zone for regularisation with the signed distance function (left). In the case where the a
level set function becomes flat (right), the inter-phase can become too large.

function, defined as follows (see also Fig. 2.7):

He(t) =


0 if t < −e,
1

2

(
1 +

t

e
+

1

π
sin
(πt
e

))
if |t| ≤ e,

1 if t > e.

(2.4.15)

This choice of the regularising function above is not unique: it is possible to use other type of
regularising functions (see [249] for instance). Hence, the properties of the material occupying
the domain D are then defined as a smooth interpolation between the tensors CS and CS̄ = εCS .

Ce(x) = He(φ(x))(CS̄ − CS) + CS = CS (1 +He(φ(x)) (ε− 1)) (2.4.16)

The description provided in the above equation replaces the the one in eq. (2.4.10). A serious
problem arising directly from this choice, is that the interpolation zone, where Ce(x) takes inter-
mediate values between CS and CS̄ , can thicken or slim down during the optimisation process,
depending on the slope of level set function (an illustration of this effect is provided in Fig. 2.7). In
order to control this interval over time, it is therefore essential to re-initialise the level set function
into the signed distance function dS introduced in eq. (2.4.7) at each iteration.

The elasticity problem (2.4.11) now reads:

∂σij
∂xj

+ fi = 0 in D,

σij = C e
ijk`(x) εk`(u) in D,

ui = 0 on Γu,

σij nj = ti on Γt . (nj denotes the external normal of Γt)

(2.4.17)

We now differentiate the cost functional J (S) expressed in eq. (2.3.5) with respect to the domain,
using once again the formal Lagrangian method discussed above. To this end, we introduce a
Lagrangian L(S , v, q), whose stationarity provides the optimality conditions for the minimisation
problem. At θ = 0, cancelling the partial derivative of L with respect to q yields the variational
formulation of the state u. In the same way, by setting the partial derivative of L with respect to
v equal to 0 leads to the variational formulation of the adjoint p. Eventually, the shape derivative
of the objective function is the partial derivative of L with respect to θ, evaluated at u and p. This
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Fig. 2.8: for a point x lying outside the skeleton Σ of Ω, unique projection point pΓS (x) and line segment
rayΓS (x). For a point xΣ ∈ Σ, at least two points z1, z2 belong to the set of projections ΠΓS (xΣ). Figure
adapted from [15].

reads:

J ′(S)(θ) =

∫
D

(Cijk`)
′(θ) εk`(u) εij(p) dx

J ′(S)(θ) =

∫
D
H′e(dS) d ′S(θ)

(
C S̄
ijk` − CS

ijk`

)
εk`(u) εij(p) dx,

(2.4.18)

where (Cijk`)
′(θ) is the directional shape derivative of Cijk`(S), d ′S(θ) is the directional shape

derivative of the signed distance function, while H′e(dS) is the standard derivative of the real
smooth Heaviside He defined in eq. (2.4.15). To compute this terms properly, we recall a few
basic information on the signed distance function and explore its shape differentiability, which
holds in a non-classical and subtle sense. Starting from a regular domain S ⊂ D, let us consider
shape variations in the sense of Hadamard exactly as described in section 2.3.

Shape differentiability of the signed distance function. Unfortunately, the signed distance
function is not, strictly speaking, shape differentiable in the sense of Equation (2.3.1). One reason
is the lack of smoothness of the gradient of dS at the skeleton Σ. However, its point-wise values
dS(x) are shape differentiable for x ∈ D\Σ. This is the purpose of the next results which can be
found in [70] for detailed and complete proofs.

Assume S ⊂ D is an open set of class C1, and fix a point x /∈ Σ. Then dS(θ(x)) is Gateaux-
differentiable (i.e. admits a directional derivative) at θ = 0, as an application from W 1,∞(D,Rd)

into R, and its derivative is:

d
′

S(θ)(x) = −θ(pΓS (x)) · n(pΓS (x)), (2.4.19)

where pΓS (y) is the projection of x onto ΓS .

Another main result is required to handle integral functions of the signed distance function and is
provided in [15], section 2.3. It makes use of the coarea formula (recalled for instance in the book

64



of Delfour and Zolésio, Chapter 5, page 251 [75]). If ϕ is an integrable function over D, then:

∫
D
ϕ(x) dx =

∫
ΓS

(∫
ray∂S(s)∩D

ϕ(z)
d−1∏
h=1

(1 + dS(z)κh(s)) dz

)
ds, (2.4.20)

where κi denotes the principal curvatures of ΓS (refer to Fig. 2.8 for a geometric illustration).

Application to the shape derivation of the cost functional eq. (2.3.5). Starting from the ex-
pression in eq. (2.4.18) and replacing dS(θ(x)) by its expression (2.4.19) yields:

J ′(S)(θ) = −
∫
D
H′e(dS) θr (pΓS (x)) nr (pΓS (x))

(
C S̄
ijk` − CS

ijk`

)
εk`(u) εij(p) dx.

It remains to transform this expression by the coarea formula in order to deduce a boundary
integral. Using formula (2.4.20) gives:

J ′(S)(θ) =−
∫

ΓS

θr (s) nr (s)

(∫
ray

ΓS (s)∩D

H′e(dS)

(
C S̄
ijk` − CS

ijk`

)
εk`(u) εij(p)

d−1∏
h=1

(1 + dS(z)κh(s))dz

)
ds.

The above integral may be decomposed over S and S̄ . We can rewrite the expression as follows.

J ′(S)(θ) = −
∫

ΓS

θ(s) n(s) (fS(s) + fS̄(s)) ds (2.4.21)

where fS(s) and fS̄(s) are defined by:
fS(s) =

∫
ray

ΓS (s)∩S

H′e(dS)
(
C S̄
ijk` − CS

ijk`

)
εk`(u) εij(p)

d−1∏
h=1

(1 + dS(z)κh(s)) dz,

fS̄(s) =

∫
ray

ΓS (s)∩S̄

H′e(dS)
(
C S̄
ijk` − CS

ijk`

)
εk`(u) εij(p)

d−1∏
h=1

(1 + dS(z)κh(s)) dz.

This last equation provides a simple way of choosing a descent direction for a shape gradient
based algorithm. Indeed it is enough to perturb the interface ΓS by choosing the vector field:

θ(x) = (fS(x) + fS̄(x)) n(x), (2.4.22)

which ensures that the directional derivative in eq. (2.4.21) is negative and thus yields a decrease
of the objective function (see eq. (2.3.5)). Then, we obtain:

J ′(S)(θ) = −
∫

ΓS

(fS(s) + fS̄(s))2 ds < 0. (2.4.23)
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Part II

Design of 3D printable architectured
sheet materials

67





Chapter 3

Computational design of periodic
architectured sheets exhibiting a
negative Poisson’s ratio

Contents
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.2 Computational design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.2.1 Material distribution using a smooth inter-phase approach . . . . . . . . . . 71

3.2.2 Optimisation problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.2.3 Shape derivative in the smooth inter-phase context . . . . . . . . . . . . . 72

3.2.4 Approximate formula for the shape derivative . . . . . . . . . . . . . . . . . 74

3.2.5 Shape derivative of the volume constraint . . . . . . . . . . . . . . . . . . . 75

3.2.6 Extension and regularisation of the velocity field and descent direction . . . 76

3.3 Numerical algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.4 Examples of obtained microstructures . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.4.1 Example 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.4.2 Example 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.4.3 Example 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.4.4 Example 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.5 Conclusion and perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.5.2 Possible future works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Topology optimisation via a level set method (section 2.4) and asymptotic homogenisation (sec-
tion 1.2) permit to design periodic micro-architectured materials with a prescribed effective elas-
ticity tensor and Poisson’s ratio. The space of admissible micro-architectural shapes that carries
orthotropic material symmetry allows to attain shapes with an effective Poisson’s ratio below −1

(section 1.3).

3.1 Introduction

The Poisson’s ratio (ν) is a measure of the relative amount a given material contracts transversally
under a uniaxial stretch loading [102]. Unlike most conventional materials, auxetic materials tend
to expand transversely to an applied uniaxial stretch load and vice versa, leading to a so-called
negative Poisson’s ratio. This effect is obtained from microstructural deformation mechanisms that
typically involve rotations [83, 142]. Auxetic materials with tailored micro-architecture can display
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superior mechanical properties [212], including enhanced stiffness and energy absorption capa-
bilities [122, 150], indentation resistance [145], greater fracture toughness [61], crashworthiness
[119], phononic performance [226] as well as many other interesting properties. As such, these
materials have attracted increasing interest for technological applications in a wide range of fields,
from stretchable electronics, medical and biomedical engineering [7, 127, 129, 148, 251], to the
sport equipment and textile industries [78, 90, 134, 192, 253].

Since the seminal works performed in the ’80s, the design of periodic auxetic structures has
attracted research interests and several types of auxetic materials have been introduced. In
1985, Almgren introduced a re-entrant honeycomb structure with Poisson’s ratio of −1 using rods,
hinges, and springs [17]. The re-entrant honeycomb structure was also introduced as a “bi-mode”
extremal material which supports a stress with a negative determinant in the monograph of Milton
and Cherkaev [168]. Conceptual designs of composite materials with Poisson’s ratio approaching
−1 were presented in the works of Milton [166]. Some important features of auxetic materials,
such as the re-entrant corners, were discussed in the key works of Lakes [141, 143], Friis et al.
[93] and Evans [82]. A new class of auxetic materials, that obtain their auxetic behaviour from the
rotating squares mechanism were introduced in the works of Grima et al. [103, 104]. Moreover,
a separate class of auxetics with a 2D-extruded design that exploits the buckling mechanism in
structures was proposed in the works of Bertoldi et al. [35].

Design techniques using modern numerical methods such as shape and topology optimisation
[13, 32] arose as a natural way to tailor mechanical properties through a design of complex ge-
ometries. For materials with a periodic micro-architecture, the effective elastic properties can
be derived by means of asymptotic homogenisation, with periodic boundary conditions applied
on a unit cell and the associated boundary value problem resolved [210] (see Chapter 1). The
works of Sigmund presented a topology optimisation framework for designing 2D and stacked 2D
auxetic truss-based structures [222] and for a designing 2D continuum-based micro-mechanism
with negative Poisson’s ratio [146]. Since these works, different techniques have been adopted
for auxetic structure design optimisation, including the SIMP1, phase-field, level set methods, etc.
(refer to the discussion in Section 2.2). In the works of Wang et al. [68, 247], the SIMP method
was used to include geometrical non-linearities and to tackle manufacturing constraints. The re-
sulting architectures attain the desired response through uniform features, like the thickness of
connecting rods. In more recent developments, the method is extended to thermodynamic topol-
ogy optimisation or graded materials [49, 126]. Furthermore, alternative optimisation methods as
found in the works of Wang, Mei and Wang [249], Vogiatzis et al. [244], Nika and Constantinescu
[181], Wang et al. [250], among others, use asymptotic homogenisation, the level set method
and the Hadamard’s shape derivative to identify material regions and track boundary changes
to systematically design auxetic shapes. Wang, Mei and Wang [249], design linear elastic and
thermoelastic materials with negative Poisson’s ratio, while Nika and Constantinescu [181] design
linear elastic multi-materials with negative Poisson’s ratio.

The classical theory of elasticity states that isotropic three-dimensional materials may exhibit Pois-
son’s ratios bounded in [−1, 0.5]; Two-dimensional isotropic systems can exhibit Poisson’s ratios
bounded in [−1, 1]. The effective elastic tensor that characterises the auxetic material however
has a priori orthotropic symmetry. In two-dimensional systems, the effective elastic stiffness is
characterised by two Poisson’s ratios ν12, ν21, which are a priori not bounded, hence they can
assume any positive or negative values in certain directions [237]. For instance, Poisson’s ratios
smaller than −1 have been reported according to Lakes [143]. In the topology optimisation litera-
ture, most of the 2D-extruded auxetic shapes obtained tend to exhibit a quadratic symmetry, i.e.,
ν12 = ν21. However, as was already mentioned, this need not be the case.

The aim of this chapter is to complete a design cycle for several auxetic materials. We combine
topology optimisation with the level set method and the asymptotic homogenisation to systemati-
cally obtain the micro-architecture. The discussion is organised as follows. Section 3.2 presents
the computational design of the micro-architectured material. It sets up the optimisation problem

1Solid Isotropic Material with Penalisation
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to systematically identify optimal auxetic shapes. Section 3.3 draws up the numerical algorithm
and addresses certain algorithmic issues that arise. Section 3.4 introduces the optimal auxetic
micro-architectures obtained and describes some of their properties. A short summary and addi-
tional remarks in Section 3.5 conclude the chapter.

3.2 Computational design

The considered micro-architectured materials are two-dimensional periodic assemblies of square
unit cells. The unit cells are a bi-phase composite with a strong and weak phase, e.g., polymer
material and void respectively.

The notation used in the previous chapters are maintained. Let Y = [0, 1]2 denote the rescaled
two-dimensional unit cell. For the optimisation, Y represents the working (or design) domain.
Consider two sub-domains labelled (S , S̄) ⊂ Y that are smooth, open, bounded subsets, cor-
responding to the strong and the weak phase. In the sequel, the word shape will denote the
strong phase S of the micro-architectured unit cell, e.g., polymer phase of the composite. Last,
the interface between two phases S and S̄ is denoted by ΓS . The material properties in Y are rep-
resented by a periodic fourth order tensor C(y), which carries the usual symmetries and positive
definiteness defined in chapter 1, see eq. (1.2.1)–(1.2.2).

The strong phase of the micro-architectured unit cell, i.e., the shape S is represented by a real-
valued auxiliary level set function φ. As discussed in section 2.4, the principle of the level set
method is to implicitly define the interface of a shape via the zero level set of the function φ (see
eq. (3.2.1) and Fig. 3.1).

φ > 0

φ = 0

φ < 0

S


φ(x) < 0 if x ∈ S (material)
φ(x) = 0 if x ∈ ∂S (boundary)
φ(x) > 0 if x ∈ D\S (void)

(3.2.1)

Fig. 3.1: Representation of the shape in a two-dimensional unit cell: a 3D representation of the level set
sliced by the plane φ = 0 projection of the level set on the Cartesian plane (center), characteristic sets
defined by the level set, i.e., void and material phases and their reciprocal boundary.

3.2.1 Material distribution using a smooth inter-phase approach

The distribution of C(y) inside the unit cell Y is based upon an specific approach, which can
be coined as smoothed or diffuse interphase approach. This approach offers some advantages:
either for a mathematical approximation or for physical reasons, it may be desirable to model
the interface ΓS between S and S̄ as a thin layer of (small) width 2e > 0 rather than as a sharp
interface. In this context, we rely on the notion of signed distance function expressed in eq. (2.4.7).
Following the idea of Allaire et al. [15] (see also [165]), the properties of the material occupying
the unit cell Y are then defined as a smooth interpolation between the tensors CS and CS̄ .

Ce(y) = He(φ(y))(CS̄ − CS) + CS , (3.2.2)

where He(φ) is a smooth Heaviside type of function defined in eq. (2.4.15). To maintain a precise
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control on the smoothness ofHe , it is desirable to select the signed distance function dS as a level
set function. A number of practical aspects arising from this choice are examined in section 2.4.4.

3.2.2 Optimisation problem

Define the objective function J (S):

J (S) = υijk` C
∗
ijk` +

1

2
ηijk`

(
C∗ijk` − C target

ijk`

)2

, (3.2.3)

where C∗ijk` are the effective elastic coefficients of the structure (1.2.29) defined in Section 1.2,
C target
ijk` are the prescribed elastic values, while υijk` and ηijk` are the weight coefficients, which

exhibit the same symmetries as the elastic coefficients. Replacing the effective elastic coefficients
by their expression yields the following expression for the objective function:

J (S) =
υijk`
|Y |

∫
Y

Cmnpq

(
δpkδq` + εypq(wk`)

)(
δmiδnj + εymn(wij)

)
dy

+
ηijk`

2

([
1

|Y |

∫
Y

Cmnpq

(
δpkδq` + εypq(wk`)

)(
δmiδnj + εymn(wij)

)
dy

]
− C target

ijk`

)2

,

where wk` ∈ Ṽ(Y ) :=
{

v ∈ H1
per (Y ) | 〈vi 〉Y = 0

}
is the solution of the cell problem introduced in

(1.2.28). In addition, let Uad define the set of admissible shapes contained in the working domain
Y with a prescribed volume expressed by:

Uad := {S ⊂ Y is open, bounded, and smooth | ρm ≤ |S | ≤ ρM} , (3.2.4)

where |S | corresponds to the shape’s volume fraction, while ρm and ρM are two real numbers
ranging between 0 and 1. Let us briefly discuss the benefits of choosing an interval for the volume
fraction rather than setting a specific single value target. In fact, adjusting a specific target volume
fraction, compatible with a given elastic stiffness target is a tedious task. On one hand, if the
prescribed material volume fraction is set relatively low, the target could fall outside the range of
achievable tensors [168, 169] (see also the discussion in Section 1.3), resulting in a final shape
with undesired effects (see for example the gap between the target and the obtained results in
the two first final shapes of [3]). On the other hand, if the prescribed material volume fraction is
set relatively high, the algorithm may converge to shapes that are excessively bulky (e.g., large
blocs connected with thin hinges) or in the worst case scenario, it would leave some unconnected
material phases (islands) in the final microstructure.

Therefore, the topology optimisation problem is written as follows:

inf
S⊂Uad

J (S , wk`(S)) = υijk` C
∗
ijk`(S , wk`(S)) +

1

2
ηijk`

(
C∗ijk`(S , wk`(S))− C target

ijk`

)2

.

wk` ∈ Ṽ(Y ) satisfy:
∫
Y

Cijpq

(
δpkδq` + εypq(wk`)

)
εyij(v) dy = 0, ∀v ∈ Ṽ(Y ).

(3.2.5)

Recall that the functional Ṽ(Y ) is defined as: Ṽ(Y ) :=
{

v ∈ H1
per (Y ) | 〈vi 〉Y = 0

}
.

3.2.3 Shape derivative in the smooth inter-phase context

Using the method of Céa, discussed in [45], for the calculation of the shape derivative of the
objective function, we formulate the Lagrangian function L : W 1,∞(Y ,R2)×Ṽ ×Ṽ → R as follows:
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L(S , vk`, q) = υijk` C
∗
ijk` +

1

2
ηijk`

(
C∗ijk` − C target

ijk`

)2

+

∫
Y

C e
ijpq(y)

(
δpkδq` + εypq(vk`)

)
εyij(q) dy.

(3.2.6)

Here, q is intended as the Lagrange multiplier associated to the enforcement of the state equa-
tion. vk` and q are vector-valued functions defined in Y which do not depend on S . As usual,
stationarity of the Lagrangian provides the optimality conditions for the minimisation problem.

Direct problem. Differentiating L in (3.2.6) with respect to q in the direction of a test function
ϕ ∈ Ṽ(Y ) gives:〈

∂L
∂q
| ϕ
〉

=

∫
Y

C e
ijpq

(
δpkδq` + εypq(vk`)

)
εyij(ϕ) dy. (3.2.7)

Upon setting the above equation equal to zero, we recover (by construction) the variational formu-
lation of first state equation (1.2.28). The solution of this problem is denoted by wk`.

Adjoint problem. Differentiating L in (3.2.6) with respect to vk` in the direction of a test function
ϕ ∈ Ṽ(Y ) results in:〈

∂L
∂vk`

| ϕ
〉

=

[
υijk`
|Y | +

ηijk`
|Y |

(
C∗ijk` − C target

ijk`

)]∫
Y

C e
mnpq

(
δpkδq` + εypq(vk`)

)
εymn(ϕ) dy

+

∫
Y

C e
ijpq εypq(ϕ) εyij(q) dy = 0.

The integral over Y on the first line is equal to 0 from the state equation (3.2.7). Therefore, the
above equation yields:∫

Y

C e
ijpq εyij(ϕ) εyij(q) dy = 0.

Choosing ϕ = q and using the positive definiteness of C as well as the Y -periodicity of q, we
obtain that the solution of the adjoint state is identically zero.

q̂ = 0. (3.2.8)

Shape derivative. Deforming the interface ΓS in the direction of a smooth vector field θ (see
section 2.3.2 for details), the shape derivative of the objective function is found to be the shape
derivative of the Lagrangian at the optimal point:

J ′(S)(θ) =

〈
∂L
∂S

(S , wk`, 0) | θ
〉

. (3.2.9)

Thus:

J ′(S)(θ) =

[
υijk`
|Y | +

ηijk`
|Y |

(
C∗ijk` − C target

ijk`

)]∫
Y

d ′S(θ)

(C e
mnpq(dS))′

(
δpkδq` + εypq(wk`)

)(
δmiδnj + εymn(wij)

)
dy,

where (C e
mnpq(dS))′ denotes the derivation with respect to the signed distance function dS . Some
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elementary algebra, using the shape differentiability of dS(y) for almost every y ∈ Y , yields:

J ′(S)(θ) =

[
υijk`
|Y | +

ηijk`
|Y |

(
C∗ijk` − C target

ijk`

)]∫
Y

−θr (p∂S(y)) nr (p∂S(y))

(C e
mnpq(dS))′

(
δpkδq` + εypq(wk`)

)(
δmiδnj + εymn(wij)

)
dy

=

[
υijk`
|Y | +

ηijk`
|Y |

(
C∗ijk` − C target

ijk`

)]∫
Y

−θr (p∂S(y)) nr (p∂S(y))

H′e(dS)
(
C S̄
mnpq − CS

mnpq

)(
δpkδq` + εypq(wk`)

)(
δmiδnj + εymn(wij)

)
dy,

where n is the outer unit normal to S . It remains to transform this expression by the co-area
formula in order to deduce a boundary integral. Using the formula (2.4.20) of Chapter 2 yields:

J ′(S)(θ) =

[
υijk`
|Y | +

ηijk`
|Y |

(
C∗ijk` − C target

ijk`

)]∫
ΓS

−θr (s) nr (s)

(∫
ray

ΓS
∩Y
H′e(dS)

(
C S̄
mnpq − CS

mnpq

)
(
δpkδq` + εzpq(wk`)

)(
δmiδnj + εzmn(wij)

)
(1 + dS(z)κ(s)) dz

)
ds,

where κ denotes the principal curvature of ΓS . The above integral may be decomposed over S
and S̄ . We can rewrite the expression as follows.

J ′(S)(θ) = −
[
υijk`
|Y | +

ηijk`
|Y |

(
C∗ijk` − C target

ijk`

)]∫
ΓS

θr (s) nr (s) (fS(s) + fS̄(s)) ds, (3.2.10)

where:

fS(s) =

∫
ray

ΓS
∩S

H′e(dS)
(
C S̄
mnpq − CS

mnpq

)(
δpkδq` + εzpq(wk`)

)(
δmiδnj + εzmn(wij)

)
(1 + dS(z)κ(y)) dz,

fS̄(s) =

∫
ray

ΓS
∩S̄

H′e(dS)
(
C S̄
mnpq − CS

mnpq

)(
δpkδq` + εzpq(wk`)

)(
δmiδnj + εzmn(wij)

)
(1 + dS(z)κ(y)) dz.

3.2.4 Approximate formula for the shape derivative

Although formula (3.2.10) is satisfying from a mathematical point of view, its numerical evaluation
is not completely straightforward. There are two delicate issues. First, one has to compute the
principal curvature κ(y) for any point y ∈ ΓS on the interface. Second, one has to perform a one-
dimensional integration along the rays of the energy-like quantity. This is a classical task in the
level set framework but, still, it is of interest to devise a simpler approximate formula for the shape
derivative.

A first approximate formula is to assume that the interface is roughly plane, namely to assume
that the principal curvature κ(y) vanish. In such a case we obtain a “Jacobian-free” approximate
shape derivative. This gives a new expression for {S and fS̄ :

fS(s) =

∫
ray

ΓS
∩S
H′e(dS)

(
C S̄
mnpq − CS

mnpq

)(
δpkδq` + εzpq(wk`)

)(
δmiδnj + εzmn(wij)

)
dz

fS̄(s) =

∫
ray

ΓS
∩S̄
H′e(dS)

(
C S̄
mnpq − CS

mnpq

)(
δpkδq` + εzpq(wk`)

)(
δmiδnj + εzmn(wij)

)
dz

A second approximate formula is obtained when the smoothing parameter e is small. Note that,
since the support of the function He is of size 2e, the integral in formula (3.2.10) is confined to
a tubular neighbourhood of ΓS of width 2e. Therefore, if e is small, one may assume that the
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functions depending on z are constant along each ray, equal to their value at s ∈ ΓS . In other
words, for small e we assume:

εzmn ≈ εsmn dS(z) ≈ dS(s) = 0, (3.2.11)

which yields the approximate formulas, for y ∈ Γ,
fS(s) =

(
C S̄
mnpq − CS

mnpq

)(
δpkδq` + εspq(wk`)

)(
δmiδnj + εsmn(wij)

)∫
ray

ΓS
∩S
H′e(dS)dz,

fS̄(s) =
(
C S̄
mnpq − CS

mnpq

)(
δpkδq` + εspq(wk`)

)(
δmiδnj + εsmn(wij)

)∫
ray

ΓS
∩S̄
H′e(dS)dz.

Furthermore, most rays have a length larger than 2e so that∫
ray

ΓS
∩S
H′e(dS) dz +

∫
ray

ΓS
∩S̄
H′e(dS) dz = He(e)−He(−e) = 1. (3.2.12)

In turn, we obtain the following approximate formula for:

J ′(S)(θ) = −
[
υijk`
|Y | +

ηijk`
|Y |

(
C∗ijk`(S)− C target

ijk`

)]∫
ΓS

θr (s) nr (s)(
C S̄
mnpq − CS

mnpq

)(
δpkδq` + εspq(wk`)

)(
δmiδnj + εsmn(wij)

)
ds.

(3.2.13)

Note that, since the support of the function He is of size 2e, the integral in formula (3.2.13) is
confined to a tubular neighbourhood of ΓS of width 2e. Numerical results performed in [15] reveal
that the latter simplification (3.2.13), which we shall refer to as the approximate shape derivative,
works very well in practice for problems of compliance minimisation. Formula (3.2.13) is also used
by Wang, Mei and Wang in their numerical simulations (see section 4.3. in [249]).

3.2.5 Shape derivative of the volume constraint

The result in eq. (3.2.13) corresponds to the unconstrained optimisation problem. To ensure that
S ⊂ Uad, we rely on an augmented Lagrangian approach to enforce the volume constraint [36,
183]. Hence, the optimisation problem (3.2.5) is a constraint-free minimisation of a (Lagrangian-
like) weighted sum of the cost functional J (S) and the constraint P(S) that reads:

inf
(
J (S) + P(S ,λ,µ)

)
, (3.2.14)

where the constraint can be expressed as:
P(S ,λ,µ) =

(
λ (|S | − ρtarget) +

µ

2
(|S | − ρtarget)2

)
for an equality volume constraint;

P(S ,λ,µ) = min
ρm≤|S|−υ≤ρM

(
λυ +

µ

2
|υ|2
)

for a two-sided inequality volume constraint.

(3.2.15)

where |S | is the material volume, defined as:

|S | =

∫
Y

(1−He(dS)) dy, (3.2.16)

while λ and µ are the Lagrange multipliers for the volume constraint. A brief presentation on
used schemes to update these parameters through the optimisation process is provided in ap-
pendix B.3. From the constraint gives rise to an additional term in the shape derivative of J (S).
We denote by P ′(S) the shape derivative of the volume constraint P(S) in the direction θ. Under
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the approximations of the previous section, we also obtain a “Jacobian-free” approximate expres-
sion which reads (see appendix B.3):

P ′(S)(θ) =


[λ+ µ (|S | − ρM)]

∫
ΓS

θr nr dy ifλ+ µ (|S | − ρM) > 0

[λ+ µ (|S | − ρm)]

∫
ΓS

θr nr dy ifλ+ µ (|S | − ρm) < 0

0 otherwise

(3.2.17)

It is worth noticing that the above expression has the same structure of the unconstrained shape
derivative in eq. (3.2.13).

3.2.6 Extension and regularisation of the velocity field and descent direc-
tion

Although eq. (3.2.13) for the advection of the level set function is solved in the whole domain Y ,
shape sensitivity analysis provides us with a shape gradient defined only on the boundary of the
domain ΓS . Since the boundary is not explicitly discretised in our case, we can assume that the
normal velocity V is defined for the nodes of the elements that are crossed by the zero level set.
Then, one possibility is to consider V = 0, ∀y ∈ Y \ΓS . Unfortunately, this choice would limit
the movement of the boundary to small distance, which would result in an increased number of
iterations until convergence, and thus a slower algorithm. A remedy to this inconvenience is to
extend the velocity field in all the domain. At the same time, it would be numerically beneficial
to smooth a bit the shape gradient, but in a way that guarantees the descent nature of the new
advection velocity. The sequel describes one way to combine these two requirements. Initially,
the shape derivative has the form:

J ′(S)(θ) = −
∫

ΓS

θr (s) nr (s) f (s) ds, (3.2.18)

or, for an advection velocity of the type θ(s) = V (s) n(s),

J ′(S)(Vn) =

∫
ΓS

−V (s) f (s) ds. (3.2.19)

Like in section 2.4.2, instead of choosing V (s) = −f (s), the extended velocity V (y) is chosen as
the unique solution to the following problem expressed in its variational formulation:∫

Y

(
α2∇V (y) · ∇W (y) + V (y)W (y)

)
dy =

∫
ΓS

W (s) f (s) ds ∀W ∈ H1(Y ), (3.2.20)

where α ∈ R+∗ is a small positive scalar (of the order of the mesh size) to control the regularisation
width and take W = −V . This operation reveals that:

J ′(S)(Vn) = −
∫
Y

(
α2|∇V |2 + V 2

)
dy, (3.2.21)

which guarantees again a descent direction for J .

3.3 Numerical algorithm

The optimisation of J (S) is carried out by advecting an initial shape S0 with velocity V obtained
from the shape derivative J (S)(θ) in the direction θ (see Allaire, Jouve and Toader [14] or Wang,
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Mei and Wang [249]). The advection is realised by solving the Hamilton–Jacobi equation:

∂φ

∂t
(t, y) + V (t, y) |∇φ(t, y)| = 0 ∀t, ∀y ∈ Y , (3.3.1)

where V (s) = θ(s) · n(s) is the velocity of the interface computed from the constrained shape
derivative J (S)(θ) in eq. (3.2.21).

The numerical algorithm presented in Algorithm 2, makes use of the gradient method and reports
the list of steps to achieve at each iteration of the loop. Additional mathematical results and
algorithmic issues can be found in the works of Allaire, Jouve and Toader [14], Allaire et al. [15],
Wang, Mei and Wang [249] for more details about the mathematical results and algorithmic issues
for the solution method. An extension of this algorithm to cases with more than two phases is
presented in Nika and Constantinescu [181].

Data: Initialise a level set function φ0 corresponding to an initial shape S0;
for k ≥ 0 iterate until k > 100 do

Redistance φk into the signed distance function dSk using eq. (2.4.9);

Compute the local solutions wm`, for m, ` = 1, 2 by solving the state equation(1.2.28) for
the domain Sk ;

Update the Lagrange multiplier λk ;

Compute the shape gradient J (Sk)(θk) for the domain Sk using eq. (3.2.21);

Deform the domain Sk by solving the Hamilton-Jacobi equation (3.3.1);
// Shape Sk+1 is characterised by the level set φk+1 after a time step ∆tk
// The time step ∆tk is chosen so that J (Sk+1) ≤ J (Sk)

end
Algorithm 2: major steps of a topology optimisation algorithm, adapted from the work of
Allaire, Jouve and Toader [14].

Stopping criterion. In this study, the choice of a relevant and effective stopping criterion was
not obvious. Early stage simulations revealed that most of the changes in shape and topology
generally occur in the first 25 iterations, and that the later iteration only contribute to small im-
provements. The optimisation is assumed to be terminated when 100 iterative steps are reached.
In the case of an example where more iterations are needed, it is always possible to restart the
algorithm with the current shape S100 as the initial guess.

Additional remarks. Let us remark that the algorithm does not allow for nucleations of voids.
However the level set method is well known to handle easily topology changes, i.e., merging or
cancellation of holes. Therefore, algorithm is able to perform topology optimisation if the number
of holes of the initial design is sufficiently large and converges smoothly to a (local) minimum
which strongly depends on the initial topology. As explained in section 2.4.3, a change in topology
may result in an increase of the objective function J , therefore the shape Sk+1 is accepted only if
eq. (2.4.14) is verified.

3.4 Examples of obtained microstructures

In all the examples that follow, the unit cell Y was meshed with a structured symmetric grid of
100× 100 quadrangular each formed of four equal linear triangular elements (P1). We recall that
the distribution of elastic properties are defined by eq. (7.3.7). The material properties in each
phases, S and S̄ are characterised by an isotropic fourth order tensor:

Cαijk` =
Eα

1 + να
(δik δj` + δi` δjk) +

Eα να

(1 + να)(1− να)
δijδk` α ∈ {S , S̄}
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Example Ctarget C∗(S) Shape S

1
 0.1 −0.1 ?
−0.1 0.1 ?
? ? ?

  0.12 −0.05 0
−0.05 0.04 0

0 0 0.006


2

 0.1 −0.1 ?
−0.1 0.1 ?
? ? ?

  0.12 −0.05 0
−0.05 0.12 0

0 0 0.003


3

 0.2 −0.1 ?
−0.1 0.2 ?
? ? ?

  0.19 −0.09 0
−0.09 0.19 0

0 0 0.06


4

 0.2 −0.1 ?
−0.1 0.1 ?
? ? ?

  0.19 −0.07 0
−0.09 0.08 0

0 0 0.003


Table 3.1: from left column to right column: target elastic stiffness tensor Ctarget, final elastic tensor C∗(S),
and unit cell shape S for the discussed examples. Let us remark that the microstructures from example 2
and 3 carry a quadratic symmetry, while the microstructure from example 1 and 4 carry a general orthotropic
symmetry.

The material properties are normalised as follows: the Young’s modulus was set to to ES =

0.91 MPa for the strong phase (material) and E S̄ = 0.91 × 10−3 MPa for the weak phase (void).
The Poisson’s ratio was set to ν = 0.3 for both phases. Under the plane stress assumption,
the components of the elastic tensor of the base material are CS

1111 = CS
2222 = 1.0 MPa; CS

1122 =

0.3 MPa; CS
1212 = 0.35 MPa. All computations were carried out using an in house programming of

the preceding Algorithm 2 operating on the software FreeFEM++ [114].

The main intention of the present work was to design micro-architectured materials exhibiting an
effective negative Poisson’s ratio. However, in all examples the target objective was defined only in
terms of the coefficients C∗1111,C∗1122,C∗2222 (using the relation in eq. (1.3.2)). The shear coefficient
C∗1212 as well as the C∗1211 and C∗1222 coefficients were left free. Therefore, only the elastic moduli
of the unit cell corresponding to the direction 11 and 22 directions of strain and stresses were
controlled.

For each numerical example, we provide the initials guesses for the shapes, which are typically a
plate filled with holes, as illustrated in Fig. 3.2(a), 3.4(a), 3.5(a) and 3.6(a).

3.4.1 Example 1

The first microstructure to be optimised is a structure whose target effective Poisson’s ratio is
equal νtarget = −1. The volume constraint was set to ρtarget = 50%. We further note that for this
structure we enforced a symmetry of the shape along the Oy axis, by symmetrising the level set
function φ after each iteration in the algorithm. The initial and final shape of the microstructure on
the unit cell and as a periodic material are represented in Fig. 3.2.
The final shape can be characterised as an re-entrant honeycomb structure and looks similar
to the designs imagined by Almgren [17]. Its homogenised coefficients, displayed in table 3.1,
show that the structure exhibits an effective orthotropic behaviour and a simple calculation yields
ν∗12 = −1.25 and ν∗21 = −0.42. Hence, the expansion of the structure along the e2 direction when
stretched in the e1 axis is larger than the expansion along the e1 axis when stretched in the e2

axis. This non-symmetric effect has been enabled as the symmetry relation was only imposed
along the vertical axis in the algorithm.

The convergence history of the cost functional and of the volume constraint displayed in Fig. 3.3
shows that the target coefficient got stabilised in slightly more than 20 iteration and that the later

78



(a) (b) (c)

Material
Void

Fig. 3.2: initial and final shape of the microstructure: (a) initial shape consisting of a series of circular micro-
perforations (b) final, optimal, shape of the unit cell after 100 iterations (c) final, optimal, shape of the periodic
material.

Fig. 3.3: evolution of the cost functional (in red) and volume constraint V (in blue) during 100 iterations.

iteration contributed only to small improvements without bringing the cost functional to less than
0.06 which corresponds to 92% decrease of the initial value. The gap with respect to the target
moduli can be read from Table 3.1. It is interesting to remark, that the final optimised microstruc-
ture has a shear moduli close to 0. However, the final effective Poisson’s ratio is close to the set
target as will be discussed in the comparison with the printed samples. The volume constraint
has a different evolution than the cost functional with an initial increase given by the initial evolu-
tion of the holes and then a fast and a slow evolution which lies within the proposed range of the
constraint. The final volume ratio is at approximately f (S) = 47% and lies in the vicinity of the
imposed value.

3.4.2 Example 2

For the second microstructure to be optimised, the target effective Poisson’s ratio was also
νtarget = −1. The target tensor possesses a quadratic symmetry, meaning the desired mechan-
ical properties along the Ox and Oy axis should be equal. This time, the void volume fraction
constraint was of an inequality type, and was set to 16% ≤ |S | ≤ 60%. To counter the loss of
symmetry observed in the previous example, a symmetry of the shape was enforced along both
the Ox axis and Oy axis, by symmetrising the level set function during the algorithmic iterations.
The initial and final shape of the microstructure on the unit cell and as a periodic material are
represented in Fig. 3.4, while the target and final elastic moduli are shown in table 3.1.

As prescribed, the resulting structure exhibits a quadratic symmetry. The computed effective
Poisson’s ratio is ν∗ = ν∗12 = ν∗21 = −0.42. By comparing at the target and the obtained elastic
tensor, one can remark that the diagonal elastic moduli C∗1111 and C∗2222 are fairly close to the target
but the shear C∗1122 fails at attaining the desired properties of νtarget = −1. This suggests that there
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(a) (b) (c)

Material
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Fig. 3.4: design process of the material. Image (a) depicts the initial guess of the microstructure, (b) depicts
the optimal microstructure after 100 iterations, (c) depicts the macroscopic material assembled periodically
from the optimal unit cell of image (b).

is a trade-off between symmetrical tensor and extreme negative Poisson’s ratio in the optimisation
algorithm. This will further be discussed in the following section. Finally, let us remark that the
final volume ratio is at approximately f (S) = 36% and lies in the middle of the imposed interval.
As before, the final optimised microstructure has a shear modulus C∗1212 close to 0.

3.4.3 Example 3

For the third microstructure to be optimised, the target effective Poisson’s ratio was νtarget = −0.5.
The target tensor possesses a quadratic symmetry, meaning the desired mechanical properties
along the Ox and Oy axis should be equal. The void volume fraction constraint is set to ρtarget =

60% and is updated the same way as in the first example. As in example 2, a symmetry of the
shape was enforced along the Ox and Oy axis. The initial and final shape of the microstructure
on the unit cell and as a periodic material are represented in Fig. 3.5, while the target and final
elastic moduli are shown in table 3.1.

(a) (b) (c)

Material
Void

Fig. 3.5: design process of the material. Image (a) depicts the initial guess of the microstructure, (b) depicts
the optimal microstructure after 100 iterations, (c) depicts the macroscopic material assembled periodically
from the optimal unit cell of image (b).

The final shape is of the rotating units type, discussed in Grima et al. [104]. As prescribed,
the resulting structure exhibits a quadratic symmetry. The computed effective Poisson’s ratio is
ν∗ = ν∗12 = ν∗21 = −0.47. By comparing the target and the obtained elastic tensor, one can remark
that the final elastic moduli are fairly close to the target and that this structure has a shear modulus
C∗1212 which is of the same order of magnitude as the other moduli. Finally, let us remark that the
final volume ratio is at approximately f (S) = 63% and lies in the vicinity of the imposed value.

3.4.4 Example 4

The last microstructure to be optimised is the first one to have a target effective Poisson’s ratio
with orthotropic symmetry. More precisely, the target Poisson’s ratios are equal νtarget

12 = −0.5 and
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νtarget
21 = −1. The volume constraint was of an inequality type, and was set to 20% < |S | < 65%. As

in example 2 and 3, a symmetry of the shape was enforced along the Ox and Oy axis. The initial
and final shape of the microstructure on the unit cell and as a periodic material are represented
in Fig. 3.6, while the target and final elastic moduli are shown in table 3.1.

(a) (b) (c)

Material
Void

Fig. 3.6: design process of the material. Image (a) depicts the initial guess of the microstructure, (b) depicts
the optimal microstructure after 100 iterations, (c) depicts the macroscopic material assembled periodically
from the optimal unit cell of image (b).

As prescribed, the resulting structure exhibits an orthotropic symmetry. The computed effective
Poisson’s ratios are ν∗12 − 0.37 and ν∗21 = −0.88. By comparing the target and the obtained elastic
tensor, one can remark that the final elastic moduli are relatively close to the target. In addition,
let us remark that this structure has a shear modulus C∗1212 close to 0. Finally, the final volume
ratio is at approximately |S | = 40% and lies in the vicinity of the imposed value.

The final shape features a peculiar cut in the central top and bottom connections. However, it
does not affect much the elastic behaviour of the cell, due to the smooth inter-phase approach.
In addition, these small details are thorny to handle during the printing, because their size can be
below the printer resolution. We can therefore wonder whether to what extent very small features
(in the order of one or two elements in size) remaining in the final shape are important in reaching
the target tensor.

3.5 Conclusion and perspectives

3.5.1 Conclusion

In this work, we used a topology optimisation method to design optimal shapes that achieve a
negative Poisson’s ratio. By removing certain material constraints, e.g., isotropy, from the algo-
rithm we expanded the space of admissible shapes and as a result the algorithm was able to attain
shapes with a Poisson’s ratio below −1. The effective elasticity tensor characterising the material
with Poisson’s ratio below −1 is orthotropic and although the theoretical problem of reachable
elasticity tensors has been solved in the seminal work of Milton and Cherkaev [168] the algorithm
suggests that the more we expand the space of admissible shapes by allowing shapes to deviate
from isotropic symmetry the closer to the stability bounds the effective material approaches (see
Fig. 1.4).

3.5.2 Possible future works

• Extend this work to three-dimensional micro-architectures. Besides the computational cost, the
extension from 2D to 3D does not bring additional difficulty.

• Extend this work to 2D plate, to optimise the bending stiffness.

• Study the sensitivity to imperfections.
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Chapter 4

3D printing and testing of
architectured polymeric sheets
exhibiting a negative Poisson’s ratio
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Architectured sheet specimens are manufactured using a commercial stereolithography Ember 3D
printer and are mechanically tested. The observed displacement and strain fields during tensile
testing obtained by digital image correlation (Appendix C.1) match the predictions from the finite
element simulations and demonstrate the efficiency of the design cycle.

4.1 Introduction

The great advances that have occurred for the last decades in techniques of additive manufac-
turing (also referred to as 3D printing) have enabled the processing of three-dimensional objects
with complex geometries, including structured materials, i.e., materials with architectured micro-
structures of tailorable geometry [180, 241]. These days, such techniques can be performed for
several types of materials (including metallic alloys [26], ceramics [125] and polymers) and at
different scales (from microscopic devices [29, 138, 172, 213] to 3D printed houses).

The purpose of this chapter is merely to exploit the 3D printing possibilities to digitally fabricate
specimens from the optimal designs obtained in Chapter 3 and validate their design against the
numerically predicted behaviour.

This chapter is organised as follows. Section 4.2 provides details on fabrication, experimental se-
tups, as well as the methodology to experimentally measure the Poisson’s ratio. The experimental
testing of the structures and the interpretation of results using Digital Image Correlation (DIC) are
reported in section 4.3. A short summary in section 4.4 concludes the chapter.
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4.2 Materials and methods

4.2.1 Manufacturing process: equipment and base material

The optimal shapes have been additively manufactured with digital light processing stereolithog-
raphy technology (DLP) using a commercial Ember 3D printer. A digital projector screen flashes
a single image of each layer across the entire surface of the vat filled of photo-sensitive liquid
resin at once, causing chains of molecules to link and thus forming solid polymer. The process is
repeated until the 3D model is complete. Then the vat is drained of liquid, revealing the solidified
model and the solid model is washed with a solvent.

The printer has a resolution of 50µm, corresponding to 1 pixel in the digital projector screen, and
a range of the processing layer thickness of 10 − 100µm. The largest processing build volume is
64 mm × 40 mm × 134 mm (note that 64 mm × 40 mm correspond to a 1280 × 800 pixels picture).
For a thickness of 25µm per layer, the speed range is of 18 mm.h−1. The printable minimal feature
size of the specimens is announced at 0.4 mm corresponding roughly to 8 pixels.

We selected a rubber-like material, commercially denoted as GM08b1, as the base material be-
cause of its compliant nature. Fig. 4.1 displays a representative tensile stress–strain curve of this
material. As expected for a rubber-like material it does not display an ideal linear elastic behaviour,
but rather exhibits a gradual variation of the stiffness with increasing strain.
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ε̇ = 0.1 s−1
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Fig. 4.1: Base material response to uniaxial tensile loading up to 10% strain. Rational stress-strain curves.

The optimal shapes obtained in examples 1–3 of Chapter 3 (see Fig. 3.2, 3.4 and 3.5) are rep-
resented by the final level set function. The later presents a smooth variation between values
corresponding to the two materials in a neighbourhood of their interface and therefore the level
set representation has been binarised and extruded in the Oz direction in order to create a three-
dimensional object. More precisely, the 3D printed samples have been produced by the following
procedure:

(i) Binarise the level set function obtained by shape optimisation.

(ii) Create a periodic array for each sample: 8 × 6 unit cells for Example 1, 5 × 4 unit cells for
Example 2 and Example 3. The final result was a binarised 1280 × 800 pixels image (see
Fig. 4.2 for details).

(iii) Extrude the preceding image to obtain the 3D sheet of the desired height. The dimensions
of the printed samples are 64 × 38 × 6 mm for Example 1 and 64 × 40 × 6 mm for Example
2 and 3.

1Characteristics of this material can be found in the manufacturers data sheet (visit the DWS website)
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(iv) Print the files with the following processing parameters: laser power was 5 W, the exposure
time 1 s per layer and the layer thickness was 50µm.

(v) Wash the samples in an isopropanol bath for 5 min.

(vi) Post-cure the samples for 30 min in an UV oven at 2000 W (this step helps to finish the
polymerisation of possible residual resin).

Example 1: Input design Example 1: Fabricated result

Example 2: Input design Example 2: Fabricated result

Example 3: Input design Example 3: Fabricated result

Fig. 4.2: Fabricated specimen from the examples of Chapter 3. Digital image fed into the 3D printer (left) and
final printed specimen (right). The red coloured unit cells were the cells observed during the digital image
correlation measurements.

4.2.2 Testing and full-field displacement measurement using Digital Image
Correlation (DIC)

A series of uniaxial static tensile tests were undertaken to assess the tensile properties of the
auxetic lattice structures by using a home-made testing machine with a symmetric displacement
of the two cross-heads and equipped with a 100 N load cell. The tensile tests were performed at a
rate of 0.05 mm.s−1 up to 3 mm, which corresponds to a strain rate of ε̇ = 10−3 s−1 up to a maximal
strain of ε = 5%. The specimens are clamped at both ends with metallic bars, to constrain their
displacement.
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Fig. 4.3: representation of a unit cell.

The tensile tests were recorded and used for full-field measurements by digital image correlation
(DIC). The recordings were obtained using a high-resolution digital camera (Schneider Optics 8-
bit camera with a Makro-UNIFOC 100/77 lens) mounted on the tensile testing machine and grey
scale pictures resolution of 4904 × 3280 pixels were recorded every second during the loading.
The camera was mounted on a perpendicular axes with respect to the plane of the specimen,
which enables the direct use of a 2D DIC. To improve the precision of the measurement, a white
speckle pattern was placed on the sample by airbrushing.

The DIC was performed using the CorrelManuV 2D (CMV) software, developed by M. Bornert [16].
The processed displacement field corresponds to a single unit cell in the middle of the structure
at five different loading time steps, using a 100× 100 grid, i.e., having 10000 measurement points.
For each node, the subset size was set to 20 × 20 pixels, while the searching area was set to
100 × 100 pixels. The measurement included a computation without transformation, i.e., rotation
of the subset window and a re-optimisation allowing transformations with a reduced searching
area of 30× 30 pixels.

4.2.3 Experimental estimation of the effective Poisson’s ratio

We discuss here the applied procedure to measure/compute the effective Poisson’s ratio of a
unit cell in both measurement by Digital Image Correlation and numerical estimation using a
finite element method. The following developments are conducted in the case of small strain
assumption.

Like in the previous chapter, let Y denote the bounded domain of two-dimensional unit cell and
let ∂Y denote its boundary. The boundary can be decomposed into its four edges, namely ∂Yb

(bottom), ∂Yr (right), ∂Yt (top) and ∂Yl (left). An illustration in Fig. 4.3 depicts the configuration.
The effective material is supposed to carry a natural orthotropic material behaviour (see 1.3). The
effective Poisson’s ratio ν∗12, characterising the transverse strain of the structure in the direction
(O, e2) axis when stretched in the direction (O, e1), is defined as:

ν∗12 =
C∗1122

C∗2222

(4.2.1)

We remind that C∗1122 and C∗2222 are coefficients of the effective elastic stiffness tensor. In general
ν12 6= ν21. During a uniaxial tensile test in the direction (O, e1), eq. (4.2.1) yields to the negative
of the ratio of macroscopic transverse strain to macroscopic axial strain:

ν∗12 = −ε
∗
x22

ε∗x11

(4.2.2)

In the small strain assumption, the strain field can be linearised as:

ε∗x = 〈ε〉Y =
1

2

(〈>F〉
Y

+ 〈F〉Y
)
− I (4.2.3)
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where F is the average transformation gradient, defined as:

〈F〉Y =
1

|Y |

∫
Y

(I +∇u)dy (4.2.4)

Ostrogradsky’s theorem enables to express the transformation gradient at the boundary ∂Y :

〈F〉Y =
1

|Y |

(∫
Y

I dy +

∮
∂Y

u⊗ n ds

)
= I +

1

|Y |

(
−
∫
∂Yb

ui δ2j ds +

∫
∂Yr

ui δ1j ds +

∫
∂Yt

ui δ2j ds−
∫
∂Yl

ui δ1j ds

)

= I +
1

|Y |


∫
∂Yr

u1 ds−
∫
∂Yl

u1 ds

∫
∂Yt

u1 ds−
∫
∂Yb

u1 ds∫
∂Yr

u2 ds−
∫
∂Yl

u2 ds

∫
∂Yt

u2 ds−
∫
∂Yb

u2 ds


Thus, the longitudinal components of eq. (4.2.3) can be expressed as follows :

ε∗x11 =
1

|Y |

(∫
∂Yr

u1 ds−
∫
∂Yl

u1 ds

)
ε∗x22 =

1

|Y |

(∫
∂Yt

u2 ds−
∫
∂Yb

u2 ds

) (4.2.5)

The above expression, permits to define a new expression for the effective Poisson’s ratio:

ν∗12 = −

∫
∂Yt

u2 ds−
∫
∂Yb

u2 ds∫
∂Yr

u1 ds−
∫
∂Yl

u1 ds
(4.2.6)

In the experiment, it is naturally impossible to define a displacement in the void phase. The inte-
gral of the contour is then computed by integrating exclusively the displacement of the material
in contact with the edge measured by DIC. Note that this restriction of the boundary is only ac-
ceptable for unit cells with a horizontally and vertically symmetric shape. Using a finite element
method, equation (4.2.6) becomes:

ν∗12 = −

1

Nt

Nt∑
i=1

ui2 −
1

Nb

Nb∑
i=1

ui2

1

Nr

Nr∑
i=1

ui1 −
1

Nl

Nl∑
i=1

ui1

(4.2.7)

where Ni , i ∈ {t, b, r , l} are respectively the number of nodes on top, bottom, right and left edges.

4.3 Analysis of fabricated polymer structures

4.3.1 Experimental results

The stress strain response under a uniaxial tensile test along Ox for the three materials are dis-
played in Fig. 4.4(a). One can observe a linear behaviour of the samples that up to a maximal
strain of 5% strain despite the non-linearity of the rubber-like base material in the same strain
range. This indicates the samples have an expected structural deformation where different parts
of the “lattice” behave as rigid struts and deformable hinges. This effect will be highlighted by the
DIC measurements discussed later.
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Fig. 4.4: (a) Effective stress–strain curves for all three examples overlaid in the same plot obtained exper-
imentally by performing a uniaxial tensile test. One can clearly observe all three structures exhibit linear
behaviour for strains up to 5%. (b) Comparison of the evolution of the Poisson’s ratio plotted as a function
of the effective strain from measurements taken by digital image correlation versus computations made by
finite element analysis. We can clearly observe a trend on all three materials of the loss of their auxeticity as
the uniaxial strain increases beyond the 5% mark.
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ε∗x DIC1 [%] FEM1 [%] DIC2 [%] FEM2 [%] DIC3 [%] FEM3 [%]

〈ε11〉Y
〈ε11〉Y
〈ε12〉Y

1.250

−1.010

0.039

0.543

−0.284

0.004

0.526

−0.450

0.053

0.404

−0.204

0.002

0.937

−0.643

0.010

0.828

−0.407

0.001

Table 4.1: Mean strain components of the base material measured by DIC and computed by FEA on the
unit cells from Fig. 4.5 for the structures in Examples 1-3, denoted by the superscript. The measurement
corresponds to the maximal loading with an effective strain of 5%.

One can directly observe a lateral expansion during the tensile extension indicating a negative
Poisson’s ratio for all the samples. The precise measurements of the Poisson’s ratio correspond-
ing to a single central unit cell are presented in Fig. 4.4(b). The precise method for the compu-
tation of the Poisson’s ratio of a single unit cell from DIC measurements was based on periodic
homogenisation assumptions. The results show that the initial effective Poisson’s ratio was for all
samples close to the announced values in the optimisation process and was not degraded during
the manufacturing process. During tensile loading, the effective Poisson’s ratio tends to increase,
indicating a decrease of the “auxeticity” of the samples of up to increases by 10% for a 5% strain.

4.3.2 Comparison to numerical simulations

Finite element computation were undertaken under the assumption of small strains, large dis-
placements and plane stress using the finite element solver Cast3M [51]. The mesh was obtained
using image processing from the binarised images of the optimal level set function and completed
to the sample geometry. The elastic material behaviour was defined as the tangent behaviour at
the origin of the tensile curve of the material. The sample was loaded with a given resultant force
at the clamps of the tensile machine.

Let us first remark, that the evolution is close to predictions of the deformation of the samples
obtained by the finite element method under the assumption of large displacements. Second, one
can remark that the evolution of the Poisson’s ratio with applied strain has already been observed
and discussed in [68] on polymeric filament structure. Moreover, they arrived to correct the phe-
nomenon up to 20% strain using a nonlinear material behaviour in the optimisation process, see
[68, 250] for more details on the subject. In the case of the optimisation procedure presented here,
the extension to non-linear material behaviour is currently under investigation and will appear in
subsequent work of the authors.

The displacements fields obtained using DIC permit a further comparison with predictions and
give an insight of the deformation mechanism of the samples, i.e., how the structure moves and
deforms. Fig. 4.5 displays the measured and the computed vertical displacement, i.e., the uy
displacement component of the central unit cell. A comparison of the values and the shapes
of the colour maps exhibits a good match between the measurements and finite element pre-
diction. Moreover the displacement fields permit to better understand the local movements of
the micro-structure which conducts to the global auxeticity effect by combining almost rigid re-
gions submitted to translations and rotations with local concentrated deformation exhibiting local
hinges. A further comparison in terms on mean displacements over a unit cell between DIC mea-
surements and FEM computations at the maximal loading of 5% strain is given in Table 4.1. The
mean was computed only over the base material of a unit cell and does represent the mean de-
formation of the later. Nevertheless, this mean value represents the mean loading of the base
material and one can notice that the micro-structure does not leave the region of 1% strain of the
uniaxial tensile response of the base material displayed in Fig. 4.1. In Fig. 4.5 one can equally
notice the excellent quality of the printing process as the edges of the printed shapes observed
on left column of Fig. 4.5 are close to the edges of the shape represented by the level set and
displayed here as the border of the finite element meshes on the right column of Fig. 4.5.

By looking at the strain field of a unit cell (see Fig. 4.6), computed by finite elements from the
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Fig. 4.5: Plots of the dimensionless values of the transverse displacement field along e2 for each unit cell of
the optimised structure. The samples are loaded along e1 at 5% effective strain. The displacement field for
the images on the left were measured using Digital Image Correlation, while for the images on the right using
finite element analysis. Image (a) is the optimised structure of Example 1, image (b) the optimised structure
of Example 2, image (c) is the optimised structure of Example 3. Scale bar in all images is 1 mm.
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Fig. 4.6: Plot of the dimensionless values of the horizontal tensile strain field in a single unit cell of the
optimised structure. The strain field for the image on the left was computed from the raw displacement field
obtained by Digital Image Correlation, while for the image on the right using finite element analysis. We
remark that our DIC approach generated some outliers that shall not be taken into account.

Example C∗(S) C∗,exp(S) Shape S

2
 0.12 −0.05 0
−0.05 0.12 0

0 0 G

  0.10 −0.044 0
−0.044 0.10 0

0 0 G


3

 0.19 −0.09 0
−0.09 0.19 0

0 0 G

  0.204 −0.09 0
−0.09 0.204 0

0 0 G


Table 4.2: Comparison between the effective C∗(S) (see also Table 3.1) and measured elasticity tensor
C∗,exp(S) displayed in the left and center column respectively. The right column displays the optimal shape
in each case. We recall that the measured elasticity tensor C∗,exp(S) was determined by combining DIC
measurements and FEM computations.

displacement field in both full-field measurement and simulation, we can notice that the strain field
is mostly concentrated on the hinges of the structure. This further emphasises the predominance
of structural deformation as a lattice structure with rods and hinges at small strain. A subtle effect
of this prevalence is the small effect of the out of plane strain, which should otherwise be perceived
as a difference between the 2D modelling during the optimisation process and the complete 3D
character of the polymer sheets. Let us also recall that the polymer is practically incompressible
and exhibit therefore an important variation of thickness under tensile loading.

The next steps in the analysis of the micro-architectured material is the complete experimental
measurement of its elastic tensor. Let us recall that the effective constitutive law (1.3.1) is a linear
relation between the components of the effective stress and strain, from which the elastic moduli
could be identified by a least square fitting. The main difficulty is that only the effective strain, ε∗x ,
can be directly measured from the experiment, see values in Table 4.2. However, as suggested
in [207], the effective stress, Σ, can be numerically computed from the experimental applied
forces if the geometry and the constitutive behaviour of the base material. As a consequence,
C∗, the effective elastic tensor of the design phase is obtained as a linear fit from ε∗x and Σ.
The computation can be performed on several unit cells of the specimen. In order to compare
the values of the elasticity tensor C∗ computed in the design phase, the resultant forces were
normalised.

Specimens in examples 2 and 3 feature a behaviour with a quadratic symmetry, which leads to a
system of three equations with three unknowns for each unit cell. One has to identify three moduli
C∗1111 = C∗2222, C∗1122, C∗1212 using the 11, 22, 12 strain and stress components. The estimated elastic
moduli on the central unit cell, i.e., with position (3,3) and coloured red in Fig. 4.2, are displayed in
Table 4.2. The C∗1212 modulus is missing as the signal to noise ratio of the effective shear strains
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and stresses was to small to provide meaningful value.

4.4 Conclusion

The results showed that optimal shapes could be directly printed without additional enhancement
of the surface, which is a direct consequence of the smoothed interface technique used in the
optimisation. Moreover the manufactured materials had the designed mechanical behaviour. The
targeted elastic moduli and the underlying Poisson’s ratios have been experimentally attained and
the local material behaviour was close to predictions.

The local displacement field computed and measured on the micro-structure showed that mea-
surements match numerical predictions. Moreover one can observe from the strain field that the
global deformation is composed of rigid regions an localised hinges, indicating that the structures
behaves as rotating rigid units.

A possible sequel for this study consist in looking at the response of these specimens under
extreme loading, i.e., when the strain are so important that the behaviour goes beyond linear
elasticity. This is the purpose of the next chapter (see also [4]).
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Chapter 5

Systematic two-scale image
analysis of extreme deformations in
soft architectured sheets

Contents
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.2 Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.2.1 Unit cell architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.2.2 Fabrication of natural rubber architectured sheets . . . . . . . . . . . . . . 96

5.2.3 Experimental setup and testing . . . . . . . . . . . . . . . . . . . . . . . . 96

5.2.4 Local and global Digital Image Correlation . . . . . . . . . . . . . . . . . . 98

5.2.5 Numerical simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.3.1 Numerical simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.3.2 Two-scale kinematic analysis . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.3.3 Truss-hinge equivalent kinematic model . . . . . . . . . . . . . . . . . . . . 106

5.4 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

State-of-the art image processing methods combined with numerical and analytical models pro-
vide a comprehensive quantitative description of architectured sheets and their global behaviour,
including the influence of the boundary conditions, of the manufacturing process, and of geomet-
ric and constitutive non-linearities. To this end, an adapted multi-scale digital image correlation
analysis is used to track both elongations and rotations of particular features of the unit cell at the
local and global (homogenised) scale of the material. This permits to observe with unprecedented
clarity the strains for various unit cells in the structure and to detect global deformation patterns
and heterogeneities of the homogenised strain distribution. This method is here demonstrated on
elastic sheets undergoing extreme longitudinal and shear deformations, but it can be extended to
guide the design of two-dimensional architectured solids featuring other regular, quasi-regular or
graded patterns, and subjected to other types of loads.

5.1 Introduction

Architectured sheets are a particular class of two-dimensional solids whose patterned designs
are tailored to achieve a variety of exceptional mechanical behaviours, including extreme stretch-
ability, auxeticity and morphing capabilities [40, 52, 60, 153, 108, 159, 201, 235]. They are
increasingly seen as applicable to fields ranging from stretchable electronics, medical and
biomedical engineering [7, 127, 129, 148, 251], to the sport equipment and textile industries

93



[78, 90, 134, 192, 253], and they have witnessed significant advances in their design and fabri-
cation. When it comes to designing techniques, modern numerical methods such as shape and
topology optimisation [8, 32] have become prevalent in this realm, leading to more sophisticated
and often unimaginable geometries [95, 181, 244, 250, 254]. Present day techniques even permit
to incorporate geometric non-linearity and manufacturability constraints in the design optimisation
[68, 247, 263]. At the same time, digitally controlled manufacturing techniques such as photo-
lithography [234], 3D printing [180, 241], water jetting [69] and laser cutting [170, 235] now permit
to fabricate architectured solids with unprecedented complexity and at a continuously decreasing
cost.

Despite these breakthroughs, unleashing the potential of these systems demands advanced
methods suitable for the experimental investigations on the deformation patterns and mechanical
behaviour, which are to date in their early stages. In practice, specimens designed for mechanical
characterisation usually exhibit highly heterogeneous strain fields associated with: (i) their intrinsic
multi-scale behaviour, that can be separated between the microscopic scale (material continuum)
and the macroscopic scale (the global scale of the specimen); (ii) boundary layers that emerge
from the boundary conditions and the finite size of the specimens; (iii) inherent anisotropic effec-
tive properties; (iv) sensitivity to shape imperfections. This high heterogeneity of the strain fields
limits the level of identification that can be achieved from experimental measurements. For ex-
ample, qualitative experimental insights on the behaviour of regions where macroscopic strains
can be considered homogeneous have been reported in [161, 170]. As a consequence, only
the central region of a specimen is typically used to validate numerical predictions [3, 68, 220],
especially when one wants to compute the homogenised properties of the medium. It should be
noted that the interaction of scales is a key point for quantitatively understanding the behaviour of
architectured solids. Experimentally, a precise separation between micro-scale and macro-scale
kinematic fields based on a first-order expansion of the fields can be performed, as illustrated in
[206]. However, to the best of our knowledge, this technique has hardly ever been adopted in the
context of architectured solids, being limited to the case of perforated sheets [161]. The complexity
of this interaction of scales has additionally motivated the development of reduced-order models
[103, 94, 109, 151], to provide a better understanding of the underlying mechanisms and guide-
lines for design strategies. These reduced models often represent an idealised version of the unit
cell, and are inaccurate if not accompanied by robust experimental methods for the calibration of
their parameters. On the opposite side of the spectrum of available numerical tools, lie models
based on the complete description of the specimen, which are typically used to provide a direct
term of comparison with experimental results [190, 199, 113]. The (often small) discrepancies
between simulated and measured response have origins at multiple scales. They are either found
at the microscopic scale, where the manufacturing process is a source of shape imperfections, or
at the macroscopic scale, where applied boundary conditions may distort the unit cell pattern.

The purpose of this chapter is to demonstrate that various state-of-the art methods in image
processing can be combined to provide comprehensive data on the multi-scale response of ar-
chitectured sheets. The developed procedure, applicable to any two-dimensional architectured
solids, is here applied to investigate the deformation mechanisms of a soft auxetic sheet un-
der extreme longitudinal and shear loading. The acquired images of the structure are first used
to identify its exact geometry, which may differ from the designed one due imperfections in the
fabrication process. Meshes are built directly from the identified shape and used both for the
measurement of the full kinematic field (via Digital Image Correlation) as for the numerical com-
putations (via the Finite Element Method). It is shown that doing so significantly improves the
match between measurements and numerical predictions with respect to models that rely on the
as-designed specimen geometry. This highlights the high sensitivity of the mechanical response
of the specimen to geometrical imperfections. Then, we provide a two-scale analysis of the mea-
sured kinematic field: (i) at the continuum material level (microscopic scale) and (ii) at the unit
cell level (macroscopic scale). This leads to the quantification of the macroscopic strain het-
erogeneities and the characteristic deformation patterns, which are influenced by the boundary
conditions as well as the inherent Poisson’s ratio of the microstructure. The kinematic analysis
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Fig. 5.1: Geometry of the re-entrant honeycomb. (a) Three-dimensional representation of the level set
function (signed distance function) φ, sliced by the plane z = 0. The function results from the topology
optimisation procedure of [3]. (b) Unit cell, the boundary is described with the zero level set. The material
volume fraction is |S | = 0.48. (c) 4 ×4 repetitive array of unit cells.

is complemented by a procedure aiming at extracting the skeletal representation of the specimen
from the experimentally-recorded images. This experimentally-extracted skeleton, whose shape
changes during the deformation process, is then used to identify the parameters for an accurate
reduced-order model of the architectured solid.

The study is organised as follows: section 5.2 provides details on fabrication, experimental setups,
testing methods, material models and modelling strategy. The results are reported in section 5.3,
and include the material constitutive law calibration, the multi-scale experimental analysis and
the numerical simulations. The skeletal representation of the architectured sheet geometry is
discussed in the same Section. A short summary in section 5.4 concludes the chapter.

5.2 Materials and methods

5.2.1 Unit cell architecture

To demonstrate our approach, we choose to analyse the periodic auxetic microstructure recently
proposed in [3] (also discussed in section 3.4.1). The design results from a topology optimisation
procedure combining the level set method and the asymptotic homogenisation theory [14, 181]
aiming to maximize the auxetic behaviour. The level set function φ serves as a base to define
the material distribution in the unit cell (see Fig. 5.1(a)), and is defined as the signed distance
function, for smoothness and regularity purposes. The optimisation problem is formulated as a
constrained minimisation problem, where the objective functional to be minimised is a squared
distance between the effective elastic moduli over the unit cell and a prescribed elastic moduli
Ctarget (refer to chapter 3 for further details). This type of objective functional was first proposed in
[249].

Starting from the architecture provided in [3], we merely operate a vertical shift to obtain a sym-
metric design. The resulting unit cell is depicted in Fig. 5.1(b,c). The designed geometry is a
re-entrant honeycomb with a couple of peculiar features. First, the structure is characterised by a
repetitive alternation of two types of concave hexagons. Second, the trusses do not have constant
width, i.e., the linkages appear slightly thinner than the cores of the bars. This feature is shared
with other shapes available in the literature, that also stem from topology optimisation algorithms
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based on the level set method aiming to minimize the Poisson’s ratio [250, 244]. It is also similar
to the bi-mode extremal material presented in [168].

Mechanically, this architectured material carries an effective orthotropic behaviour (provided that
the base material is isotropic [211]). Assuming an a-priori linear elastic behaviour implies that four
independent coefficients need to be identified, namely one (respectively two) effective Young’s
modulus, two (respectively one) effective Poisson’s ratios and the effective shear modulus. The
theoretical values of the Poisson’s ratios in [3] are ν∗12 = −1.25 and ν∗21 = −0.4. The complete
effective tensor C∗ is provided in the results of chapter 3 alongside a discussion on both the elastic
behaviour of the unit cell at small strain and the identification of effective elastic coefficients.

The choice to demonstrate our procedure on this specific microstructure is motivated by several
reasons. First, this shape is an auxetic material with microstructural deformation mechanisms,
which makes it a candidate to be studied using multi-scale approach. Second, its orthotropic
behaviour is the most generic state that can be achieved when designing composites with single
base material. Third, this architectured material is amenable to large strain analyses.

5.2.2 Fabrication of natural rubber architectured sheets

We fabricated three sorts of specimens consisting of periodic assemblages of the unit cell: two
specimens designed for uniaxial tension along directions e1 and e2, hereafter referred to as spec-
imens T1 and T2 respectively, and one specimen designed for a simple shear test, hereafter
referred to as specimen S . The periodic array for each sample is set at:

• 5× 8 unit cells for the tensile specimen T1 (see Fig. 5.2(b)),

• 8× 5 unit cells for the tensile specimen T2,

• a sequence of two lattices of 8 × 5 unit cells for the shear specimen S (see Fig. 5.2(c)). The
arrangement is made to balance the torques.

For all specimens, the size of the square unit cell was set at 10 mm × 10 mm, yielding a 50 mm ×
80 mm lattice. The generated pattern is then completed by 50 mm × 10 mm rectangular solid tabs
that permit the clamping to the uniaxial testing machine. The specimens are laser cut from a
1.5 mm-thick natural rubber sheet with a Universal ILS9 120 W laser cutter (single cut at 35%

power and 5% speed). To avoid burning the rubber, the machine blows compressed air onto the
part being cut. Prior to applying the speckle pattern on the specimens, these are thoroughly
washed with standard dish-washing soap.

5.2.3 Experimental setup and testing

To provide a complete characterisation of the selected geometry, the evolving pattern transforma-
tions are investigated through uniaxial tensile and simple shear tests, as shown in Fig. 5.2(b,c).
The experiments are conducted under displacement control at a quasi-static strain rate ε̇ =

0.125 min−1 up to 0.5 effective engineering strain for the tensile test and up to 0.45 effective engi-
neering strain for the shear case. The tests are performed on an Instron 10 kN universal testing
machine, with a mounted 50 N load cell ensuring accurate measurements down to ±0.1 N. The
specimens are clamped at both ends with metallic bars, to constrain their displacement (see
Fig. 5.2(b)). The choice of hard clamp, which yield a strain heterogeneity in the specimens, was
merely intended to facilitate the description of the boundary conditions in the numerical simula-
tions. Recent works in the literature [255] attempted to apply less constraining boundary con-
ditions using rings and networks ensuring a homogeneous state of strain, at the cost of higher
uncertainties on boundary conditions and stress state. For the shear test, a specific setup shown
in Fig. 5.2(c) is designed to arrange the specimen in the tensile machine. PMMA confining plates,
preventing out-of-plane displacement, are held together at their edges and are attached to the
(sliding) upper grip. Conversely, the central rectangular rod is attached to the (fixed) lower grip.
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Fig. 5.2: (a) View of a unit cell of the fabricated specimen under a Keyence VHX-1000 optical microscope.
(b-c) Setup for the tensile test (specimen T1 here) and shear test (specimen S). In the shear test, PMMA
confining plates are held together at their edges and are attached to the (sliding) upper grip. Conversely, the
central rectangular rod is attached to the (fixed) lower grip. Scale bar is 40 mm.
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The experiments were piloted using the Instron BlueHill software. Each mechanical test was
recorded and used for full-field measurements by Digital Image Correlation (DIC). The record-
ings were obtained using a high-resolution digital camera (JAI Spark SP-20000-USB camera with
a resolution of 5120 × 3840 pixels equipped with a Tokina AT-X Pro 100 mm F2.8 macro lens),
mounted on a perpendicular axis with respect to the plane of the specimen. To improve the pre-
cision of the measurements, a gray scale speckle pattern was placed on the sample by aerosol
spray. Using an in-built computer program, 8-bit gray scale sub-images were stored every second
during the loading, with a resolution of 5064 × 2438 pixels for the tensile tests and resolution of
2292×2488 pixels for the shear test (the resolution for the shear is approximately two times smaller
than in the tensile test because the camera was installed to record the whole specimen, yet only
half of the specimen is useful for the observations).

5.2.4 Local and global Digital Image Correlation

(a) Reference image (b) Binary mask (c) Signed distance in pixels (d) Final mesh

Fig. 5.3: Procedure implemented to build the experimental meshes MDIC . From the reference acquired
image of the specimen (a), a binary mask (b) is obtained by thresholding and median filtering. Then the
distance transform of the mask is computed, and the obtained signed distance function (c) is used to build
the triangulation with a uniform edge length [194].

All the experimental results shown in this work make use of the the Digital Image Correlation tech-
nique (DIC) to extract the structure motion from acquired images during the test. DIC procedures
are based on the comparison of subsequent pictures of the structure [215]: given a reference
image G and a current image g , the problem consists in finding the displacement field u(X)

which minimizes the differences between the two images over the Region Of Interst D (ROI). The
choices of the parametrisation of the trial displacement field u(X) and the domain D are the main
elements that distinguish: (i) the local approach [230], where D is divided into small sub-domains
over which the displacement is assumed to be homogeneous, i.e., u(X) = U and (ii) the global
approach [228, 37] where the displacement is defined over a finite-elements mesh covering the
full ROI D (i.e., u(X) = N(X) · {u} with N(X) containing the finite element shape functions and
{u} the nodal displacements to be determined). More details about the theoretical background
and implementation are given in appendix C.1.
While the comparison between both approaches in terms of efficiency and accuracy is still a
hot topic in the community [115, 207], they are both used for different purposes in the present
study. Indeed, the global approach assumes the displacement field continuity over the domain D,
which is well suited for the study of the structure at the microscopic scale (corresponding to the
material continuum). Conversely, the local approach is employed to follow the motion of features
associated to the macroscopic scale (corresponding to the pattern periodicity), for example to
study the motion of the corner nodes of each unit cell.
All DIC results presented in this paper are obtained from an in-house academic code written
by means of MATLAB scripts. For the global approach, linear triangular elements are used for
meshing. The meshes are generated following the steps illustrated in Fig. 5.3. Starting from the
reference image (i.e., where the specimen is unstrained), a binary mask is obtained employing
median filtering and gray level thresholding. The distance transform of the mask is then com-
puted to obtain the experimental signed distance function from the specimen boundaries (see
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Fig. 5.3(c)). Finally, the mesh of the specimen is generated using the DistMesh procedure pro-
posed by Persson [194] from the obtained signed distance function. A uniform edge length of 12

pixels is chosen to correctly capture the localisation of strains in the structure, while keeping a
good DIC resolution (sub-pixel accuracy). Hereafter, the resulting mesh is referred as toMDIC

i (i
denotes the specimen name).

Theoretical background and implementation details associated to the DIC procedure are reported
in appendix C.1. For both local or global formulations, the DIC is performed iteratively following
a Newton–Raphson procedure. The resulting displacement update (eq. (C.1.7)) is used as the
convergence criterion (eq. (C.1.12)): the minimisation is stopped when the maximum displace-
ment step is below δ = 10−3 pixels (corresponding to a strain step of approximately 10−4 given
the chosen edge length).

5.2.5 Numerical simulations

Finite element method implementation. Finite element computations are undertaken under
the assumption of large strains plane stress using the finite element solver Cast3M [51]. In the
simulations, the conditions of the mechanical tests are exactly reproduced, e.g., the sample is
loaded in with a prescribed displacement at the two ends. In both cases, the specimen is meshed
with P2 triangle elements. The geometry of the specimen used for the computations is obtained
following two strategies:

• from the theoretical level set function φ, using image processing to detect and extract the 0-level
contour image of the level set function. Hereafter this mesh is referred as toMφ= 0

i (i denotes
the specimen name). For all specimens, the total numbers of elements and nodes are 80,000
and 171,534, respectively. Mφ= 0 is perfectly periodic, i.e., it does not embed any geometrical
defects;

• from the experimental mesh MDIC
i (used for the global DIC presented in section 5.2.4). The

total numbers of elements and nodes for the FE model are 78,380 and 166,982, respectively.
By comparison to the theoretical mesh Mφ= 0

i , MDIC
i captures several geometrical imperfec-

tions induced by the fabrication process and by the positioning of the specimen in the tensile
machine.

Rubber material models. The constitutive behaviour of natural rubber is modelled as an incom-
pressible hyperelastic material. Let F = ∂x

∂X denote the deformation gradient mapping a material
point from the reference position X to its current location x. We adopt the Mooney–Rivlin model
[173, 204], which is normally acceptable for intermediate elongations, i.e., between 50 -100%.
The strain energy function of Mooney–Rivlin hyperelastic constitutive law is expressed as a func-
tion of strain invariants I1, I2, I3 = J2 of the left Cauchy-Green tensor B = F FT . The strain energy
density function takes the form:

W = C10(I1 − 3) + C01(I2 − 3) +
1

d
(J − 1)2 (5.2.1)

where C10, C01 and d are material parameters. For the case of an incompressible Mooney–Rivlin
material under uniaxial elongation, λ1 = λ and λ2 = λ3 = 1/

√
λ. Then the true stress (Cauchy

stress) differences can be calculated as:

σ11 − σ33 = 2C10

(
λ2 − 1

λ

)
− 2C01

(
1

λ2
− λ2

)
σ22 − σ33 = 0

(5.2.2)
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Fig. 5.4: (a) The dogbone geometry with its dimensions in mm. (b) Measured engineering stress-strain
response under uniaxial tension. The Mooney–Rivlin hyperelastic model is employed to fit the stress–strain
response and calibrate material parameters.

In the case of simple tension, σ22 = σ33 = 0. Then we can write:

σ11 =

(
2C10 +

2C01

λ

)(
λ2 −

1

λ

)
(5.2.3)

and the engineering stress (force per unit reference area) for an incompressible Mooney–Rivlin
material under simple tension can be calculated using σeng

11 = σ11λ2λ3 = σ11/λ = σ11/(1 + eeng
11 ).

Hence:

σeng
11 =

(
2C10 +

2C01

λ

)(
λ− λ−2

)
σeng

11 =

(
2C10 +

2C01

1 + eeng
11

)(
1 + eeng

11 −
1

(1 + eeng
11 )2

) (5.2.4)

5.3 Results and discussion

5.3.1 Numerical simulations

Calibration of material parameters. The mechanical behaviour of natural rubber is identified
from uniaxial tensile tests. Dogbone specimens are fabricated using a cutting die to make speci-
mens for uniaxial tension (the dimensions of test specimens are depicted on Fig. 5.4(a)) and are
subjected to the uniaxial tensile tests with a speed of 10 mm/min. The measured engineering
stress-strain response is shown in Fig. 5.4(b). It is shown that the Mooney–Rivlin model is suit-
able to capture the tensile behaviour well up to 0.5 engineering strain for this natural rubber. The
material coefficients C10 = 0.199 MPa and C01 = 0.134 MPa in the Mooney–Rivlin model for this
natural rubber are identified by a non-linear fit from the experimental data.

Shape sensitivity analysis. We first report the measured engineering stress-strain curves for
all tests (see Fig. 5.5). For tensile tests (specimens T1 and T2), the experiments are juxtaposed
to the numerical results (for the shear, the frictions in the setup hinder an experimental estimate of
the load.) Fig. 5.5(b) and even more Fig. 5.5(c-d) reveal a significant gap in stiffness between the
numerical predictions on the theoretical meshMφ=0 (stiffest dashed gray curve) and on the exper-
imental meshMDIC . The latter model is in better agreement with the experiments (black curves).
The strong differences between the two approaches in the numerical analyses suggest that the
material effective stiffness is highly sensitive to the shape uncertainties induced during the laser
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Fig. 5.5: (a) Unit cell contour defined by the level set function φ with varying cutting heights. (b-d) Effective
stress-strain curves for the structure. Comparison between experiments and numerical simulations with
the Mooney–Rivlin hyperelastic model. The shaded gray areas encompass the stress-strain curves for φ ∈
[−0.1, 0]. The letters appearing at 0.15, 0.3 and 0.45 effective strains refer to the deformed shapes in Fig. 5.6.
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(a) ε = 0. (b) ε = 0.15 1 1.1 1.21.05 1.15 1.25 (c) ε = 0.3 1 1.1 1.2 1.3 1.4 1.5 (d) ε = 0.45 1 1.2 1.4 1.6 1.8

(e) ε = 0. (f) ε = 0.15 1 1.05 1.1 (g) ε = 0.3 1 1.05 1.1 1.15 1.2 (h) ε = 0.45 1 1.1 1.2 1.3

(i) γ = 0. (j) γ = 0.15 0.98 1 1.02 1.04 1.06 (k) γ = 0.3 0.95 1 1.05 1.1 1.15 1.2 (`) γ = 0.45 1 1.1 1.2

Fig. 5.6: Numerical and experimental deformed configurations of specimens T1 (a-d), T2 (e-h) and S (i-`)
at different levels of imposed engineering effective strain: 0, 0.15, 0.30 and 0.45. The principal stretch λ1 is
plotted as a colour map in each figure. The colour bar is the same for both the numerical and experimental
results.

cutting. To analyse the sensitivity of the mechanical behaviour to shape uncertainty, additional
numerical simulations are carried out using eroded theoretical meshes, i.e., by progressively re-
ducing the size of the trusses. In practice, we operate an erosion of the contour by introducing
a negative offset to the signed distance function φ of Fig. 5.1(a). The shapes for offsets varying
between −0.1 and 0. with a step of 0.02 is shown in Fig. 5.5(a). The experimental stress-strain
curves of specimen T2 (Fig. 5.5(c)) are most similar to the eroded model with the level set shifted
by −0.06. Using the properties of the signed distance function φ, the experimental specimen is
expected to be fabricated with trusses that are roughly 120µm thinner than expected. This gap
to the laser cutting process. In hindsight, observing the specimens under an optical microscope
(see Fig. 5.2(a)) confirms that these are thinner than expected and also reveals that the error on
the thickness is not constant along the trusses. In the following, the simulations performed on the
experimental meshMDIC are used for the comparison with experiments and general validation.

5.3.2 Two-scale kinematic analysis

Scale of the sheet material continuum. For all the tests, the acquired images of the structure
are reported in Fig. 5.6 for stages corresponding to 0, 0.15, 0.3 and 0.45 engineering strain. The
principal stretch field λ1 resulting from the global-DIC procedure performed on a full set of acquired
pictures is superimposed to the images. Following the procedure described in section 5.2.4,
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the experimental mesh MDIC used to perform the DIC is defined at the reference stage. The
obtained displacements fields permit a further comparison with predictions and give an insight on
the deformation mechanism of the samples, i.e., how the structure moves and deforms.

In all the tests, the distribution of the elongation (Fig. 5.6) obtained from the displacement field
in both full-field measurement indicates that the strain field is mostly concentrated on the hinges
of the structure. This emphasizes the predominance of structural deformation at small strain,
where different parts of the lattice behave as rigid struts and deformable hinges, in spite of the
soft natural rubber. For the tensile tests, a lateral expansion indicating a negative Poisson’s ratio
is visible in both T1 and T2 specimens. Despite these general observations, some discrepancies
can be noticed between the two tensile specimens. First, the amount of transverse strain is
obviously different between specimen T1 and T2, expressing the orthotropic nature of the design.
Second, while the most of strain is localised at the hinge regions in the specimens T2 and S , a
clear elongation of the members is identified on specimen T1.

Fig. 5.6(b-d) shows that specimen T1 undergoes a positive strain in the trusses under tension (at
0.15 effective strain, λ1 ≈ 1.15 in green), whereas the perpendicular members exhibit negative
strain (with λ1 < 1). This transverse compressive state is responsible for an out-of-plane buckling
at ∼ 0.15 effective engineering strain. Beyond this stage, a wrinkling deformation is observed i.e.,
each transverse branch becomes corrugated (see the central unit cells in Fig. 5.2(b), 5.6(c-d)).
This particular instability is typical of the clamped boundary conditions imposed on the specimen,
responsible for compressive stresses that develop in the transverse direction [55]. The buckling
and post-buckling modelling, beyond the scope of the paper, is neither accounted nor permitted
in the two-dimensional finite element model. Since DIC measurement is also based on a two-
dimensional model, the out of plane deformation appears as compression state in the stretch field
in Fig. 5.6(c,d). Looking at Fig. 5.5(b), this illustrates why the numerical simulation (curve in red)
perfectly matches the experiment (curve in black) until 0.15 effective engineering strain, while it
tends to overestimate the effective stress at larger strains. The maximal relative error between
the experiment and the simulation is of 9.5%.

Specimen T2 remains mostly unstrained at the core of the trusses throughout the test (λ1 ≈ 1.

in blue). The specimen remained in the plane during the whole test. However, unit cells located
at its edges experienced snap-through instabilities just before 0.3 effective engineering strain. In-
deed, the buckled cells that were almost unstrained in Fig. 5.6(f) become the most strained in
Fig. 5.6(g,h). The full movie of the tensile test provided in the supplementary material permits to
better appreciate the effect (see Movie 2). This effect is observed in both the experiments and
the numerical simulations. This feature is also detected in Fig. 5.5(b) where a local change in the
slope of the stress-strain curve corresponding to the relaxation of the center cells accompanying
the edge cells snap-through is identified. Note that the samples are monostable unlike the exam-
ples of [201], i.e., once unloaded, the specimens return to their initial configurations. In Fig. 5.5(c),
the numerical simulation (curve in red) correctly matches the experiment (curve in black) until 0.5

effective engineering strain. The small gap that appears around 0.3 effective engineering strain is
attributed to the snapping effect which is not captured by the numerical stress-strain curve. The
maximal relative error between the experiment and the simulation is of 3%.

Regarding the shear test, specimen S is mounted horizontally (refer to Fig. 5.2(b)). Therefore,
its own weight induces an initial bending visible in Fig. 5.6(i). Nonetheless, the role of the weight
rapidly becomes negligible as the applied shear load increases (γ > 0.1). As we establish a
relative good agreement between simulation and experiments under uniaxial tension (besides
structural instabilities that were not accounted), the finite element method permits to estimate the
stress distribution during shear test (see Fig. 5.5(d)). The maximal effective shear stress τ com-
puted numerically is around 1.75 kPa, yielding a resultant load of 0.14N. Note that experimentally,
a nearly constant force of 3.5N was measured, mostly indebted to frictional forces in the setup
holding the specimen. Since the contributions of the specimen response and the frictional forces
could not be separated in the measured load, no experimental load values could be provided for
the shear specimen. Moving on to the deformed of the specimen S , we remark, more than in any
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C∗(S) C∗,exp(S) 0.12 −0.05 0
−0.05 0.04 0

0 0 0.006

  0.1207 −0.0487 0
−0.0487 0.0318 0

0 0 0.0044


Table 5.1: Comparison between the effective C∗(S) (see also Table 1 of [3]) and measured elasticity ten-
sor C∗,exp(S) displayed in the left and right column respectively. The measured elasticity tensor C∗,exp was
determined by combining DIC measurements and FEM computations.

other tests of the present work, a strong heterogeneity in the strain field. Rather than experienc-
ing a homogeneous shear, the specimen S undergoes rotations, leaving zones with predominant
tension (top left and bottom right of S , see Fig. 5.6(k-`)), predominant compression (top right
and bottom left of S), and predominant shear (at the center of S). These observations will be
developed in the next paragraphs.

Scale of the unit cell. Next, we intend to analyse the global kinematics of the material, i.e., the
averaged kinematic values over the unit cells. To this end, we perform a local-DIC measurement
for all the tests. We measure the macroscopic displacement at each node of the lattice, and
derive the strain field, depicted in Fig. 5.7. In particular, Fig. 5.7(a,e) illustrate the evolution of the
averaged transverse strain with respect to the averaged longitudinal strain for all unit cells of the
specimens. The ratio of the averaged strain components (i.e., the slope of the curves) yields the
effective Poisson’s ratios, ν12 and ν21 respectively.

At small strain, we can provide the complete experimental measurement of the effective elastic
stiffness tensor. Let us recall that the effective constitutive law (1.3.1) is a linear relation between
the components of the effective stress and strain, from which the elastic moduli could be identified
by a least square fitting. The main difficulty is that only the effective strain, ε∗, can be directly mea-
sured from the experiment, see for instance Fig. 5.7. However, as suggested in [207], the effective
stress Σ can be numerically computed from the experimental applied forces if the geometry and
the constitutive behaviour of the base material are validated. As a consequence, C∗, the effective
elastic tensor of the design phase is obtained as a linear fit from ε∗ and Σ. The computation could
be performed on several unit cells of the specimen, yet here we will merely report the behaviour
of the central unit cell. In order to compare the values of the elasticity tensor C∗ computed in the
design phase we have non-dimensionalised the resultant forces.

For the computations, the elastic moduli of the base material were fixed according to [3] for com-
parison purposes. Hence, the base material was defined with a Young’s modulus Em = 0.91 MPa

and with a Poisson’s ratio ν = 0.3. Under the plane stress assumption, the components of
the elastic tensor of the base material become Cm

1111 = Cm
2222 = 1.0 MPa; Cm

1122 = 0.3 MPa ;
Cm

1212 = 0.35 MPa.

Experimentally, we remark that T1 is around four times stiffer than T2 for an effective strain ranging
from 0. to 0.1.

At finite strains, the mechanical behaviour shifts rapidly, indicating in particular a decrease of
the “auxeticity” of the specimen. Beyond 10% effective strain, both effective Poisson’s ratios no
longer satisfy the small strain prediction of [3] (reported also in chapter 3). This effect is known
in re-entrant honeycombs: the evolution of the Poisson’s ratio with applied strain has already
been observed and discussed in [245]. Note also that improvements in the design of re-entrant
honeycombs using a non-linear material behaviour in the optimisation process would permit to
stabilize the Poisson’s ratio in a range up to 0.2 engineering strain, as shown in [263].

Strain heterogeneity in the specimen. We further explore the strain heterogeneity in the spec-
imen. The question has an importance in itself, as mathematical optimisation methods are gen-
erally defined on unit cells with periodic boundary conditions. Indeed, the interest is often on
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Fig. 5.7: Evolution of the macroscopic transverse strain ε22 with respect to the longitudinal strain ε11 for
specimen T1 (a) and specimen T2 (e). Evolution of the macroscopic shear strain ε12 with respect to the
effective engineering shear strain γ for specimen S (i). The behaviour of the unit cells can be regrouped
in bundles represented by different colours. Macroscopic strains maps obtained via local DIC at a loading
stage of 0.15 engineering strain, (b-d) for specimen T1 ; (f-h) for specimen T2 ; (j-`) for specimen S .
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the macroscopic behaviour of the structure, hence considered as a continuum material with ho-
mogenised properties. The computation of this macroscopic apparent behaviour from the mi-
croscopic unit cell configuration (geometry and material properties) uses the assumption of an
homogeneous state of strain in the structure [211], equivalent to considering a specimen of in-
finite size. However, the specimen size is in practice limited by the experimental setup. As a
consequence, boundary conditions applied to the specimen (free surfaces, clamping, etc.) are
the source of strain heterogeneities.

In all the tests, the macroscopic behaviour of the cells can be regrouped in bundles, identified
by curves with different colours in Fig. 5.7(a,e,i). The scatter of the bundles is a evidence of
heterogeneity in the specimen.

For specimen T2 (see Fig. 5.7(e)), there is merely a single line of cells which is affected by the
boundary conditions, generally showing a lower transverse strain than center cells: cells associ-
ated to the clamped boundaries (in green and yellow) are constrained kinematically, while cells
located on free edges (orange and purple) are less strained transversely because of the vanishing
transverse stresses. Apart from this boundary layer, the cells in the center of the specimen belong
to the same bundle (coloured in blue), thus denoting a uniform state of strain in this region. Hence,
the observed cell behaviour can be expected to be close to the homogenised behaviour; this is
verified with the macroscopic Poisson’s ratio identified close to the theoretical value of νH21 = −0.4

(dash-dot black line).

By opposition, the specimen T1 (see Fig. 5.7(a)) shows an highly heterogeneous state of strain,
with cell bundles that are more difficult to separate. This is mainly due to the higher absolute value
of the Poisson’s ratio (νH12 ≈ −1.5, dash-dot black line). At small strain i.e., between 0 and 0.05 ef-
fective engineering strain, the specimen is rather homogeneous (besides the purple bundles, the
unit cells all follow the same trend). Between 0.05 and 0.15, each bundle sequentially start to be-
have independently (yellow bundle, then green bundle, orange bundle, etc.). To better appreciate
the average strain distribution in the specimen, A video of the test with the superimposed aver-
aged strain field is provided (see Movie 3). We remark that at 0.15 effective engineering strain,
we need three lines of cells from the constrained zones to neglect the influence of the boundary
conditions. Hence, only the two central lines of the specimen are not affected by the boundary
conditions (see Fig. 5.7(c)).

Regarding the shear specimen S (see Fig. 5.6(i- `)), we notice that the unit cells shear strain γ

is in general lower than the engineering shear γS imposed on the specimen. This is mostly due
to the rotation of cells in the center region. In addition, a shear strain gradient is observed in
the specimen, with a higher value in the center cells (in blue) that decreases with approaching
boundaries (orange and yellow); this is in agreement with the free edge condition at which the
shear stresses vanish. Moreover, the corner cells can be separated in two cases. First, bottom-
left and top-right cells, in green, are first compressed in the early stages up to a point where
contact occurs between members (γS ≈ 15%); then these cells are submitted to more shear in
the latter stages. Second, top-left and bottom-right cells, in purple, are mostly stretched because
of the specimen curvature. Despite the observed strain heterogeneity, it can be seen that the two
center cells in blue are loaded proportionally to the imposed shear (with γ ≈ 0.65γS ).

5.3.3 Truss-hinge equivalent kinematic model

Since the strain distribution of specimen T2 is localised at the hinges of the structure, we examine
whether a simple kinematic model with rigid trusses and rotating hinges (nodes) is sufficient to
predict the Poisson’s ratio of the structure. To this end, we derive a generic parametrisation of
the unit cell of Fig. 5.1 based upon its morphological skeleton, which is a “wire” version of the
shape that is equidistant to its boundaries. In shape ahnalysis, the skeleton is frequently used as
shape descriptors as it usually emphasises geometrical and topological properties of the shape,
such as its connectivity, topology, length, direction, and width. Interested readers may refer to
[171, 132] for a mathematical definition of skeletons and algorithms to compute them. In our
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work, the morphological skeleton of our architecture is computed from a rasterised binary version
of Fig. 5.1 via the SkeletonTransform command from Wolfram Mathematica1. The obtained
result is depicted in Fig. 5.8(a,b) (geometry in black, that was duplicated for a better distinction
with the models). We remark that in spite of the relative complexity of the cell geometry, the
corresponding skeleton can be approximated by a couple of straight features (beams) and nodes
connecting them (hinges), arranged like in a simple re-entrant honeycomb. In particular, two
configurations are easily derivable from the skeleton:

• configuration Kbeams (depicted in blue in Fig. 5.8(a)) is meant to emphasise the arrangement
of the principal beams at the expense of the nodes position. The identification of the beams
is easily achieved through a linear fit. The ImageLines command from Wolfram Mathematica
finds line segments of a rasterised binary image and returns the coordinates of their endpoints.
This configuration presumably yields the smallest angle between trusses θ.

• configuration Knodes (depicted in orange in Fig. 5.8(a)) is meant to emphasise the position of
the nodes. The identification of the nodes is done manually on the skeleton. This configuration
presumably yields the largest angle between trusses θ.

Naturally, the real configuration may stand between Kbeams and Knodes . This configuration should
accurately predict the evolution of the effective transverse strain ε22 with respect to the effec-
tive longitudinal strain ε11 observed experimentally. We define it to reproduce as accurately as
possible the experimental behaviour:

• configuration Kls is obtained by finding the angle θ which best fits the experimental experimental
curve ε22 = f (ε11). We use the least square method to find the best angle θ that fits the
experimental curve.

Given the equivalent truss-hinge model, we understand the whole unit cell kinematics are merely
driven by the only variable angle θ, therefore strain components can be expressed as:

Longitudinal: ε22(θ) =
2e

L
(cos(θ0)− cos(θ))

Transverse: ε11(θ) =
sin(θ)

sin(θ0)
− 1

(5.3.1)

where L is the characteristic length of the unit cell and θ0 denotes the initial value of θ (when the
structure has not been stretched yet).

Starting from the images of specimen T2 recorded during the tensile test, we compute the mor-
phological skeleton of the central unit cell and inferred a measure of the angle θ considering both
Kbeams and Knodes . The evolution of θ measured during the experiments is compared to the rigid
trusses rotating hinges model (see eq. (5.3.1)) in Fig. 5.8(b) for bothKbeams andKnodes . We remark
that configuration Knodes yield excellent agreement between model and experiments. Conversely,
the model using configuration Kbeams tends to underestimate the experiments.

Next, we plot the evolution of the transverse strain with respect to the longitudinal strain
(Fig. 5.8(c)) at the scale of the unit cell. We remark that the experimental evolution, obtained
previously in Fig. 5.7(e), is bounded between the predictions of the two analytical models as-
suming Kbeams and Knodes . Using the least square method, we obtain that theoretical kinematic
evolution (eq. (5.3.1)) best approximates the experiments (curve in black) assuming an initial an-
gle θ0 = 68◦. This configuration corresponds to Kls . Remarkably, the results for Kls (dashed green
curve) are in excellent agreement with the experiments, despite the simplicity of the model. It is
also worth noting that the θ0 = 68◦ case fits particularly well the end of the experimental Kbeams

(continuous blue curve) in Fig. 5.8(a). The obtained results support the idea that a rigid trusses
rotating hinges kinematic model is suitable to predict the deformation pattern of specimen T2 in
spite of the soft elastomer used in the fabrication of the specimens.

1version 11.2, 2018

107



Exp. skeleton Kbeams Knodes

Configuration Kbeams Knodes

e/L 0.58 0.52

θ0 59◦ 74◦

(a)

0.0 0.1 0.2 0.3 0.4 0.5

Engineering strain ε

60

70

80

90

100

110

120

θ
(d

eg
re

es
)

Truss-hinges model (Kbeams)
Truss-hinges model (Knodes)
Truss-hinges model (Kls)
Exp. skeleton (Kbeams)
Exp. skeleton (Knodes)

(c)

0.0 0.1 0.2 0.3 0.4 0.5
Longitudinal strain ε11

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

T
ra

n
sv

er
se

st
ra

in
ε 2

2

Kbeams (θ0 = 59◦)

Knodes (θ0 = 74◦)

Kls (θ0 = 68◦)

Exp. Data

(d)

Fig. 5.8: truss-hinge model. (a) Parametrisation assuming configuration Kbeams (blue) and Knodes (orange)
superimposed to the skeleton of the unit cell (black). (c) and (d): corresponding kinematic data with both
experimental values (continuous curves) and predictions from equation (5.3.1) (dashed curves). (c) Hinge
aperture angle θ as a function of the effective engineering strain. Experimental data is identified from the
pictures of the tensile tests at different strain levels. The skeletal representation of the central cell for various
strain level are included.(d) Interdependence of the macroscopic strain components. The experimental curve
is a mean of the blue bundle in Fig. 5.7(e).
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5.4 Concluding remarks

In this work, we have introduced a multi-scale experimental analysis designed to completely char-
acterise the behaviour of architectured sheets undergoing extreme deformation. Our techniques
have been applied to the analysis of a soft, auxetic sheet subjected to large tensile and shear
loads (up to 0.5 effective strain). Based on this analysis, we are able to:

• gain insight on the strain distribution of the specimen and identify the zones that have uniform
strain field. This identification is particularly simple in our study, owing to our reconstruction of
the macroscopic strain (the averaged kinematic values over each unit cell);

• determine that strain heterogeneities dominate the response of finite-size specimens and that,
to accurately capture the tensile response of an infinite sheet, the number of unit cells should
be greater than four in both horizontal and transverse directions;

• use the wealth of information obtained from the experiments to create a reduced order model
(featuring rigid trusses and flexible hinges) that accurately describes the kinematic behaviour
under tensile loads;

• determine that, despite the strong heterogeneity displayed by the shear test results, it is possible
to identify zones in the center of the specimen where the shear state is proportional to the
applied engineering shear strain.

As an outlook, the proposed procedures could benefit from a proper quantification of the errors
associated to the identified data. This uncertainty analysis could be inspired from works already
available in the literature [41, 252, 214]. The tools presented in this study can be readily adapted to
any two-dimensional architectured solid undergoing small or large deformations [235, 170, 152].
In turn, the results that can be obtained by using these methods can potentially be leveraged to
create tunable and stretchable mechanical devices [127, 148].
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Part III

Design of 3D printable thin
composite panels
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Chapter 6

Shape-shifting panel from 3D
printed undulated ribbon lattice
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A novel microstructure with extension–bending coupling effect is designed and fabricated. It is ob-
tained with a single material as a network of undulated ribbons. Ribbon lattice are easy to design
and fabricate, and offer a wide range of tunable properties. The deformation modes and deforma-
tion mechanisms of the unit cells are investigated both under small strain assumption combining
asymptotic homogenisation with Kirchhoff–Love plate theory (section 1.4), and at finite strains re-
lying on numerical analysis. Patterned specimens are manufactured and are mechanically loaded
in tension at finite strain. The displacement measured by point tracking match the predictions
from the finite element simulations and indicate that the structure maintain its properties at finite
strain. The design concept provides a framework to be harnessed in morphing and deployable
structures for a wide range of scales.

6.1 Introduction

The morphing of shell-based structures into programmable three-dimensional geometries is a
ubiquitous mechanism found in nature, which is attracting increasing interest for technological
applications [185]. In engineering, flat panels are traditionally enticing due to their high strength-
to-weight ratio which makes them structurally efficient. Including programmability into such struc-
tures expands the potential of available manufacturing techniques and increases the fabrication
throughput for three-dimensional objects of complex geometries [107, 131, 159]. In addition, it un-
leashes new functionalities suitable for exploring harsh or inaccessible environments [137, 202]
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and delivering increasingly large and complex payloads [28, 58]. Several concepts have already
been reported for a broad range of length scales, from minimally invasive surgery [66, 203], to
automotive [72], aeronautics [6] and up to space sector [22, 59, 123].

Systems with shape-shifting capacities are obtained through “transformation mechanisms”, tai-
lored by the micro-architecture of the material. Recent advances in digital manufacturing tech-
nologies such as 3D printing [139, 158, 241] and laser cutting [170, 220, 235] have opened the
way to a wide range of novel micro-architectures that couple locally prescribed in-plane kinematics
to changes in curvature. These micro-architectures can be regrouped into model classes: origami
structures, which feature axially-rigid but potentially-flexible panels connected by foldable creases,
may be turned into nearly arbitrary shapes [86, 189, 256]. Yet, due to the independent folding mo-
tions of individual folds, they are challenging to fold [48, 77] or actuate. Kirigami tessellations,
i.e., cut-patterned panel, allow compact flat shapes to conform approximately to any prescribed
target shape in two or three dimensions [60, 134, 200]. Folding and cut patterns may be com-
bined to design shape-shifting concepts as demonstrated in [179]. Compliant mechanism-like
structures, featuring bendable trusses or hinges are suitable to shape three-dimensional objects
with desired geometrical sizes and aspects ratios [52, 135], but due to the thin connections at
the hinges, they are mechanically weak. Ribbon- and membrane-like flat structures can buckle
out of plane and produce three-dimensional geometries when subject to mechanical actuation
[53, 62, 258]. Lastly, bilayers sheets can morph into three-dimensional surfaces with non-zero
Gaussian curvature [105, 242], but their fabrication is complex.

Most systems are paired with mechanical actuations through manual forming, boundary load-
ing, or through the release of a pre-stretched layers. By releasing pre-stretched shape memory
layers, it is possible to control the deformation in time, which is an essential feature to prevent
collisions while undertaking complex morphing [84, 108, 160]. Other studies make use of pneu-
matic power to mechanically load the shapes [202, 221]. Alternatively, combining shape-morphing
structures with multiphysics phenomena further opens up the space for various actuation mecha-
nism. Self-actuation enables autonomous structural adaptation to changing environmental stimuli.
For example, self-shaping concepts have been demonstrated in shells through hydrogel swelling
[101, 154, 177], nematic-to-isotropic phase changes in liquid-crystal elastomers [136, 197], and
using piezo-electric actuation [39, 105]. Multiple materials in heterogeneous lattice designs en-
abled unprecedented morphing capacities with complex and doubly curved shapes (e.g., a human
face) [40]. Nevertheless, complex shapes remain difficult to achieve experimentally, as they often
require advanced multi-material 3D printers with long and costly fabrication.

In this chapter, we propose a novel class of microstructures consisting in a combination of undu-
lated ribbons, parametrised using B-spline surfaces. The undulations feature an asymmetry along
the height that is leveraged to obtain an extension–bending coupling (EBC) mechanism. The unit
cell is tessellated periodically to generate panels with programmable morphing capabilities when
subject to mechanical actuation. While single undulated ribbons do not exhibit specific coupling
mechanics, we demonstrate that their interconnection starts the mechanism. We then discuss
the mechanical properties of a particular unit cell, computing the complete elastic stiffness tensor
via two-scale homogenisation with thin plate theory. The range of achievable EBC ratio is then
assessed with respect to the geometric parameters of the unit cell. We demonstrate that the EBC
ratio is not degraded under finite strain up to 20%. Ribbon-based specimen are manufactured
using a desktop fused filament fabrication 3D printer and are mechanically tested for validations.
Both experiments and numerical simulations are conducted to measure the out of plane local me-
chanical fields. The present work distinguishes itself for the simplicity of fabrication and actuation,
and for its potential applicability in material and structural systems at vastly different scales; it
therefore illustrates a potential base to be harnessed in combination with responsive materials for
the actuation of soft robots, compliant systems and reconfigurable structures, as alternatives to
external mechanical motors, control systems and power devices.
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Fig. 6.1: architectured panel Ω with a periodic arrangement of 5 × 5 unit cells. The unit cells are composed
of structural shells parametrised by B-spline surfaces. The thickness of the shell t is not depicted (only the
mid-surface is shown). The displayed unit cell is obtained following the procedure described in section 6.2.
It has an aspect ratio h∗ = h/l = 0.3.

6.2 Design of the unit cell

Let us consider an architectured panel occupying a plane domain Ω, of characteristic in-plane
dimension L, and of height h, as sketched in Fig. 6.1. It is a periodic or graded compound of
quadrangular building blocks, referred to as unit cells and denoted as Y , of characteristic in-
plane dimension l . The unit cells consist in a network of undulated ribbons of constant thickness
t creating a composite similar to open cell foams described in [98, 23]. As unit cells may be
scaled to various sizes, we define a rescaled unit cell Y ? characterised by two dimensionless
parameters: the unit cell aspect ratio, h? = h/l and the normalised thickness, t? = t/l . The
material distribution inside the cell is parametrised using multiple B-spline surfaces, i.e., a bivariate
vector-valued piecewise rational function of degree p in the u direction and degree q in the v

direction respectively:

S(u, v) =
n∑

i=0

m∑
j=0

Ni ,p(u)Nj ,q(v) Pi ,j , (6.2.1)

where Pi ,j is a bidirectional net of control points (CP), while Ni ,p(u) and Nj ,q(v) are the B-spline
basis functions [195]. The choice of the control points Pi ,j is made with the aim to engender the
extension bending (EBC) effect in the panel. It is achieved manually, according to the following
design procedure:

1. Select five filament based two-dimensional unit cells with an negative effective Poisson’s ratio
equally dispersed within [−0.8, 0.] (see Fig. 6.2(a)).

2. Thanks to the multiple symmetries, the parametrisation is restricted to a bundle of elementary
corrugated branches, modelled as B-spline curves with five CP [195]. The global number of
control points is reduced as all unit cells are sharing the end points and therefore only three
independent CP per curve suffice to control the effective Poisson’s ratio of each unit cell (see
Fig. 6.2(b,d)).

3. CP for each B-spline curve (from Fig. 6.2(b)) are uniformly distributed along the thickness
according to the desired height. Using a B-spline surface parametrization, ribbons are con-
structed as lofted surface, depicted in Fig. 6.2(c) and feature a two-fold undulation: (1) an
in-plane corrugation stemming from the 2D microstructures and (2) a continuously varying
profile along the height. Fixing the outermost CP for all curves ensures a resulting vertical
border and permits the construction of the unit cell and of the periodic pattern by symmetry.

This ribbon-based unit cell encompasses a continuous stacking of two-dimensional shapes with
varying effective Poisson’s ratio. Hence, we can recover any two-dimensional unit cells that at-
tain any effective Poisson’s ratio between −0.8 and 0 by taking a slice of the micro-architectured
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(d)

Fig. 6.2: B-spline parametrisation. (a) Class of architected materials, inspired by Clausen et al. [68]. The
boxed branches on the bottom left are the most basic pattern required to reconstruct the whole unit cell. (b)
elementary pattern parametrised using B-spline and their control points (CP). (c) B-spline surface built upon
the uniform distribution of the CP in (b) along the thickness. (d) Coordinates of the CP defining each of the
five B-spline curves needed to build the surface. The reported value are for a cell of characteristic length
l = 1.

panel at the corresponding height. We recall that materials with a negative Poisson’s ratio, also
called auxetics, expand transversally under a uniaxial stretching. They often derive this property
from microstructural deformation mechanisms that typically involve rotations [83, 142], which can
confer enhanced mechanical properties. To date, several types of auxetic materials have been
reported [102, 103, 261]. This class of auxetic unit cells considered here was first reported in [68]
and stems from a topology optimisation with the objective to exhibit a prescribed effective Pois-
son’s ratio over finite deformations of up to 20%. The choice to use these shapes was motivated
by the following reasons: (1) In comparison with other shapes in the literature designed using
topology optimisation [3, 95, 263], they are featuring high geometrical simplicity (arrangement of
curved beams with constant thickness t), which is suitable for design flexibility, and manufactura-
bility. In particular, they are adapted for specific additive manufacturing technologies based for
example on wire deposition, such as Fused Filament Fabrication for polymers, or Wire Arc Addi-
tive Manufacturing for metals. (2) They share a common generic configuration, which simplifies
their tesselation and enables a global parametrization using design points and B-spline curves
(as shown in Figure 4 in [68]). (3) They were designed to maintain their auxetic effect at finite
strains. This feature confers to the panel constant EBC effect at finite strain, as it will be shown in
the sequel.

Finally, let us remark that the proposed design procedure based on stacking of filament unit cells
using B-splines and lofted surfaces is not restricted to the present choice, neither as in-plane
geometries nor in terms of symmetries, and opens up a new direction to create shell like panels.

6.3 Extension–bending coupling (EBC) mechanism

The extension-bending coupling (EBC) mechanism is investigated first by analysing the behaviour
of a single undulated ribbon under tension in order to exhibit the particular features at the origin
of the EBC effect. Then, the effective behaviour of the panel is numerically identified at small
and finite strain. A parameter analysis permits to evaluate the variation of mechanical properties
characterising the EBC effect against the geometrical parameters of the unit cell. Finally, the
influence of a graded stiffness in the ribbon on the EBC effect is briefly discussed.

The analysis is based on finite element computations and is conducted using the solver Cast3M
[51]. The parametric B-spline surfaces are triangulated by discrete Kirchhoff triangular (DKT)
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shell elements [27, 233] to generate a discrete shell model. The ribbon material is considered to
be elastic, isotropic and quasi-incompressible, with parameters E 0 = 0.7599 MPa and ν0 = 0.49.
They yield a normalised in-plane elastic stiffness in tension, i.e., A0

1111 = A0
2222 = 1.0 MPa (under

plane stress assumption) which simplifies the analysis for applications under an assumption of a
linear elastic behaviour.

Displacement and rotation are vector valued functions in the Cartesian system of coordinates
(e1, e2, e3). For convenience, in-plane displacements will denote the components along e1 or e2,
while displacements along e3 are referred to as out of plane displacement. Meanwhile, rotations
of cross sections around e3 are denoted as in-plane rotations, while rotations around e1 or e2 are
referred to as out of plane rotations and characterise the bending deformation of the panel.

6.3.1 Deformation mechanisms of undulated ribbons

In order to understand the EBC effect, we propose to compare the kinematic deformations pat-
terns of single undulated ribbon oriented along e1 under a uniaxial tensile load, with the defor-
mation of the same ribbon connected with a transverse ribbon respecting the architecture of the
panel. For all cases the effective strain reaches 10% and is applied assuming periodic boundary
conditions and planes of symmetry as depicted for different cases in Fig. 6.3.

For the single ribbon, computed components of rotations and displacement fields along e3 are
displayed in Fig. 6.3(a,d). As the ribbon elongates, the initial in-plane corrugations unfold through
a bending mechanism about the e3 axes and align with the loading direction e1. The bending is
localised in the regions with a vertical cross-section oriented along e3 which exhibit an in plane
rotation. These regions are denoted as “faces” that bend about e3 in Fig. 6.3(a)). In the zone
of ribbon crossing, the displacement of the ribbon stays in-plane, with u3 ≈ 0, as illustrated in
Fig. 6.3(d)). Furthermore the out of plane rotations are vanishing and the in plane rotation is
constant, characterising the in-plane deformation of the ribbon and the absence of bending. Next,
Fig. 6.3(b,e) exhibits the results of the tension of the same ribbon connected with a free transverse
ribbon and show that the system will equally remain in-plane and will not bend out of plane. As
expected, the transverse ribbon will simply rotate in plane as imposed by the crossing line of the
longitudinal ribbon, as discussed before. See Fig. 6.3(b) for details.

For connected ribbons, with an imposed symmetry boundary conditions at the extremities of the
transverse ribbon, an out-of-plane bending is revealed, as shown in Fig. 6.3(c,f). Now, upon pulling
on the longitudinal ribbon, the transverse ribbons is also submitted to a bending load along e3. As
the longitudinal ribbon elongates, both in plane and out of plane bending of the transverse ribbon
is observed about the e3 and e1 axes respectively. In other words, the longitudinal ribbon is tilted
at the connection line, yielding out of plane deflection in the transverse ribbon (Fig. 6.3(f)). We
conclude that the shifting mechanism is driven by the coupled in-plane and out of plane bending
occurring inside the ribbons.

6.3.2 From undulated ribbons to architectured unit cells

The quantitative estimation of the EBC effect can be obtained analysing the effective material
behaviour, i.e., obtained as the ratio of the averaged stiffness and strain over the unit cells. The
precise technique is defined by the two-scale homogenisation method applied to periodic plates.
Due to the great number of unit cells in Ω, the dimension of the periodic cells l is assumed to be
much smaller than L (i.e., l/ε = O(L), where ε tends to 0), but is assumed to be comparable to h

(i.e., l = O(h)). Furthermore, the thickness t is assumed to be much smaller than l and h (so that
we verify the shell assumption). In practice, we assume:

0.1 ≤ h∗ ≤ 10, t∗ ≤ 5h∗. (6.3.1)

To interpret the observed bending in terms of effective material parameters, we need to map the
behaviour within the classical Kirchhoff–Love plate theory (see Appendix A.1 for a short recall).
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Fig. 6.3: Numerical results on ribbon blocks subjected to periodic boundary conditions, loaded in tension up
to 10% effective strain. The aspect ratio is h∗ = h/l = 0.3 and the normalised thickness is t∗ = t/l = 0.05. In
all figures, the deformed along the direction e3 is amplified ten times. (a-c) In-plane rotation field r3 (about e3)
plotted as a colour map on the deformed ribbon. The colour bar on the left applies to the three cases. (d-f)
Out of plane displacement field u3 (normalised by l) plotted as a colour map on the deformed ribbon. The
colour bar on the left applies to the three cases. (a,d) Uniaxial response of a single undulated ribbon. (b,e)
Are the same as (a,d), but we attach a transverse undulated ribbon. The free transverse ribbon undergoes
an in-plane rotation about the e3 axis, but no significant out of the plane displacement is reported. (c,f) The
transverse ribbon is submitted to a symmetry condition (u2 = 0, r3 = 0), which reveals an out of plane
displacement u3.
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The constitutive behaviour of a general thin plate reads:[
N
M

]
=

[
A B

B D

]
:

[
ε

χ

]
where N and M are the membrane stress and bending moments per unit width. Units are:
[N] = N.m−1 and [M] = N. The plate kinematic is described by the in-plane (membrane) strains
ε and the out-of-plane curvatures χ. Units are: [ε] = m.m−1 and [χ] = m−1. The tensor A de-
scribes the in-plane behaviour, the tensor D describes the bending behaviour, and their coupling
is expressed through the tensor B. Units are: [A] = N.m−1, [B] = N and [D] = N.m. Note that
in most engineering applications, where panels feature symmetric geometry and material distri-
bution along the thickness, normal and shear behaviour get uncoupled for the membrane part,
yielding B = 0.

Homogenisation of plates with periodic microstructure was first studied by Caillerie [46], as well
as Kohn and Vogelius [133]. A recall on the derivation of the linearised effective equations for
infinitesimal deformation of panel with periodic microstructure is provided in 1.4, while inter-
ested readers may refer to [210, 163] for more extended explanations. Assuming a composite
panel made of two isotropic phases (material and void in this case), the constitutive behaviour for
Kirchhoff–Love thin plate exhibits an orthotropic behaviour in the most general case [210], hence
it reads in its component form:

[
A∗ B∗
>B∗ D∗

]
(h?, t?)

=



A∗1111 A∗1122 0 B∗1111 B∗1122 0

A∗1122 A∗2222 0 B∗2211 B∗2222 0

0 0 A∗1212 0 0 B∗1212

B∗1111 B∗2211 0 D∗1111 D∗1122 0

B∗1122 B∗2222 0 D∗1122 D∗2222 0

0 0 B∗1212 0 0 D∗1212


(6.3.2)

Superscripts ∗ denote an effective or homogenised quantity, defined at the macroscopic scale
of the panel. For instance, the effective Young’s modulus, Poisson’s ratio and shear modulus are
denoted as E∗, ν∗, and G∗ respectively, hereinafter. In equation (6.3.2), the in-plane elastic moduli
depend on h mainly according to 1/h, whereas the flexural moduli depend on h mainly according
to 1/h3.

Example of effective plate elastic stiffness tensor. In a rescaled unit cell with h∗ = 0.3 and
t∗ = 0.05, the material volume fraction is of 26.7% and its constitutive tensor reads:

[
A∗ B∗
>B∗ D∗

]
(0.3,0.05)

= 10−3



4.18 −1.89 0. 0.01 0.45 0

−1.89 4.18 0. 0.45 0.01 0

0 0 0.74 0 0 0.44

0.01 0.45 0 1.05 −0.14 0

0.45 0.01 0 −0.14 1.05 0

0 0 0.44 0 0 1.02


(6.3.3)

Units are: [A] = N.mm−1, [B] = N and [D] = N.mm.

The matrices A∗, B∗ and D∗ are symmetric and exhibits an quadratic symmetry, i.e., the plate has
the same tensile (respectively bending) stiffness along e1 and e2. A∗1122 < 0 indicates an effective
auxetic behaviour of the unit cell. An underlying effect accounted by D∗1122 < 0 is to undergo
synclastic curvatures [141], i.e., shifting from flat to a dome shape under bending. The main non-
vanishing coupling stiffness is B∗1122. It links the in-plane stress along e1 (respectively e2) to the
transverse curvature about e1 (respectively e2). This suggests that the EBC effect exists primarily
between the longitudinal in plane displacements and the out of plane bending curvature, which is
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in agreement with the concept of overlaying profiles with varying Poisson’s ratios. We also note
the presence of a coupling between the shears B∗1212.

The elastic moduli, A∗αβγδ, B
∗
αβγδ and D∗αβγδ can be expressed in terms of materials parameters

E∗ and ν∗. We further introduce the effective longitudinal extension – transverse bending coupling
ratio, referred in the sequel as to EBC ratio and denoted by β∗.

E∗ =
1

h∗
A∗1111

(
1−

(
A∗1122

A∗1111

)2
)

ν∗ =
A∗1122

A∗1111

β∗ =
1

h

B∗1122

A∗1111

(6.3.4)

The division by h is here to obtain a dimensionless quantify.

Complementary investigations using the elastic compliance tensor. Complementary in-
formation on the plate deformation kinematics can be retrieved from the compliance tensor
S = (C)−1. The values in each row permit to assess the deformation modes for a given elemen-
tary load and indicate directly the final deformed shape. The compliance tensor for the rescaled
unit cell cell discussed in eq. (6.3.3) reads:

[
(SA)∗ (SB)∗

(S
>B)∗ (SD)∗

]
(0.3,0.05)

=



327.7 158.3 0 −91.5 −154.1 0

158.3 327.7 0. −154.1 −91.5 0

0 0 1818 0 0 −784.0

−91.5 −154.1 0. 1043 179.8 0.

−154.1 −91.5 0. 179.8 1043 0.

0. 0. −784.0 0. 0. 1319.


(6.3.5)

Units are: [SA] = mm.N−1, [SB ] = N−1 and [SD ] = mm−1.N−1.

Again the compliance moduli, (SA
αβγδ)∗, (SB

αβγδ)∗ and (DD
αβγδ)∗ can be expressed in terms of

materials parameters E∗ and ν∗. Besides, a second effective longitudinal extension – transverse
bending coupling ratio, referred in the sequel as to EBC ratio and denoted by γ∗.

E∗ =
1

(SA
1111)∗

, ν∗ = − (SA
1122)∗

(SA
1111)∗

, γ∗ = − (SB
1122)∗

(SA
1111)∗

. (6.3.6)

6.3.3 Influence of h? and t?

Next, we investigate the variations of the effective stiffness of the unit cell, as a function of the
aspect ratio of the panel h∗, or the normalised thickness of the ribbons t∗. The analysis is numeri-
cally performed by varying: (i) h∗ from 0.1 to 1 with a step of 0.02 and; (ii) t∗ from 0.002 to 0.05 with
a step of 0.002, provided both h∗ and t∗ satisfy the inequalities (6.3.1). The results are reported
against the material volume fraction ρ/ρ0 of the cell, which facilitates comparisons with standard
materials property charts [87]. Estimations from the three-dimensional numerical models indicate
that f is depending linearly to t∗, while it is almost unaltered by h∗.

Investigation under small strain assumption. The distribution of effective Young’s modulus
E∗, normalised by the base material modulus E 0, is mapped against the volume fraction ρ/ρ0 for
different values of h? in Fig. 6.4(a). It is proportional to the cube of the volume fraction. Conversely,
its dependence on the aspect ratio h? is much less pronounced, i.e., a unit cell of aspect ratio h?

is about as stiff as a pile of n unit cells of aspect ratio h?/n. Macroscopically, this ribbon based unit
cell is highly compliant, the Young’s modulus E∗ being from two to six orders of magnitude lower
than its bulk equivalent (see base elastic coefficients in section 6.3 above). Next, the distribution of
the EBC ratio γ∗ (Fig. 6.4(b)) indicates the effect is stronger for smaller aspect ratios h?. Moreover,
we report that for h? > 0.25, the EBC ratio γ∗ is almost independent from the normalised thickness
t?, while for h? < 0.2, the EBC ratio is affected by t?. All things considered, E∗ and γ∗ can be
tailored relatively independently. On a side note, the effective Poisson’s ratio ν∗ does not depend
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Fig. 6.4: Parameter analysis with respect to h? and t?. Material property charts (a) Normalised effective
Young’s modulus E∗/E 0 versus material volume fraction ρ/ρ0. Performances of these architectured materials
can be mapped in already existing material property charts, like in [87], for further comparisons with other
materials. (b) EBC ratio γ∗ from equation (6.3.6) versus material volume fraction ρ/ρ0. The colour bar on the
top applies for both plots. The unit cells associated to specific heights are also depicted. These plots must
be compared with results obtained in our original paper [5].

particularly depend on h? and t?. Its average value ≈ −0.4 matches the expectations considering
the overlaying of initial two-dimensional profiles with an effective Poisson’s ratio in range between
−0.8 and 0.

Uniaxial extension at finite strain. To characterize the out of plane capacities of the unit cell
at finite strain up to 20% under uniaxial tension, a strip of 5 unit cells was loaded using peri-
odic boundary conditions along the transverse direction of the strip, while longitudinal direction
was traction free. Several characteristics of the transverse deflection angle per unit cell θ∗ are
displayed in Fig. 6.5. In particular, Fig. 6.5(a), represents the deformed strip of unit cells and
the definition of the transverse deflection angle θ∗. The EBC effect as function of h∗, illustrated
through the evolution of the transverse deflection angle as a function of engineering strain is ex-
hibited in Fig. 6.5(b,c). However, for a fixed value of h∗ = 0.5 > 0.25, θ∗ is almost unaffected by t∗

as shown in Fig. 6.5(c). Similar to [68], one can equally remark that the evolution of the deflection
angle with respect to the engineering strain follows a linear trend, which indicates that the EBC
ratio remains constant for deformations up to 20%.

6.3.4 Extension–bending effect for smaller Poisson’s ratio interval

We have seen the effect of the aspect ratio h? and of the normalised thickness t? on the EBC
effect. Let us now demonstrate how the EBC effect can be further tailored when h? and t? are a
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Fig. 6.5: (a) Deformed configuration under tension along e1 up to 20% effective strain, with imposed periodic
BC at front and rear faces. The deflection angle θ∗ per unit cell induced in the direction perpendicular to
the loading is illustrated. For different loading values, nodes at the two lateral boundary of the central cell
(normal vectors to the faces are −e1 and e1) form two planes (depicted in pink). A least square fit permits
to calculate the cartesian equation of these two planes, which in turn yields the deflection angle θ∗. (b)
Evolution of θ∗ against the longitudinal effective engineering strain. t? is set at 0.05, h? is varying. (c) Same
as (b), but now h? is set at 0.5, t? is varying.

priori constrained (e.g., by manufacturing requirements). To address this point, a rather simple but
efficient method consists in restricting the interval of initial curves - in the other words, consider a
small interval of spanning Poisson’s ratio. The domain of Poisson’s ratio, denoted by d?, is defined
to express the interval of selected Poisson’s ratio. A value of d? = 1 indicates that the considered
interval of Poisson’s ratio spans from -0.8 to 0. At the opposite a value of d? = 0 suggest that the
three-dimensional unit cell is obtained by extruding the two-dimensional curve corresponding to
ν∗ = −0.4.

We investigate the variations of the effective stiffness of the unit cell, as a function of the aspect
ratio of the panel h∗, or the normalised thickness of the ribbons t∗. The analysis is numerically
performed by varying d∗ from 0.1 to 1 with a step of 0.1 and. The results are reported against the
material volume fraction ρ/ρ0 of the cell, which facilitates comparisons with standard materials
property charts [87]. Estimations from the three-dimensional numerical models indicate that f is
depending linearly to t∗, while it is almost unaltered by h∗.
The distribution of effective Young’s modulus E∗, normalised by the base material modulus E 0, is
mapped against the volume fraction ρ/ρ0 for different values of d? in Fig. 6.6(a).

6.3.5 Influence of a varying stiffness along the height

A literature survey, see [130] and the references within, show that EBC effects in panels can be
triggered in porous panels, provided the porosity density varies through thickness. Varying the
materials properties along the thickness implies varying the elasticity properties or equivalently
the thickness of the ribbons. As expected, a variation of the normalised Young’s modulus E∗/E 0

along the panel’s height h∗ by a factor ranging from 1 to 10 engenders visible EBC effects. Fig. 6.7
presents a comparison of the deflection pattern of three panel comprising 5 × 5 unit cell of sub-
ject to an uniaxial tensile loading of 10% with (a) homogeneous, (b) increasing, (c) decreasing
Young’s modulus with height, respectively. The expected dome-shape out of plane defection of
the panel with a uniform E∗ over the ribbons, is amplified for a decreasing Young’s modulus with
height. However, an increasing Young’s modulus with height will trigger a a novel saddle-shape
deformation of the panel. This example reveals that a variation of the material properties of the
ribbons add a novel shape shifting dimension to the family of ribbon based unit cells.
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Fig. 6.6: Parameter analysis with respect to h? and t?. Material property charts (a) Normalised effective
Young’s modulus E∗/E 0 versus material volume fraction ρ/ρ0. Performances of these architectured materials
can be mapped in already existing material property charts, like in [87], for further comparisons with other
materials. (b) EBC ratio β∗ from equation (6.3.4) versus material volume fraction. The colour bar on the right
applies for both plots. The unit cells associated to specific heights are also depicted.

6.4 Analysis of fabricated polymer panels

6.4.1 Additive manufacturing

Specimens of architectured panels with ribbon-based unit cells have been additively manufactured
with fused filament fabrication technology (FFF) using a commercial Ultimaker 3D printer and a
thermoplastic polyurethane filament TPU 95A with a diameter 0.4mm1. The choice of TPU 95A
was motivated by its compliant nature and capacity to undergo large deformations, i.e., > 20%

strain without breaking.

The three-dimensional volume model of the unit cell was obtained by computing the normal vector
field of the B-spline surface and by shifting it along the normal to create the upper and lower
surfaces. The upper and lower surfaces are then completed with the bottom and top boundary a
closed envelope. The complete envelope is triangulated exported as a watertight STL mesh. The
specimen is a periodic array of 5× 5 unit cells with h? = 0.3 and t? = 0.05. The dimension of the
unit cell is l = 16 mm and conducts thus to a panel with L = 80 mm of dimensions 80 mm×80 mm×
4.8 mm. The generated pattern was completed by a series of rings to ensure the fixing within the
testing machine. The non-conventional ring fixture and the underlying boundary conditions is
discussed in the next section.

1Characteristics of TPU 95A filaments are provided here: https://support.ultimaker.com/hc/en-us/sections/360003556679
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Fig. 6.7: deformed panel loaded in uniaxial tension up to 10% effective strain. The aspect ratio here is
h∗ = h/l = 0.3 and the normalised thickness is t∗ = t/l = 0.05. (a) Uniform Young’s modulus. (b) Increasing
Young’s modulus along the panel height. (c) Decreasing Young’s modulus along the panel’s height.

6.4.2 Mechanical testing

The experiments are performed on an Instron 10 kN universal testing machine, under displace-
ment control at a quasi-static strain rate ε̇ = 0.125 min−1 up to 20% effective engineering strain.
Each mechanical test is recorded using a high-resolution digital camera (JAI Spark SP-20000-
USB camera with a resolution of 5120×3840 pixels equipped with a Tokina AT-X Pro 100 mm F2.8
macro lens), mounted on a perpendicular axis with respect to the plane of the specimen. Using
a inclined mirror, we capture the front and lateral view of the specimen in each picture, as shown
in Fig. 6.8. Using an in-built computer program, 8-bit gray scale sub-images were stored every
second during the loading. The out of plane displacement u3 at the tip of the ribbon identified in
the lateral mirror view is measured 2-d point tracking method2 from the image sequence. A white
grid is added to the sample to facilitate the optical measurements.

Early stage tests performed on specimens fixed by standard hard clamp montages (not shown
here) gave unsatisfactory results. More precisely, the resulting out of plane displacement field
was below the expected results of the computations with periodic boundary conditions displayed
in Fig. 6.5, indicating that the 5×5 array specimen, with clamped boundaries does not approximate
the results of an infinite periodic domain. Standard hard clamp montage are a dead load and
induce over-constrained boundary conditions, preventing the out of the plane deformation of the
specimen. A way to relax the the encastred boundary conditions of the clamps was to add an
intermediate fixing comprising a rod and a series of rings which add additional degrees of freedom
at the boundary of the specimen. Similar specimen fixing were attempted in previous works in the
literature [52, 179, 255].

Extension with customised fixture. The specimen is hung between the clamps at both ex-
tremities by metallic rings to steel rods in a curtain-like fashion, as shown in Fig. 6.8. Prior to the
montage, the steel rods were covered in oil to reduce the frictions with the rings. Although this fix-
ture accommodates lateral expansions and rotations of the specimens undergoing tensile loads, it
is worth noting that it introduces uncertainties, due to the unknown friction between the rings and
the rods. This limitation is addressed by analysing two distinct types of boundary conditions in the
numerical simulations associated to this tensile test: (i) free traction in the corresponding direc-
tions, neglecting friction and are compatible with periodic boundary conditions or (ii) adding stiff
pinned rods at the extremity of the specimen, which permit an out-of-plane tilt without a transversal
slide and are appropriate for the extension test discussed next.

The results of the extension experiment are depicted in Fig. 6.8. The different sub-figures repre-
sent: (a) the experimental setup, (b) the observed specimen during the experiment at maximal

2This operation was performed using the software Tracker: https://physlets.org/tracker/
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Fig. 6.8: comparison of experimental and computed results. Extension test: (a) experimental setup, (b)
observed specimen at maximal extension ε∗ = 20% (c) computed relative out of plane displacement u3/l .
Extension by concentrated load, i.e; pinching test: (d) experimental setup, (e) observed specimen at maximal
extension ε∗ = 16% (f) computed relative out of plane displacement u3/l . (g) Comparison of the evolution
of the out of plane displacement at the measurement point (indicated by ? in the images). (h) Comparison
between the numerical deformed cross-sections at mid specimen.
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extension, i.e., 20% effective strain and (c) the computed relative out of plane displacement field
u3/l plotted on the deformed mesh assuming the boundary conditions (ii). The results present en
excellent match between computations under experimental boundary conditions and experimental
measurements as a deformation pattern and quantitatively when the displacements are compared
at a given point, see red curves in subfigure (g). Moreover, a saturation of the out-of-plane dis-
placement at about 15% engineering strain is observed on both experiments and computations.
If the comparison between experiments and computation is satisfactory, they both exhibit an im-
portant discrepancy with the behaviour of the structure under perfect periodic boundary condition,
both in the deformation pattern and quantitatively as the out-of-plane displacement is increased
by a factor of six when compared with the tensile experiment.

Extension by concentrated force, referred to as pinching test. The results of the pinching
experiment, where the extension is applied only on the central ring are represented in Fig. 6.8. The
different sub-figures represent as before: (d) the experimental setup, (e) the observed specimen
during the experiment at maximal extension, i.e., 16% effective strain and (c) the computed relative
out of plane displacement field u3/l plotted on the deformed mesh. As before one can remark an
excellent match between experiments and computations, both in terms of deformation pattern
and quantitatively when the displacements are compared at a given point, see blue curves in
subfigure (g). The results exhibit on the one hand side a three-fold increase of the out-of-plane
displacement when compared with the previous extension experiment and on the other hand side
present a linear increase of the out of plane displacement with applied strain without the saturation
plateau of the previous extension experiment.

Finally, Fig. 6.8(h) presents the computed out-plane displacements of a nodal line at the center
of the specimen, transverse to the extension direction. The comparison of the shapes shows
that the extension experiment does not reach an important curvature at the center and that the
out-of-displacement is concentrated at the boundaries, which is in contrast with the extension
by a concentrated force where a significative curvature at the center is obtained. Moreover the
pinching experiment and the periodic boundary condition reach similar curvatures at the center
of the specimen and that the quantitative difference of the measured out of plane experiment is
due only in the deformation patterns of the last cell at the boundary of the specimens where the
boundary conditions differ.

6.5 Conclusion and perspectives

In this chapter, we designed a new class of microstructures composed of undulated ribbon lattice.
These microstructures can be arranged periodically to obtain panels exhibiting a bending deflec-
tion when submitted to in-plane tension, hence producing the EBC effect. For a prescribed shape
of the unit cell, i.e., shape of the ribbons and intersections, the aspect ratio of the ribbons and
their thickness, tailor the various elastic coefficients, like stiffness or EBC ratio.

Our work expands the spectrum of shape-morphing structures manufactured with a single mate-
rial, and it indicates an approach that could be used to produce morphing and deployable struc-
tures for a wide range of scales. While the shapes we have obtained are relatively simple, similar
principles could be extended to different families of materials, and could be coupled to parametric
optimisation (using B-splines) and inverse-design strategies to obtain more extreme shapes. This
type of analysis would also permit to shed light on the set of realizable moduli using undulated
ribbon-based structures (refer for analogy to the study of [168] regarding laminates).

The geometric parameters of proposed ribbon based architectures can be tuned to create panels
with controlled EBC effect and combined with active materials like swelling gels, piezo-electrics,
nematic elastomers, LCE’s, in the different layers of the unit cell to trigger the shape shifting effect
by external stimuli.
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Fig. 6.9: a slice of the antenna in the undeformed configuration, fabricated using an FFF 3D printer of the
Drahi-X, Ecole polytechnique (unpublished results).

6.5.1 Projects associated

Based upon this work, a 10-weeks master’s internship was launched between the middle of May
until the end of July, with the aim to build a self deployable space cellular antenna. The self-
shaping behaviour is expected to emerge from a pre stretched shape memory polymer material
actuated by a drastic change of temperature. Preliminary design and additive manufacturing have
permitted to obtain a concept for a slice of the antenna. Future aspects regard the glueing of the
micro-architecture to the SMP pre-stretched sheet.
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Chapter 7

Design of thin architectured panels
with extension–bending coupling
effects using topology optimisation
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Topology optimisation via a level set method (Section 2.4) and asymptotic homogenisation in the
context of thin panels (Section 1.4) permit to design periodic micro-architectured materials with
programmable macroscopic behaviour. The simultaneous control of the in-plane, out-of-plane and
their coupled behaviour enables to shift a flat panel into a dome or saddle shaped structure under
the action of an in-plane loading.

7.1 Introduction

Contemporary advancements of manufacturing technologies have led to the widespread adoption
of materials with complex microstructures over the last decades [20, 29, 38, 91, 92, 138]. These
materials, constructed through sophisticated, hierarchical microstructures, overcome inherently
conflicting mechanical properties in engineering practice [99, 167]. Hence, it is no surprise that
they are highly desirable by engineers and physical scientists.

An example of a material with periodic microstructure manufactured by classical processes is the
honeycomb elastic panel [100, 122]. It has witnessed many applications in industry due to its high
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strength-to-weight ratio [259] and its exceptional properties outside the elastic domain [155, 240,
266]. In the context of panels, the manufacturing of tailored micro-architectured material through
various 3D printing technologies opens the way to customise the material distribution through
the thickness. The wide range of novel micro-architectures will locally couple various material
properties, such as extension and bending response, in what are called generally “transformation
mechanisms”. The underlying interest is the morphing of flat panels into three-dimensional shells,
an ubiquitous mechanism found in nature with increasing technological applications [185].

In engineering, flat panels permitted the development of three-dimensional objects of complex
geometries [107, 108, 131, 159] and unleashed new functionalities for exploring harsh or inacces-
sible environments [137, 201] and delivering increasingly large and complex payloads [28, 58].
However, due to their micro-structural intricacy, panel equations and associated boundary condi-
tions are utilised and applied on a macroscopic scale where often extension–bending effects are
present. Designing three-dimensional microstructures with desired extension–bending effects is
one of the aims of this work.

One of the methods designed for the analysis of micro-architectured materials is the theory of
homogenisation [8, 25, 33, 163, 210]. In this theory, the effective material properties of periodic
structures are defined by the analysis on a periodic cell and, in turn, these properties depend
on the mechanics of constituents and the topology of the periodic structure but are independent
of the external boundary conditions and applied forces. Naturally, there exists a large body of
work deriving the homogenised equations of panels/plates [46, 133, 149, 163, 208]. For panels
with thickness comparable to the length of the period, the derived effective model consists of
a coupled system of equations, one equation models the in-plane behaviour of the panel while
the second equation models the flexural curvature. Consequently, three sets of effective coef-
ficients are obtained that can be computed numerically once a geometry and volume fraction
are determined [46, 149, 163]. The first set of effective coefficients captures the in-plane panel
stiffness, the second set captures the bending stiffness, and the third set captures the extension–
bending effect of the panel. The extension to the next order of the asymptotic would lead to a
bending-gradient model for thick plates as illustrated in [147, 208]. Equivalent homogenisation
and dimension reduction that leads to the theory of Reissner–Mindlin for plates does not yet exist,
to our knowledge.

When it comes to designing materials with microstructure, modern numerical methods such as
shape and topology optimisation [9, 32, 80] have become prevalent in this realm, leading to the de-
sign of novel complex morphologies. Nowadays, the most common techniques adopted for struc-
tural design optimisation are density-based methods, e.g., the homogenisation method [8, 31]
and the SIMP1 [30, 32], or implicit method, such as phase-field [24, 49] and the level set meth-
ods [14, 248]. For periodic materials, the overall properties can be studied using homogenisation
where the effective coefficients computed take into account the bulk material composition as well
as the geometry layout [31]. Topology optimisation using inverse homogenisation exploits this
fact in order to systematically identify optimal topologies and volume fractions for two-dimensional
[181, 244, 249, 250, 247] (see also chapter 3) and more recently three-dimensional periodic cell
[1, 21, 216, 246]. The works cited above designed optimal microstructures using inverse ho-
mogenisation in 2D or 3D for elastic or thermoelastic material. However, the optimal design of
panels seems not to have progressed as rapidly. One of the pioneering papers in the design of
composite plates is that of [97], where the authors consider the design of extremely rigid clamped
square plates. In their analysis, they consider the out-of-plane displacement of the plate without
taking into account any extension–bending effects. More recently two–scale topology optimisa-
tion of composite plates was undertaken in [182]. The authors assumed that, macroscopically,
the plate follows the Reissner–Mindlin theory and considered two optimisation problems: in-plane
optimisation of the periodic cell that maximises the macroscopic stiffness of the composite plate
and in-plane optimisation of the periodic cell that maximises the macroscopic displacements at
prescribed nodes.

1Solid Isotropic Material with Penalisation
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The novelty of the present work is to design thin elastic panels that simultaniously control in-plane
stiffness, out-of-plane bending, and extension–bending coupling. The macroscopic behaviour of
the panels is governed by the Kirchhoff–Love model as that is derived from the theory of ho-
mogenisation in [46, 133, 163, 208]. Building upon our previous work in [3, 5, 181], we use
inverse homogenisation and a level set method coupled with the Hadamard shape derivative [14]
to construct plate elastic moduli within the periodic cell. The approach is undertaken in the context
of the diffuse (or smooth) interphase approach [15]. The diffuse interphase approach entails ap-
proximating the sharp interphase between material and “void” with a smooth, thin transitional layer
of size 2e , where e > 0 is a small number. This is primarily done for mathematical and physical
reasons alike. The approach presented here allows for direct control of the extension–bending co-
efficient in addition to direct control of the in-plane stiffness and the out-of-plane bending stiffness.
The diffuse inter-phase approach entails approximating the sharp interface between material and
“void” with a smooth, thin transitional layer of size 2e , where e > 0 is a small number. This is
primarily done for mathematical and physical reasons alike. The approach presented here allows
for direct control of the extension–bending coefficient in addition to direct control of the in-plane
stiffness and the out-of-plane bending stiffness.

The chapter is organised as follows. In section 7.2 we specify the problem setting and we present
the panel’s effective equations and the associate effective moduli. Section 7.3 is devoted to for-
mulating the cost functional, introducing the level set method in the diffuse interface context and
the discussion of the volume constraints. Section 7.4 presents the optimisation algorithm and ad-
dresses certain algorithmic issues that arise. Section 7.5 deals with the implementation and dis-
cussion of several numerical examples as well as the physical meaning of the extension-bending
coupling. Finally, section 7.6 contains some conclusions and remarks.

7.2 Setting of the problem

Domain definition. The notation used in chapter 1 is maintained in this chapter. The composite
panel under consideration is occupying a bounded domain Ωh = ω × ]−h/2, h/2[ ⊂ R3, char-
acterised by its middle surface ω ⊂ R2 of characteristic length L, and by its thickness h along
the (O, x3) axis, as sketched in Fig. 7.1. The domain Ωh is delimited by a regular boundary Γh,
which is decomposed into a lateral boundary Γlat

h = ∂ω× ]− h/2, h/2[, and a top/bottom boundary
Γ±h = ω × {±h/2}.
The panel’s microstructure is characterised by an in-plane periodic arrangement, composed of a
large number of identical unit cells. The period, i.e., the characteristic length of a unit cell l , is
assumed to be small in comparison to the characteristic size of the panel L. The small parameter
ε = O(l/L)� O(1) referred to as the scale factor, expresses this difference of scales. In addition,
h and l are assumed to be comparable in scale, for the purposes of this work. Their ratio, denoted
by r = h/l = O(1), describes the cell’s aspect ratio.

Equations at the local scale. Let Y = [0, 1]2 × [−r/2, r/2] be the rescaled periodic cell, de-
scribed by the set of coordinates y = x/ε. Note that the scaling is made with respect to ε for both
in-plane and out of the plane components. Through this choice, the rescaled unit cell’s Y thus
preserves its aspect ratio, unlike in the monograph of Caillerie [46].

The panel is assumed to behave as a linearly elastic anisotropic body. We recall from section 1.4
the spatial distribution of the elastic stiffness Chε is expressed by:

Chε(x) =
1

h3
C
(x

ε

)
,

where C(y) is an in-plane periodic, piecewise constant, isotropic fourth order tensor. Moreover, the
solid is submitted to surface forces t at the boundary Γ±h and a homogeneous Dirichlet boundary
condition for the displacement at the boundary Γlat

h . In the framework of linear elasticity, the
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Fig. 7.1: architectured panel Ωh with a in-plane periodic arrangement of unit cells Y . The cell’s aspect ratio
r is defined as r = h/l . Concept of homogenisation yields an equivalent anisotropic homogeneous plate.

composite panel is governed by the following set of equations:

∂σhε
ij

∂xj
+ fi = 0 in Ωh,

σhε
ij = C hε

ijk` εk`(uhε) in Ωh,

uhεi = 0 on Γlat
h ,

σhε
ij nj = ti on Γ±h .

(7.2.1)

where uhε is the displacement field, ε(uhε) is the strain field, defined by:

ε(uhε) =
1

2

(
∇uhε +∇>uhε

)
,

and n is the external unit normal of Γ±.

Equations at the macroscopic scale. A classical result from homogenisation theory [163, 208]
indicate that the 3D heterogenous problem (7.2.1) can be approximated at the macroscopic scale
by an equivalent homogenised linearly elastic anisotropic thin plate model when the plate thick-
ness h and the characteristic cell’s length l are very small in comparison with the in-plane typical
length of the plate L (i.e., l ≈ h � L). We recall that the plate problem consists in finding a
plate displacement field U(x1, x2) and the corresponding generalised strain field (ε(U),χ(U3)) ex-
pressed by:

εαβ(U) =
1

2
(Uα,β + Uβ,α) , χαβ(U3) = −U3,αβ , (7.2.2)

and a generalised stress field (N, M) on ω satisfying the following set of equations (refer to section
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8.2. in [208] for further details):

∇ · N + T = 0 in ω,

∇ · (∇ ·M) +∇ ·Q− T3 = 0 in ω,

N = A : ε(U) + B : χ(U3) in ω,

M = B> : ε(U) + D : χ(U3) in ω,

U = 0 on ∂ω,

(7.2.3)

where T and Q represent the generalised loads:

T =

∫
±h/2

t dx3, Q =

∫
±h/2

x3 t dx3. (7.2.4)

In eq. (7.2.3), the material behaviour is expressed through the tensors A, B and D, which carry
the following symmetries:

Aαβγδ = Aβαγδ = Aαβδγ = Aγδαβ , (7.2.5)

Bαβγδ = Bβαγδ = Bαβδγ , (7.2.6)

Dαβγδ = Dβαγδ = Dαβδγ = Dγδαβ . (7.2.7)

In more precise terms, A describes the in-plane behaviour, D describes the bending behaviour,
and their coupling is expressed through B. Note that in most engineering applications, where
panels feature symmetric geometry and material distribution along the thickness, normal and
shear behaviour get uncoupled for the membrane part, yielding B = 0. The converse behaviour is
investigated here, i.e., we aim at designing panels with exceptional extension–bending coupling
effect.

7.3 Optimisation problem

Cost functional. The working domain (or design domain) of the optimisation is the periodic cell
Y ∈ [0, 1]2 × [−r/2, r/2] defined in the previous section. It may be decomposed into two phases:
a strong phase S (typically the material phase), that will also be referred to as shape, and weak
phase S̄ (which represents the void), separated by a interphase ∂S . Moreover, we assume that
(S , S̄) ⊂ Y are smooth, open, bounded subsets and define the set of admissible shapes,

Uad := {S ⊂ Y is open, bounded, and smooth | fm ≤ |S | ≤ fM} , (7.3.1)

where fm and fM are two real numbers ranging between 0 and 1. Hence, we define an objective
function J , to be minimised over all possible admissible shapes, as a sum of weighted Euclidean
norms:

J (S) =
1

2
ηAαβγδ

(
A∗αβγδ − Atarget

αβγδ

)2

+
1

2
ηBαβγδ

(
B∗αβγδ − B target

αβγδ

)2

+
1

2
ηDαβγδ

(
D∗αβγδ − Dtarget

αβγδ

)2

,

(7.3.2)

where A∗, B∗ and D∗ are the effective elastic plate coefficients given in eq. (1.4.56) from chapter 1,
while Atarget, Btarget and Dtarget denote given target thin plate tensor values. Finally, ηA, ηB and ηD

denote the weight coefficients carrying the same type of symmetry as their respective tensor.
Consequently, the topology optimisation problem under consideration reads:
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inf
S⊂Uad

J (S),

wγδ ∈ Ṽ(Y ) satisfy:
∫
Y

Cijpq

(
δpγδqδ + εypq(wγδ)

)
εyij(v) dy = 0 ∀v ∈ Ṽ(Y ),

pγδ ∈ Ṽ(Y ) satisfy:
∫
Y

Cijpq

(
y3δpγδqδ + εypq(pγδ)

)
εyij(v) dy = 0 ∀v ∈ Ṽ(Y ).

(7.3.3)

Recall that the functional Ṽ(Y ) is defined as: Ṽ(Y ) :=
{

v ∈ H1
loc(Y ) | (y1, y2)-periodic, 〈vi 〉Y = 0

}
.

We have chosen an interval for the volume fraction in Uad since it is not a priori possible to guess
a compatible target volume fraction for a target stiffness tensor. If the prescribed material volume
fraction is set too low, the target stiffness could fall outside the range of achievable tensors [168,
169], resulting in a final shape with undesired effects (see for example the gap between the target
and the obtained results in the two first final shapes of chapter 3). This is an even bigger issue
considering that to our knowledge, variational bounds for elastic thin plates have not yet been
studied. Conversely, in the case where prescribed material volume fraction is relatively high, the
algorithm may converge to shapes that are excessively bulky (e.g., large blocks connected with
thin hinges) or in the worst case scenario, the algorithm would leave some unconnected material
phases (islands) in the final microstructure.

Note that the interval volume constraint is enforced using an augmented Lagrangian method,
which is detailed in appendix B.3

7.3.1 Coupling shape sensitivity with a level set description

Shape sensitivity analysis. Shape optimisation problems are often not compatible with dis-
crete or zero-order methods [224], rather, they are addressed using gradient-based continuous
optimisation algorithms. As discussed in section 2.3, the notion of gradient for shape optimisa-
tion problems, namely the method for describing variations of a shape, is based on Hadamard’s
boundary variation method, which has become standard in the literature [9, 75, 196]. Henceforth,
the characterisation of different phases is described using a level set function and as a conse-
quence, a descent direction can be obtained by computing the shape derivative of J (S) within
the classical shape sensitivity framework of Hadamard.

Shape representation by the level set method. The definition of an auxiliary level set function
φ associated to a shape S is recalled in eq. (7.3.4).

φ(y) < 0 if y ∈ S , (material)

φ(y) = 0 if y ∈ ∂S , (boundary)

φ(y) > 0 if y ∈ S̄ = Y \S . (void)

(7.3.4)

A pseudo time t ∈ R+ is defined to characterise the evolution of the shape S(t) via its correspond-
ing level set φ(y(t), t). Initially the interphase of the shape is described by φ(y) = 0 if y ∈ ΓS .
Consequently, for any pseudo time t, y(t) ∈ ΓS(t) satisfies φ(y(t), t) = 0. Differentiating with
respect to the pseudo time t yields:

dφ

dt
(y(t), t) = 0 ⇒ ∂φ

∂t
(y, t) + θ(y, t) · ∇φ(y, t) = 0, (7.3.5)

where θ = ∂y
dt is the velocity field of the interphase ΓS(t). For a small variation of the shape,

its evolution is completely described by the normal component of velocity field θ, as justified by
the Hadamard structure theorem [9, 175]. Hence, after introducing the normal component of θ:
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V = θ · n, eq. (7.3.5) can be written as:

∂φ

∂t
(y, t) + V (y, t) |∇φ(y, t)| = 0, ∀t, ∀y ∈ Y , (7.3.6)

which takes form of the Hamilton–Jacobi equation.

Smooth interphase approach. In each phase, the material properties are characterised by an
isotropic elastic tensor Cn (n = S refers to the stronger phase, n = S̄ refer to the weaker one).
Assuming a sharp interface would induce a discontinuity of Cn. For physical and mathematical
reasons it is often desirable to model the interphase as a smooth, transitional layer of thickness
2e, where e is a small positive parameter. Following the ideas in [15], the level set function serves
as a base to define the local smooth stiffness tensor Ce in Y as a regular interpolation between the
strong phase and the weak phase. The transition from a sharp to a smooth interface is achieved
first by redistancing the level set φ to become the signed distance function dS to the interface
boundary ΓS . Hence, the properties of the material occupying the unit cell Y are then defined by:

Ce = He(dS)
(

CS̄ − CS
)

+ CS , (7.3.7)

where He(φ) is a smooth Heaviside type of function defined in eq. (2.4.15).

Lastly, the material volume fraction |S | in the context of a smooth inter-phase approach is also
defined with respect to the Heaviside function He by:

|S | =
1

|Y |

∫
Y

(1−He) dy. (7.3.8)

7.3.2 Shape derivative in the smooth inter-phase context

Using the method of Céa, discussed in [45], for the calculation of the shape derivative of the
objective function, we formulate the Lagrangian function L : W 1,∞(Y ,R3) × Ṽ × Ṽ × Ṽ × Ṽ → R
as follows:

L
(
S ,ξγδ,Ξ, ζγδ, Z

)
=

1

2
ηAαβγδ

(
A∗αβγδ − Atarget

αβγδ

)2

+
1

2
ηBαβγδ

(
B∗αβγδ − B target

αβγδ

)2

+
1

2
ηDαβγδ

(
D∗αβγδ − Dtarget

αβγδ

)2

+

∫
Y

Ce(y) :
(

Eγδ + εy(ξγδ)
)

: εy(Ξ) dy

+

∫
Y

Ce(y) :
(

Xαβ + εy(ζαβ)
)

: εy(Z) dy,

(7.3.9)

where Eαβ (resp. Xαβ) are the prescribed mean in-plane (resp. flexural) strain modes on the unit
cell (refer to Fig. 1.7 for a graphical illustration). They are chosen to form a vector basis in the
space of second order symmetric tensors and are expressed as:

Eαβ =
1

2
(δiαδjβ + δiβδjα) ei ⊗ ej , Xαβ =

y3

2
(δiαδjβ + δiβδjα) ei ⊗ ej .

Here, Ξ, Z are intended as the Lagrange multipliers associated to the enforcement of the state
equations. ξγδ, Ξ, ζγδ and Z are vector-valued functions defined in Y , which do not depend on S .
As usual, the stationarity of the Lagrangian provides the optimality conditions for the minimisation
problem.
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Direct problem. Differentiating L in (7.3.9) with respect to Ξ in the direction of a test function
ϕ ∈ Ṽ(Y ) gives:〈

∂L
∂Ξ
| ϕ
〉

=

∫
Y

Ce(y) :
(

Eγδ + εy(ξγδ)
)

: εy(ϕ) dy.

Upon setting the above equation equal to zero, we recover the variational formulation of first state
equation (1.4.52). Similarly, differentiating L (7.3.9) with respect to Z in the direction of a test
function ϕ ∈ Ṽ(Y ) gives:〈

∂L
∂Z
| ϕ
〉

=

∫
Y

Ce(y) :
(

Xαβ + εy(ζαβ)
)

: εy(ϕ) dy.

Upon setting the above equation equal to zero, we recover the variational formulation of second
state equation (1.4.53).

Adjoint problem. The partial derivative of L in (7.3.9) with respect to ξγδ in the direction of a
test function ϕ ∈ Ṽ(Y ) results in:〈

∂L
∂ξγδ

| ϕ
〉

=
r

|Y |η
A
αβγδ

(
A∗αβγδ(dS)− Atarget

αβγδ

)∫
Y

Ce(y) : εy(ϕ) :
(

Eγδ + εy(ξγδ)
)
dy

+
r

|Y |η
B
αβγδ

(
B∗αβγδ(dS)− B target

αβγδ

)∫
Y

Ce(y) : εy(ϕ) :
(

Xγδ + εy(ζγδ)
)
dy

+

∫
Y

C(y) : εy(ϕ) : εy(Ξ) dy

The integral over Y on the first two lines is equal to 0 from the state equations (1.4.52) and
(1.4.53). Moreover, if we choose ϕ = Ξ and using the positive definiteness of C as well as the Y -
periodicity of Ξ, we obtain that the solution of the adjoint state is identically zero, Ξ = 0. Similarly,
the partial derivative of L with respect to ζγδ in the direction of a test function ϕ ∈ Ṽ(Y ) results in:〈

∂L
∂ζγδ

| ϕ
〉

=
r

|Y |η
B
αβγδ

(
B∗αβγδ(dS)− B target

αβγδ

)∫
Y

C(y) :
(

Eγδ + εy(ξγδ)
)

: εy(ϕ) dy

+
r

|Y |η
D
αβγδ

(
D∗αβγδ(dS)− Dtarget

αβγδ

)∫
Y

C(y) :
(
Xγδ + εy(ζγδ)

)
: εy(ψ) dy

+

∫
Y

C(y) : εy(ϕ) : εy(Z) dy

The integral over Y on the first two lines is equal to 0 from the state equations (1.4.52) and
(1.4.53). Moreover, if we choose ψ = Z and using the positive definiteness of C as well as the
Y -periodicity of Z, we obtain that the solution of the adjoint state is identically zero, Z = 0.

Shape derivative. Deforming the interface ΓS in the direction of a smooth vector field θ (see
Section 2.3.2 for details), the shape derivative of the objective function is found to be the shape
derivative of the Lagrangian at the optimal point:

J ′(S)(θ) =

〈
∂L
∂S

(
S , wγδ, 0, pγδ, 0

)
| θ
〉

(7.3.10)
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Thus:

J ′(S)(θ) =
r

|Y |η
A
αβγδ

(
A∗αβγδ(dS)− Atarget

αβγδ

)
∫
Y

d ′S(θ) C′(dS) :
(
Eγδ + εy(wγδ)

)
:
(
Eαβ + εy(wαβ)

)
dy

+
r

|Y |η
B
αβγδ

(
B∗αβγδ(dS)− B target

αβγδ

)
∫
Y

d ′S(θ) C′(dS) :
(
Eγδ + εy(wγδ)

)
:
(
Xαβ + εy(pαβ)

)
dy

+
r

|Y |η
D
αβγδ

(
D∗αβγδ(dS)− Dtarget

αβγδ

)
∫
Y

d ′S(θ) C′(dS) :
(
Xγδ + εy(pγδ)

)
:
(
Xαβ + εy(pαβ)

)
dy

Moreover, as presented in Proposition 2.5 and then Proposition 2.9 from [15], the shape derivative
can be expressed as follows:

J ′(S)(θ) =
r

|Y |η
A
αβγδ

(
A∗αβγδ(dS)− Atarget

αβγδ

)∫
ΓS

−θ · n fA(s) ds

+
r

|Y |η
B
αβγδ

(
B∗αβγδ(dS)− B target

αβγδ

)∫
ΓS

−θ · n fB(s) ds

+
r

|Y |η
D
αβγδ

(
D∗αβγδ(dS)− Dtarget

αβγδ

)∫
ΓS

−θ · n fD(s) ds,

(7.3.11)

where:

fA(s) =

∫
ray

ΓS
∩Y

[
2∏

i=1

1 + dS(z)κi (s)

]
H′e(dS)(

CS̄ − CS
)

:
(

Eγδ + εz(wγδ)
)

:
(

Eαβ + εz(wαβ)
)
dz

fB(s) =

∫
ray

ΓS
∩Y

[
2∏

i=1

1 + dS(z)κi (s)

]
H′e(dS)(

CS̄ − CS
)

:
(

Eγδ + εz(wγδ)
)

:
(

Xαβ + εz(pαβ)
)
dz

fD(s) =

∫
ray

ΓS
∩Y

[
2∏

i=1

1 + dS(z)κi (s)

]
H′e(dS)(

CS̄ − CS
)

:
(

Xγδ + εz(pγδ)
)

:
(

Xαβ + εz(pαβ)
)
dz

7.3.3 Approximate formula for the shape derivative

Although formula (7.3.11) is satisfying from a mathematical point of view, its numerical evaluation
is not completely straightforward. There are two delicate issues. First, one has to compute the
principal curvatures κi (s) for any point s ∈ Γ on the interface. Second, one has to perform a
1-d integration along the rays of the energy-like quantity. This is a classical task in the level
set framework but, still, it is of interest to devise a simpler approximate formula for the shape
derivative.

Following the ideas developed in [15], a first approximate formula is to assume that the interface
is roughly plane, namely to assume that the principal curvatures κi (s) vanish. In such a case we
obtain a “Jacobian-free” approximate shape derivative. This gives a new expression for fA, fB and
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fD : 

fA(s) =

∫
ray

ΓS
∩Y
H′e(dS)

(
CS̄ − CS

)
:
(
Eγδ + εz(wγδ)

)
:
(
Eαβ + εz(wαβ)

)
dz

fB(s) =

∫
ray

ΓS
∩Y
H′e(dS)

(
CS̄ − CS

)
:
(
Eγδ + εz(wγδ)

)
:
(
Xαβ + εz(pαβ)

)
dz

fD(s) =

∫
ray

ΓS
∩Y
H′e(dS)

(
CS̄ − CS

)
:
(
Xγδ + εz(pγδ)

)
:
(
Xαβ + εz(pαβ)

)
dz

A second approximate formula is obtained when the smoothing parameter e is small. Note that,
since the support of the function he is of size 2e, the integral in formula (7.3.11) is confined to a
tubular neighbourhood of Γ of width 2e. Therefore, if e is small, one may assume that the functions
depending on z are constant along each ray, equal to their value at y ∈ Γ. In other words, for small
e we assume:

εz ≈ εs dS(z) ≈ dS(s) = 0 (7.3.12)

which yields the approximate formulas, for y ∈ ΓS :

fA(s) =
(

CS̄ − CS
)

:
(
Eγδ + εs(wγδ)

)
:
(
Eαβ + εs(wαβ)

) ∫
ray

ΓS
∩Y
H′e(dS) dz

fB(s) =
(

CS̄ − CS
)

:
(
Eγδ + εs(wγδ)

)
:
(
Xαβ + εs(pαβ)

) ∫
ray

ΓS
∩Y
H′e(dS)dz

fD(s) =
(

CS̄ − CS
)

:
(
Xγδ + εs(pγδ)

)
:
(
Xαβ + εs(pαβ)

) ∫
ray

ΓS
∩Y
H′e(dS)dz

Furthermore, most rays have a length larger than 2e so that∫
ray

ΓS
∩Y
H′e(dω) dz +

∫
ray

ΓS
∩Y
H′e(dω) dz = He(e)−He(−e) = 1 (7.3.13)

In turn, the shape derivative in (7.3.11) can be approximated by:

J ′(S)(θ) =
r

|Y |η
A
αβγδ

(
A∗αβγδ(dS)− Atarget

αβγδ

)∫
ΓS

−θ · n(
CS̄ − CS

)
:
(
Eγδ + εs(wγδ)

)
:
(
Eαβ + εs(wαβ)

)
ds

+
r

|Y |η
B
αβγδ

(
B∗αβγδ(dS)− B target

αβγδ

)∫
ΓS

−θ · n(
CS̄ − CS

)
:
(
Eγδ + εs(wγδ)

)
:
(
Xαβ + εs(pαβ)

)
ds

+
r

|Y |η
D
αβγδ

(
D∗αβγδ(dS)− Dtarget

αβγδ

)∫
ΓS

−θ · n(
CS̄ − CS

)
:
(
Xγδ + εz(pγδ)

)
:
(
Xαβ + εz(pαβ)

)
ds

(7.3.14)

Numerical results performed in [15] reveal that the latter simplification (7.3.15), which we shall re-
fer to as the approximate shape derivative, works very well in practice for problems of compliance
minimisation.

As a result, the expressions for the shape derivative of J (S) in direction θ under the approximation
of thin smooth inter-phase reads:

J ′(S)(θ) = −
∫

ΓS

θ · n (fA(s) + fB(s) + fD(s)) ds (7.3.15)
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where:

fA(s) =
r

|Y |η
A
αβγδ

(
A∗αβγδ(dS)− Atarget

αβγδ

) (
Eγδ + εy(wγδ)

)
:
(

CS̄ − CS
)

:
(
Eαβ + εy(wαβ)

)
fB(s) =

r

|Y |η
B
αβγδ

(
B∗αβγδ(dS)− B target

αβγδ

) (
Eγδ + εy(wγδ)

)
:
(

CS̄ − CS
)

:
(
Pαβ + εy(pαβ)

)
fD(s) =

r

|Y |η
D
αβγδ

(
D∗αβγδ(dS)− Dtarget

αβγδ

) (
Pγδ + εy(pγδ)

)
:
(

CS̄ − CS
)

:
(
Pαβ + εy(pαβ)

)
Hence, a descent direction can always be selected by choosing θ = (fA(s) + fB(s) + fD(s)) n.

7.3.4 Volume constraint

The result in eq. (7.3.15) corresponds to the unconstrained problem. To ensure that S ⊂ Uad, an
augmented Lagrangian approach is considered to enforce a two-sided inequality constraints [36,
183]. Hence, the optimisation problem (7.3.3) is a constraint-free minimisation of a (Lagrangian-
like) weighted sum of the cost functional J (S) and the constraint P(S ,λ,µ) that reads:

inf (J (S) + P(S ,λ,µ)) , (7.3.16)

where the constraint is expressed as follows:

P(S ,λ,µ) = min
fm≤|S|−υ≤fM

(
λυ +

µ

2
|υ|2
)

(7.3.17)

In the above equation, υ is a slack variable, λ is the Lagrange multiplier for the volume constraint
and µ is a penalty paramater. A brief presentation on used schemes to update these parameters
during the optimization process is provided in appendix B.3. As indicated in eq. (7.3.16), the
constraint gives rise to an additional term in the shape derivative. Let us denote by P ′(S ,λ,µ) the
shape derivative of the volume constraint P(S ,λ,µ) in the direction θ. Under the approximation
of thin smooth inter-phase, P ′(S ,λ,µ) is expressed as follows (see appendix B.3):

P ′(S)(θ) = −
∫

ΓS

θr (s) nr (s) fP(s) ds, (7.3.18)

where

fP(s) =


λk + (|S | − fM)µk ifλk + µk (|S | − fM) > 0,

λk + (|S | − fm)µk ifλk + µk (|S | − fm) < 0

0 otherwise.

Note the above expression has the same “−θ·n ” form of eq. (7.3.15), which means that a descent
direction can be found in similar manners.

7.3.5 Extension and regularisation of the velocity field and descent direc-
tion

Although eq. (7.3.6) for the advection of the level set function is solved in the whole domain Y ,
shape sensitivity analysis provides us with a shape gradient defined only on the boundary of the
domain ΓS (see eq. (7.3.15)). Since the boundary is not explicitly discretised in our case, we
can assume that the normal velocity V is defined for the nodes of the elements that are crossed
by the zero level set. Then, one possibility is to consider V = 0, ∀y ∈ Y \ΓS . Unfortunately,
this choice would limit the movement of the boundary to small distance, which would result in
an increased number of iterations until convergence, and thus a slower algorithm. A remedy to
this inconvenience is to extend the velocity field in all the domain. At the same time, it would
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be numerically beneficial to smooth a bit the shape gradient, but in a way that guarantees the
descent nature of the new advection velocity. The sequel describes one way to combine these
two requirements. Initially, the shape derivative has the form:

J ′(S)(θ) = −
∫

ΓS

θr (s) nr (s)f (s) ds (7.3.19)

or, for an advection velocity of the type θ(s) = V (s) n(s),

J ′(S)(Vn) =

∫
ΓS

−V (s) f (s) ds (7.3.20)

Like in Section 2.4.2, instead of choosing V (s) = −f (s), the extended velocity V (y) is chosen as
the unique solution to the following problem expressed in its variational formulation:∫

Y

(
α2∇V (y) · ∇W (y) + V (y)W (y)

)
dy =

∫
ΓS

W (s) f (s) ds ∀W ∈ H1(Y ) (7.3.21)

where α ∈ R+∗ is a small positive scalar (of the order of the mesh size) to control the regularisation
width and take W = −V . This operation reveals that:

J ′(S)(Vn) = −
∫
Y

(
α2|∇V |2 + V 2

)
dy (7.3.22)

which guarantees again a descent direction for J .

7.4 Optimisation algorithm

The numerical algorithm used is adapted from [14] accounting for the additional local problem that
is needed in order to compute the composite panel’s effective coefficients.

Data: Initialise a level set function φ0 corresponding to an initial shape S0;
for k ≥ 0 iterate until convergence do

Redistance φk into the signed distance function dSk for stability reasons;

Compute the local solutions wm`, pm` for m, ` = 1, 2 by solving (1.4.52), (1.4.53) for the
domain Sk ;

Update the Lagrange multiplier λk and penalty parameters µk ;

Compute the shape gradient J (Sk)(θk) for the domain Sk using eq. (7.3.15);

Deform the domain Sk by solving the Hamilton-Jacobi equation (7.3.6);
// Shape Sk+1 is characterised by the level set φk+1 after a time step ∆tk
// The time step ∆tk is chosen so that J (Sk+1) ≤ J (Sk)

end
Algorithm 3: Major steps of the algorithm in [14] adapted to Kirchhoff–Love composite panels.

Stopping criterion. The optimisation is assumed to be terminated when 200 iterative steps are
reached, or else, when the time step ∆tk in the Hamilton-Jacobi equations becomes too small:
∆tk < tlim = 10−8. In this case, the code reached a local minimum and cannot find a descent
direction.

Algorithmic issues. As we already mentioned in section 2.2, it is well known that problems of
designing optimal microstructures do not possess a global minimum [9]. As a result initial starting
shapes/guesses have a considerable effect on the final design of the microstructure. Furthermore,
they may lead the algorithm towards non-physical shapes (e.g., disconnected materials island in
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(a) (c) (e)

(b) (d) (f)

Fig. 7.2: initial shapes. (a) Square pattern of cylindrical micro-perforations. (b) Diagonal pattern of cylindrical
micro-perforations. (c) Square pattern of conic micro-perforations. (d) Diagonal pattern of conic micro-
perforations. (e) Straight bubble pattern. (f) Diagonal bubble pattern.

a void matrix), or to shapes representing local minima, yet very far from the target. In this case,
we can always restart the algorithm, either using different initial guesses or using a different set
of algorithmic parameters (like a different time step ∆tk , different penalization parameter µk ).
Additionally, we can start the algorithm with an initial shape that is a known local minimum from
the literature, in which case the algorithm converges very fast.

Let us further note, that even though the notion of shape derivative does not permit nucleations,
the level set method can naturally combine two adjacent “holes” into one by breaking the “barrier”
between them, thus effectively changing the topology of the structure. This is why in practice, it
is desirable to start with an initial guess that contains a large number of nucleations [14, 248].
However, as explained in [165], the topological change may induce an increase of the objective
function J , which we allow (up to a small tolerance) in the hope that afterwards the algorithm will
locate a better shape. In practice, since most changes of topology occur in the first few iterations,
the tolerance for accepting increases of the objective function J is defined at the k th iteration as:

J (Sk+1) < J (Sk) (1 + ηtol exp(−0.1 k)) ,

where ηtol is a parameter set to a small value (ηtol = 0.05 in our scripts). The decreasing exponen-
tial reduces the tolerance over the iterations: until iteration 16, an increase by 1.e-2 is accepted,
while after 40 iterations, an increase by 1.e-3 is no longer accepted.

Lastly, in order to discuss the influence of the initial design of the material cell on the optimised
solution, six kinds of initial designs displayed in Fig. 7.2 were tested. Initial designs can be a
straight or diagonal patterns with various micro-perforations. The initial design (a) and (b) feature
cylinder inclusions, (c) and (d) feature cone inclusions, (e) and (f) feature circular inclusions. The
number and the size of micro-perforations can be varied to tune the initial volume fraction.
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7.5 Numerical results

In all the examples that follow, the unit cell Y is a cuboid of dimension 1 × 1 × 0.25 (hence
r = 1/4). It is meshed with a structured symmetric grid of 100 × 100 × 25 quadrangular, each
formed of four equal linear tetrahedron (P1) elements for the example 1; a structured symmetric
grid of 50× 50× 12 quadrangular, each formed of four equal linear tetrahedron (P1) elements for
the examples 2 to 4. The choice to test different mesh size enables to appreciate the effects on
the computational time required and its capacity to generate new morphological structures with
prescribed behaviour. We recall that the distribution of elastic properties are defined by eq. (7.3.7).
The material properties in each phases, S and S̄ are characterised by an isotropic fourth order
tensor:

Cα =
Eα

1 + να
I4 +

Eα να

(1 + να)(1− 2να)
I2 ⊗ I2 α ∈ {S , S̄} (7.5.1)

where I2 is a second order identity matrix, and I4 is the identity fourth order tensor acting on
symmetric matrices. The material properties are normalised as follows: the Young’s modulus was
set to ES = 0.91 MPa for the strong phase (material) and E S̄ = 0.91 × 10−4 MPa for the weak
phase (ersatz). The Poisson’s ratio was set to ν = 0.3 for both phases. A homogeneous plate
made of material CS (resp. CS̄ ) features an effective in-plane behaviour A∗1111 = A∗2222 = r (resp.
A∗1111 = A∗2222 = 10−4r ).

All computations were carried out using an in house programming. The elasticity problems
(1.4.52) and (1.4.53) are solved using the finite element solver Cast3M [51]. The Hamilton–Jacobi
equation (7.3.6) is solved using the methods of characteristics using the advect package devel-
oped by Bui, Dapogny and Frey in [43]. The redistancing of the level set is undertaken using the
mshdist package developed in [71].

Setting the target stiffness. The simultaneous in-plane, out-of-plane and their coupled behav-
ior permits to program an out-of-plane response that results in either a dome shaped structure
or a saddle shaped structure under the action of in-plane loading. As the primary interest in this
work is the stretching-bending response of the panels, all shear coefficients, namely A∗1212, B∗1212

and D∗1212 were left free and are denoted by a star, the controlled coefficients are therefore:

Ctarget =



A∗1111 A∗1122 ? B∗1111 B∗1122 ?

A∗1122 A∗2222 ? B∗2211 B∗2222 ?

? ? ? ? ? ?

B∗1111 B∗2211 ? D∗1111 D∗1122 ?

B∗1122 B∗2222 ? D∗1122 D∗2222 ?

? ? ? ? ? ?


(7.5.2)

Moreover, by methodically tuning the weights of the cost functional (7.3.2) permits to prioritize
certain crucial components at the expense of others. Furthermore, all numerical examples re-
ported in the sequel target an elastic tensor exhibiting “quadratic symmetry”, i.e., A1111 = A2222

and D1111 = D2222. This simplification, albeit fundamental, demonstrates the capability of the code
to discriminate local solutions with general orthotropic behaviour.

Furthermore, we point out that the ranging values coefficients in A are usually much larger than
in B and D. The difference in scale must be corrected through the weights ηA, ηB and ηD , else it
can damage the good convergence of the code. Indeed, if we set O(ηA) = O(ηB) = O(ηD), the
cost functional J (S) in (7.3.2) can be approximated during the first iterations:

J (S) ≈ 1

2

∥∥A∗ − Atarget
∥∥2

ηA

In this case, the algorithm will first satisfy the prescribed in plane behaviour Atarget. Unfortunately,
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Fig. 7.3: Numerical problem with given boundary conditions for a tensile loading along the direction e1.
The case for tensile loading along the direction e2 is analoguous. The simulations account for the plane
symmetries in the specimen and are performed on a quarter of the geometry. (a) Analysis performed on the
complete structure. The displacement component u1 is imposed on the mid plane represented by the red
line. The black lines indicate a rigid body kinematics applied along the thickness. (b) Analysis performed
on the equivalent homogeneous thin plate, meshed with a structured pattern composed of 50 × 40 linear
triangle elements. The amplitude of the imposed displacement is normalised at 0.1 macroscopic strain. The
response to other loading can be easily recovered, since it is proportional to the loading at small strain.

the configuration that satisfy Atarget may be not be compatible with Btarget and Dtarget. In other
words, the algorithm would most of the times fall in a local minima where the bending behaviour
is not correctly controlled. In the numerical examples, we recommend to select the weight with
the following scale factor: 102O(ηA) = O(ηB) = O(ηD). This choice can naturally be adjusted
depending on the precision that is sought on a specific component.

Comparison between the full model and the homogeneous equivalent To demonstrate the
effect of the extension–bending coupling, we simulate the deformation of an architectured panel
loaded in tension. Periodic assemblages consisting in 4×5 (resp. 5×4) unit cells were considered
for the tensile specimen along direction e1 (resp. along direction e2). A sketch of the setting,
provided in Fig. 7.3(a), describes the boundary conditions enforced on the lateral borders of the
panel. The calculations are conducted with symmetry boundary conditions on the bottom and left
side of the plate. The specimen is loaded by an imposed displacement on the mid-line of its right
side (the red line Fig. 7.3(a)). Furthermore, all vertices belonging to the right face with the same
in-plane coordinate are assumed to move as a rigid body (this is illustrated by the blue lines in
Fig. 7.3(a)). As observed in our previous work [5], hard-clamp boundary conditions cancel out the
bending response of the specimen in tension. It is thanks to this “exotic” boundary conditions that
the right lateral face is allowed to tilt, so that the panel can undergo any out of plane deformation
without restrictions.

In addition, an equivalent homogeneous plate is considered with an effective behaviour directly
from the optimisation and is included in the calculation. The rectangular plate is meshed with
50 × 40 discrete Kirchhoff triangular (DKT) shell elements. A sketch of the setting is provided in
Fig. 7.3(b). The right part is loaded in displacement along the direction e1 (resp. along direc-
tion e2), while all the other components and rotations are left free. Rigid body movements are
eliminated by fixing the displacements and rotations on a node at the bottom left corner.

7.5.1 Example 1

The targets of the first microstructure to be optimised are given in the left side of Table 7.1. From
a rapid analysis of these prescribed coefficients, it is clear that: the desired in-plane behaviour
should be auxetic (i.e., exhibit an in-plane effective negative Poisson’s ratio of νtarget = −0.5);
the structure should exhibit a longitudinal extension–transverse bending coupled response, ex-
pressed by B target

1122 and B target
2211 ; a prescribed stiff longitudinal bending behaviour, expressed by

Dtarget
1111 and Dtarget

2222 . To facilitate obtaining a desired quadratic symmetry, a symmetry of the shape
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is enforced along both the Oxz and Oyz planes, by symmetrizing the level set function during the
algorithmic iterations. Mathematically:

φksym(y) =
1

4

(
φk(y1, y2, y3) + φk(−y1, y2, y3) + φk(−y1,−y2, y3) + φk(y1,−y2, y3)

)
(7.5.3)

Additionally, the material volume fraction was constrained to be between 0.3 ≤ |S | ≤ 0.5. The
initial shape, depicted in Fig. 7.2(a), is consisting of a square pattern of “cylindrical” micro-
perforations, with a initial material volume fraction of |S | = 50%.

Ctarget
0.12 −0.06 ? ? 2.3e−3 ?
−0.06 0.12 ? 2.3e−3 ? ?
? ? ? ? ? ?
? 2.3e−3 ? 6.3e−4 ? ?

2.3e−3 ? ? ? 6.3e−4 ?
? ? ? ? ? ?


C∗

0.120 −0.059 0 −1.5e−3 1.8e−3 0
−0.059 0.119 0 1.7e−3 1.0e−4 0

0 0 0.03 0 0 −2.7e−4

−1.5e−3 1.7e−3 0 6.1e−4 −3.2e−5 0
1.8e−3 1.0e−4 0 −3.2e−5 6.0e−4 0

0 0 −2.7e−4 0 0 1.7e−4


Table 7.1: Values of the target stiffness tensors and the effective tensors for the final form of the microstruc-
ture in Fig. 7.5. Only the entries in Ctarget that have numerical values are controlled. Conversely, the remaining
entries are left free.
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Fig. 7.4: Cost functional (a) and volume constraint (b) convergence plots for the microstructure depicted
in Fig. 7.5. After 40 iterations we seem to have rather stable convergence both for the cost functional and
volume constraint. The algorithm stops after 65 iterations, because the time step in the advection equation
becomes too small.

The convergence history of the cost functional and of the volume constraint displayed in Fig. 7.4(a)
shows that the target coefficient got stabilised in slightly more than 40 iterations and that the later
iteration contributed only to small improvements without bringing the cost functional to less than
2 × 10−4. We observe a significant drop in the cost functional (Fig. 7.4(a)) around iteration 25–
30 that is associated with major changes in the microstructure’s topology. Beyond this point,
most of the changes contribute as minor improvements. The evolution of material volume fraction
displayed in Fig. 7.4(b) features an initial steep decrease down to 0.25, attributed to the initial
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(a) (b) (c)

Fig. 7.5: Optimally designed periodic panels accounting for extension–bending coupling effects, with an
attained volume fraction of 0.5. Images (a) and (c) show the front and rear isometric view of the periodic cell,
while image (b) shows a bird’s eye view of the cell.

(a) (b) (c)

(d) (e) (f)

Fig. 7.6: 4×5 periodically assembled panel from the shape of Fig. 7.5. Image (a) corresponds to its reference
flat configuration. The panel is submitted to an uniaxial tensile load along Ox up to 10% macroscopic
strain. Image (b) depicts the deformed state computed on the complete panel while image (c) shows its
macroscopic response assuming the homogeneous equivalent plate model with the coefficients of Table 7.1.
The observed deformed shape is a saddle. The out-of-plane displacement is plotted as a color map on
the deformed panel. It is recalled that the simulation was conducted in small strain, hence the out of plane
response is proportional to the in-plane loading. The boundary conditions for the image (b) and (c) are
reported in Fig. 7.3.
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swelling of the holes, followed by a slower evolution to up to 0.5, which is the upper limit of the
proposed range of the constraint.

The final shape, depicted in Fig. 7.5, is a lattice of complex shape. A view of a periodically
assembled panel is also provided in Fig. 7.6(a,d). The collected values of all the coefficients of
the aforementioned shape are included succinctly in the right side of Table 7.1. As prescribed,
the final shape features an in-plane behaviour with an effective Poisson’s ratio of −0.5. It exhibits
a significant value of B∗1122 and B∗2211, which comes close to the target value. In addition, it is
worth noticing that the diagonal coefficient B∗1111 is negative, while B∗2222 is positive. Yet, in terms
of absolute values, B∗2222 is much smaller than B∗1111. This implies that when the panel is loaded in
the direction Ox , it will exhibit a significant negative Gaussian curvature, i.e., the panel with morph
into a saddle shape. Conversely, when the panel is loaded in the direction Oy , the deformed
shape will morph into a cylinder (hence the Gaussian curvature is close to 0 because B∗2222 is
small). Let us finally note that the panel will also exhibit a significant coupled shear response,
expressed through B∗1212. Finally, the longitudinal out of the plane behaviour D∗1111 and D∗2222 also
come close to the target value.

The computational time needed to design Example 1 using the 100×100×25 elements structured
mesh took more 10 hours to run 65 iterations on a machine with 128 CPU. In order to reduce
this computational time, we explore the relevance of an optimization with a coarser mesh, i.e.
50 × 50 × 12 elements, which results in computational time between 0.5 to 2 hours (when 200
iterations are required). The following examples are obtained on this coarser mesh.

7.5.2 Example 2

The second microstructure to be optimised was obtained using the same initial parameters as
in Example 1, except for the mesh which is made of 50 × 50 × 12 elements. The targets of are
recalled in the left side of Table 7.2. Like before, a symmetry of the shape is enforced along both
the Oxz and Oyz planes, by symmetrizing the level set function during the algorithmic iterations
(see eq. (7.5.3)). The material volume fraction remains constrained to be between 0.3 ≤ |S | ≤ 0.5.
The other main difference is the considered initial guess. Here, the initial shape, depicted in
Fig. 7.2(e), is consisting of a regular “bubble” pattern, with an initial material volume fraction of
|S | = 75%.

Ctarget
0.12 −0.06 ? ? 2.3e−3 ?
−0.06 0.12 ? 2.3e−3 ? ?
? ? ? ? ? ?
? 2.3e−3 ? 6.3e−4 ? ?

2.3e−3 ? ? ? 6.3e−4 ?
? ? ? ? ? ?


C∗

0.097 −0.033 0 2.9e−4 2.2e−4 0
−0.033 0.098 0 2.7e−4 2.8e−4 0

0 0 0.023 0 0 1.8e−4

2.9e−4 2.7e−4 0 2.7e−4 6.2e−5 0
2.2e−4 2.8e−4 0 6.2e−5 2.7e−4 0

0 0 1.8e−4 0 0 2.0e−4


Table 7.2: Values of the target stiffness tensors and the effective tensors for the final form of the microstruc-
ture in Fig. 7.8. Only the entries that have numerical values were controlled. The remaining entries were left
free.

The convergence history of the cost functional and of the volume constraint displayed in Fig. 7.7(a)
shows that the objective gets stabilised in the very first 5 iterations, while the later iteration con-
tributed only to small improvements without bringing the cost functional to less than 5×10−3. Major
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changes in the microstructure’s topology are observable until iteration 25. Beyond this point, most
of the changes contribute as minor improvements. Although the gain in the cost functional gets
decreased by a factor of 103, a remaining gap with respect to the target moduli can be read from
Table 7.2, in particular in the sub-matrix B. We conclude that this shape corresponds to a local
minima for the objective function, but not as effective as the one in Table 7.1. The evolution of
material volume fraction displayed in Fig. 7.7(b) features an initial steep decrease down to 0.25,
attributed to the initial swelling of the holes, followed by a slower evolution to up to 0.33.
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Fig. 7.7: Cost functional (a) and volume constraint (b) convergence plots for the microstructure depicted
in Fig. 7.8. After 6 iterations, we seem to have rather stable convergence both for the cost functional and
volume constraint. The algorithm stops after 65 iterations, because the time step in the advection equation
becomes too small.

The final shape, depicted in Fig. 7.8, can be characterised as a “dimpled” sheet structure and
looks similar to the designs imagined in [112]. A view of a periodically assembled panel is also
provided in Fig. 7.9(a). Although one might suspect that the structure exhibits further symmetries
from the illustration in Fig. 7.8(b), analyses of the volume fraction revealed that the structure
is in fact slightly asymmetric along the direction Oz : the material volume fraction between z ∈
[−h/2, 0] is equal to 0.35, while it is equal to 0.31 for z ∈ [0, h/2]. This asymmetry in the design is
fundamental to obtain a significant coupling tensor B∗. The collected values of all the coefficients
of the aforementioned shape are included succinctly in the right side of Table 7.2. As prescribed,
the final shape features an in-plane auxetic behaviour, but the Poisson’s ratio is of ν∗ = −0.33

rather than −0.5. It exhibits a rather mild longitudinal extension–transverse bending coupling, with
values for B∗1122 and B∗2211 being one order below the target value. Yet, noticing that the diagonal
coefficient B∗1111 and B∗2222 are not negligible, meaning that the shape will feature a longitudinal
extension–bending coupling. Complementary information on the plate deformation kinematics
can be retrieved from the compliance tensor S∗ = (C∗)−1, provided in eq. (D.2.2) of D.2.

Numerical simulations performed on a periodic panel reveal that the deformed shape in the linear
regime will exhibit a mild positive Gaussian curvature, i.e., the panel with morph into a quasi-
circular dome shape (see Fig. 7.9(b,e) for a loading in the Ox direction, and Fig. 7.9(c,f) for a
loading in the Oy direction). This result was anticipated, since the longitudinal components and
the transverse components of B have similar positive values.

7.5.3 Example 3

The third microstructure to be optimised was obtained using the same initial parameters as in
Example 1 and 2. The targets of are recalled in the left side of Table 7.3. Like before, a sym-
metry of the shape is enforced along both the Oxz and Oyz planes, by symmetrizing the level set
function during the algorithmic iterations (see eq. (7.5.3)). The material volume fraction remains
constrained to be between 0.3 ≤ |S | ≤ 0.5. A third initial guess is tested in this example. Here, the
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(a) (b) (c)

Fig. 7.8: Optimally designed periodic panel resulting in a “dimpled” sheet structure. The attained volume
fraction is 33%. Images (a) and (c) show the top and bottom of the periodic cell, while image (b) shows a
bird’s eye view of the cell.

(a) (b) (c)

(d) (e) (f)

Fig. 7.9: 4×5 periodically assembled panel from the shape of Fig. 7.8. Image (a) corresponds to its reference
flat configuration. The panel is submitted to an uniaxial tensile load along Ox up to 10% macroscopic
strain. Image (b) depicts the deformed state computed on the complete panel while image (c) shows its
macroscopic response assuming the homogeneous equivalent plate model with the coefficients of Table 7.2.
The observed deformed shape is a saddle. The out-of-plane displacement is plotted as a color map on
the deformed panel. It is recalled that the simulation was conducted in small strain, hence the out of plane
response is proportional to the in-plane loading. The boundary conditions for the image (b) and (c) are
reported in Fig. 7.3.
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initial shape, depicted in Fig. 7.2(d), consists of a diagonal pattern of “cone” micro-perforations,
with an initial material volume fraction of |S | = 75%.

Ctarget
0.12 −0.06 ? ? 2.3e−3 ?
−0.06 0.12 ? 2.3e−3 ? ?
? ? ? ? ? ?
? 2.3e−3 ? 6.3e−4 ? ?

2.3e−3 ? ? ? 6.3e−4 ?
? ? ? ? ? ?


C∗

0.124 −0.056 0 3.8e−3 1.2e−4 0
−0.056 0.125 0 −2.1e−4 2.9e−3 0

0 0 0.028 0 0 8.5e−4

3.8e−3 −2.1e−4 0 8.8e−4 7.7e−5 0
1.2e−4 2.9e−3 0 7.7e−5 9.4e−4 0

0 0 8.5e−4 0 0 3.2e−4


Table 7.3: Values of the target stiffness tensors and the effective tensors for the final form of the microstruc-
ture in Fig. 7.11. Only the entries that have numerical values were controlled. The remaining entries were
left free.

The convergence history of the cost functional and of the volume constraint displayed in
Fig. 7.10(a) shows that the shape gets stabilised after the first 30 iterations, while the later it-
eration contributed only to small improvements without bringing the cost functional to less than
10−3. This is corroborated by the evolution in the microstructure’s topology observable until itera-
tion 30. Although the gain in the cost functional gets decreased by a factor of 104, a remaining gap
with respect to the target moduli can be read from Table 7.3, in particular in the sub-matrix B. We
conclude that this shape corresponds to a local minima for the objective function, but the shape
is not as effective as the one in Table 7.1. The evolution of material volume fraction displayed in
Fig. 7.10(b) features an initial steep decrease down to 0.15, attributed to the initial swelling of the
holes, followed by a and a slower evolution starting from iteration 40 to up to 0.48.
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Fig. 7.10: Cost functional (a) and volume constraint (b) convergence plots for the microstructure depicted in
Fig. 7.11. After 40 iterations, we seem to have rather stable convergence both for the cost functional and
volume constraint. The algorithm stops after 200 iterations.

As mentionned in the last paragraph of section 7.4, this example illustrates how two initial guesses
can lead to two completely different final shapes despite the identical target. Here, the final shape,
depicted in Fig. 7.11, is of the rotating units type, discussed in [104] (see also the third example
of a 2D design in [3]). A view of a periodically assembled panel is also provided in Fig. 7.12(a).
Again, a clear asymmetry in the design is visible especially at the hinges connecting the rotating
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(a) (b) (c)

Fig. 7.11: Optimally designed periodic panels accounting for bending-stretch effects. The attained volume
fraction is 0.48. Images (a) and (c) show the top and bottom of the periodic cell, while image (b) shows a
bird’s eye view of the cell.

(a) (b) (c)

(d) (e) (f)

Fig. 7.12: 4 × 5 periodically assembled panel from the shape of Fig. 7.11. Image (a) corresponds to its
reference flat configuration. The panel is submitted to an uniaxial tensile load along Ox up to 10% macro-
scopic strain. Image (b) depicts the deformed state computed on the complete panel while image (c) shows
its macroscopic response assuming the homogeneous equivalent plate model with the coefficients of Ta-
ble 7.3. The observed deformed shape is a saddle. The out-of-plane displacement is plotted as a color map
on the deformed panel. It is recalled that the simulation was conducted in small strain, hence the out of
plane response is proportional to the in-plane loading. The boundary conditions for the image (b) and (c) are
reported in Fig. 7.3.
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blocks. The collected values of all the coefficients of the aforementioned shape are included
succinctly in Table 7.3. As prescribed, the resulting structure exhibits a “quadratic” symmetry. The
final shape features an in-plane behaviour with an effective Poisson’s ratio of ν∗ = −0.45 which
comes relatively close to the target. Like in Example 2, the obtained longitudinal extension–
transverse bending coupling is quite small, with values for B∗1122 and B∗2211 being one order below
the target value. By opposition with the last case, the longitudinal coupling coefficients B∗1111

and B∗2222 are one order of magnitude bigger than the transverse components B∗1122 and B∗2211.
As a consequence, the obtained curvature will be elliptical, i.e., the curvature in the longitudinal
direction will be stronger than the transverse one.

Numerical simulations performed on a periodic panel reveal that the deformed shape in the linear
regime will exhibit a positive Gaussian curvature, i.e., the panel with morph into a elliptical dome
shape (see Fig. 7.12(b,e) for a loading in the Ox direction, and Fig. 7.12(c,f) for a loading in the
Oy direction).

7.5.4 Example 4

The targets of the last microstructure to be optimised are given in the left side of Table 7.4. The
material volume fraction, once again, was constrained to be between 0.3 ≤ |S | ≤ 0.5. The initial
shape, depicted in Fig. 7.2(d), consists of a diagonal pattern of “cone” micro-perforations. The
collected values of all the coefficients of the aforementioned shape are succinctly included in
Table 7.4.

Ctarget
0.12 −0.03 ? ? 2.3e−3 ?
−0.03 0.12 ? −2.3e−3 ? ?
? ? ? ? ? ?
? −2.3e−3 ? 6.3e−4 ? ?

2.3e−3 ? ? ? 6.3e−4 ?
? ? ? ? ? ?


C∗

0.106 −2.8e−4 0 9.5e−3 1.8e−4 0
−2.8e−4 0.114 0 −8.3e−5 −7.6e−3 0

0 0 7.4e−3 0 0 1.0e−4

9.5e−3 −8.3e−5 0 9.4e−4 2.4e−5 0
1.8e−4 −7.6e−3 0 2.4e−5 7.3e−4 0

0 0 1.0e−4 0 0 1.1e−4


Table 7.4: Values of the target stiffness tensors and the homogenised tensors for the final form of the
microstructure in Fig. 7.14. Only the entries that have numerical values were controlled. The remaining
entries were left free.

The convergence history of the cost functional and of the volume constraint displayed in
Fig. 7.13(a) shows that the shape gets stabilised in the very first 10 iterations, while the later
iteration contributed only to small improvements without bringing the cost functional to less than
6 × 10−3. Although the gain in the cost functional gets decreased by a factor of 103, a remaining
gap with respect to the target moduli can be read from Table 7.4, in particular in the block ma-
trix B. We conclude that this shape corresponds to a local minima for the objective function, but
the shape is not as effective as the one in Table 7.1. The evolution of material volume fraction
displayed in Fig. 7.13(b) features an initial steep decrease down to 0.17, attributed to the initial
swelling of the holes, followed by an transient oscillatory evolution until iteration 20 and a slower
evolution to up to 0.31. The oscillations are also visible in the evolution in the microstructure’s
topology observable until iteration 20.

The final shape is similar to the pantograph structures discussed in [76], however, we notice that
the vertical beams are on top of the horizontal beams. The collected values of all the coefficients
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Fig. 7.13: Cost functional (a) and volume constraint (b) convergence plots for the microstructure depicted
in Fig. 7.14. After 6 iterations, we seem to have rather stable convergence both for the cost functional and
volume constraint. The algorithm stops after 43 iterations, because the time step in the advection equation
becomes too small.

of the aforementioned shape are included succinctly in Table 7.4. The microstructure exhibits a
mild auxetic response, but a remaining gap with respect to the target moduli can be read (signifi-
cant difference in the A∗1122 coefficient). It exhibits a rather small longitudinal extension–transverse
bending coupling, with values for B∗1122 and B∗2211 being quite far to the target value. These re-
maining gaps are no surprise, given the fact that the code stopped after a little more than 40

iterations, much less than in the other examples. However, it is worth noticing that the diago-
nal coefficient B∗1111 and B∗2222 are huge, meaning that the shape features a strong longitudinal
extension–bending coupling. Let us further note that the panel is almost decoupled in the shear
response, expressed through a small value of A∗1212. Finally, the longitudinal out of the plane
behaviour D∗1111 and especially D∗2222 come relatively close to the target value.

Numerical simulations performed on a periodic panel reveal that the deformed shape in the linear
regime will morph into a cylinder (see Fig. 7.15(b,e) for a loading in the Ox direction. The panel
loaded in the Oy direction will also morph into a cylinder, but with the longitudinal curvature of
opposite sign (see Fig. 7.15(c,f)).

7.6 Conclusion and perspectives

We proposed a method for two-scale topology optimisation of microstructured thin panels with
in-plane periodicity. We use inverse homogenisation and a level set method coupled with the
Hadamard shape derivative to construct plate elastic moduli within the periodic cell in the context
of the diffuse inter-phase approach that exhibit certain prescribed macroscopic behaviour for a
single material and “void” while simultaneously accounting for bending-stretching effects. By con-
trolling the microstructure of the panel, we simultaneously controlled the in-plane, out-of-plane
and their coupled behaviour and in doing so we designed panels with an out-of-plane response
that results in either a dome shaped structure or a saddle shaped structure under the action of
in-plane loading. Interestingly, the direction of the loading can affect the type of obtained three-
dimensional shape. By and large, these building blocks promote the systematic design of shape
morphing structures. Moreover, the obtained shapes are directly realisable through additive man-
ufacturing techniques as shown in Fig. 7.16.
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(a) (b) (c)

Fig. 7.14: Optimally designed periodic panels accounting for bending-stretch effects mimicking a pantograph
structure. The attained volume fraction is 30%, which corresponds to lower bound of the volume interval set.
Images (a) and (c) show the top and bottom of the periodic cell, while image (b) shows a bird’s eye view of
the cell.

(a) (b) (c)

(d) (e) (f)

Fig. 7.15: 4 × 5 periodically assembled panel from the shape of Fig. 7.14. Image (a) corresponds to its
reference flat configuration. The panel is submitted to an uniaxial tensile load along Ox up to 10% macro-
scopic strain. Image (b) depicts the deformed state computed on the complete panel while image (c) shows
its macroscopic response assuming the homogeneous equivalent plate model with the coefficients of Ta-
ble 7.4. The observed deformed shape is a saddle. The out-of-plane displacement is plotted as a color map
on the deformed panel. It is recalled that the simulation was conducted in small strain, hence the out of
plane response is proportional to the in-plane loading. The boundary conditions for the image (b) and (c) are
reported in Fig. 7.3.
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Fig. 7.16: Specimen desgined form the microstructure of Example 2, manufactured on a stereo-lithography
3D printer by Stratasys using a TangoBlack resin. The specimen is composed of a 4×4 periodic arrangement
and measures 80mm× 80mm× 5mm, yielding a unit cell aspect’s ratio r = 0.25.
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Conclusion and perspectives for
future work

This chapter summaries and concludes the thesis with respect to the overall goal defined at the
beginning to design and mechanically characterize architectured sheets structures obtained by
3D printing.

The first part of this work presented a complete framework for designing elastic patterned sheets
to meet a desired in-plane deformation behaviour. The approach efficiently generated a bunch of
micro-structures that were fabricated and mechanically tested. Although the approach relies on
simple elastic models, we note that the deformation mechanisms is mostly guided by structural ro-
tations. The experimental results shown therefore a good agreement with the expected behaviour
at small strain, both in terms of deformation mechanisms and in terms of stiffness target. At
larger strains, non linear hyperelastic models convincingly simulated the experimental response
of patterned rubber sheets.

In the context of elastic plates with periodic microstructures, which covered the second part of the
thesis, we proposed a novel class of micro-structures to be harnessed in shape-shifting structures.
They were obtained from a network of undulated ribbon, with constant thickness, with capabilities
to maintain a prescribed property at finite strain. Furthemore, an adaptation of a topology opti-
misation algorithm to the case composite plates permitted to generate intricate micro-structures,
yet compatible with 3D printing, and featuring a coupled deformation that allow them to turn from
plate, to dome or saddles.

From the gathered knowledge on topology optimisation and on the characterization of these ar-
chitectured sheets at small and large strain, the perspective of this work could aim at generalizing
these shape optimization techniques to include geometrical non-linearities, material non-linear
behaviour (either elastoplasticity, or hyperelasticity) and perhaps formulate in a mathematical ex-
pression some geometric constraints associated the printing process in the design method. The
most straightforward constraints regards the control on the thickness of the trusses inside the
microstructures based upon the precision of the machines.
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Résumé en français

Les grandes avancées survenues sur les dernières décennies dans les techniques de fabrica-
tion additive (impression 3D) ont permis d’entreprendre la fabrication d’objets tridimensionnels
aux géométries complexes, y compris les matériaux architecturés, c’est-à-dire des matériaux
avec une micro-architecture interne de géométrie pouvant être ajustée. De nos jours, de telles
techniques peuvent être réalisées avec plusieurs types de matériaux (y compris des alliages
métalliques, des céramiques et des polymères) et à différentes échelles (depuis des objets mi-
croscopiques aux maisons imprimées en 3D). Étant donné que les propriétés effectives des
matériaux architecturés découlent principalement de leur architecture interne, un contrôle de
la microstructure assuré par les techniques de fabrication additive ouvre la voie vers de nou-
velles gammes de matériaux avec des propriétés mécaniques prescrites efficaces. En partant
d’arrangements élémentaires de matériau dans une cellule représentative conçue, on peut con-
struire des structures complexes soit en répétant périodiquement ces arrangements, soit en ré-
partissant les cellules pour obtenir une distribution macroscopique de propriétés désirée. La
fabrication d’échantillons macroscopiques de ces matériaux hiérarchiques peut être utilisée pour
diverses applications, y compris les échafaudages biocompatibles, les dispositifs médicaux, les
applications aérospatiales à distance, les couches ultralégères absorbant les vibrations ou les
couches absorbant les chocs, les structures à haute résistance avec des capacités de refroidisse-
ment exceptionnelles, non contrôlées -comportement linéaire, structures auto-pliantes. Les at-
tentes élevées des technologies d’impression et de leurs applications structurelles ont soulevé
une série de défis dans la conception de ces structures :

• conception de la forme des structures et réglage des propriétés des matériaux architec-
turaux ;

• distribution spatiale des structures à petite échelle en fonction de la charge spécifiée ;

• paramètres, influence des paramètres du procédé sur la structure finale.

En ce qui concerne la conception de forme optimale, des algorithmes systématiques sont par
exemple bien établis pour la distribution macroscopique prescrite des propriétés dans le cas
d’élasticité linéaire de petite déformation. Pourtant, ces techniques restent assez limitées dans
leur utilisation à l’échelle industrielle, en partie à cause du manque de compréhension, de
l’absence de modèles constitutifs et d’outils de simulation qui abordent la possibilité de trou-
ver une configuration optimale. Le paysage manque d’une approche de conception globale plus
cohérente où l’optimisation structurelle répondrait aux contraintes de fabrication dont la précision
géométrique, ou encore la transformation de la matière, dans le processus d’impression.

La première partie de ce manuscrit a un but bibliographique. Les deux domaines principaux du
travail proposé - à savoir la méthode d’homogénéisation asymptotique et l’optimisation de forme
- sont présentés dans deux chapitres séparés.
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Chapitre 1. Caractérisation mécanique de matériaux compos-
ites élastiques

Ce chapitre traite de la détermination des propriétés globales, également appelées propriétés effi-
cace, d’un matériau composite formé par des variations périodiques soit de propriétés matérielles,
soit de construction géométrique. Après une introduction qui fait le point sur l’état de l’art de la
caractérisation mécanique des structures élastiques, la discussion approfondit les détails de la
théorie de l’homogénéisation asymptotique. La théorie consiste à troquer la représentation d’un
matériau architecturé hétérogène qui demande une description géométrique fine et lourde, pour
un milieu homogène équivalent qui présente typiquement un comportement plus complexe (par
exemple, qui inclut des anisotropies, ou des degrés de liberté cinématiques plus). Premièrement,
le cas général des matériaux architecturés avec un motif périodique dans toutes les directions
est passé en revue. En supposant que le champ de déplacement à l’intérieur du milieu puisse
être écrit en utilisant un développement asymptotique, des formules analytiques pour les coef-
ficients élastiques effectifs qui dépendent de la distribution de matériau à l’intérieur d’une cel-
lule élémentaire redimensionnée sont dérivées. Ensuite, après avoir identifié le comportement
macroscopique général des nappes architecturées, l’espace des tenseurs admissibles à symétrie
de matériau orthotrope est obtenu. Enfin, le cas particulier des structures en plaques avec une
micro-architecture périodique dans le plan est discuté. En supposant que l’épaisseur du pan-
neau est comparable à la longueur de la période, on obtient un comportement macroscopique
généralisé de la plaque mince de Kirchhoff-Love. Encore une fois, les coefficients de plaque
effectifs sont calculés analytiquement à partir de la répartition des matériaux à l’intérieur de la
maille élémentaire.

Chapitre 2. Optimisation de forme et topologique

Les principaux ingrédients requis pour utiliser l’optimisation de la forme et de la topologie
sont décrits dans ce chapitre. Après une introduction qui définit la philosophie du problème
d’optimisation de forme, nous abordons brièvement le problème théorique de la non-existence
d’un domaine optimal qui minimise une fonction de coût dépendante de la forme J (S) et discutons
les techniques pour le contourner. La classification des principales catégories d’optimisation de
forme, c’est-à-dire l’optimisation paramétrique, géométrique et topologique, est ensuite présentée
succinctement. La discussion est alors centrée sur l’optimisation de la topologie, qui aborde le
problème de l’optimisation de la forme en toute généralité. Nous passons rapidement en revue
les principales méthodes d’optimisation de la topologie, y compris les méthodes de densité (par
exemple, la méthode d’homogénéisation, le SIMP), la méthode de sensibilité topologique et les
méthodes implicites (par exemple, la méthode du champ de phase, la méthode des ensembles
de niveaux). Ensuite, nous rappelons le concept de dérivée de forme, en s’appuyant sur le cadre
de la méthode d’Hadamard, où les variations d’une forme donnée S de la forme (I + θ)(S) sont
considérés, pour petits champs de vitesse θ. Des notions connexes de différenciation par rap-
port à la forme sont rappelées : notamment, nous introduisons la notion de dérivée de forme, et
en extrayons une notion de gradient de forme pour la minimisation itérative de l’objectif. Pour les
fonctions dépendantes de la forme, une méthode lagrangienne formelle pour obtenir des dérivées
de forme est expliquée et les formules pour la dérivée de forme des intégrales de volume et de
surface sont rappelées. Le matériel de base sur la méthode de sensibilité de forme est illustré
par un exemple sur la façon de trouver l’expression dérivée de forme d’une fonctionnelle de type
général :

J (S , u(S)) =

∫
S

j(x, u(S)) dx +

∫
∂S

k(s, u(S)) ds,

où u est la solution d’un système d’élasticité linéaire. Le deuxième ingrédient de la méthode
d’optimisation de la topologie sélectionnée, à savoir la méthode des niveaux définis pour la de-
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scription de la forme, est ensuite décrit. Toutes les formes sont supposées être incluses dans
un grand domaine de calcul D et sont représentées implicitement via l’ensemble de niveau zéro
d’une fonction scalaire φ. La propagation de la forme sous un champ de vitesse θ est ensuite
décrite via la advection de la fonction level set à travers une équation de Hamilton-Jacobi. Enfin,
le couplage de la sensibilité de forme avec une description d’ensemble de niveaux est expliqué.
Le gradient de forme est interprété comme une vitesse d’advection pour la fonction level set et
un algorithme itératif est construit pour la minimisation numérique de la fonction de coût. Deux
étapes de base pour ce couplage sont expliquées, l’approche “matériau Ersatz” pour représenter
la partie videD\S et l’extension et la régularisation du champ de vitesse afin d’accélérer la vitesse
de convergence. Enfin, la dernière section du chapitre est consacrée à l’approche interphase dif-
fuse, qui permet de dériver une formulation simplifiée, mais mathématiquement rigoureuse, pour
la propagation de la forme.

Chapitre 3. Conception numérique de feuilles périodiques ar-
chitecturées à coefficient de Poisson négatif

Le terme auxétique indique des matériaux avec un coefficient de Poisson négatif (ν), c’est-à-dire
des matériaux qui ont tendance à se dilater transversalement à une charge d’étirement uniaxiale
appliquée et vice versa. Dans ce premier chapitre, un algorithme d’optimisation de topologie
mettant en jeu la méthode des level set et l’homogénéisation asymptotique permet d’obtenir des
matériaux micro-architecturés périodiques avec un tenseur d’élasticité efficace et un coefficient
de Poisson prescrits. La fonctionnelles a été définie par rapport aux composantes tensorielles
élastiques cibles :

J (S) = υijk` C
∗
ijk` +

1

2
ηijk`

(
C∗ijk` − C target

ijk`

)2

,

où C∗ijk` représentent les coefficients élastiques effectifs de la structure, tandis que C target
ijk` sont les

valeurs élastiques prescrites. L’efficacité de la méthode de résolution est illustrée à travers quatre
exemples numériques où la forme conçue donne un coefficient de Poisson négatif important. Re-
marquablement, certaines des formes optimales obtenues sont en fait déjà bien connues dans la
littérature. L’espace des formes micro-architecturales admissibles qui porte la symétrie matérielle
orthotrope permet d’atteindre des formes avec un coefficient de Poisson effectif inférieur à −1.

Chapitre 4. Impression 3D et caractérisation de feuilles
polymères architecturées à coefficient de Poisson négatif

Ce chapitre conclut les compléments du cycle de conception de plusieurs matériaux auxétiques
de chapter 3 avec la fabrication du matériau et le test du matériau. Les spécimens sont fabriqués à
l’aide d’une imprimante commerciale de stéréolithographie Ember et sont testés mécaniquement.
Les champs de déplacement et de déformation observés lors des essais de traction obtenus par
corrélation d’images numériques correspondent aux prédictions des simulations par éléments
finis et démontrent l’efficacité du cycle de conception à faible déformation.

Chapitre 5. Analyse systématique d’images à deux échelles
pour étudier les déformations extrêmes de feuilles souples ar-
chitecturées

La nature multi-échelle des matériaux architecturés soulève le besoin de méthodes expérimen-
tales avancées adaptées à l’identification de leurs propriétés effectives, en particulier lorsque leur
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taille est finie et qu’ils subissent des déformations extrêmes. L’étude de ce chapitre démontre
que des méthodes de traitement d’images de pointe combinées à des modèles numériques et
analytiques fournissent une description quantitative complète de ces solides et de leur comporte-
ment global, y compris l’influence des conditions aux limites, du processus de fabrication et de
non-linéarités géométriques et constitutives. À cette fin, une analyse de corrélation d’images
numériques multi-échelles adaptée est utilisée pour suivre à la fois les allongements et les rota-
tions de caractéristiques particulières de la maille élémentaire à l’échelle locale et globale (ho-
mogénéisée) du matériau. Cela permet d’observer avec une clarté sans précédent les champs de
déformation pour diverses cellules unitaires de la structure et de détecter les modèles de déforma-
tion globaux et les hétérogénéités de la distribution de déformation homogénéisée. Cette méth-
ode est ici démontrée sur des tôles élastiques subissant des déformations longitudinales et de
cisaillement extrêmes. Ces résultats expérimentaux sont comparés à des simulations d’éléments
finis non linéaires, qui sont également utilisées pour évaluer les effets des imperfections de fabri-
cation sur la réponse. Une représentation squelettique du solide architecturé est ensuite extraite
des expériences et utilisée pour créer un modèle de charnière en treillis purement cinématique
qui peut capturer avec précision son comportement. L’analyse proposée dans ce travail peut être
étendue pour guider la conception de solides architecturés bidimensionnels présentant d’autres
motifs réguliers, quasi-réguliers ou gradués, et soumis à d’autres types de charges.

Chapitre 6. Panneau à changement de forme à partir de
réseaux de rubans ondulés 3D imprimés

Les matériaux qui changent de forme en réponse à des stimuli externes ouvrent de nouvelles
perspectives pour et conception et mise en forme polyvalentes d’objets tridimensionnels. Dans
ce chapitre, nous introduisons une nouvelle classe de microstructures présentant un effet de
couplage extension-flexion, qui peut être exploité comme bloc de construction élémentaire pour
fabriquer les panneaux à changement de forme. Ils sont construits avec un seul matériau sous
la forme d’un réseau de rubans ondulés. Les mécanismes de déformations des rubans ondulés
seuls et des rubans ondulés connectés sont analysés à l’aide de la méthode des éléments finis
pour expliquer les principales caractéristiques du mécanisme de couplage. Pour une microstruc-
ture particulière de la classe proposée, le le tenseur de rigidité élastique est calculé en combinant
l’homogénéisation à deux échelles à la théorie des plaques minces généralisée de Kirchhoff–
Love. La plage du coefficient de couplage extension–flexion réalisable est ensuite évaluée par
rapport aux paramètres géométriques de la maille élémentaire. Des spécimens à motifs sont
fabriqués à l’aide d’une imprimante 3D FFF Ultimaker et sont testés mécaniquement jusqu’à une
déformation de 20%. Le déplacement hors plan mesuré par le suivi de points correspond aux
prédictions des simulations par éléments finis et indique que la structure conserve ses propriétés
à déformation finie. De plus, une charge d’essai de traction avec une frontière localisée est pro-
posée pour mettre en évidence un déplacement hors plan exceptionnel. Ces structures peuvent
être exploitées en combinaison avec des matériaux réactifs pour l’actionnement de soft robots,
systèmes conformes et structures reconfigurables, comme alternatives à la mécanique externe
moteurs, systèmes de contrôle et dispositifs de puissance.

Chapitre 7. Conception de panneaux périodiques 3D im-
primables minces à couplage extension–flexion par optimisa-
tion de formes

Dans ce dernier chapitre, nous concevons la micro-architecture de panneaux élastiques minces
pour contrôler leur comportement macroscopique, prenant en compte simultanément la rigid-
ité dans le plan, la rigidité hors plan et les effets de couplage extension-flexion. La méthode
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d’optimisation de la topologie utilisée combine l’homogénéisation inverse, la dérivée de forme
d’Hadamard et une méthode de level set dans le contexte de l’interface diffuse pour capturer
systématiquement au sein de la maille élémentaire la micro-architecture optimale. L’efficacité de
la méthode de résolution est illustrée à travers quatre exemples numériques où la forme conçue
donne un important couplage extension–flexion. Les réponses de déformation sous charge de
traction sont évaluées numériquement à la fois sur le panneau périodique complet et sur sa
plaque jumelle homogénéisée. Les résultats démontrent que le contrôle simultané du dans le
plan, du hors plan et de leur comportement couplé permet de transformer un panneau plat en
une structure en forme de dôme ou de selle. De plus, les cellules unitaires obtenues sont des
blocs élémentaires pour créer des objets directement imprimables en 3D avec des capacités de
morphing de forme.

Conclusion

En conclusion, la première partie de ce travail a présenté un cadre complet pour la conception
de feuilles à motifs élastiques pour répondre à un comportement de déformation dans le plan
souhaité. L’approche a généré efficacement un tas de micro-structures qui ont été fabriquées
et testées mécaniquement. Bien que l’approche repose sur des modèles élastiques simples,
nous notons que les mécanismes de déformation sont principalement guidés par des rotations
structurelles. Les résultats expérimentaux ont donc montré un bon accord avec le comportement
attendu à faible déformation, à la fois en termes de mécanismes de déformation et en termes de
rigidité cible.

Dans le contexte des plaques élastiques à microstructures périodiques, qui couvrait la deux-
ième partie de la thèse, nous avons proposé une nouvelle classe de microstructures à exploiter
dans des structures à changement de forme. Ils ont été obtenus à partir d’un réseau de ruban
ondulé, d’épaisseur constante, avec des capacités à maintenir une propriété prescrite à une dé-
formation finie. De plus, une adaptation d’un algorithme d’optimisation de topologie au cas des
plaques composites a permis de générer des micro-structures complexes, mais compatibles avec
l’impression 3D, et présentant une déformation couplée qui leur permet de passer de la plaque,
au dôme ou aux selles.

A partir des connaissances accumulées sur l’optimisation topologique et sur la caractérisation
de ces plaques architecturées à petites et grandes déformations, la perspective de ce travail
pourrait viser à généraliser ces techniques d’optimisation de forme pour inclure les non-linéarités
géométriques, le comportement non-linéaire des matériaux (soit élastoplasticité, ou hyperélastic-
ité) et peut-être formuler dans une expression mathématique certaines contraintes géométriques
associées au processus d’impression dans la méthode de conception. Les contraintes les plus
simples concernent le contrôle de l’épaisseur des fermes à l’intérieur des microstructures en fonc-
tion de la précision des machines.
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Appendix A

Thin plates theories

A.1 Recall on Kirchhoff–Love thin plate theory

In a space endowed with an orthonormal reference (O, e1, e2, e3), let us consider a plane plate of
thickness h normal to the axis (O, e3). Its mid-plane, referred to as ω, is a bounded domain of R2,
with regular boundary ∂ω. For convenience, the mid-plane ω of the undeformed plate is assumed
to lie in the (O, e1, e2) plane. As a result, let Ωh be the bounded domain of R3 occupied by the
plate, defined as:

Ωh = ω× ]− h/2, h/2[ (ω ⊂ R2, h ∈ R+∗)

The plate is delimited by a regular boundary Γh, which may be decomposed as follows:

Γh = Γ±h ∪ Γlat
h

{
Γ±h = ω × {±h/2} (top and bottom)

Γlat
h = ∂ω× ]− h/2, h/2[ (lateral)

In this reference, a point M of Ωh is represented by a set of Cartesian coordinates x, which may
be decomposed into in-plane coordinates (xα) = (x1, x2) and transverse coordinate x3.

Thin plate kinematics. The following kinematic assumptions are made: (1) all straight lines
normal to the mid-surface remain straight and normal after deformation; (2) the thickness of the
plate does not change during a deformation. The following kinematics is the plate equivalent of
the Euler–Bernoulli kinematics for beams. The displacement field u(x1, x2, x3) of a thin planar plate
is therefore defined as follows:

u(x1, x2, x3) = U(x1, x2)− x3∇U3(x1, x2)

⇔


u1(x1, x2, x3) = U1(x1, x2)− x3 U3,1(x1, x2) = v1(x1, x2)− x3 r1(x1, x2)

u2(x1, x2, x3) = U2(x1, x2)− x3 U3,2(x1, x2) = v2(x1, x2)− x3 r2(x1, x2)

u3(x1, x2, x3) = U3(x1, x2)

(A.1.1)

where U(x1, x2) is the displacement field of the mid-plane of the plate, and r(x1, x2) = ∇v3(x1, x2)

are the rotations. Assuming the previous displacement field, the strain field ε reads:

ε(u) =


∂U1

∂x1

1

2

(
∂U1

∂x2
+
∂U2

∂x1

)
1

2

(
∂U1

∂x2
+
∂U2

∂x1

)
∂U2

∂x2

− x3


∂2U3

∂x2
1

∂2U3

∂x1∂x2

∂2U3

∂x1∂y1

∂2U3

∂x2
2


= ε(U1,U2) + x3 χ(U3)

(A.1.2)

where ε represents the in-plane strains and χ the out-of-plane curvatures. Units are: [ε] = m.m−1
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and [χ] = m−1. Note that the out-of-plane strains εi3 are all zero due to the chosen kinematic
hypothesis. In particular, the normal out-of-plane strain ε33 is zero, which is generally not the case
for thin structures, for which the plane stress behaviour is assumed.

Generalised stress components. The generalised stresses are defined as the dual of the gen-
eralised strains with respect to work. In order to define this duality, we consider the strain energy
Ed and impose the same energy for the complete three-dimensional and two-dimensional equiva-
lent descriptions:

Ed =
1

2

∫
Ω

σij εij(u)dx =
1

2

∫
ω

(∫ h/2

−h/2

σij εij(u)dx3

)
dxα

=
1

2

∫
ω

(∫ h/2

−h/2

σij δiα δjβ εαβ(u) + x3 σij δiα δjβ χαβ(U3) dx3

)
dxα

=
1

2

∫
ω

(∫ h/2

−h/2

σαβdx3

)
εαβ(u) +

(∫ h/2

−h/2

x3 σαβdx3

)
χαβ(U3) dxα

=
1

2

∫
ω

Nαβ εαβ(u) + Mαβ χαβ(U3) dxα.

The generalised stresses split into the membrane stress N and bending moments M , which are
defined as follows:

N =

∫ h∗/2

−h∗/2

σ dx3,

M =

∫ h∗/2

−h∗/2

x3 σ dx3,

(A.1.3)

where σ denotes the stress field.

Constitutive behaviour. The material under consideration in the plate features a linear elastic
behaviour. In three-dimension, the constitutive behavioru is therefore governed by the Hooke’s
law. From a dimension reduction, we obtain the constitutive law of a thin Kirchhoff–Love plate,
expressed under the following form:[

N
M

]
=

[
A 0

0 D

] [
ε

χ

]
(A.1.4)

where the tensor A describes the in-plane behaviour, while the tensor D describes the bending
behaviour. The expression of A and D with respect to the three-dimensional elastic tensor C is
straightforward by plugging the Hooke’s law into the strain energy. When the material carries a
known symmetry (i.e., isotropic), an expression of in terms of the Young’s moduli and Poisson’s
ratios can further be recovered.

A.2 Constitutive behaviour of laminate plate as a route for
prescribing targets

The choice of a target plate tensor may seem a difficult task a priori. The prescribed stiffness co-
efficients should not compromise the positive definiteness, and should remain bounded imposed
by the rule of mixture (e.g., the Voigt–Reuss bounds). Yet, to the best of our knowledge, the clear
definition of elastic bounds in the context of thin plates has not been explored, and is beyond the
scope of the present work. We rather address this aspect by studying the laminate plate, a sub-
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category of elastic plate with periodic pattern. This simpler framework permits to rapidly construct
achievable target tensors analytically.

In the sequel, we recall the expressions of A, B, D in the context of the classical laminate plate
theory (CPLT) [208], and illustrate the construction of a target through an simple case which is
used in the numerical examples (section 7.5).

Note that a limiting case for a homogeneous thin plate theory should be the Kirchhoff–Love plate
equations. Let us consider the definition of N as a sum of integrals in each layer:

N =
n∑

k=1

∫ hk+1

hk

σ dx3.

Introducing the constitutive behaviour layer by layer and using the generalised strain components
gives:

N =
n∑

k=1

∫ hk+1

hk

C : (ε(U) + x3 χ(U3)) dx3.

Since the generalised strains do not depend upon x3, one can write:

N =

[
n∑

k=1

∫ hk+1

hk

C dx3

]
: ε(U) +

[
n∑

k=1

∫ hk+1

hk

x3 C dx3

]
: χ(U3)

= A : ε(U) + B : χ(U3).

(A.2.1)

Following the same reasoning for M we can write:

M =

[
n∑

k=1

∫ hk+1

hk

x3 C dx3

]
: ε(U) +

[
n∑

k=1

∫ hk+1

hk

x2
3 C dx3

]
: χ(U3)

= B : ε(U) + D : χ(U3).

(A.2.2)

Thus, the plate constitutive law is:[
N
M

]
=

[
A B

B D

]
:

[
ε

χ

]

Comments. Like in the thin plates with periodic microstructure (section 1.4), the general lami-
nate plate model induces an extension–bending coupling in the most general case. It is a con-
sequence of the heterogeneous or anisotropic properties of the panel (variations between each
ply). To illustrate this effect, let us consider a simple bi-phase composite panels, i.e. composed
by two superposed plates that are perfectly glued at their interface. It is assumed in this example
that the upper plate is stiffer than the lower one in the direction (O, e1). Under a tensile loading in
the direction (O, e1), not only the plate is stretched in the direction (O, e1), it also undergoes an
out of plane curvature (hence a coupled response).

The main difference between the classical plate laminate theory (CPLT) and the panel with peri-
odic micro-structure lies in the fact that B is symmetric in the case of laminates, but not necessarily
in the case of periodic plates.

Example. Let us consider a bi-phase laminate plate of thickness 2h, composed of isotropic
plies of equal thickness. The material in the upper ply Sp is described by Young’s modulus Ep =

0.4608 MPa and Poisson’s ratio is νp = −0.2, whereas the material in lower ply Sm features a
Young’s modulus Em = 0.1728 MPa and Poisson’s ratio is νm = −0.8. The resulting laminate plate
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stiffness tensor, computed analytically from eqs. (A.2.1) and (A.2.2), reads:

0.12 −0.06 0 0. 2.3e−3 0

−0.06 0.12 0 2.3e−3 0. 0

0 0. ? 0 0. ?

? 2.3e−3 0 6.3e−4 ? 0

2.3e−3 ? 0 ? 6.3e−4 0

0 0 ? 0 0 ?


(A.2.3)

The process can be extended to laminate with n ply, where each ply is orthotropic.

A.3 Two-scale analysis and effective coefficients

In our study, the unit cell is described with shell elements. The numerical computation of the
coefficients in (1.4.56) is solved numerically as follows:

A∗αβγδ =
1

|Y |

∫
ω

C(y)
(
Eαβ +

(
µ(wαβ) + y3χ(wαβ)

))
:
(
Eγδ +

(
µ(wγδ) + y3χ(wαβ)

))
dy

B∗αβγδ =
1

|Y |

∫
ω

C(y)
(
Eαβ +

(
µ(wαβ) + y3χ(wαβ)

))
:
(
y3Xγδ +

(
µ(τγδ) + y3χ(ταβ)

))
dy

D∗αβγδ =
1

|Y |

∫
ω

C(y)
(
y3Xγδ +

(
µ(τγδ) + y3χ(ταβ)

))
:
(
y3Xγδ +

(
µ(τγδ) + y3χ(ταβ)

))
dy

(a) (b) (c)

(d) (e) (f)

Fig. A.1: Deformation modes of the six solutions of the cells problem (1.4.52) and (1.4.53), namely (a-b) two
tractions, (c) in-plane shear, (d-e) two flexures, (f) shear flexure. The colours indicate the “normalized” value
of the vertical displacement u3 plotted on the deformed mesh. The deformed correspond to a tension up to
20% effective strain
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Appendix B

Penalty and augmented Lagrangian
methods for constrained
optimisation problem

This appendix describes two standard methods to include a constrain in optimization problems.
The idea behind these methods is to replace the original problem by a sequence of sub-problems
in which the constraints are represented by terms added to the objective. The results presented
here are borrowed with some modifications from the monograph by Bertsekas, section 3.2, pages
164–167 [36], as well as the book by Nocedal & Wright, Chapter 17, pages 497–527 [183].

The constraints under consideration are limited to the volume of the shapes exclusively, altough
they could also be rapidly adapted to constrain the perimeter [18].

The notation of the previous chapters are maintained. Let D ⊂ Rd denote the working (or design
domain). The shape, i.e., the strong phase S is a sub-domain of D, with a given volume fraction
f (S) = |S |/|D|. The next sections are devoted to present a few possibilities to control f (S).

B.1 Problem setting

A general formulation for an optimisation problem under volume constraint is:

inf
S⊂D
J (S) subject to

{
|S | = ρtarget, or

ρm ≤ |S | ≤ ρM ,
(B.1.1)

where J denotes the objective function to be minimised, while ρtarget, ρm and ρM are some given
coefficients. J is a smooth, real-valued function on a subset of D. We define the feasible set Uad
to be the set of admissible shape S that satisfy the constraints as:

Uad =
{
S ⊂ D is open, bounded, and smooth | |S | = ρtarget ⊕ ρm ≤ f (S) ≤ ρM

}
, (B.1.2)

so that eq. (B.1.1) can be rewritten more compactly as

inf
S∈Uad

J (S). (B.1.3)

B.2 Equality volume constraint: Lagrange multipliers method

The simplest approach the constrained optimisation problem eq. (B.1.3) is brought back to that of
the constraint-free minimization of a (Lagrangian-like) weighted sum L(S) of J (S), and P(S), the
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latter being penalised with a fixed Lagrange multiplier λ:

min
S⊂D
L(S), L(S) = J (S) + λP(S) (B.2.1)

where Uad stays defined as:

Uad :=
{
S ⊂ D is open, bounded, and smooth | |S | = ρtarget

}
,

while the penalisation function P(S) reads:

P(S) = |S | − ρtarget.

This simple formulation may seem very crude, but has demonstrated is effiency in treat example
3, section 3.4 of chapter 3. More sophisticated algorithms for handling constraints rely on such
a formulation, in combination with an update strategy for the value of the Lagrange multiplier,
so that the constraint is fulfilled in the end (e.g., the quadratic penalty method, the augmented
Lagrangian method, or the log-barrier method, see [183], chap. 17). Other sophisticated (and
efficient) algorithms exist, such as the Method of Moving Asymptotes (MMA), described in [231],
or the Method of Feasible Directions (MFD), but we shall not deal with them in this manuscript.

B.3 Two-sided inequality constraints

Many problems in practice involve two-sided constraints of the form:

ρm ≤ |S | ≤ ρM (B.3.1)

where fm and fM are some given coefficients. Each two-sided constraint could of course be
separated into two one-sided constraints which could be treated as discussed in the previous
section. This would require, however, the assignment of two multipliers per two-sided constraint.
We describe a more efficient approach which requires only one multiplier per two-sided constraint.

We consider for simplicity the following problem involving exclusively two-sided constraints.

inf
S⊂Uad

J (S)

subject to ρm ≤ |S | ≤ ρM
(B.3.2)

where J : D → R, f : D → R, and ρm and ρM are given scalars with ρm < ρM . The above problem
is equivalent to the problem:

inf
S⊂Uad

J (S)

subject to ρm ≤ |S | − u ≤ ρM u = 0
(B.3.3)

Now consider a multiplier method for problem (B.3.3), where only the constraints u = 0 are elim-
inated by means of quadratic penalty function. This corresponds to the partial elimination of
constraints discussed in Section 2.4. This method consists of sequential minimisations over x

and u of the form:

inf
S⊂Uad

J (S) +
(
λk u +

µk

2
|u|2
)

subject to ρm ≤ f (S)− u ≤ ρM u = 0
(B.3.4)

The Lagrange multiplier λk is updated by means of the iteration:

λk+1 = λk + µk uk (B.3.5)
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where uk together with a vector xk solve problem (B.3.4). Now similarly as in the previous section,
minimization in problem can be carried out first with respect to u yielding the equivalent problem:

inf
S⊂Uad

J (S) + P(f (S)) [λk ,µk ]

subject to x ∈ Rd
(B.3.6)

where:

P [S ,λk ,µk ] = min
ρm≤|S|−u≤ρM

(
λk u +

µk

2
|u|2
)

A straightforward calculation shows that the minimum above is attained at the point uk given by:

uk =


|S | − ρM ifλk + µk (f (S)− ρM) > 0

|S | − ρm ifλk + µk (f (S)− ρm) < 0

−λk/µk otherwise

(B.3.7)

and P is given by:

P [S ,λk ,µk ] =


λk (|S | − ρM) +

µk

2
(|S | − ρM)2 ifλk + µk (|S | − ρM) > 0

λk (|S | − ρm) +
µk

2
(|S | − ρm)2 ifλk + µk (|S | − ρm) < 0

−(λk)2/2µk otherwise

(B.3.8)

The conclusion from the preceding analysis is that a method of multipliers for problem consists
of sequential minimizations of the form, which do not involve the variables u. The (first-order)
multiplier iteration is given by:

λk+1 =


λk + µk (|S | − ρM) ifλk + µk (|S | − ρM) > 0

λk + µk (|S | − ρm) ifλk + µk (|S | − ρm) < 0

0 otherwise

(B.3.9)

The last aspect consists in updating the penalty parameters µ every 10 iterations as follows:

µk+10 = 2µk (B.3.10)
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Appendix C

Experimental techniques

C.1 Digital Image Correlation

In the following paragraphs, a theoretical background and implementation details associated to
the Digital Image Correlation methods implemented for the present work are presented.

Problem formulation. Given a reference image G and the current image g , DIC procedures
aim at minimizing the following distance function:

ε(x) =

∫
D

[
g(x)− G (X)

]2

dD (C.1.1)

where X is the reference configuration, x = X+u is the current configuration, u is the displacement
field and D is the Region Of Interest (ROI, see Fig. C.1(a)).

Pixel interpolation. The images G : D → R and g : D → R are discrete-valued: their value is
only known at integer pixel coordinates. However, both configurations X and x take real values,
thus requiring the images to be probed at non-integer coordinates in order to evaluate the cost
function (C.1.1). Various interpolation schemes can be implemented [214, 157], ranging from
simple bilinear to bi-quintic B-spline approximations.

Discretisation. In order to solve the minimisation problem associated to the cost function
(C.1.1), the displacement field u is discretised as follows:

u(X) = N(X) · {u} (C.1.2)

where N : D → R2 denotes a set of shape functions and {u} is the finite set of parameters to be
determined.

(a) Region Of Interest D (b) Local subdomains Ωk (c) Global meshMDIC

Fig. C.1: Geometries associated to digital image correlation.
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Local DIC. In the local approach, the image is divided in a number of K small subdomains
Ωk ⊂ D, k = 1 ... ,K (see Fig. C.1(b)). In each sub-domain, elementary displacement fields are
taken, associated to simple shape functions. In the present work, a uniform displacement Uk is
assumed in each sub-domain Ωk , corresponding to N(X) = I, thus leading to the K following cost
functions, for k = 1, ... ,K :

ε`(Uk) =

∫
Ωk

[
g(X + Uk)− G (X)

]2

dΩ (C.1.3)

that are to be minimised independently. In this formulation, the 2K parameters {u}k = Uk to be
determined correspond to the mean displacement in each sub-domain Ωk .

Global DIC. The global formulation is based on shape functions defined on the entire region of
interest D. In this work, piecewise-linear functions N(X) are taken as the shape functions of a
finite element mesh MDIC (see Fig. C.1.c) composed of N nodes connected by linear triangles,
thus leading to the following cost function:

εg ({u}) =

∫
D

[
g(X + N(X) · {u})− G (X)

]2

dD (C.1.4)

where the 2N parameters {u} to be determined correspond to the nodal displacements.

Regularisation. In contrast to the local formulation where the parameters Uk are determined
independently, the parameters {u} are determined simultaneously in the global formulation. This
enables to introduce an additional term in the global cost function εg (C.1.4) associated to a
Tikhonov regularisation of the strain field ε(X). Introducing the matrix B(X) = sym (∇XN(X)) so
that ε(X) = B(X) · {u}, the regularised cost functions is expressed as:

εr ({u}) = εg ({u}) + β

∫
D

∥∥∥∇XB(X) · {u}
∥∥∥2

dD (C.1.5)

where the parameter β is fixed a priori and is a compromise between the regularised strain
smoothness (higher values of β) and the image difference minimisation (lower values of β). How-
ever, as linear elements are used in this work, the strains are uniform in each triangle, thus the
strain gradient vanishes. To get around the problem, the strain gap between two attached trian-
gles is used instead. Hence the regularisation is formulated using the mesh interior edges (edges
e with two connected triangles te,1 and te,2), leading to the following cost function:

εr ({u}) = εg ({u}) + β
∑
e

∥∥∆Be · {u}
∥∥2

with ∆Be =
B(Ce,1)− B(Ce,2)∥∥Ce,1 − Ce,2

∥∥ (C.1.6)

where Ce,n denotes the centroid of the triangle te,n.

Gauss–Newton minimisation algorithm. A Gauss-Newton algorithm is implemented to deter-
mine the parameters that minimize the cost functions (C.1.3), (C.1.4) or (C.1.5). Starting from an
initial guess {u0} = 0, the parameter update is given by:

{ui+1} = {ui} −H−1
i · ji (C.1.7)

where j and H are, respectively, the Jacobian and the pseudo-Hessian associated to the cost
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functions ε. Noting that ∂g(x)/∂{u} = ∇xg(x) ·N(X), they are expressed as:

ji =

∫
D

>
(
∇xig(xi ) ·N(X)

)
·
[
g(xi )− G (X)

]
dD (C.1.8)

Hi =

∫
D

>
(
∇xig(xi ) ·N(X)

)
·
(
∇xig(xi ) ·N(X)

)
dD (C.1.9)

with xi = X + N(X) · {ui} and where the domain D and the shape functions N(X) depend on the
chosen formulation. The global regularisation terms introduced in (C.1.6) requires the modification
of the preceding expressions as follows:

jri = ji + β
∑
e

>∆Be ·∆Be · {ui} (C.1.10)

Hr
i = Hi + β

∑
e

>∆Be ·∆Be (C.1.11)

This updating procedure is repeated until convergence. The norm of the parameter update has
been chosen here as the convergence criterion, as follows:

‖ {ui+1} − {ui} ‖ < δ (C.1.12)

where δ is taken as a small fraction of a pixel, depending on the quality of the images and the
desired accuracy.

Image gradient estimation. The image gradient ∇xg(x) is required in the Jacobian (C.1.8) and
the Hessian (C.1.9). This is performed here using a second order finite-differences scheme.
However, the drawback of the update (C.1.7) is that it uses the gradient of the current image g

with respect to the current configuration xi . As a consequence, it has to be evaluated at each
iteration, thus leading to a high computational burden (differentiation followed by interpolation). In
order to get around the problem, a modified Gauss-Newton formulation can be formulated using
the fact that, sufficiently close to the solution, g(xi ) ≈ G (X) so that:

∇xig(xi ) ≈ ∇XG (X) (C.1.13)

can be used to approximate the gradient of g with those of G in (C.1.8) and (C.1.9). The latter
only needs to be computed once, at the beginning of the DIC procedure, thus drastically reducing
the computationnal cost of the algorithm. However, the approximation in (C.1.13) only holds for
small rotational motions: when large rotations occur, this modified formulation does not converge
[191] and the gradient of g has to be used instead.

C.2 Macroscopic strain computation

When the measurement the full strain field cannot be achieved using DIC, it is still possible to
compute the mean strain over a domain, provided that its boundaries can be tracked. This is
used in the present work to compute the mean macroscopic strain from the unit cell corner nodes
only, as the strains in the unit cell voids cannot be estimated (refer to Fig. 5.7). Following the
procedure proposed by Bornert [16], we start by expressing the mean transformation gradient F̄

over a domain Ω as follows:

F̄ = 〈F(x)〉Ω =
1

|Ω|

∫
Ω

(
I +

∂u

∂x

)
dΩ (C.2.1)
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which can be transformed to a boundary integral using Green’s theorem:

F̄ = I +
1

|Ω|

∫
∂Ω

u⊗ n d` (C.2.2)

where ⊗ denotes the outer product and n is the outgoing normal to the contour ∂Ω. Considering
a domain Ω corresponding to a quadrilateral unit cell defined by its four corner points, this integral
can be evaluated to retrieve the macroscopic transformation gradient. Finally, one can deduce the
corresponding macroscopic Green-Lagrange strains Ē as follows:

Ē =
1

2

[>F̄ F̄ − I
]

(C.2.3)
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Appendix D

Complementary documents

D.1 Homogenisation: numerical implementation with
FreeFem++

A numerical algorithm presents a way to effectively compute these homogenised coefficients in
case of a 2D plane stress problem. Here is the code written in FreeFem++ [114].

// Lamé coefficients in 2D (0: material - 1: void)
real lda0 = nu0 * E0 / ((1. + nu0)*(1. - nu0)),

lda1 = nu1 * E1 / ((1. + nu1)*(1. - nu1));
real mu0 = E0 / (2.*(1. + nu0)),

mu1 = E1 / (2.*(1. + nu1));

// Stiffness tensor in 2D of material (isotropic material)
macro C0 [[2.*mu0+lda0,lda0,0], [lda0,2.*mu0+lda0,0], [0,0,mu0]] //
macro C1 [[2.*mu1+lda1,lda1,0], [lda1,2.*mu1+lda1,0], [0,0,mu1]] //

// Stiffness distribution: properties of the material occupying the
// unit cell Y are defined as a smooth interpolation between the
// tensor C0 and C1, using the equation (2.2) in [Allaire2014].
macro Cy [heps*(C1 - C0) + C0] //
macro Cp [X3 * (C1 - C0)] //

problem elas11(u,s) = int2d(Th)((Cy * e(u))’* e(s) + p * (u’ * s))
+ int2d(Th)((Cy * E11)’ * e(s));

problem elas22(v,s) = int2d(Th)((Cy * e(v))’* e(s) + p * (v’ * s))
+ int2d(Th)((Cy * E22)’ * e(s));

problem elas12(w,s) = int2d(Th)((Cy * e(w))’* e(s) + p * (w’ * s))
+ int2d(Th)((Cy * E12)’ * e(s));

elas11; elas22; elas12;

real CH1111, CH1122, CH2222, CH1212;

CH1111 = int2d(Th)((Cy * (e(u) + E11))’ * (e(u) + E11));
CH1122 = int2d(Th)((Cy * (e(u) + E11))’ * (e(v) + E22));
CH2222 = int2d(Th)((Cy * (e(v) + E22))’ * (e(v) + E22));
CH1212 = int2d(Th)((Cy * (e(w) + E12))’ * (e(w) + E12));
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D.2 Compliance plate tensors for shape of chapter 7

Example 1

S∗ =



11.83 5.74 0 11.23 −35.85 0

5.74 11.54 0 −19.10 −20.15 0

0 0 33.82 0 0 53.71

11.23 −19.10 0 1723 61.42 0

−35.85 −20.15 0 61.42 1723 0

0 0 53.71 0 0 5968


(D.2.1)

Example 2

S∗ =



11.74 4.02 0 −14.23 −10.47 0

4.02 11.63 0 −13.12 −12.33 0

0 0 43.79 0 0 −39.41

−14.23 −13.12 0 3934 −878.1 0

−10.47 −12.33 0 −878.1 3927 0

0 0 −39.41 0 0 5035


(D.2.2)

Example 3

S∗ =



12.20 5.73 0 −49.99 −15.15 0

5.73 11.33 0 −19.07 −34.12 0

0 0 38.85 0 0 −103.2

−49.99 −19.07 0 1352 −45.51 0

−15.15 −34.12 0 −45.51 1175 0

0 0 −103.2 0 0 3399


(D.2.3)

Example 4

S∗ =



100.2 0.27 0 −1013 −11.37 0

0.27 28.70 0 −7.794 299.0 0

0 0 136.8 0 0 −124.4

−1013 −7.794 0 11302 −203.0 0

−15.15 −34.12 0 −203.0 4486 0

0 0 −124.4 0 0 9204


(D.2.4)
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Titre : Sur la conception de feuilles architecturées 3D imprimables

Mots clés : optimisation topologique, micro-architecture, panneaux, impression 3D, corrélation d’image
numérique

Résumé : Cette thèse s’intéresse à la conception et
la caractérisation mécanique de matériaux architec-
turés périodiques, avec un accent porté sur les feuilles
minces. Ces solides se caractérisent par leur micro-
architecture obtenue en répétant périodiquement des
mailles élémentaires, qui confèrent des propriétés ma-
croscopiques exceptionnelles. L’avènement des tech-
niques d’impression 3D offre la possibilité de fabri-
quer des micro-architectures de formes toujours plus
complexes, ouvrant de nouvelles problématiques liées
à leur conception. L’étude se place dans le cadre
de matériaux à comportements linéaires élastiques
et s’appuie sur des méthodes d’homogénéisation
asymptotique, et d’optimisation topologique avec des
surfaces de niveaux. La première partie porte sur
le cycle de conception systématique de feuilles
minces architecturées à coefficient de Poisson négatif.
Après avoir fixé les propriétés élastiques cibles,
la configuration optimale de la micro-architecture
s’obtient en résolvant le problème inverse par le
biais d’un algorithme d’optimisation topologique. Des
spécimens de feuilles architecturées sont fabriqués
et sollicités mécaniquement en tractions ou cisaille-
ments. Une méthode d’analyse multi-échelles par

corrélation d’images numériques permet d’identifier
les mécanismes de déformations dans le plan. Ces
analyses expérimentales agrémentées par des simu-
lations par éléments finis permettent d’évaluer les ef-
fets des non-linéarités géométriques et des imper-
fections de fabrication sur la réponse structurelle.
La deuxième partie concerne l’étude de plaques ar-
chitecturées, présentant un mécanisme de couplage
extension–flexion, qui peut être exploité pour fabri-
quer des panneaux qui changent de forme. Ces pan-
neaux ont été obtenus dans un premier temps à partir
d’un réseau de rubans ondulés paramétrés par des B-
splines, et plus récemment en utilisant une méthode
d’optimisation topologique adaptée aux plaques. Dans
les deux cas, les propriétés élastiques sont estimées
en utilisant les modèles de plaque de Kirchhoff–Love
généralisé. Le contrôle simultané du comportement
dans le plan, hors plan et du couplage permet de trans-
former des structures planes en formes de dôme ou
de selle sous l’action de chargement dans le plan.
Des essais expérimentaux avec un chargement ponc-
tuel a mis en évidence des déplacements hors plan
conséquents.

Title : On the design of 3D printable architectured sheets

Keywords : topology optimisation, micro-architecture, panels, 3D printing, digital image correlation

Abstract : The aim of this thesis is to design and
mechanically characterise periodic architectural mate-
rials, with a focus on the case of thin sheets. These so-
lids are characterised by their micro-architecture, ob-
tained by periodically repeating elementary meshes,
which confer exceptional macroscopic properties. The
advances in 3D printing techniques offer the possibi-
lity to manufacture micro architectures of ever more
complex shapes, opening the way to new possibili-
ties related to their design. The study is placed wi-
thin the framework of materials with elastic linear be-
haviours and is based upon asymptotic homogenisa-
tion, and topology optimisation with the level set me-
thod. The first part deals with the systematic design
cycle of thin architectured sheets exhibiting a nega-
tive Poisson’s ratio. After fixing the target elastic pro-
perties, the final configuration of the micro-architecture
is obtained by solving the inverse problem with topo-
logy optimisation algorithms. Architectured sheets spe-
cimens are fabricated and mechanically loaded in ten-

sion and shear. A multi-scale analysis method using
digital image correlation makes it possible to identify
the in-plane mechanisms of deformation. These expe-
rimental analyses, supplemented by finite element si-
mulations, make it possible to evaluate the effects of
geometric non-linearities and manufacturing imperfec-
tions on the structural response. The second part is
devoted to the study of composite panels, featuring an
extension–bending coupling mechanism, which can be
harnessed to manufacture panels that change shape.
These panels were first build as a network of undula-
ted ribbons, parametrised by B-splines, and more re-
cently using topology optimisation method adapted to
plates. In both cases, the elastic properties are esti-
mated using the generalised Kirchhoff–Love thin plate
models. Simultaneous control of in-plane, out-of-plane
and coupling behaviour enable to morph flat structures
into dome- or saddle shapes under the action of in-
plane loading. Experimental tests with point-like boun-
dary highlights exceptional out of plane displacement.
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