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Abstract

In recent years, scientific advances have improved the treatment of genetic diseases
through personalized medicine. This consists in detecting and measuring genetic
variations specific to each patient, in order to better target the deregulated mech-
anism. These mechanisms, linking a genetic variation to a disease, remain to be
elucidated. Although we now have access to the complete genomes of thousands
of individuals, establishing this link requires the understanding of complex genetic
regulatory mechanisms.

Indeed, the majority of known mutations are not located in coding regions of the
genome. Their impact therefore affects indirectly gene expression, via epigenomic
mechanisms. These c¢is mechanisms can significantly impact the level of gene ex-
pression. However, there are also trans feedback mechanisms that can limit the
effect of these genetic variations. This feedback control stems from the structure of
the gene regulatory network.

In my thesis, I have studied both cis and trans mechanisms of transcription regula-
tion. As these mechanisms are fundamental processes shared by all organisms, it is
possible to study them through systems that are less complex than human. I used
the model organisms Drosophila melanogaster (fruit fly) and Paracentrotus Lividus
(purple sea urchin). I focused on embryonic development, as it is a temporal window
where transcriptional activity is particularly dynamic. Indeed, the development of
the organizational plan of an embryo is a process which involves precise control of
transcription in time and space.

('is regulation derives from several closely related parameters: the level of DNA
compaction, epigenomic markers and the affinity of the region for transcription
factors. The accessibility of a region is regulated by the density of nucleosomes
wrapped around the DNA molecule. Each of the subunits of a nucleosome, the
histones, may have epigenomic markers (acetylation, methylation) that label the
level of DNA compaction locally. Transcriptional factors are molecules present in
the nucleus of the cell, which bind to DNA and recruit the elements specific and
necessary for the activation or repression of the activity of the polymerase, and
therefore of gene transcription.

In order to better understand the interactions between each actor of cis regulation,
I analysed genetic, epigenomic and transcriptomic data in collaboration with the
Furlong laboratory (EMBL, Heidelberg). These different data types reflect the level
of DNA accessibility, epigenomic marker composition, and the level of gene expres-



sion. These data are also derived from heterozygous Drosophila embryos with a
large number of genetic variations between alleles. It is therefore possible to test
the impact of a mutation by directly comparing measurements between pairs of al-
leles. These analyses enabled the inference of direct interactions between regulatory
layers, and suggest distinct actions of the two epigenomic markers H3K27ac and
H3K4me3 on gene expression.

In a second step, trans regulation takes place on a different scale. Indeed, it comes
from the interactions embedded within a gene regulatory network. Positive and
negative feedback circuits allow to stabilize or amplify a signalling cascade by mod-
ulating the activation or repression of a gene, according to its expression level. Gene
regulatory networks are highly interconnected, making them often complex to anal-
yse and predict.

In order to better understand the dynamics of regulation in trans, I have modelled a
gene network integrating the mechanisms of the dorsal-ventral axis specification in
the urchin embryo, in collaboration with the Lepage laboratory (iBV, Nice). This
model relies on a logical formalism, where the activity of a gene is described by a
discrete variable and its regulation by a logical rule. The logical formalisation of a
network allows to study in detail its dynamics and to make predictions based on the
simulation results. The use of multicellular and stochastic modelling tools enabled
the identification of the key interactions necessary for the development of the dorsal-
ventral axis, in particular the mutual repression of the two TGF-3 pathways Nodal
and BMP.

In conclusion, my thesis focuses on the study of transcription regulation at several
scales and from multiple angles. Allele-specific data analysis and logical modelling
allowed me to study the mechanisms of transcriptional regulation from two com-
plementary perspectives. This way, I contributed to assess the impacts of genetic
variation and gene network structure on transcription. These regulatory links are
of potential interest in biomedical applications related to genetic diseases.



Résumeé

Ces derniéres années, des avancées scientifiques visent a améliorer les traitements
de maladies génétique grace a la médecine personnalisée. Ceci consiste a détecter et
mesurer les variations génétiques propres a chaque patient, afin de mieux cibler le
mécanisme dérégulé. Ces mécanismes, liant une variation génétique a une maladie,
restent a élucider. Bien que nous ayons aujourd’hui acces aux génomes complets de
milliers d’individus, établir ce lien nécessite la compréhension des mécanismes de
régulation génétique complexes.

En effet, la majorité des mutations connues ne se situent pas dans les régions co-
dantes du génome. Leur impact porte donc indirectement sur I’expression des génes,
via des mécanismes épigénomiques. Ces mécanismes en cis peuvent impacter de
maniére conséquente le niveau d’expression génique. Néanmoins, il existe également
des mécanismes en trans de rétrocontrole permettant de limiter 'effet de ces vari-
ations génétiques. Ce rétrocontrole émane de la structure du réseau de régulation
génique.

Au cours de ma thése, je me suis intéressée a la fois aux mécanismes en cis et en
trans de la régulation transcriptionnelle. Comme ces mécanismes sont des processus
fondamentaux partagés par ’ensemble des organismes, il est possible de les étudier
a travers des systémes moins complexes que ’humain. Dans mon cas, j’ai utilisé les
organismes modeéles Drosophila melanogaster (mouche du vinaigre) et Paracentrotus
Lividus (oursin violet). Je me suis concentrée sur leur développement embryonnaire,
car c’est un intervalle temporel ou 'activité transcriptionnelle est particuliérement
dynamique. FEn effet, 1’élaboration du plan d’organisation d’un embryon est un
processus qui implique un controle précis de la transcription dans le temps et dans
I’espace.

La régulation en cis dérive de plusieurs parametres étroitement liés : le niveau de
compaction de ’ADN, les marques épigénomiques et ’affinité de la région pour les
facteurs de transcriptions. L’accessibilité d’une région est régulée par la densité de
nucléosomes enroulés autour de la molécule d’ADN. Chacune des sous-unités d'un
nucléosome, les histones, peut présenter des marques épigénomiques (acétylation,
méthylation) qui balisent le niveau de compaction de I’ADN localement. Les facteurs
de transcription sont des molécules présentes dans le noyau de la cellule qui, en
se fixant & ’ADN, vont pouvoir recruter les éléments nécessaires et spécifiques a
I’activation ou la répression de l'activité de la polymérase, et donc du gene.

Afin de mieux comprendre les interactions entre les différents acteurs de la régulation



en cis, j’ai analysé des données génétiques, épigénomiques et transcriptomiques en
collaboration avec le laboratoire Furlong (EMBL, Heidelberg). Ces différents types
de données reflétent le niveau d’accessibilité de ’ADN, la composition en marque
épigénomique, et le niveau d’expression des génes. Ces données ont été obtenues
a partir d’embryons de Drosophile hétérozygotes, présentant un nombre important
de variations génétiques entre alléles. Il est donc possible de tester I'impact d’une
mutation en comparant directement les mesures entre paires d’alléles. Ces anal-
yses ont permis d’inférer les interactions directes entrant en jeu entre les niveaux
de régulation, et suggerent des actions distinctes des deux marques épigénomiques
H3K27ac et H3K4me3 sur l'expression des génes.

Dans un second temps, la régulation en trans prend place a une échelle différente.
En effet, elle dérive des interactions regroupées au sein d’un réseau de régulation
génique. Les circuits de rétrocontrole positifs et négatifs permettent de stabiliser
ou d’amplifier une cascade de signalisation en modulant ’activation ou la répression
d’un géne selon son niveau d’expression. Les réseaux de régulations géniques sont
fortement interconnectés, ce qui les rends souvent complexes a analyser et prédire.

Afin de mieux comprendre la dynamique de régulation en trans, j’ai modélisé un
réseau de génes intégrant les mécanismes de spécification de 'axe dorso-ventral
chez I'embryon d’oursin, en collaboration avec le laboratoire Lepage (iBV, Nice).
Ce modele utilise un formalisme logique, ou l'activité d'un géne est décrite par
une variable discréte et sa régulation par régle logique. La formalisation logique
d’un réseau permet d’étudier en détail sa dynamique et de formuler des prédictions
basées sur les résultats de simulations. L’utilisation d’outils de modélisation multi-
cellulaire et stochastique ont permis de caractériser les interactions clés nécessaires
a ’élaboration de 1’axe dorso-ventral, notamment la répression mutuelle des deux
voies de signalisation TGF-f3 Nodal et BMP.

En conclusion, ma thése porte sur I'étude de la régulation de la transcription a
plusieurs échelles et sous plusieurs angles. L’analyse de données alléle-spécifique
ainsi que la modélisation logique m’ont permis de d’étudier les mécanismes de la
régulation transcriptionnelle sous deux perspectives complémentaires. Ainsi, j’ai
contribué & évaluer les impacts des variations génétiques et de la structure du réseau
génique sur la transcription. Ces liens de régulation ont un intérét potentiel dans
les applications biomédicales liées aux maladies génétiques.
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Chapter 1

Introduction

Genetic power is the most
awesome force ever seen on
this planet

lan Malcolm, Jurassic Park, 1993

In 1993, the Jurassic Park movie was
staging scientists filling genetic gaps in
dinosaur DNA with frog DNA. Although
we now know that cloning a Tyran-
nosaurus Rex is very unlikely [1], the
idea of exploring genetics with “think-
ing machine supercomputers and gene
sequencers” [2] has now become reality.
Over the last decades, it even seems
that, the more we learn about DNA, the
more complex it appears to be. Today,
we are still far from mastering the un-
folding of the string of oligonucleotides
into a living organism.

This introductory chapter is structured
as follows :

x I will first outline some impor-
tant works in embryology and genetics,
specifically focusing on the two model
organisms studied in this thesis (fruit
fly and sea urchin). Then, I will de-
scribe the emergence of the regulatory
network theory, which is a key concept
in my work.

x Secondly, I will give a brief overview of
the current understanding of enhancer
logic, and the tools used to assay its
activity. Although gene regulation in-

volves a plethora of molecular actors and
processes to convey the genetic signal at
the DNA, RNA and protein levels [3], I
have chosen to focus this introduction
on the transcriptional level, and specifi-
cally outline the regulatory layers that I
will further explore in chapter 2, namely
the chromatin accessibility, the histone
modifications and the transcription fac-
tor binding.

x Lastly, I will outline the different net-
work modelling strategies, with a spe-
cific focus on the two methods I ap-
plied : the probabilistic network infer-
ence (chapter 2) and the mechanistic
network modelling (chapter 3).

1.1 Historical perspectives

1.1.1  Sea urchin embryology in the 19th

century

In the late 19th century, the mechanisms
triggering the development of a new or-
ganism from a resting egg cell were still
obscure, and many biologists aimed at
determining the nature of the elements
controlling embryogenesis.

Experiments  conducted in  the
sea urchins  Paracentrotus Lividus
(Lamarck, 1816) and Strongylocentrotus
purpuratus (Stimpson, 1857) were of
critical importance in the development
of experimental embryology, in par-

11
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Figure 1.1: Model organisms considered in this study. Images of sea urchin (top panels,
photo credits to N. and C. Sardet, planktonchronicles.org) and fruit fly individuals (bottom panels,

photo credits to N. Gompel, gompel.org) at three developmental stages :

embryos (a,d), larvae

(b,e) and adult (c,f). a: embryos at different stages of blastomere segmentation and blastulas ; b:

pluteus larvae ; c:
fruit fly.

ticular with respect to the delineation
of the relative implications of the cell
nucleus and cytoplasm. The sea urchin
(Fig. 1.1) quickly became a model
system, as it offered various advantages
for experimental embryology. Notably,
the simple morphology, the short
developmental time, the size and the
transparency of the embryos were valu-
able characteristics for developmental
studies [3].

In 1891, Hans Driesch performed blas-
tomere dissociation in sea urchin em-
bryos, in order to test the Weismann-
Roux hypothesis of an intracellular de-
terminant of development [3]. The ex-
periment resulted in a full embryo for
each isolated blastomere and lead Dri-
esch to argue in favour of the existence
of some regulation of development.

In parallel, works on artificial partheno-
genesis and nuclear transplant by
Jacques Loeb in Woods Hole and Yves

12

adult sea urchin ; d: early stage embryo ; e: late stage larva and pupa ; f: adult

Delage in Roscoff helped to further dis-
criminate between the necessity of nu-
cleus and cytoplasm for embryonic de-
velopment [4].

At the end of the 19th century, Theodor
Boveri observed morphological hybrids
obtained from the fertilisation of sea
urchin eggs with the sperm of a different
species, and concluded in the individu-
ality of each chromosomes [4]. Although
his observations were first discredited by
sceptics, notably Thomas Hunt Morgan
[5], originally more prone to the epigen-
esis theory, the re-discovery of Mendel’s
law brought Boveri to gain recognition
and to establish the theory of chromo-
somal inheritance [3].

1.1.2 Fruit fly genetics in the 20th century

At the beginning of the 20th century,
Thomas Hunt Morgan further explored
Boveri’s theory of elementary particles
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inheritance with his work on a new
model organism, previously studied by
the entomologist Charles Woodworth
in Berkeley: the fruit fly Drosophila
melanogaster (Meigen, 1830) [3]. He
chose this new model organism for its
propensity to generate spontaneous mu-
tations, easily detectable by morpholog-
ical examination. With this feature, the
Drosophila (Fig. 1.1) was an ideal model
to study the inheritance of new traits
across generations [3].

Additionally, this organism is easy to
raise. Its fast generation time, the di-
versity of morphological features, the
small genome size, the ease for cross-
breeding and maintenance of isogenic
lines were all valuable features that con-
tributed to its large use in genetic lab-
oratories [6]. With his work on hered-
ity, Thomas Hunt Morgan and collab-
orators pioneered the genetic mapping
of inherited traits, and characterised the
crossing-over mechanism [3, 6].

In the light of these pioneering works in
genetic and embryology, model organ-
isms such as the fruit fly and the sea
urchin spread quickly in biology labora-
tories. Together with other model sys-
tems (eg. bacteria, yeast [7]), they paved
the way for the discovery of the molecu-
lar structure of this hereditary particle,
the deoxyribonucleic acid (DNA).

1.1.3 Drafting a gene regulatory circuit

The potential role of DNA as a inheri-
tance driver, with both replicating and
pairing mechanisms was notably sug-
gested by Nikolai Koltsov in 1927 [s].
Its molecular structure as a double helix
was then observed and modelled by Ros-
alind Franklin, Maurice Wilkins, James
Watson and Francis Crick between 1952
and 1953 [9].

A decade later, André Lwoff, Jacques
Monod and Frangois Jacob established
several key concepts: the distinction be-
tween regulatory and structural genes,
the notion of repressor, an the idea of
genetic program [10-12]. Based on their
studies on the lactose operon and on the
lysis/lysogeny decision of the bacterio-
phage lambda in Escherichia Coli (Es-
cherich, 1885), they postulated the exis-
tence of a regulatory program, connect-
ing DNA and protein synthesis via a fac-
tor X. This factor will later be charac-

terised as a messenger ribonucleic acid
molecule (mRNA) [12].

They demonstrated that enzymatic ac-
tivity is regulated by the action of pro-
teins, binding to DNA, thereby control-
ling the activity of the adjacent gene(s).
With this discovery, Jacob and Monod
established the basis of transcriptional
regulation and made a major contribu-
tion to the domain of molecular biology.

Already in 1961, Jacob and Monod
drafted explicit schemes of regulatory
circuits [10, 12] (Fig. 1.2a), represent-
ing the DNA as a simple line, bearing
contiguous operator and structural gene
regions. The regulatory gene was rep-
resented on another DNA region, hence
acting in trans. Chemical operations
were represented as directed arcs, show-
ing the synthesis of a repressor from
the regulatory gene. This repressor was
able to interact with the operon region
and trigger the production of proteins
via a messenger RNA, stemming from
the structural genes. Together, all these
components formed a network, analo-
gous to an electronic circuit. Based on
the consideration of different regulatory
circuits, they concluded that the capac-
ity of a cell to regulate protein biosyn-
thesis could be the key mechanism en-
abling cells with the same genome to dif-
ferentiate into various cell types [13].

13
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a
Regulator Operator Structural
gene gene gene
—— f f f

T
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Precursor —>»
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Figure 1.2: Contrasting views of the operon model. The lactose operon model, as pictured

by Jacob and Monod (a) and Sugita (b).

The repressor R can bind to the operator region and

close the operon. The product P can hinder the action of repressor R and promote the activation
of the structural gene, resulting in the activation of the enzyme E. As the enzyme E catalyses
the substrate S into the product P, this reaction is self-maintained until S is depleted. In Sugita’s
perpective, Boolean rules define the action of each component as a signed arrow (+ for activation,

- for inhibition).

In 1967, the isolation and characteri-
sation by Mark Ptashne of the repres-
sor of the bacteriophage lamba led to
the delineation of the molecular mech-
anisms enabling the repressor to switch
off target genes. He discovered that re-
pressors were able to block gene tran-
scription by binding the operon DNA
region with high specificity and affinity
[14]. This constituted the first instances
of Transcription Factors (TF). In paral-
lel, studies of bacteriophage lamba gene
Q by René Thomas, William Dove and
colleague concluded in the existence of
positive regulators, capable of inducing
gene transcription [7].

The key roles of gene regulatory circuits
was not fully accepted by embryologists
[15]. Indeed, several embryologists be-
lieved that a global mechanism impact-
ing the majority of the genes was nec-
essary for the early steps of embryo de-
velopment. Based on the discovery of
histone-mediated DNA compaction and
their associated histone tail modifica-
tions (acetylation and methylation), the
theory of a higher order gene regula-
tion by DNA modification was elabo-
rated by Robin Holliday in 1975 [3, 15].
This theory was consistent with the in-

14

fluential work of Conrad Waddington
and his concept of epigenetic regula-
tion [16], where additional mechanisms
around the genome could draw the spec-
ification landscape of the cell.

1.1.4 Emergence of computational sys-
tems biology

In the years following the discovery of
Jacob and Monod, the operon model
served as a basis for key advances in
the emerging field of molecular biology.
In 1969, Eric Davidson further explored
the concept of gene regulatory network
and leveraged it to high-order systems.
In his work, he suggested that regula-
tory circuits in metazoans were more
complex and involved larger batteries
of genes than in bacteria [17, 18]. Con-
sequently, it required the existence of
another class of genes, the integrator
genes, which could simultaneously reg-
ulate the activity of a large number of
receptor genes. In order for these new
class of genes to be capable of regu-
lating multiple receptor genes, David-
son suggested the presence of redun-
dant cis-regulatory sequences upstream
of the receptor genes. These sequences
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could specifically recognise the signal
perceived from the integrator genes by
protein-DNA interaction [17]. He further
studied this theory by dissecting the cis-
regulatory sequences of the Cyllla cy-
toskeletal actin gene in the sea urchin
Strongylocentrotus purpuratus. He char-
acterised 20 sites of specific protein-
DNA interaction, together with their in-
dividual functions for space-time regula-
tion of gene expression [17].

The evidence for integrator genes act-
ing as master regulators also appeared
with the work of Edward B. Lewis on
Drosophila. In 1978, he suggested that
the segmentation pattern of the embryo
was governed by the concentration gra-
dients stemming from a limited number
of genes [19]. In 1980, Eric Wieschaus
and Christiane Niisslein-Volhard per-
formed a systematic genetic screen to
identify the genes involved in the pat-
terning of the fly body [19]. By phe-
notyping almost 30,000 inbred fly lines
following UV mutagenesis, they identi-
fied 600 mutants with defects in the em-
bryo patterning, including 15 loci soon
demonstrated to encode master tran-
scription regulators. This study settled
a considerable landmark in the precise
determination of regulatory genes, along
with the introduction of flowery gene
names still in use today, such as ar-
madillo, stardust and basket.

The operon model and the analogy with
electronic circuits fostered studies at the
interface between biology, mathematics
and electronics. Already in the early
1960s, Motoyosi Sugita explored the
parallel between genetic networks and
electronic circuits [20]. He proposed to
formalise the dynamics of biological cir-
cuits as done for electronic chips, intro-
ducing the concept of cellular automa-
ton (Fig. 1.2b). He used the Boolean
algebra to formulate the operon model
as a set of logical equations and bi-

nary gene states, either closed or opened
for protein-DNA interaction (cf. section
3.2.4).

At the end of the 1960s, Stuart Kauff-
man applied this Boolean formalism to
study the behavior of larger, randomly
generated gene networks [21]. Based on
sets of logical equations, he simulated
the temporal evolution of such Boolean
networks using a synchronous updating
strategy. He further characterised the
asympototic dynamic trends, and con-
cluded that simulations could give raise
to two different kinds of attractors: sta-
ble states and dynamical cycles (cf. sec-
tion 3.2.5).

During the 1970s, René Thomas refined
the Boolean approach by using the asyn-
chronous updating and multilevel vari-
ables, enabling more realistic simula-
tions of cell specifications processes [22].

In parallel to the emergence of Boolean
modelling of the gene regulatory cir-
cuits, several approaches using differen-
tial equations also appeared, notably the
works of Brian Goodwin [21]. In their
models, the production of proteins was
quantitatively defined by kinetic rates
and molecular concentrations. Their ap-
proach enabled more quantitative simu-
lations of the system dynamics in a con-
tinuous time frame.
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1.2 Current view of gene regula-
tory logic

1.2.1 The DNA regulatory modules of

transcription

The DNA sequence is a stretch of four
nucleotide types, precisely ordered to
form genes and regulatory regions [3,
6]. Regulatory regions encode sequences
targeted by transcription factors (TF).
The binding of one or multiple tran-
scription factors to a specific regulatory
region controls the transcription of the
surrounding gene(s) by promoting or re-
pressing the recruitment of the poly-
merase [3, 23]. The regulatory region
and the targeted genes are chiefly in
close or direct proximity, on the same
DNA strand. Consequently, we con-
sider these TF-mediated interactions to
be cis-driven, and define the regulatory
regions involved as cis-regulatory mod-
ules (CRM). In general, two main types
of CRMs are distinguished [24, 25] (Fig.
1.3). On the one hand, promoters are
characterised by their capacity to re-
cruit polymerase and trigger gene tran-
scription; they are located next to the
gene transcription start site (T'SS). On
the other hand, enhancers tend to be
located further away from TSS ; they
have the capacity to recruit TFs. Al-
though, evidences accumulate on CRMs
showing both promoter and enhancer
characteristics [24]. It is therefore not
clear whether such classification is bio-
logically relevant. Instead, recent stud-
ies suggest that CRMs rather ranges ac-
cording to a continuum between pure
promoters and pure enhancers [26].
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1.2.2 The enhancer-promoter regulatory
dialog

In order to trigger gene transcription,
enhancers physically interact with pro-
moters with the help of other proteins,
forming the so-called mediator complex
(Fig. 1.3). The detailed mechanisms un-
derlying this looping mechanism bring-
ing promoter and enhancer together (P-
E interaction) remain to be deciphered
[23, 29].

With TFs and polymerase binding,
we can see that gene regulation does
not solely involve the cis-regulation of
CRMs, but also requires the action of
trans-acting molecules (Fig. 1.3). Con-
sequently, the regulation of gene expres-
sion does not only stem from the 2D
sequence of DNA ; it is rather driven
by a complex 3D structure of molecules
bound together [29].

The shape of the DNA molecule is con-
trolled by multiple factors. Firstly, the
nucleotide composition of DNA itself
will affect the helix groove [30]. Sec-
ondly, in the nucleus, the DNA molecule
is densely packed by nucleosomes, form-
ing the chromatin [31]. Each nucleosome
is formed by an octamer of four pairs of
histones. They function like molecular
spools for DNA strand, providing a tight
compaction. This compaction capacity
is critical for the cell cycle, as it permit
the formation of chromosome during cell
division. This conformation is also nec-
essary to control the CRMs activity. In-
deed, a local chromatin compaction on
an enhancer can prevent TF from bind-
ing if the target site is not accessible
[23, 31]. This additional layer of regu-
lation formed by the molecules around
the DNA represent the epigenomic land-
scape [16].

The regulation of chromatin compaction
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Table 1.1: Main histone modifications and the associated regulatory states in
mammalians, compiled on the basis of Zhou, Goren et al. [27] and Rivera and Ren
[28]
CRM type Associated histone modifications Regulatory state
Promoter H3K9me3 (stable) or H3K27me3 (transient) inactive
H3K4me3 only or H3K4me3 and H3K27me3 poised
H3K4me3 and H3K27ac active
Enhancer H3K9me3 (stable) or H3K27me3 (transient) inactive
H3K4mel only or H3K4mel and H3K27me3 poised
H3K4mel and H3K27ac active

involves histone tail post-translational
modifications. As the N-terminal tails of
histone protrude from the nucleosome,
some of their amino-acids can be mod-
ified by biochemical reactions, such as
methylation and acetylation [27, 32].

Some of these modifications have been
shown to co-vary with transcriptional
regulation and chromatin compaction
changes [27, 33, 34] (Table 1.1). For ex-
ample, the acetylation of the 27th lysine
residue from the histone H3 (H3K27ac)
is associated with the presence of ac-
tive promoter or enhancer activity. It
is therefore suggested that histone mod-
ifications define a code for transcription
regulation.

A more global regulation of gene ex-
pression is imposed by a higher scale
3D organisation. In particular, topo-
logically associated domains (TAD) are
formed by clusters of long-range con-
tacts between regions from the same
DNA molecule [29, 35] ; their boundary
are defined by insulators, characterised
by the binding of the protein CTCEF.
These regions of higher physical inter-
actions are known to favour transcrip-
tion regulation by increasing the chance

of promoter-enhancer contact within a
TAD. In contrast, the presence of an
insulator tend to limit interactions be-
tween the flanking regions [36].

In summary, the spatial-temporal tun-
ing of transcription involves a complex
interplay of different actors regulating
the accessibility of regulatory regions.

1.2.3 The regulation of enhancer activity
in space and time

During development, the activation of
specific gene must be perfectly con-
trolled in space and time to properly
pattern the embryo [23]. Thus, it is
crucial to tightly regulate the activation
and repression of enhancers and promot-
ers. In this respect, both long-term and
short-term actions are taking place.

Firstly, the DNA compaction can be
adapted by changing nucleosome po-
sitioning on DNA [34].  Specific en-
zymes can read, erase or write the hi-
stone modification code to flag a region
as a target for chromatin remodelling
[33, 34]. For example, the methyltrans-
ferases and demethylases can respec-
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Figure 1.3: Enhancer-promoter looping. Schematic of the molecular interactions taking place
during gene transcription. The DNA (blue) is coiled around nucleosomes (pink), forming open and
closed chromatin. Protruding histone tails bear acetylation (green) and methylation (red) marks
on their lysine residues. Transcription factors (orange) bind specific sites of the enhancer region
and recruit the mediator complex (purple). This complex recruits the polymerase (green) and
forms a bridge between the enhancer and the promoter. The polymerase initiates transcription
and starts synthesising mRNA. Image credits to T. Floc’hlay.

tively add and remove methylation on
the histone tails. Following such histone
post-translational modifications, nucle-
osomes can relocate and modify the ac-
cessibility of surrounding CRMs. Sec-
ondly, pioneer transcription factors have
the ability to bind closed chromatin re-
gions and promote local nucleosome re-
lease [37].

These mechanisms of chromatin remod-
elling take time, as they require nucleo-
some re-positioning. Transcription fac-
tor binding further refine the spatial-
temporal resolution of transcriptional
regulation. Indeed, the diffusion of TFs
and their recruitment at enhancer re-
gions are comparatively fast. They can
rapidly adapt the gene expression level,
while keeping a high signal sensitivity
and specificity [23]. The specificity of
transcription factor signal can be no-
tably achieved by cooperative binding,
where multiple TFs need to join force to
trigger the gene activation [23].
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Within an embryo, the regulation of the
activity of transcription factors is there-
fore the key mechanism for rapid reg-
ulatory changes. Additionally, slower
changes in chromatin accessibility can
help to maintain transcriptional control
at broader scales [38].

1.2.4 Enhancer activity screening and
annotation

Following decades of work on model or-
ganisms, extensive annotation resources
on genes and regulatory regions are
now available, together with the charac-
terisation of the corresponding spatial-
temporal activity patterns.

These patterns have been characterised
in multiple ways. Notably, reporter as-
says have been largely used to study the
CRM involved in embryogenesis [25]. In
this type of experiment, the DNA se-
quence of a candidate cis-regulatory re-
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Figure 1.4: Drosophila in-situ. Micro-
scope image of an in-situ hybridisation, ob-
tained by fluorescently labelling the master TF
hairy (red), kriippel (green) and giant (blue)
in a Drosophila embryo. This photo was pub-
lished in the 1996 easter edition of the New
York Times Magazine, entitled "Identified Fly-
ing Objects". Photo credits to S. Paddock.

gion is combined with a minimal pro-
moter and a reporter gene (e.g. lu-
ciferase). In 2014, the Stark laboratory
has used systematic reporter assays to
characterise 7,793 cis-regulatory regions
and their respective transcriptional ac-
tivity throughout the space and devel-
opmental time of Drosophila embryoge-
nesis [39]. The Furlong laboratory also
contributed to these annotation efforts
with 525 manually curated regions doc-
umented in a CRM Activity database
(CAD) [40].

Another method to study the space-time
dynamic of gene expression is the use of
in-situ hybridisation [41, 42]. This type of
experiment consists in designing a DNA
or RNA probe, complementing the se-
quence of a target gene. By adding a
label to the probe (enzymes, antibody,
fluorescent label) and injecting this con-
struct into a fixed embryo, it becomes
possible to visualise the corresponding
gene expression pattern. The Davidson
laboratory combined this approach with
gene perturbations to infer the gene reg-
ulatory network governing the endome-
soderm specification of the sea urchin
Strongylocentrotus Purpuratus [43]. Sim-
ilarly, the Lepage laboratory produced

a considerable amount of in-situ experi-
ments to characterise the regulatory net-
work of the ectoderm specification in an-
other sea urchin, Paracentrotus Lividus
[41].

To have an idea of the considerable work
done by the Drosophila and Sea urchin
communities, one can look at the avail-
able wealth of curated data.

In the REDfly database [44], 24,415
Drosophila CRMs are curated from
1,058 publications. Importantly, with
more than 60% of its protein-coding
genes having one or more homologs in
human [6], the Drosophila knowledge is
a valuable resource to study gene regula-
tion for both fundamental and biomed-
ical research. For example, the FlyBase
Human disease model index links 1451
Drosophila disease models to specific hu-
man diseases.

In the Echinobase database [45], the
Gene Regulatory Network of the en-
domesoderm initially started by Eric
Davidson now gather the results of mul-
tiple research laboratories and offer an
impressive granularity in space and time
of the network structure, documenting
over a hundred genes and their interac-
tions.

The wealth of data gathered from
decades of genetic screens on the fruit
fly and the sea urchin opens the pos-
sibility to build novel hypotheses re-
garding the regulatory control of gene
expression. These low throughput ap-
proaches are now supplemented by high-
throughput approaches to detect novel
regulatory interactions and characterise
gene expression, which are introduced in
the next section.
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1.3 Methods and challenges to as-
say genome complexity

1.3.1 Pan-genomic characterisation of
gene expression and epigenomic

status

Studying gene regulation implies to
tackle two scale problems.  Firstly,
DNA is a molecule compacted inside
the nucleus which size typically ranges
between 2 and 10 microns [6]. Ob-
serving physical interactions occurring
at such small scale requires advanced
imaging technics. Secondly, the DNA
sequence can reach several Giga base
pairs (Gbp) in length [6], calling for
for high-throughput reading/sequencing
technologies.

Sequencing DNA became reality with
the Sanger sequencing in 1977 [47]
and reached a high-throughput capac-
ity with the technical advances of Roche
and Illumina sequencing [47]. The Il-
lumina sequencing technology sequen-
tially incorporate fluorescently labelled
nucleotides on short DNA strands (also
called reads or tags), generated by the
polymerase from a template strand.

To specifically study the regulatory re-
gions, several types of experiments have
been designed using sequencing methods
(Table 1.2).

All these techniques bring precious in-
formation to better delineate each of the
regulatory layers described in the pre-
vious section. Indeed, gDNA-seq de-
tects genetic variants (nucleotide poly-
morphism, insertion, deletion) ; ATAC-
seq provides a direct measure of chro-
matin accessibility and thus highlights
potential CRMs [48] ; ChIP-seq targeting
histone modifications depicts the activa-
tion state of these CRMs [49] ; ChIP-seq
targeting TFs can identify the targets of
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these factors for specific cell types, tis-
sues and conditions [49] ; Hi-C-seq delin-
eates the 3D organisation of the genome
50] ; RNA-seq reveals the expression
level of each individual gene [51]. As a re-
sult, high-throughput sequencing tech-
nologies help to unfold the 3D structure
back on the DNA.

Nevertheless, these methods still have
limitations. Indeed, they do not always
enable the precise definition of active
regions [52]. For example, it has been
shown that chromatin accessibility is not
a perfect proxy for enhancer activity [38,
53, 54]. Moreover, ChIP-seq methods in-
herently display high noise and do not
detect histone or TF location at a base
pair resolution [55, 56]. Additionally, the
enzyme cleavage bias [57] and a pro-
longed formaldehyde fixation [58] gener-
ate signal artifacts. Lastly, these exper-
iments are based on pools of cells, con-
sequently flattening the cell-specific sig-
nals into an average measure. In order
to overcome these limitations, new se-
quencing methods are rapidly emerging,
such as long read sequencing [59], native
ChIP [55] and single-cell technique [60,
61].

In parallel to high-throughput sequenc-
ing method, there is also a fast develop-
ment of tools based on high resolution
microscopy [62]. These techniques have
the advantage of being informative re-
garding both the space and time dimen-
sions. Yet, all these different mentioned
techniques are just the tip of the ice-
berg, as we currently experience a sharp
increase in the number of newly devel-
oped methods (cf. Sequencing Method
explorer from Illumina).
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Table 1.2: Main high-throughput sequencing applications in functional genomics,
compiled on the basis of Elkon et al. [46] and Gasperini et al. [25].

Target Assay Principle
Genome gDNA-seq Whole genomic DNA sequencing
Open FAIRE-seq Phenol-chloroform extraction of unbound DNA follow-
chromatin ing formaldehyde fixation
DNase-seq Excision of unprotected DNA by DNase digestion
ATAC-seq Excision of unprotected DNA by Tnb transposase
Nucleosome MNase-seq MNase digestion of unprotected DNA
Transcriptome RNA-seq Capture of mRNA poly-A 3’ ends using poly-T beads.
CAGE-seq Capture of RNA transcripts caps on their 5’ ends
GRO-seq RNA labelling and capture using BrUTP-labelled nu-
cleotide, blocking of transcription initiation with sarko-
syl
Histone ChIP-seq Formaldehyde fixation, labelling of the histone modifi-
marks cation with specific antibody, followed by immunopre-
cipitation.
Protein- ChIP-seq Formaldehyde fixation, labelling of the transcription
binding factor with specific antibody, followed by immunopre-
cipitation.
CUT&RUN Labelling of the transcription factor with specific anti-
body bound to MNase, followed by DNA cleavage by
MNase digestion.
CUT&TAG Labelling of the transcription factor with specific anti-

body bound to Tnb transposase, followed by DNA ex-
cision by Tnb digestion.

3D proximity Hi-C

Formaldehyde fixation followed by DNA fragmentation
and random ligation based on spatial proximity.

1.3.2 Computational methods to harness
genome-wide data

Although new sequencing techniques al-
low for a refined characterisation of the
transcription regulatory landscape, they
still need to be carefully processed with
adapted bioinformatic tools to elimi-

nate potential biases and extract rele-
vant functional information. The main
read processing steps and their respec-
tive biases are listed in Table 1.3.

Sequenced reads may be subjected to se-
quencing errors, stemming from techni-
cal noise (eg. weak fluorescence, over-
lapping probes). To grade the se-
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Table 1.3: Processing of sequence reads and potential pitfalls, compiled on the
basis of Landt et al. [49], Dilies et al. [63], Bailey et al. [64] and Robinson and

Oshlack [65]
Processing step Potential bias Correction
Quality check: assess- PCR duplicates and se- Remove identical reads

ing the reads sequencing
quantity and quality.

quencing errors

and tream reads with low
sequencing quality score

Mapping;: aligning
the read on a reference
genome sequence.

Duplicated regions, geno-
typing differences

Remove multi mapping
reads, allow for a limited
number of mismatches.

Peak calling: For in-
tergenic signal (ChIP-seq,
ATAC-seq), detect the re-
gions enriched in aligned
reads.

Signal artifacts from tech-
nical (fixation) and bio-
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