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Study of J/ψ and D0 production in
√

sNN = 69 GeV PbNe collisions with the
LHCb experiment

by Felipe A. GARCÍA ROSALES

At the end of 2015, the LHCb collaboration has recorded the first collisions induced by
the LHC proton and lead beams on a fixed target (gaseous targets). This new research
programme will allow a thorough test, for the first time, of the colour screening
mechanism predicted by lattice QCD (when producing a quark-gluon plasma in
heavy-ion collisions).

The LHCb detector is optimised for heavy flavour measurements. In particular, it
allows extremely accurate measurements of bound states such as D mesons, J/ψ, ψ′

and χc considered as very sensitive probes for quark-gluon plasma studies.
Thanks to the LHCb SMOG system (System for Measuring the Overlap with

Gas), initially intended for luminosity measurements, noble gases such as He, Ne, Ar,
can be injected inside the vertex detector VELO (Vertex Locator). Acting as “fixed
targets” for the LHC beams, they give access to proton-nucleus and nucleus-nucleus
collisions at an optimal energy to study the phase transition from normal nuclear
matter to a quark-gluon plasma. In 2018, LHCb recorded the first PbNe collisions
at a centre-of-mass energy of 69 GeV. The results of their analysis can be directly
compared to the results obtained with previously recorded pNe collisions at the same
centre-of-mass energy.

The work presented in this thesis encompasses the totality of the PbNe data
treatment and analysis, from the data-taking, to the data quality determination,
the signal extraction and the efficiency computation. In addition, in this thesis the
development of a software tool to determine the centrality information of heavy-ion
collisions is presented. This tool was developed with PbPb and PbNe data, and is
available for usage within the LHCb collaboration. These results allow to make a
much more in-depth analysis of the results by studying the behaviour of the J/ψ and
D0 production not only in a new system, but in different centrality regimes within
the same PbNe system.
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Chapter 1

From quarks to heavy-ion
collisions

Particles are the building blocks of everything around us. Some of them are present
in nature as they are, some are forced to be confined in groups, and some disappear
in a matter of instants through the decay into stable particles. It is no ordinary task to
make sense of what is observed, and in fact the organisation of these building blocks
began over 2 millennia ago, with the greatest progress achieved in the last century,
taking us to what is now known as the Standard Model of particle physics (SM).

In this chapter a brief review of the SM is given, followed by a description of
quarkonia and the quark-gluon plasma (QGP). Finally, some relevant experimental
results are summarised, which will help put in context the results presented in this
thesis (Ch. 5).

1.1 The Standard Model of particle physics

The atom (size ∼ 10−10 m) is composed by electrons “orbiting” around a nucleus
made up of protons and neutrons (size ∼ 10−15 m), which in turn are themselves
made up of quarks, three valence quarks to be precise, held together by the strong
interaction. Quarks and electrons however, are not the sole fundamental particles
out there. The three fundamental interactions present in the SM (the electromagnetic,
strong and weak interactions) have their own messengers, called the force carriers
or gauge bosons. The photon mediates the electromagnetic interaction, the Z0 and
W± bosons mediate the weak interaction and 8 gluons mediate the strong interaction.
There is another “lone” boson which is not a force carrier but gives mass to the
particles, the famous Higgs boson, which was predicted to exist in 1964 and whose
discovery at the Large Hadron Collider (LHC) was announced in 2012 [1, 2].

The particles that make up the SM are summarised in Fig. 1.1. The 12 fermions
are divided into the quarks and the leptons. There are 6 different quarks, each
with a given “flavour”, and 6 different leptons, in pairs of flavour, with each pair
consisting of a charged and a neutral lepton. Both the quark and lepton families
have a corresponding set of antiparticles. The difference between the quark and
lepton families resides in the fact that the quarks possess a colour charge, an intrinsic
property fundamental for the strong interaction giving rise to the emission of the
force carriers, the gluons. It is somewhat an analogue to the electric charge for the
electromagnetic interaction. The gluons, as opposed to the photon, do carry colour
charge, making it possible to also interact among themselves. Particles made up
by quarks are called hadrons, which can be either mesons, made up of a quark (q)
and an antiquark (q), or baryons made up of 3 quarks or 3 antiquarks. Some more
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FIGURE 1.1: Fundamental particles of the Standard Model of particle
physics. 12 fermions, 12 force carriers and the Higgs boson.

exotic arrangements of quarks/antiquarks have been seen as well, such as qqqq or
qqqqq [3–6].

The SM is a relativistic quantum field theory (QFT) [7] describing the particles
as dynamic fields whose dynamics are given by the Lagrangian of the SM. The
Lagrangian can more easily be navigated and used with the aid of Feynman path
integral formalism, in which quantities can be computed as a perturbative expansion
in powers of the coupling constants. Each term of the expansion can then be repre-
sented by a Feynman diagram, whose number of vertices corresponds to the power n
of the given term.

The amplitude for a given process is then the sum of the amplitudes for each
Feynman diagram. An illustration of how a given process can be decomposed is
shown in Fig. 1.2. Naturally, this infinite sum can only be computed if the coupling
constants are small compared to 1. In this scenario, already the lowest power of the
expansion gives high precision results and more and more corrections are obtained
as the higher order diagrams are computed.
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= + ++++ +  …=

FIGURE 1.2: In the perturbative approach a given 2→ 2 process can
be seen as the sum of all possible Feynman diagrams.

Quantum chromodynamics

Quantum chromodynamics (QCD) [8], is the branch of the SM which describes the
theory of the strong interaction between quarks and gluons (colour charged particles,
usually referred to as partons). It is a non-abelian1 gauge theory with symmetry
group SU(3). Quarks have 6 flavours and can have 3 different colour charges, which
traditionally have been named red, blue and green, to make an analogy with the
primary colours. The full QCD lagrangian can be written as

LQCD =
N f

∑
j=1

ψj(iγ
µDµ −mj)ψj −

1
4

Fa
µνFµν

a . (1.1)

The first term of eq. 1.1 describes the interactions between quarks, and between
quarks and gluons through the covariant derivative Dµ = ∂µ − igsTaGa

µ. Here, Ta are
the generators of the Lie algebra of SU(3), Ga=0,...8

µ the 8 gluon fields, and gs =
√

4παs
is the strong interaction coupling parameter with αs the renormalised QCD coupling
constant. The sum goes to the number of possible quark flavours N f . The second
term describes the gluon-gluon interactions through the gluon field strength tensor F,
defined as

Fa
µν = ∂µGa

ν − ∂νGa
µ − gs f a

bcGb
µGc

ν, (1.2)

in which f abc are the structure constants of SU(3). The first 2 terms of the gluon field
strength tensor describe the gluon dynamics while the last term gives rise to the
gluon self-interactions.

The possibility that gluons self-interact carries with it important consequences for
the strong interactions. Most evident is the possibility that when 2 particles interact
via the exchange of a gluon, this gluon can either produce a qq pair in a loop or split
into 2 gluons (both at next-to-leading order, see Fig. 1.3). The former possibility gives
rise to a colour charge screening effect (analogue to the effect present in quantum
electrodynamics), while the latter leads to the dominant anti-screening effect. The
screening effect leads to a decrease of the coupling constant as the distance between
the interacting partons increase. Reversely, the anti-screening effect leads to an
increase of the coupling constant with the distance between the partons. The overall
effect of this is what is called “asymptotic freedom”, where the QCD renormalised
coupling constant αs decreases with decreasing distance, or in terms of transferred
energy Q, it decreases with larger transferred energy (the opposite is also true) [9],
see Fig. 1.4.

The fact that αs is not a fixed value, or even a tightly bound one, poses a problem
since the perturbative approach will only be valid as long as αs is sufficiently smaller

1A group is abelian if its generators commute.
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FIGURE 1.3: The diagram on the left shows a gluon exchange that
would contribute to a screening effect. The diagram on the right shows
an exchange in which a gluon self-interaction takes place. This results

in an anti-screening effect.
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2) = 0.1179 ± 0.0010
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FIGURE 1.4: The “running” coupling constant αs of QCD as a function
of the transferred energy Q between the colour charges. Figure taken

from the Particle Data Group [10].
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TABLE 1.1: Quark masses as determined with the MS scheme and
scales µ = 2 GeV for light quarks, and µ = mQ=c,b,t for heavy quarks.

Values obtained from [10].

Light quark flavour Up (u) Down (d) Strange (s)
Mass ( MeV/c2) 2.32± 0.10 4.71± 0.09 92.9± 0.7

Heavy quark flavour Charm (c) Beauty (b) Top (t)
Mass ( GeV/c2) 1.280± 0.025 4.18± 0.03 172.76± 0.30

than 1. For this reason a distinction is made between different energy regimes, whose
threshold is set at the QCD energy scale, given by ΛQCD ∼ 200 MeV. This threshold
separates the scale where Q & ΛQCD and thus where αs . 1 and perturbation theory
can be used, from the scale where Q . ΛQCD and thus where αs & 1 and the strong
interaction cannot be described with perturbative methods. The two extreme cases
give rise to very different scenarios, these are the asymptotic freedom that was
mentioned earlier and the colour confinement. The asymptotic freedom takes place
at high energies where Q � ΛQCD (or small distances � 1 fm), where the strong
interaction becomes weaker. On the other hand, at low energies where Q . ΛQCD the
colour confinement is present, which makes it impossible to observe a colour-charged
particle individually. This is because as a pair of bound quarks begins to separate,
the coupling constant grows to the point where it is more favourable to produce a
new pair of quark-antiquark from the gluonic field, forming 2 new hadrons. As a
matter of fact, quarks and gluons are always seen confined in composite systems that
exhibit a neutral total colour charge. Colour confinement, being a non-perturbative
effect is however still poorly understood, with the most accurate picture being the
phenomenological Lund string model2 [11] which describes the gluonic field between
two quarks as strings and the confinement as a consequence of the break-up of the
string to form a new quark pair, giving rise to 2 new independent composite systems.

Under normal conditions, the proton (p) and neutron (n) are the only stable
hadrons in nature. When probed at intermediate momentum transfer they seem to
be composed by 3 “valence” quarks, uud for the proton and udd for the neutron,
but that hardly accounts for ∼ 1% of their masses. In fact, when probed deeper, at
low momentum transfer, the presence of gluons and “sea” quarks becomes impor-
tant. They contribute to the total mass along with the energy involved in the QCD
dynamics, thanks to the energy-mass equivalence. These sea quarks (mainly u, d
and s) arise from pair production and individual gluons. Since coloured particles
are confined, free quark masses (as they appear in the QCD Lagrangian) cannot be
directly measured, and they are determined indirectly [10] from experimental values
of hadron masses combined with a renormalisation scheme and a chosen scale, lattice
QCD calculations and effective theories [12, 13]. Since there is always a dependence
on the specific model used to determine the quark masses, it is important to always
note which theoretical framework has been used to report any set of values. The most
commonly used renormalisation scheme for QCD perturbation theory is the modified
minimal subtraction scheme (MS) [14], and with it the quark masses are determined
to be the values reported in Tab. 1.1.

2Do not mistake with string theory.
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TABLE 1.2: Some interesting charmonia states with their quantum
numbers and mass [10].

Quantum state Name Mass ( MeV/c2)
13S1 J/ψ or ψ(1S) 3096.900± 0.006
13P0 χc0 3414.71± 0.30
13P1 χc1 3510.67± 0.05
13P2 χ2 3556.17± 0.07
23S1 ψ′ or ψ(2S) 3686.10± 0.06

1.1.1 Quarkonia

Quarkonia are a type of meson that will take a central role in this thesis. These
are quark-antiquark (qq) bound states, but since the light quarks form quantum
mechanical mixtures of their individual states3, the term is generally reserved for cc
and bb pairs, which are themselves called charmonia and bottomonia respectively,
while the top quark does not form such states due to the fact that it decays so fast
that tt pairs do not have time to form a bound state. Some charmonium states can
be seen in Tab.1.2. The states are denoted by n2S+1LJ where n is the main quantum
number, S the intrinsic angular momentum (spin quantum number), L is the orbital
angular momentum in spectroscopic notation4 and J the total angular momentum.

Quarkonia production

QCD allows for a factorisation of short and long distance interactions, also referred
to as “hard” and “soft” scales respectively. This factorisation takes place both in the
initial and final stages of the quarkonia production mechanism. It separates the initial
colliding hadrons (soft scale), described by means of the parton distribution functions
(PDFs), the parton scatterings that create the qq pairs (hard scale), described with
perturbative QCD, and the hadronisation5 of the qq pair into a specific state (soft
scale). Hadronisation is described by effective theories such as the aforementioned
Lund string model or non-perturbative QCD approaches, with the non-relativistic
QCD framework [15], which disentangles the physics at the scale relevant for the
heavy-quark production (∼ mqc2) from the physics at the scale of the quarkonium
bound states energies (∼ mqv2 with v� c), being commonly used for quarkonium
states.

The J/ψ can be produced either through quark annihilation or by gluon fusion.
At high energies however, the dominant process is the gluon fusion [16]. The J/ψ
production via a gluon fusion in a hadron-hadron collision is illustrated in Fig. 1.5.
The production via gluon fusion can be described as a superposition of different
interactions represented by the Feynman diagrams. The lowest order interactions,
called t, u and s channel are shown in Fig. 1.6. These interactions have a consequence
for the qq pair creation, by dictating if it is created as a colour singlet [17, 18] state

3For example consider the η meson which is a state defined as η :≈ 1√
6
(uu + dd− 2ss).

4L takes alphabetic values which were originally assigned from characteristics of the spectroscopic
lines corresponding to S, P, D and F orbitals (sharp, principal, diffuse, fundamental), followed alpha-
betically from G onwards. The 0 value corresponds to S, 1 toP, 2 to D and so on, with the exception of
the letter J to avoid confusions.

5Hadronisation is the formation of a specific hadron from the resulting quarks of an interaction.
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FIGURE 1.5: The QCD mechanism for the production of a cc pair
hadronising into a J/ψ from gluon fusion in a hadron-hadron collision.
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FIGURE 1.6: From left to right, the t, u and s channels for the gg→ cc
process at leading order of the QCD perturbative expansion.

from the t and u channels, or as a colour octet state [19] from any channel.6 The
colour octet was introduced to fill the gap that existed between the data and the
predictions made with only the colour singlet, which was originally thought to be the
sole contributor given that only colour neutral particles are observed in nature. The
inclusion of the colour octet contribution however, brought with it the necessity to
include processes involving soft gluon exchanges with hadron remnants which are
responsible of turning the colour octet state into a colour singlet. This resulted in a
much better agreement with the data [20, 21], but the colour octet model introduces
many new parameters which have to be determined from a fit to the data and also it
still fails to describe satisfactorily the polarised charmonium data [22].

Quarkonia have been fundamental in the study of QCD. Being a qq pair, they
constitute a symmetric system as opposed to baryons or asymmetrical mesons and,
thanks to their high masses (mq � ΛQCD) which allow the factorisations of the differ-
ent processes at different scales, they have provided crucial inputs for perturbative
and non-perturbative QCD. Furthermore, they have been paramount in probing
hadronic matter in high-energy heavy-ion collisions [23], particularly in the context
of the quark-gluon plasma, as will be discussed in what follows.

6Colour singlet means that the outgoing quarks colour indices, i and k, are such that i = k, while
colour octet means that i 6= k.
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1.2 The quark-gluon plasma

As predicted by QCD, in normal circumstances colour-charged particles are confined
within hadrons, but at high enough temperature and energy density, accessible in
the present day only through high energy heavy ion collisions, the formation of a
QGP is expected [24, 25]. The QGP is a “deconfined” state of the nuclear matter,
through which these colour charged particles are allowed to travel freely, thanks to
the asymptotic freedom (see Fig. 1.4), not being bound to specific partners to form
specific hadrons.

The quark-gluon plasma is a very special state of matter believed to have been in
existence during the first moments after the Big-Bang, and on top of being a relatively
newly discovered state of matter, its study and its phase transition into hadrons may
shed light into the first moments of the Universe and its history.

Nowadays, far from the beginning of the Universe, QGP is a rare thing. It might
be found in the core of neutron stars, and may be produced, albeit in small quantities,
in heavy-ion collisions at high-energy particle colliders.7

Thermodynamics is used to study and describe the states of matter and their
phase transitions, and based on an analogy between QFT and statistical mechanics a
discrete formulation of QCD was developed, lattice QCD (lQCD) [26]. This is a useful
tool to obtain theoretical predictions for non-perturbative phenomena, which are not
easily approached analytically, by means of a partition function. The downside of
lQCD however, is the rapidly increasing computation power needed to make more
and more accurate predictions.8 The QCD partition function reads [27]

Z(V, T, µB) =
∫
DAνDψDψe−SE(V,T,µB), (1.3)

which is a Euclidean integral over the fields Aν (gauge field), and (ψ, ψ) (quark fields).
To formally connect QFT and statistical mechanics, the classical time is replaced by
the imaginary time, that is, by the Wick rotation τ = it. 9 The thermodynamic variables
that now describe the QCD system are the volume V, the temperature T and the
baryon chemical potential µB, which as in statistical mechanics, represents the change
in free energy with respect to a variation in the baryon number of the system.10

The Euclidean action can be decomposed as SE = SG + SF, where SG is a gluonic
contribution which corresponds to

SG(V, T) =
∫ T−1

0
dx0

∫
V

d3x
1
2

Tr(FµνFµν) (1.4)

and SF is a fermionic contribution given by

SF(V, T, µB) =
∫ T−1

0
dx0

∫
V

d3x
N f

∑
f=1

ψ f (γ
µDµ + m f − µBγ0)ψ f , (1.5)

7A QGP “fireball” under these conditions typically has a size of ∼ 10–20 fm, and lasts for about
∼ 5–10 fm/c.

8Nowadays, computing 1000 configurations on a lattice of 643 × 16 costs about 1 million core-hours.
For a traditional supercomputer this means ∼ 30 000€ and 15 tons of CO2, and for a GPU based super
computer ∼ 10 000€ and 6 tons of CO2.

9A Wick rotation (named after Gian Carlo Wick), is a method to find a solution to a mathematical
problem in Minkowski space from a related problem in a Euclidean space by means of a substitution of
an imaginary variable by a real number variable.

10The baryon number is a conserved quantity defined as B = 1
3 (nq − nq), where nq and nq are the

numbers of quarks and antiquarks respectively.
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which couples the gauge and the fermion fields (N f flavours). The system is then
discretised into a 4D lattice, the spatial volume V = (Nspacea)3 and time τ = Nτa,11

where the degrees of freedom are now the lattice sites and the links connecting the
sites. Like this the divergent path integrals are now regularised by the lattice spacing
a and the results are extrapolated to the continuum limit a → 0. With this at hand,
the thermodynamic quantities such as the pressure p, the energy density ε, the free
energy density f and the entropy density s can be obtained and related by means of
the partition function.12

With these results from lQCD, and with the input from other models, a phase
diagram can be put together to describe the phases of partonic matter, shown in
Fig. 1.7. The phase diagram exhibits a cross-over phase transition between a hadronic
gas and a deconfined partonic phase in a region of null baryon chemical potential, up
to a critical value µcrit

B [28]. Beyond µcrit
B the transition is of first order [29],13 that is,

the temperature remains constant while the energy that is being released is used to
transform one phase to the other. The critical temperature for the formation of QGP
at zero chemical potential is of about Tc ' 175± 25 MeV [30, 31]. While lQCD has
helped achieve a good understanding of the equation of state of partonic matter, it
has also brought with it important fluctuations in the predictions of other parameters
and properties of the deconfined medium, such as the actual temperature of the QGP
or its viscosity.

1.2.1 QGP in a heavy-ion collision

In high-energy heavy-ion collisions, due to the great number of colliding nucleons
and the high multiplicity of particles produced, a deconfined state of matter may be
reached if the conditions of the phase diagram of Fig. 1.7 are fulfilled.

From the moment of impact, a series of processes take place starting with the
parton cascade. Then, the QGP formation and expansion is followed by the chemical
freeze-out, and finally, the kinetic freeze-out. Fig. 1.8 shows a schematic view of the
timeline of the collision.

From t = 0 to t = τ0, during the parton cascade, partons from both nuclei interact
and produce a large number of particles. As the energy of the collision increases,
gluons with a smaller momentum fraction x can interact, which effectively means that
more and more gluons are “visible”, even more than valence and sea quarks [34]. The
initial parton distributions within a nucleon are described by PDFs f N

g,u,d,.... Within
a nucleus however, a superposition of these PDFs is not enough to account for the
distributions of the partons, and nuclear PDFs (nPDFs) f A

g,u,d,... are defined taking
into account possible interactions between the nucleons [35]. These interactions may
result in an increase or a decrease of the gluon density relative to the one in a single
nucleon. This effect is quantified by the nuclear modification ratio defined as

RA
g (x, Q2) =

f A
g (x, Q2)

A f N
g (x, Q2)

, (1.6)

11There are several possible ways to discretise space-time, but a uniform regularly-spaced grid is the
most commonly used (almost exclusively). This is because little is expected to be gained by introducing
anisotropies or randomness to the lattice structure while the computing complexities grow significantly.

12The relation between different thermodynamic variables that describe a system is called an equation
of state.

13A first order phase transition is characterised by discontinuity in the derivative of the free energy of
the system.
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FIGURE 1.7: Phase diagram of QCD as function of temperature and
baryon chemical potential µB. The regions covered by different ex-
periments are shown. The region covered by the LHC corresponds to
the collider configuration of LHC and does not consider the possible
functioning of LHCb as a fixed-target experiment. Figure taken from

Ref. [32].

FIGURE 1.8: Space-time evolution of a heavy-ion collision. Figure
taken from Ref. [33].
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where A is the amount of nucleons present in the nucleus being considered.14 When
RA

g (x, Q2) is less than 1, it means there is a shadowing, and conversely when it is greater
than 1, there is an anti-shadowing [36]. Above a certain energy scale however, as the
gluon density reaches a saturation point [37], the nPDFs are not enough to describe
the multiple interactions that take place, and other non-perturbative methods, such
as the Colour Glass Condensate (CGC), are used instead [38, 39]. The CGC model
predicts the formation of the Glasma, which is composed of the original partons and
the new particles (light and heavy quarks, photons, etc) originating mainly from
gluon scatterings. The particle density and the temperature of the system increase
dramatically in a very short time leading to the next stage of the collision, the QGP.15

After t = τ0, the chaotic Glasma thermalises (at least locally) giving rise to the
QGP. The QGP properties depend on its temperature which, depending on the
initial conditions of the collision, should go from a few Tc down to Tc. At very high
temperatures (T � Tc), the coupling should be very weak αs(T � ΛQCD)� 1, and
the QGP may behave as a weakly interacting parton gas. At the temperatures of
interest of a few Tc, the story is a bit different and lQCD predicts that partons may
interact rather strongly, leading to a strongly-coupled QGP which would behave as
an almost perfect fluid with low viscosity, and which can be described by quasi ideal
hydrodynamics.

As the QGP expands and its temperature decreases reaching Tc, the phase transi-
tion into a hadron gas begins and the partons coalesce into hadrons (hadronisation
stage). These hadrons will continue to interact inelastically with each other and with
other nucleons that may have survived the collision intact, changing the nature of
hadrons formed. Once the number and the species of hadrons becomes fixed, the so
called chemical freeze-out is reached. Subsequently, when elastic interactions stop at
t = τf , and the particle kinematics is fixed, the last stage of the collision is reached,
known as kinetic freeze-out.

After the kinetic freeze-out, the hadrons and leptons formed during the collision
will either travel or decay into other particles and finally reach the detectors that are
used to study the collisions.

1.2.2 Probes of QGP

Experimentally, there are several ways to probe the QGP of which only a brief
description will be given with the exception of quarkonia suppression, which will be
treated in more detail in Sec. 1.3.

Generally speaking, the probes of QGP can be classified into soft and hard probes.
The soft probes consider the particles that are produced all along the QGP formation
process and throughout its lifetime. These particles form the bulk of the medium and
correspond mainly to light quarks and gluons but can also consider thermal photons
and dileptons [40, 41] which can be used to probe the temperature of the medium.
The soft probes can be studied in several ways, such as the hydrodynamic flow and
strangeness enhancement which carry information of the collective behaviour that
arises from the heavy-ion collision. On the other hand, hard probes such as the jet
quenching and the quarkonia production can shed light on the early stages of the
collision, since they are formed in the first moments of the collision, as well as on the
characteristics of the medium as they must travel through it. Some of these probes
will be discussed in what follows but this is by no means a complete list of probes.

14If the nPDFs were a superposition of PDFs, then RA
g (x, Q2) would be equal to unity.

15The thermalisation itself however, is still poorly understood within the CGC model.
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FIGURE 1.9: Reaction plane of a non-central heavy-ion collision. Figure
taken from Ref. [42].

Hydrodynamic flow

Light hadrons made up of light quarks cannot be used individually to infer properties
of the QGP. This is because their binding energy is much lower than the temperature
of the medium, which leads to the “melting” of these hadrons entirely into the QGP
and thus the light hadrons that are observed have been created either in the “shell”
of the QGP (the phase boundary between the QGP and the vacuum) or during the
final stages of the collision where the medium has already cooled down. Provided
that the quarks and gluons undergo several interactions before hadronising, the
medium will thermalise and exhibit a collective behaviour, which in turn can shed
light on the dynamics of the QGP as a fluid, hence the name Hydrodynamic flow.
This collective expansion, imprinted in the final kinematics of the light hadrons, can
be correlated to the initial stage of the QGP, that is, to its initial energy density, its
viscosity and the centrality of the collision. The presence of azimuthal anisotropy in
the particle production is a clear sign of collective behaviour in heavy-ion collisions.
This anisotropy is caused by the spatial asymmetry of the geometry of the collision,
particularly in non-central events.16

To study the flow, an event (or reaction) plane is defined by the beam axis and
the impact parameter of the nuclei,17 see Fig. 1.9. The azimuthal anisotropy of the
collective behaviour is studied by means of the multiplicity (N) distribution as a
function of the azimuthal angle φ of the particles, which is decomposed into a Fourier
series as

dN
dφ

=
N
2π

(1 + 2
∞

∑
n=1

vncos[n(φ−Ψn)]), (1.7)

where φ is the azimuthal angle and Ψn the azimuthal angle of the symmetry plane
for the nth harmonic. The coefficients v1 and v2 are known as the directed and elliptic
flow respectively, which are the easiest to visualise, but experiments nowadays are
capable of measuring much higher order terms. There are other methods to study
flow, such as the cumulants [43], but these will not be treated in this thesis.

16The centrality of a collision will be the main topic of Chapter 4. For now it suffices to say that a
non-central collision means that only part of the colliding nuclei actually undergo an inelastic collision
and part of the nuclei remains intact. In other words, it means that the collision is not “head-on”. It is
usually quantified in percentages, 0% describing a full-central collision and 100% a peripheral collision
where nuclei only graze each other.

17The impact parameter is the transverse distance of the two nuclei. This will be more clearly defined
in Ch. 4.
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FIGURE 1.10: Flow coefficients up to the ninth order as a function of
collision centrality, along with five different hydrodynamic calcula-
tions shown as color bands. On the bottom part of each panel, the
ratios between model calculations and the data are shown with sym-
bols. For some panels, the points are scaled by an indicated factor for

better visibility across the panels. Figure taken from [44].

The flow present in heavy-ion collisions can be interpreted as an effect of multiple
interactions between the partonic matter in the medium created by the collision. The
higher the number of interactions the larger is the magnitude of the flow, and the
closer the system is to thermalisation. Thus the flow is a very direct probe of the level
of thermalisation [42].

In Fig. 1.10 the flow coefficients up to order 9 as measured by the ALICE experi-
ment are shown. These are measured from lead-lead (PbPb) collision data from the
2015 heavy-ion run at the LHC, at a centre-of-mass energy of

√
sNN = 5.02 TeV [44].

Strangeness enhancement

The strange quarks having a mass of roughly 93 MeV/c2 can very well be produced
by the thermal medium in a heavy-ion collision. Indeed, their production mechanism
is analogue to the one shown in Fig. 1.6 for the charm quark, whereas the quark-
antiquark annihilation into a virtual gluon which then splits into an ss pair is a
much slower contribution. For this reason the strange production in a QGP-forming
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FIGURE 1.11: (left and middle) Enhancement of the strange baryon
yields in the rapidity range |y| < 0.5 as a function of the number of
participating nucleons in the collision (〈Npart〉). The ALICE data are
shown in solid symbols while the NA57 and STAR data are shown in
open symbols. The boxes on the dashed line at unity indicate the sta-
tistical and systematic uncertainties on the reference value. (right) The
hyperon-to-pion ratio as a function of 〈Npart〉. Figure taken from [46].

collision is expected to be heavily enhanced with respect to a pp collision,18 since the
strange production takes place all along the lifetime of the QGP where a high gluonic
density is expected, and is proportional to the volume of the fireball and its duration.

Several experimental observations of this enhancement are available, notably from
the Super Proton Synchrotron (SPS), the Relativistic Heavy-Ion Collider (RHIC) and
from the LHC. In Fig. 1.11 results from ALICE, NA57 (at SPS) and STAR (at RHIC)
are shown [46], depicting the enhancement of hyperon19 production in heavy-ion
collisions. The left and middle plots show the enhancement of the production with
respect to the pp or pBe baseline as 〈Npart〉 increases, while the right-most plot shows
the same effect with respect to the pion production.

Jet quenching

A jet is a set of energetic hadrons within a narrow region or “cone”, arising from a
single energetic parton and the product of its fragmentation into a parton shower,
which subsequently results in a highly collimated ensemble of particles in the direc-
tion of the initial parton. This energetic parton usually comes from a hard process
from which 2 partons are produced back-to-back. Naturally both partons should be
roughly equally energetic, and should thus result in 2 high transverse momentum
(pT) back-to-back jets.

Jets can lose energy in a number of ways, among which radiative energy losses
and elastic collisions which broaden the pT spectrum of the jet. These energy loss
mechanisms are of course much more effective if there is an extended medium

18There is evidence of QGP-like signatures such as strangeness enhancement in very high-energy and
high multiplicity pp collisions [45], but for the scope of this thesis it is assumed that QGP is only formed
in heavy-ion collisions since an extended medium is a fundamental requirement for QGP.

19Hyperons are baryons that contain one or more strange quarks but no charm, bottom or top quarks.
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FIGURE 1.12: The normalised dijet yield distributions for jet pairs with
100 < pT1 < 126 GeV for different collision centralities. The red circles
correspond to PbPb data and the blue diamonds to pp data. Figure

taken from [47].
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to traverse. As the parton moves it loses energy through medium-induced gluon
emission (somewhat similar to Bremsstrahlung), and this depends directly on the
parton momentum, the propagation length and a transport coefficient. This might
explain why the energy loss at high-pT increases with the centrality of the collision,
and thus with the size of the partonic medium. This leads to the effect of jet quenching,
when one of the two jets has to traverse a longer path inside the medium and is then
detected with much lower energy than the partner jet, or in the extreme cases when
one jet completely disappears while travelling through the medium, due to having
lost all its energy.

As a result of these processes, the pT spectra of final state hadrons and jets will be
different with respect to the expected behaviour in pp collisions. More specifically,
it will not coincide with what the result would be if a heavy-ion collision were a
superposition of pp collisions. This change is quantified by the nuclear modification
factor RAB defined as20

RAB(pT, η) =

d2 NAB

dpTdη

〈Ncoll〉 d2 Npp

dpTdη

(1.8)

where A and B are the nuclear species colliding, N is the number of particles produced
as function of pT and η, and Ncoll is the number of binary nucleon-nucleon collisions
taking place, which will be further discussed in Sec. 4.2. RAB is equal to 1 if the AB
collision is a perfect superposition of pp collisions, and it is different from 1 if the
medium effects modify the particle production or the particle kinematics. If RAB < 1,
one speaks of a production suppression and conversely, if RAB > 1, of a production
enhancement.

Another way to quantify the jet quenching effect is to define the pT imbalance of
the jets xJ ≡ pT2 /pT1 , where pTi is the pT of jet i.21 Such measurement performed by
the ATLAS experiment can be seen in Fig. 1.12, where each panel corresponds to a
different centrality interval [47]. In the most peripheral case shown (60 - 80%), the xJ
of the jets in PbPb coincides with the distribution found in pp collisions peaking at
xJ = 1, which means that in most cases the pT of both jets are balanced. Conversely,
as the centrality increases the PbPb jets become peaked at around xJ = 0.5, deviating
from the balance.

1.3 Quarkonia and QGP

Quarkonia are of particular interest when it comes to probing the QGP. This is because
they have several qualities that can be exploited to infer information from the medium
formed after the collision.

The cc pairs are formed at the very early stage of the collision before the formation
of the QGP, and due to their high mass they are not produced thermally by the
medium. This means that the cc bound states, of which the formation times are not
fully known [48], will propagate through the medium and interact with it all along its
evolution. The heavy flavours (c and b), being produced in small quantities cannot
influence the dynamics of the medium, but there is compelling evidence that the
medium does influence the fate of quarkonia. Observations of flow and quenching of

20η is the pseudorapidity defined as η = − ln (tan (θ/2)), where θ is the angle with respect to the
beam axis.

21Here 1 and 2 refer to the 2 highest-pT jets in the event.
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the open heavy flavours [49–51] and the suppression of quarkonia hint towards the
fact that heavy quarks couple strongly with the medium [52].

Among the signatures given by quarkonia from possible QGP effects, the obser-
vation of how the quarkonia production is affected when the QGP is present is of
particular interest. This is referred to as quarkonia suppression, which is charac-
terised by a lower production of such states when compared to the production rate
in pp collisions, where, due to the not high enough temperatures reached, no QGP
is expected. Quarkonia states are thought to deconfine at larger temperatures than
the QGP critical temperature [53], which offers then the possibility of evaluating the
temperature of the medium above Tc.

There are several mechanisms that can contribute to the suppression of quarkonia
even in the absence of QGP. These are the so called cold nuclear matter effects (CNM)
which will be briefly described in Sec. 1.3.1. Subsequently, the sequential suppression
of quarkonia, which is only present when the QGP is formed, is discussed in Sec. 1.3.2.

1.3.1 Cold nuclear matter effects

These effects play an important role in the quarkonia suppression both in the absence
and presence of QGP and, as will be discussed, they are highly dependent on the
kinematics of the probes. Their understanding is important to quantify and charac-
terise the effects of QGP, since they are also present when QGP is formed, specially in
the early stages of the collisions and in the final hadronisation phase. To study these
effects, systems that exhibit collective behaviour but that do not result in such high
multiplicity to form a QGP are needed, for example pA collisions, where A is a larger
atomic nucleus.

Shadowing

The nPDFs that were already discussed, show that the gluon density within a nucleus
is modified with respect to the pp baseline. This indeed affects the production
of heavy quark pairs since they originate mainly from gluon fusion and are thus
sensitive to the possible (anti)shadowing effects. As the collision energy increases and
gluons of low x begin to saturate, the nPDFs predict a shadowing of the quarkonia
production.

This effect is illustrated in Fig. 1.13 as a function of the momentum fraction carried
by the parton (x) and for a given energy scale. At low momentum fraction (x . 0.02)
the nuclear modification factor Rg is lower than one and thus represents a shadowing
while at 0.02 . x . 0.3 the Rg is greater than 1, representing an anti-shadowing effect
or an enhancement. At higher momentum fraction between ∼ 0.3 and ∼ 0.8 there is
another shadowing region due to the EMC effect, named after the European Muon
Collaboration, which has different probable causes [36]. Finally, there is the region of
x & 0.8 where an anti-shadowing effect is predicted, called the Fermi motion region.

The gluon shadowing effect has a direct impact in the J/ψ production. This is
illustrated in Fig. 1.14 where due to the gluon shadowing effect the J/ψ is suppressed
(RPbPb < 1). According to the models this suppression is expected to depend on the
kinematic region in which the J/ψ is produced.

Cronin effect

This effect, discovered in the 70’s in pA collisions, leads to a broadening of the pT
spectrum of the colliding partons. This is explained by the increased number of elastic
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FIGURE 1.13: Nuclear modification of the gluon parton distribution
function as predicted by different parametrisations for A = 208 and

Q2 = 10 GeV2. Figure taken from [54].

scatterings that the initial partons undergo in pA (or AB) collisions as compared to pp
collisions. As a result of such scatterings, the partons suffer a transverse momentum
shift from lower to higher values, resulting in the observed broadening [56].

Parton energy loss

The propagation of a qq pair in the nuclear medium (nuclear matter or QGP) brings
with it coherent medium-induced radiative energy losses, which result ultimately
in quarkonia suppression. The modelling of these radiative losses has succeeded
in describing the quarkonia suppression in pA collisions [57], as shown in Fig. 1.15,
taking the leading role, hinting that the shadowing might be considered as a sim-
ple correction which might affect the magnitude but not the shape (in rapidity for
example) of the suppression. In AB collisions however, even if the model cannot
fully explain the observed suppression [58], the predictions still show a sizeable

FIGURE 1.14: Shadowing effect on J/ψ suppression obtained with
EKS98 (leading order) and nDSg (leading order) nPDFs in PbPb colli-

sions at
√

sNN = 2.76 TeV. Figure taken from [55].
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FIGURE 1.15: PHENIX J/ψ suppression data [59] in dAu collisions
compared to the energy loss model. The upward-pointing arrow
shows the point below which other suppression effects dominate.

Figure taken from [57].

suppression from this effect alone, and thus should still be considered, specially at
forward rapidities.

The upward-pointing arrow in Fig. 1.15 shows the point below which other
suppression effects dominate. This point depends on the collision system and energy,
the larger the system (lower the collision energy) the higher the rapidity threshold. For
example in p-platinum collisions at

√
sNN = 19.4 GeV this threshold is at y = 1.14 [57].

Nuclear absorption

This effect is based on the possible inelastic scattering that a quarkonium state might
undergo with the colliding nuclei after its formation. In this framework, quarkonia
have a survival probability which represents the probability that it will exit the
nuclear matter unbroken. This survival probability is given by

Sabs = C exp(−ρσabsL), (1.9)

where C is a normalisation constant, ρ is the nuclear density, σabs is the inelastic
cross-section of a quarkonium with a nucleon and L is the mean propagation length,
which depends directly on the size of the collision system. This effect has a clear
dependence on the formation time of the quarkonium state under study, given that
its path through nuclear matter would begin after it is formed and not when the
qq is produced. The dependence of σabs with the collision energy has been studied
and found to decrease rapidly as the energy increases [60], being negligible at LHC
energies in collider mode.

Comovers

The Comovers model is similar to nuclear absorption in the sense that it considers the
possibility that quarkonia be broken through inelastic scattering. This time however,
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the scattering is not with the colliding nuclei but with the hadrons hco produced
that move along with the quarkonium, hence the name comovers. This scattering
can lead to a dissociation of quarkonium through the process qq + hco → C + C + X
where C is an open heavy flavour meson, and it can also lead to a recombination of
quarkonium from two open mesons via C + C → qq + X. The number of comovers is
directly related to the multiplicity of the collision and thus, to the centrality of the
collision. This means that the quarkonia suppression due to the comovers increases
as the energy density of the medium increases [61, 62].

It is worth mentioning that in the presence of QGP, an analogous process can
take place with the gluons or free quarks present in the medium which can scatter
inelastically with the quarkonium state, leading to its break-up. This effect, due to the
large J/ψ break-up cross-section through gluon collisions and the very high gluon
density in a deconfined medium, is considerably larger than the hadronic scattering
and it increases with increasing energy density [63].

Before moving on to the QGP effects, it is useful to note that out of the aforemen-
tioned CNM effects, the gluon shadowing, nuclear absorption and the comovers are
the ones that may have the greatest impact on the J/ψ production in PbNe collisions
at a centre-of-mass energy

√
sNN = 69 GeV, which is the main system under study

in the rest of this work. The parton energy loss effect would take place in a rapidity
range that LHCb cannot probe in the case of PbNe fixed-target collisions, where only
the backwards hemisphere is seen by the detector (y∗ < 0).

1.3.2 Sequential suppression

Since the formation of the QGP requires a critical temperature Tc ∼ 175 MeV, and the
heavy quark masses are significantly higher (∼ 1.28 GeV/c2 for c and ∼ 4.18 GeV/c2

for b), the heavy quarks are produced only in the very early stages of the collision
and can be used to probe the QGP. This is motivated by the fact that the QGP,
assumed to have a larger formation time, should not play a role in the heavy quark
yield. However, given that the QGP is a deconfined phase, the relative yield of
quarkonia with respect to the open heavy mesons should be significantly modified
when compared to a scenario where the QGP is not present. In fact, every quarkonium
state is predicted to have a dissociation temperature Td > Tc, sometimes called
screening temperature due to the fact that the dissociation of the bound state comes
from the colour screening, analogous to the Debye screening. More precisely, the
binding between the qq pair depends on the strong interaction range, which decreases
with the presence of colour charges in its surroundings. At the same time, the density
of colour charge increases with temperature, resulting in the dissociation or “melting”
of this state. Once this occurs, the now free heavy quarks hadronise most likely
into an open meson state in the posterior hadronisation stage, such as a D0, and
consequently, the relative hidden-to-open yield is modified [64]. At this stage it is
worth noting that the relative yield is interesting because when, for example, a cc pair
is created, around 90% of the times they will form an open charm meson instead of a
cc bound state [65]. So measuring the open charm yield is a way of estimating the
total charm production.

Having different dissociation temperatures for the different quarkonia states gives
rise to a suppression pattern which can be used as a QGP thermometer. Consider for
example the J/ψ yield, which consists of prompt production, and feed down from
the decay of the higher energy cc states (χc and ψ′). If there is no QGP, or at least the
temperature is not high enough to melt any of these states and they all “survive” the
QGP phase, around 10% of the J/ψ yield will come from the ψ′ decay and about 30%
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FIGURE 1.16: Illustration of the J/ψ sequential suppression as a func-
tion of the QGP temperature. Td(X) is the dissociation temperature of

a state X.

will be due to the χc decay (the rest being direct J/ψ production). If the temperature
of the QGP increases enough to be Td(ψ

′) < TQGP < Td(χc), in the final J/ψ yield a
10% decrease would be expected. In the same way, if the temperature keeps rising
to Td(χc) < TQGP < Td(J/ψ), only 60% of the original expected yield would be
measured. Finally if the temperature is TQGP > Td(J/ψ) (see figure 1.16), all the
charmonium states would have been melted into the QGP, and only open charm
mesons would be detected. This step by step decrease in the yield of charmonium is
the so called sequential suppression of charmonia, first predicted in 1986 by Matsui and
Satz [53]. The experimental results related to this are discussed in Sec. 1.3.4.

1.3.3 Quarkonia recombination

Generally speaking, quarkonia are formed from a qq pair produced in the collision.
When there is a collective medium present, typically where several nucleon-nucleon
(NN) collision take place, it can happen that a q from one NN collision ends up
binding to a q produced at another NN collision. This can lead for example to an
enhanced J/ψ production at the hadronisation stage, provided that a sufficiently high
charm density was reached, effectively covering the dissociative effect of the QGP.

The cc production scales as the number of binary NN collisions, while the light
hadron production scales as the number of participating nucleons. This already
means that in AB collisions, the relative amount of charm quarks with respect to the
light flavours is higher than in pp collisions. This, together with the fact that the cc
production cross-section increases with the collision energy, means that as the energy
increases the probability that a c quark finds a c coming from another NN interaction
becomes higher and higher with increasing energy [63], resulting in the hadronisation
of an uncorrelated cc pair. Furthermore, going from the energies from the SPS, to
RHIC and then to the LHC, the number of cc pairs produced per collision (in the
most central heavy-ion collisions) grows from 0.1 to 10 to 100 [66], which makes the
recombination a likely phenomenon as the energy increases.

A schematic representation of this effect in the J/ψ production probability is
shown in Fig. 1.17. As a result this would imply that the hidden to open charm
ratio increases with energy, and in the extreme cases it would lead to an overall
enhancement of the J/ψ production [67].
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FIGURE 1.17: Illustration of the J/ψ statistical recombination in con-
trast to the overall suppression as a function of the energy density of

the medium.

1.3.4 Experimental observations

For more than three decades there has been a massive collective effort to gather data
to probe all these effects, particularly with the study of charmonia production at
different energies and in different collision systems. These measurements have come
mainly from experiments at the SPS, the RHIC and more recently at the LHC.

SPS results

At the SPS several experiments took place. The pioneers NA38 and NA50 were
followed by the NA51 and NA60 experiments. Data were recorded from sulfur-
uranium (SU) collisions (NA38) at a centre-of-mass energy of

√
sNN = 19.4 GeV and

of lead-lead (PbPb) collisions (NA50) at
√

sNN = 17.3 GeV.22

The observed relative charmonia production (as a ratio to Drell-Yan pair produc-
tion) normalised to the expected value when normal nuclear absorption is taken into
account for both J/ψ and ψ′ in pA collisions, is shown in the left panel of Fig. 1.18.
For the case of pA, the rates of J/ψ and ψ′ are accounted for by the nuclear absorption.
For the SU collisions, the J/ψ rate is still compatible with the pA results and their
extrapolation to longer L. The ψ′ however, exhibits some anomalous form of suppres-
sion, reaching almost a factor 5 in the most central cases. The data recorded with the
larger system of PbPb, shows a significant suppression for the J/ψ, while still being
compatible with the CNM suppression in the most peripheral points, indicating that
this suppression is not an effect coming purely from the passage from pA to an AB
system. The suppression seen in PbPb for the ψ′ is compatible with the one found in
SU and follows the same trend even for longer L.

The fact that for J/ψ the suppression was clear in the case of PbPb but not in
the case of SU, motivated the study of different AB systems in between the two.
Subsequent results from NA38, NA50 and the new NA60 confirmed the suppression,
however, signs of suppression are present at centralities in which the SU system does
not show this effect. These results are shown in the right panel of Fig. 1.18.

These anomalous suppression trends could be an effect of the charmonia break up
due to interactions with the comovers. This would affect more easily the ψ′ than the

22In addition, pA collisions were recorded to use as a reference.
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FIGURE 1.18: Relative charmonia production with respect to Drell-
Yan pair production as a function of the mean propagation length
L, normalised to the expected suppression from nuclear absorption.
The left figure shows the results from NA38 and NA50 for J/ψ and ψ′

while the figure on the right shows only the result for J/ψ and includes
new results from NA38 and NA50 as well as data from NA60 and
NA51. The quoted energies correspond to the incident beam energy

per nucleon. Figures from [68, 69].

J/ψ due to its lower binding energy, thus suppressing the ψ′ earlier. To test if the J/ψ
suppression has any contribution from the sequential suppression due to the QGP,
it would be necessary to measure the χc states, which is part of the LHCb physics
agenda and of the objectives of its SMOG23 system, since so far no experiment has
been able to measure χc in AB collisions.

After more than a decade of data taking and careful analysis, in the year 2000
CERN announced the discovery of a new state of matter at the SPS, which features
many of the characteristics of the theoretically predicted QGP [70].

RHIC results

Later on with the arrival of the results from RHIC the story became more puzzling.
Collisions at RHIC occur at a centre-of-mass energy of about

√
sNN = 200 GeV, more

than ten times larger than at the SPS, which should increase the energy density of
the medium and thus increase as well the charmonia suppression due to the QGP
effects. Surprisingly the suppression found for the J/ψ was equivalent to the one
found at the SPS for mid-rapidities. The comparison of the results for the gold-gold
(AuAu) collisions at RHIC and the PbPb SPS results are shown in Fig. 1.19 in the form
of the nuclear modification factor RAA as a function of the number of participating
nucleons, which increases with the centrality of the collision.

This puzzling finding could be explained by a suppression of the suppression, that
is, mechanisms that enhance the quarkonia production as the energy increases and
thus counter the increase in suppression expected with increasing energy. The most
popular candidate for this is the statistical recombination that was discussed in 1.3.3.

23The SMOG system of LHCb will be treated in Sec. 2.3.
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FIGURE 1.19: Nuclear modification factor of J/ψ production as a func-
tion of the mean number of participating nucleons from the PHENIX
collaboration at RHIC and from NA50 at the SPS. Figure from [71].

At RHIC several aspects of the QGP were studied, ranging from the hydrodynamic
flow, to the jet quenching, and the suppression of heavy-quark quarkonia.

LHC results

At the LHC, Pb beams have been made to collide at centre-of-mass energy of 2.76 and
5.02 TeV, once again pushing the energy by more than a factor ten when compared to
the energy at RHIC. At these collision energies, the QGP is predicted to have an initial
temperature of a few Tc, a longer lifetime and higher production rate of heavy-flavour
qq pairs than at RHIC.

The ALICE detector, specifically designed for the study of heavy-ion collisions,
has performed extensive measurements of quarkonia production and of collective
properties of the hot medium. The J/ψ production is found to be less suppressed
than what had been found by the PHENIX collaboration at RHIC, both at mid
and forward rapidities. The measurement in the form of the nuclear modification
factor as a function of the number of participating nucleons is shown in Fig. 1.20 for
mid rapidities (left panel) and forward rapidities (right panel), where the different
behaviour is apparent in the mid-central and central collisions. The suppression
pattern at mid rapidities found by the ALICE collaboration might even hint at an
increase with the centrality which is in agreement with what would be expected from
statistical recombination.

When comparing the ALICE results from PbPb collisions at
√

sNN = 2.76 TeV and
5.02 TeV a very good agreement between the two is found for all pT intervals where
the comparison is possible, see Fig. 1.21. These results are in good agreement with
transport models that include statistical recombination [75].

Another experimental observation that strengthens the recombination picture,
either full statistical recombination or transport models, is the measurement of hy-
drodynamic flow of the J/ψ. Indeed, if the J/ψ is dissociated by the QGP, and the
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 part

FIGURE 1.20: Nuclear modification factor of J/ψ production as a
function of the mean number of participating nucleons from the ALICE
collaboration at the LHC and from the PHENIX experiment at RHIC.
Comparison at mid rapidity (left) and at forward rapidity (right), with

PHENIX results at mid rapidity included. Figures from [72, 73].

FIGURE 1.21: Nuclear modification factor of J/ψ production as a
function of the mean number of participating nucleons from the ALICE
collaboration at the LHC. Different panels show different pT intervals.

Figure from [74].
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FIGURE 1.22: Inclusive J/ψ v2 as function of pT in different centrality
intervals (0− 10%, 10− 30%, 30− 50% and 0− 50%) in PbPb collisions
at
√

sNN = 5.02 TeV. Both mid-rapidity and forward rapidity J/ψ
v2 measurements are shown. The results are compared with the v2
coefficients at mid-rapidity for charged pions and prompt D0 mesons.

Figure from [76].

cc quarks travel freely through the deconfined medium, the charm quarks would
inherit some radial and anisotropic flow from the medium. This would result in
non-zero hydrodynamic flow coefficients (vn) of the J/ψ, due to the recombined
cc pairs. The ALICE collaboration has thoroughly studied flow in PbPb collisions
at the LHC, and an analysis of the full Run 2 PbPb data set has found that J/ψ in
non-central collisions exhibit non-zero elliptic flow (v2) and triangular flow (v3), the
latter with a significance of 5.1σ [76]. The J/ψ v2 measured in PbPb collisions at a
centre-of-mass energy of

√
sNN = 5.02 TeV is shown in Fig. 1.22 for different centrality

classes.

1.4 Quarkonia in fixed-target configuration with LHCb

The experimental scenario is still evolving and new efforts are being undertaken to
further probe the QGP in colliders and to extend the current understanding of the
abnormal quarkonia suppression and its true nature. The LHCb experiment has more
recently entered into the world of heavy-ion collisions and has a promising future
ahead.24 In addition to its ability to exploit PbPb collisions at the LHC energy scale, it
can also function as a fixed-target experiment thanks to the SMOG system, a unique

24This will be discussed in more detail in Sec. 2.
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FIGURE 1.23: Invariant mass distributions for the J/ψ→ µ+µ− (left)
and D0 → K−π+ (right) in pHe collisions at a centre-of-mass energy√

sNN = 86.6 GeV. Figures from [65].

feature at the LHC, and whose main goal, in the context of the study of quarkonia, is
to test the colour screening through the J/ψ sequential suppression. In this scenario,
other than the possible QGP effects, the J/ψ production is expected to be affected
mainly by the gluon anti-shadowing,25 nuclear absorption and comovers.

The test of sequential suppression needs the measurements of J/ψ, ψ′, χc and also
of open charm mesons to use as reference. This must be done at sufficiently small
energies so that there is no statistical recombination at play. Knowing that at the
LHC energies ∼ 100 cc pairs are produced in central PbPb collisions, ∼ 10 at RHIC
in AuAu collisions and ∼ 0.1 at SPS in PbPb collisions, the fixed-target collisions
recorded by LHCb are the perfect scenario for this study, ranging from collision
energies of 69 to 110 GeV, where only ∼ 1 cc pair is expected to be produced in
central AB collisions, leading to a possible observation of the sequential suppression
of J/ψ from the QGP without the statistical recombination effects. Furthermore, the
fixed-target programme of LHCb could also contribute in covering the energy gap
between 62.4 GeV and 130 GeV of the RHIC energy-scan programme and could serve
to complement and to cross-check their results.

LHCb will take advantage of the target versatility of SMOG2 to thoroughly study
the CNM effects using various targets, such as helium, neon, argon and other nobles
gasses. At the collision energies accessible in fixed-target mode, the large fully-
instrumented acceptance in the forward rapidity allows for an almost full coverage
of the backward hemisphere in the centre-of-mass frame. LHCb has already shown
its incredible capabilities in measuring open and hidden charm in pHe and pAr
collisions [65]. The signal extraction from the invariant mass distribution can be
seen in Fig. 1.23 for the J/ψ → µ+µ− (left) and D0 → K−π+ (right). The LHCb
experiment, with these measurements, has already placed itself as an important
contributor in this field, and has shown that it can reach unprecedented precision
compared to other experiments, as it is evidenced by the measurement of the J/ψ
cross-section and the cc cross-section shown in Fig. 1.24 from the same study.

The undeniably great performance of LHCb in fixed-target mode, together with
the foreseeable increase in recorded data for the future LHC runs, may offer the
first opportunity to measure all charmed hadrons, particularly the ψ′ and χc, which
should provide full control over the study of suppression mechanisms of charmonia.

25In its fixed-target configuration, LHCb is sensitive roughly to the target x between 0.02 and 0.3,
where an anti-shadowing effect is expected. See Fig. 1.13.
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of-mass energy for J/ψ (left) and for cc (right). Experimental data,
represented by black points, are taken from other experiments (see
details in Ref. [65]). The band corresponds to a fit based on NLO
NRQCD calculations. Red points correspond to the pHe results from

the LHCb measurement. Figures from [77].

This thesis finds its place in this experimental challenge, and presents the first
measurement of hidden and open charm in AB collisions with the LHCb detector in
its fixed-target configuration. This thesis opens this new era.
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Chapter 2

The LHCb experiment

In the first part of this chapter, a brief description of the accelerator complex where
the LHC is located, and its functioning, is illustrated. Then, the LHCb experiment
is presented in detail with its particular features that make it a unique experiment
in the world’s largest particle collider. Finally, the SMOG, a very important part of
LHCb for this thesis, is shown and described.

2.1 The LHC at CERN

Across the French and Swiss border, between the lake Léman and the Jura mountains
in the Geneva area, lies the European Council for Nuclear Research (CERN, for its
name in French). CERN is a scientific institution that has been at the forefront of
fundamental research since it was founded in 1952.

At present, CERN harbours the largest and highest-energy particle-collider ever
made, the LHC [78]. It makes use of the tunnel that once hosted the large electron-
positron (LEP) collider, featuring a length of 26.7 km at a depth of 100 m underground.

The LHC began operations in 2008 with inaugural tests, which after a 9-day
period came to an abrupt end when an electrical fault lead to a loss of 6 tonnes of
liquid helium, which expanded explosively, damaging several magnets and portions
of the machine [79]. It was not until late 2009 that the LHC was able to function
again and only in 2010 the first physics run took place. The LHC first operational run
saw proton beams ramp-up to 3.5 TeV giving rise to proton-proton (pp) collisions at
7 TeV, already the highest energy collision ever recorded in a man-made collider. In
the following years during Run 1 (2009 - 2013) and Run 2 (2015 - 2018) the LHC has
continued to improve and has provided pp collisions of up to 13 TeV. In addition to
pp collisions, the LHC is also capable of accelerating Pb ions, and has been doing so
for short periods since 2010, providing PbPb and pPb collisions.

The LHC is made up of 8 straight and 8 curved sections making one full loop. In
the curved sections there are the bending magnets used to steer the trajectories of the
beams. The straight sections on the other hand, denoted with P1 to P8, are used by
experiments and for machine instrumentation and operation. The LHC brings the
beams to collision in points P1, P2, P5 and P8 where, respectively, the experiments
ATLAS [80], ALICE [81], CMS [82] and LHCb [83] record the collisions.

The LHC capabilities are a product of the state-of-the-art technologies that were
used for its construction and subsequent upgrades. It features superconducting
radio-frequency (RF) cavities which generate electric potentials of up to 2 MV each,
focusing quadrupole and octupole magnets that keep the beams focused, 8 T dipole
superconducting magnets to keep the beams in orbit and a superfluid helium cooling
system that maintains the 1.9 K necessary for the functioning of the magnets. Thanks
to this, the LHC is able to reach record-breaking energies for the collisions. For Run 3,
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which is scheduled to begin in spring 2022, it is expected that the pp collisions will
reach the design centre-of-mass energy of 14 TeV.

The particle beams need to go through a series of steps before entering the LHC
and reaching the goal energy. The accelerator complex at CERN, shown in Fig. 2.1,
provides all the necessary machines that are used to build and power the energy
beams. The protons begin their journey at the linear accelerator (LINAC)1 where
they are accelerated to 50 MeV. Then they enter the proton synchrotron booster
(PSB) reaching 1.4 GeV before being transferred to the proton synchrotron (PS) which
further increases their energy to 26 GeV. The last step before arriving to the LHC is
the SPS, which accelerates the protons to 450 GeV. Finally the beams are transferred to
the LHC, forming 2 beams circulating in opposite directions in separate beam-pipes,
and are further accelerated to the desired final energy. The ion accelerator chain starts
at the LINAC3, a dedicated linear accelerator for ions, which then feeds the ions to
the low-energy ion ring (LEIR) in which the beams are stored and accumulated before
being passed on to the PS, from where the road of the ion beams to the LHC is the
same as for the protons.

The RF cavities used by the LHC are operated at roughly 400 MHz. They accelerate
the beams and confine the charged particles into RF buckets. The harmonic number2

gives rise to 35640 RF buckets of 2.5 ns length of which nominally only 1 every 10
buckets is filled. The result is potentially filled bunches which span 10 RF buckets
each and are numbered with a bunch crossing identifier (BCID) that goes from 1 to
3564.

Another important quantity in any collider is the instantaneous luminosity L(t)
that it can deliver, which tells the number of collisions that take place as a function of
time. There are different ways to increase the instantaneous luminosity, and at the
LHC the increase in luminosity has been achieved thanks to increasing the bunch
populations, increasing the number of circulating bunches, i.e., the number of filled
bunches and by reducing the β∗parameter, which is related to the transverse size of
the beam in the interaction region. The nominal peak instantaneous luminosity of the
LHC is 1× 1034 cm−2 s−1.

2.2 The LHCb detector

The Large Hadron Collider beauty (LHCb) experiment [83] is one of the main experi-
ments at the LHC. LHCb was conceived to search for physics beyond the standard
model by performing precise measurements of rare and CP-violating processes in
heavy-flavour decays. The LHCb physics reach however, goes much beyond these
topics and has contributed in many areas such as heavy baryon spectroscopy, dis-
covery of tetraquark bound states, study of heavy-ion collisions and ultimately the
study of fixed-target collisions, the latter being a unique feature among the LHC
experiments.

The LHCb spectrometer has a particular geometry. The layout of the LHCb
spectrometer can be seen in Fig. 2.2 as well as its sub-detectors. It covers the angular
region where most bb pairs are produced, see Fig. 2.3. In the left plot the angular
region covered by the LHCb spectrometer is highlighted in red, encompassing one of

1LINAC 4 in Fig. 2.1. It superseded LINAC2 which was used at CERN from 1978 until the end of the
LHC Run 2 in 2018.

2The harmonic number is the proportionality constant between the RF frequency fRF and the
revolution frequency in the ring frev (the number of times per second a particle orbits the accelerator).
fRF must be an integer multiple of frev as fRF = h frev, where h is the harmonic number.
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FIGURE 2.1: The CERN accelerator complex. The different accelerators
that participate in the generation and ramp-up of the LHC beams are
shown as well as other experiments that make use of particle beams.

Figure taken from Ref. [84].
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FIGURE 2.2: Lateral view of the LHCb detector layout. The collisions
take place within the vertex locator (VELO) vessel. Figure taken from

Ref. [86].

the two peaks in the production. In the plot on the right, the same effect is shown in
units of pseudorapidity η. The red box shows the LHCb acceptance and the yellow
box shows a typical general-purpose detector (GPD) acceptance, which is the case
of most other experiments at the LHC. This shows that bb pairs are very likely to be
produced with both quarks either in the very forward direction (or very backward),
and due to the large production cross-section in pp collisions [85], LHCb is an optimal
spectrometer for heavy-flavour studies.

The LHCb detector is a single-arm forward spectrometer covering the pseudora-
pidity range η ∈ [2, 5]. LHCb has extremely good tracking capabilities. The tracking
system is composed by the vertex locator (VELO), the only movable component of
the LHC while in operation, the tracker turicensis (TT) and the tracking stations T1,
T2 and T3. These, with the aid of a dipole bending magnet provide very precise
momentum and charge measurements. Two ring imaging Cherenkov (RICH) de-
tectors are responsible for the particle identification of charged hadrons. Photons,
electrons and neutral hadrons are identified by a calorimeter system consisting of
scintillating-pad (SPD) and pre-shower (PRS) detectors, an electromagnetic (ECAL)
and a hadronic calorimeter (HCAL). Muons are identified by a system composed of
alternating layers of iron and multiwire proportional chambers. The online event
selection is performed by a trigger, which consists of a hardware stage, based on
information from the calorimeter and muon systems, followed by a software stage,
which applies a full event reconstruction.
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FIGURE 2.3: (left) Simulated bb production angles in pp collisions
at
√

s = 14 TeV. The red bars show the LHCb detector acceptance.
(right) The bb pseudorapidity distribution. The yellow box represents
the acceptance of a general-purpose detector and the red box the

acceptance of the LHCb detector. Figures taken from Ref. [87].

2.2.1 The tracking system

The LHCb tracking system has as a starting point the VELO [88] which envelops the
nominal interaction point (IP) of the beams. It is a detector which consists of two
halves where a series of 21 half-disks are put in place in each half, making up the
21 modules. Each half module is a silicon strip detector with the strips arranged in
such a way that they provide a radial measurement (R-sensor) and an azimuthal
measurement (Φ-sensor) of the tracks hits. In order to guarantee a full azimuthal
coverage, each half module spans 182º to have a small overlap and no acceptance
gap. In addition to the 21 modules, there are 2 other upstream modules of only
R-sensors, located opposite the rest of the LHCb spectrometer. These 2 extra modules
are used to veto certain events and are called the pile-up (PU) stations. The two halves
are normally about 6 cm apart to avoid unwanted interactions with the circulating
beams, and only move in closer to the fully closed position when the beams are
stable, approaching the beams to 8 mm distance. All of this makes the VELO a
perfect detector to reconstruct displaced vertices of charm and beauty hadron decays,
which occur very close to the primary vertex (PV). For a typical event, the spatial
resolution in the beam direction is of 71µm and in the transverse plane of 13µm [89].
A schematic view of the VELO can be seen in Fig. 2.4.

After the VELO, the tracking system makes use of two other types of tracker;
the silicon inner tracker (IT) [90] and the gas-tube outer tracker (OT) [91]. These
trackers are arranged in four stations, the first one being the TT, which is located
before the bending magnet and after the RICH 1 detector. It is made up of only IT
modules, given its small dimension. The stations T1, T2 and T3 are located after the
bending magnet and before the RICH 2 detector. These are composed of IT modules
in the region closer to the beam-pipe, and OT modules in the regions farther from the
beam-pipe. This is motivated by the fact that the detector occupancy is about 20 times
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FIGURE 2.4: (top) The layout of the VELO detector. (bottom) The VELO
sensors in the (left) closed and (right) open configurations. Figure taken

from Ref. [83].

higher in the region occupied by the IT than in the region covered by the OT, due to
the proximity to the beam-pipe. This justifies the choice of different technologies for
different regions since the IT can achieve a much finer granularity and has a better
radiation hardness. The tracking stations are made up of four layers with the strips
vertically arranged in the first and last layers, while the two middle layers are tilted
by ±5◦ to provide vertical information of the detected hits. In Fig. 2.5 one of the tilted
layers of the TT can be seen.

The LHCb detector makes use of these tracking detectors to reconstruct tracks.
The reconstructed tracks in a typical event at LHCb are shown in Fig. 2.6 as well as the
hits used to reconstruct them in the different tracking stations. The track momentum
is determined from the curvature generated by the magnetic field between the TT
and the stations T1, T2 and T3. This field is the result of a dipole magnet made
up of two trapezoidal coils placed symmetrically on the top and bottom with a
bending power of 4 Tm. These parts working together provide a measurement of the
momentum of charged particles with a relative uncertainty that varies from 0.5% at
low momentum to 1.0% at 200 GeV/c. The minimum distance of a track to a PV, is
measured with a resolution of (15 + 29/pT)µm, where pT is the component of the
momentum transverse to the beam, in GeV/c. In order to maintain the good track
reconstruction at LHCb, the luminosity is levelled during the LHC fills by keeping a
transverse displacement of the beams, ensuring that there is only about 1 collision
per bunch-crossing. During Run 2, LHCb operated at a nominal average luminosity
of 4× 1032 cm−2 s−1.
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FIGURE 2.5: Layout of one of the TT detection layers. The different
read-out regions are shown in different colours. Figure taken from

Ref. [83].

FIGURE 2.6: Display of reconstructed tracks in an event and the cor-
responding assigned hits in the different tracking stations. The inset
shows a close-up inside the VELO region in the (x, y) plane. Figure

taken from Ref. [83].
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FIGURE 2.7: (left) RICH 1 and (right) RICH 2. Figures taken from
Ref. [83].

2.2.2 The particle identification

For the particle identification of charged hadrons, LHCb has two different RICH
detectors; RICH 1, located right after the VELO and RICH 2, located after the T3
tracking station [92]. These detectors are aimed at different momentum ranges, and
they both make use of the Cherenkov light emitted by charged particles moving faster
than the speed of light in the material medium. The angle of the emitted light with
respect to the particle momentum is related to the particle speed as

cos (θC) =
1

nβ
, (2.1)

where n is the refractive index of the medium and β is the particle speed in natural
units. This, in combination to the momentum measured by the tracking system allows
to measure the mass of the particles, and thus their identification.

The RICH 1 detector uses C4F10 as the radiator,3 and performs well in identifying
charged hadrons with a momentum of p ∈ [2, 60]GeV/c covering an acceptance angle
from 25 to 250 mrad in the vertical plane and to 300 mrad in the horizontal plane. The
RICH 2 on the other hand has a smaller acceptance from 15 to 120 mrad horizontally
and to 100 mrad vertically, and it is thus focused on the region where high momentum
tracks, going up to 100 GeV, dominate. The layout of the two RICH detectors can be
seen in Fig. 2.7.

The reconstructed Cherenkov angles for charged tracks are shown in the left plot
of Fig. 2.8 as a function of the track momentum. There, clear bands can be seen which

3During Run 1 the RICH 1 had in addition silica aerogel as a radiator, but was removed for Run 2
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FIGURE 2.8: (left) Reconstructed Cherenkov angle as a function of
the track momentum in the RICH 1. (right) The kaon identification
efficiency and the pion miss-identification rate as a function of track

momentum. Figures taken from Ref. [93].

correspond mainly to pions, kaons and protons. The kaon identification power as
well as the pion miss-identification rate are shown in the right plot of Fig. 2.8. For the
D0 analysis that will be discussed in Sec. 5 it is particularly important to have a good
identification capacity of kaons and pions, since the D0 is studied in the K+π− decay
channel (and the charged conjugate decay).

2.2.3 The calorimeter system

The LHCb calorimeter system [94] consists of the SPD, PRS, ECAL and HCAL. These
are used to measure precisely the position and the energy deposited by hadrons,
electrons and photons and select high transverse energy candidates for the first trigger
level (L0).

The ECAL is a sampling detector made up of 70 layers each consisting of a
2 mm-thick Pb sheet and a 4 mm-thick scintillator plate, whose light is collected by
wavelength shifting (WLS) fibres through 5952 channels. The ECAL covers an area of
about 50 m2, and it provides the adequate granularity and resolution to reconstruct
photons and neutral pions.

The HCAL is also a sampling device which exhibits 16 mm-thick iron plates and
4 mm-thick scintillating tiles, which are read-out by WLS fibres through 1468 channels.
The peculiarity of the HCAL is the orientation of the iron and scintillating plates
which are positioned parallel to the beam pipe.

The density of hits varies greatly on the calorimeters surface, almost 2 orders
of magnitude between the central and outer regions. To compensate for this effect,
different segmentations are chosen depending on the region they cover. For the ECAL
three different segmentations are used with the most stringent demand being the
resolution of the two showers of high-energy π0 which decay to two photons. To
cope with this, the cell size in the innermost region of the ECAL is close to the Molière
radius,4 like this, most of the shower energy is contained in about 4 cells. For the
HCAL on the other hand, given the dimensions of the hadronic showers, and the
performance needed, only two different segmentations are used. A quarter of the

4The Molière radius is the radius of a cylinder containing on average 90% of the shower energy
deposit.



38 Chapter 2. The LHCb experiment

FIGURE 2.9: Segmentation of the (left) ECAL and (right) HCAL. Only
the top-right quarter is shown for both detectors. The cell dimen-
sions and read-out channels are shown for every segmentation region.

Figures taken from Ref. [83].

front-face of the ECAL and HCAL can be seen in Fig. 2.9, with the different sections
shown, intended for different levels of occupancy. The black regions represent the
passage of the beam.

The SPD and the PRS are 15 mm-thick scintillator pads located before the ECAL
and are separated by a 12 mm-thick Pb wall with the SPD being the first one. These
detectors are used to provide an improved separation of electrons and photons at the
SPD level, and the reduction in the charged-pion background at the PRS level. Their
cell-layout is the same as the ECAL, with a slightly smaller cell size, resulting in 5952
channels for each detector.

2.2.4 The muon system

Lastly there is the muon system [95]. It consists of 5 stations denoted M1 to M5,
covering in total an area of about 435 m2, and it provides muon identification. The
M1 station is located before the calorimeters, to improve the pT measurements, and
the stations M2 to M5 are located downstream the HCAL, being the last sub-detectors
of LHCb. Each station is of rectangular shape and is mainly composed of multi-wire
proportional chambers, except in the most central region of M1, where gas electron
multiplier (GEM) detectors are used since it has to withstand a higher particle flux.
The M2 to M5 stations are interleaved with 80 cm-thick iron absorbers to effectively
stop all other charged particles. The total absorber thickness including the stations is
of about 20 radiation lengths.

The geometry of all stations is projective, meaning that they increase in size
proportionally to the distance to the nominal IP, to cover always the same angular ac-
ceptance, 20 to 306 mrad in the horizontal direction and 16 to 258 mrad in the vertical
direction. Each station is divided in 4 regions R1 to R4 to account for the different
occupancies as the distance from the beam-pipe grows. These linear dimensions
and segmentation of the regions scale as 1:2:4:8 and with this geometry the channel
occupancies are comparable in all regions. The layout of the muon stations M1 to M5
and the layout of the regions R1 to R4 in a single station can be seen in Fig. 2.10.

2.2.5 The trigger system

The LHCb trigger system [97] is designed to reduce the event rate from 40 MHz,
which is the nominal bunch-crossing rate, down to 12.5 kHz, which is low enough to
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FIGURE 2.10: (left) Lateral view of the muon system and (right) the
layout of the 4 regions R1–R4 in a single muon station. Figures taken

from Ref. [83, 96].

allow the storage of the selected events for further offline analysis. A trigger system
is always defined as a set of algorithms that classify events as being "interesting" or
"uninteresting" for analysis, in such a way that most of the interesting processes are
recorded efficiently. As a convention a single trigger algorithm is known as a "line",
so a given trigger is effectively a collection of trigger lines.

The LHCb trigger system is divided in stages, the first one being the level 0, or
L0, where some components of the detector need to be read out at 40 MHz, this
means that the trigger decision is made purely of hardware requirements, using only
information from the calorimeters, PU stations and muon stations. The following
stage is the software high-level trigger (HLT) which in itself is further divided into
the HLT1 and HLT2 stages, where the HLT1 consists of a partial event reconstruction
and the HLT2 performs an offline-like full event reconstruction. A scheme of the
trigger system flow can be seen in Fig. 2.11.

The L0 trigger is divided into three independent units, the L0-Calorimeter, L0-
Muon and L0-PileUp. The latter is only used for luminosity determination pur-
poses [99]. The calorimeter unit makes use of the SPD, PRS, ECAL and HCAL
detectors. An event is triggered when the computed transverse energy (ET),5 de-
posited in clusters of 2× 2 cells in the ECAL and HCAL, is above a certain threshold.
From the found clusters different types of candidates are built. The L0Hadron can-
didates are the highest ET clusters in the HCAL, which also contain the ET from the
corresponding ECAL cluster. The L0Photon are the highest ET in the ECAL with 1
or 2 hits in the PRS and no hit in the corresponding SPD cells. The L0Electron are
the same as for the L0Photon but with at least 1 hit in the corresponding SPD cells.
Separately, the total number of hits in the SPD are computed and required to be

5The transverse energy is defined as ET = ∑4
i=1 Ei sin (θi), where Ei is the energy deposited in cell i

and θi is the angle between the z-axis and a line going from the cell centre to the nominal IP.
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µ/µµ
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e/γ

L0 Hardware Trigger : 1 MHz 
readout, high ET/PT signatures

Software High Level Trigger

12.5 kHz (0.6 GB/s) to storage

Partial event reconstruction, select 
displaced tracks/vertices and dimuons

Buffer events to disk, perform online 
detector calibration and alignment

Full offline-like event selection, mixture 
of inclusive and exclusive triggers

LHCb 2015 Trigger Diagram

FIGURE 2.11: The LHCb trigger scheme for Run 2 of the LHC. Figure
taken from Ref. [98].

below a certain threshold in order to avoid events that would require an exaggerated
amount time to be processed in the HLT stage.

The L0Muon unit searches for straight-line tracks in the 5 muon stations. The
direction of the reconstructed track is used to compute the particle pT assuming it
originated in the IP and that it only received a single kick by the LHCb magnet. The
trigger decision is based on the two muons with the highest pT. Either the highest
momentum muon is above the L0Muon threshold or the product of the two largest
momentum muons is above the L0DiMuon threshold.

In addition to these lines, there are other special trigger lines that select low
multiplicity events to study central exclusive production and other inclusive jet
measurements.

The HLT is a software trigger which takes place at the event filter farm which can
accommodate ∼ 50 000 single-threaded processes using hyper-threading technology.
The HLT1 is faster than the HLT2 in order to cope with the 1 MHz output from the
L0 stage. The HLT1 uses one or two track signatures from the VELO or the TT to
reconstruct particles that correspond to the L0 objects, or in the case of the L0Photon
candidates confirm the absence of a charged particle that could be associated to these
candidates. To illustrate this, consider the HLT1 line Hlt1DiMuonHighMass, which
requires the muon track to have a pT of at least 400 MeV/c, a total momentum of
at least 3 GeV/c and that the track be reconstructed with a χ2/ndf of less than 4.
The HLT1 output is of about 30 kHz and at this rate the HLT2 can perform a more
extensive offline-like event reconstruction to trigger the event. The events that were
triggered by the HLT2 stage are stored at a rate of 12.5 kHz, for further offline analysis.

The different configurations for bandwidth allocations for different L0 lines or for
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different HLT stages are managed by either pre- or post-scale factors, thus ensuring
that the data-flow remains within the set volume. These different configurations are
called the trigger configuration keys (TCKs) and they are identified by a hexadecimal
number. During data-taking, different TCKs can be used even in the same fill. This is
the case when for example, at the beginning of a fill the event rate is high and some
trigger lines are heavily pre-scaled to fit within the allowed bandwidth, but then the
interaction rates drop due to the degradation of the beams and a lower pre-scale can
be used. It is important in any case to know the TCK used for the data-taking to be
able to correct the results for possible scaling factors present.

Candidates for a specific decay or for a specific type of process are further identi-
fied in a process called "Stripping". Here, the reconstructed candidates are selected by
certain stripping lines, which apply a specific selection, and stored in a data container
for every line. This allows to work with much more reduced data volumes when
performing an offline analysis.

2.3 SMOG

The System for Measuring the Overlap with Gas (SMOG) is a feature of LHCb [100–
102] and it is unique at the LHC. It was originally designed to measure the overlap
integral for the luminosity determination using the beam-gas imaging (BGI) technique.
Its development was necessary in order to increase the beam-gas interactions, and it
achieves this by injecting noble gasses into the VELO vacuum chamber. Additionally,
SMOG gives LHCb the unique capability to function as a fixed-target experiment, by
making proton-nucleus and nucleus-nucleus collisions possible between the LHC
beams and various possible target types at different centre-of-mass energies.

2.3.1 The setup

The SMOG system, shown in Fig. 2.12, consists of a series of valves, pressure gauges,
storage volumes and pumps, which allow for a very controlled gas-feeding into the
pre-VELO volume and subsequently to the VELO vacuum chamber. A drawing
representing the full SMOG system and its couplings until the VELO is shown in
Fig. 2.13 using neon (Ne) as a source, but in principle other noble gasses can be
and have been used. The valves PV501 ("Fill"), PV502 ("Bypass") and GV302 are
controlled with the VELO vacuum control software, whereas the manual MV502
("Isolate") valve is kept open. The circuit is equipped with different Penning (PE) and
Pirani (PI) pressure gauges to monitor the low pressure in the different stages after the
Fill valve, and a Piezo (PZ) pressure gauge for the high pressure volume before the
Fill valve. The passage to the pre-VELO volume is through a non-evaporative getter
(NEG) filter, which filters out residual gasses from the SMOG local circuit. The pre-
VELO volume is pumped with a turbomolecular pump (TP301).The two PE gauges,
PE411 and PE412 that are located in the VELO vessel, monitor the beam vacuum
pressure at the IP. During laboratory testing of the gas-feed system, quadrupole mass
analysers (QMA) were installed in the laboratory pre-VELO and VELO volumes
in order to precisely measure not only the Ne presence and pressure, but also the
relative abundance and pressures of other gasses produced by the outgassing of the
circuit components such as hydrogen, water and carbon dioxide.
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FIGURE 2.12: The SMOG device and its components. Figure taken
from Ref. [102].

FIGURE 2.13: Drawing of the SMOG device organisation and the
connection to the pre-VELO and VELO volumes. The gas to be injected

is in yellow. Figure taken from Ref. [102].
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2.3.2 The gas injection

Before gas injection, with the valve GV302 closed, the two ionic pumps of the VELO
are switched off, increasing the pressure by a factor 5. Before the opening of the valve
GV302, the SMOG is already injecting gas into the pre-VELO volume. Then when
the GV302 valve is opened, the Ne gas starts to flow into the VELO and it reaches a
stable pressure within a few minutes. Then the injected gas can flow freely into the
beam-pipes, where it is pumped out at ±20 m. When the injection is stopped, the
valve GV302 is closed, and the Bypass valve open, to evacuate the remaining gas in
the circuit. Subsequently the valve GV302 is opened again to allow the TP301 pump
to evacuate out the Ne gas from the VELO.

A gas injection cycle can be seen in Fig. 2.14 (top left), where the pressure measured
by the 2 PE gauges in the VELO is shown, as well as the beam-gas interaction rates
as seen by the hardware triggers ODIN B1 and B2, dedicated to trigger on beam-gas
interactions for beam 1 (LHCb-going) and beam 2 respectively, and the calorimeter
rates. The pressure and interaction rate increase roughly by two orders of magnitude.
The pressure shown by the PE gauges needs to be corrected by a factor of 4.1, to
account for the different sensitivity of the gauges to Ne with respect to nitrogen gas.6

The time needed to return to the nominal background pressure after an injection
was measured in the laboratory with the aid of a QMA in the pre-VELO volume. This
procedure, starting from a steady state of injected gas, can be seen in Fig. 2.14 (bottom
left). It takes ∼ 20 minutes for the Ne pressure to drop below the residual gas level.

In the long term, the Ne contained in the storage volume, and the injection
pressure, will decrease due to the Ne being lost at every injection, and ultimately a
refill of Ne will be needed. This Ne loss however, happens at a rate of 1%/day during
continuous gas injection and is thus not critical for the stability of interaction rates or
the pressure during a given fill of the LHC. The pressure evolution during a period
of roughly 170 hours of gas injection can be seen in Fig. 2.14 (right). The top panel
shows the pressure measured by the PZ gauge before the Fill valve, which reflects the
changes in pressure due to the temperature changes. This happens because the PZ
gauge measures the force which is proportional to the pressure and is thus sensitive
to the temperature. On the other hand the PE gauges and the QMA measurements
shown in the middle panel, are proportional to the gas density, and consequently
they are not sensitive to the temperature. The bottom panel shows the residual gas
pressure measured with the QMA.

2.3.3 Data-taking with SMOG

The SMOG gas injection is activated and initiated from the control room by the shift
leader. There is a software protocol in place to make this task as simple as possible.
Once the LHC has declared stable beams and the VELO is aligned and closed around
the beams, the SMOG activation can begin. Once the gas injection has started, the
shift leader will manually stop the current run,7 and start a new one. This is to
ensure that the data collected with SMOG will have been recorded with a stable gas
pressure. This results in the first few minutes of gas injection being dumped, which is
a negligible amount of time.

The SMOG system made it possible to drastically expand the LHCb physics
programme by allowing it to function as a fixed-target experiment. Since 2015 several

6The calibration of the penning gauges has been done with nitrogen gas.
7During data-taking, runs are the live periods where data is recorded. These are usually one hour

long by default and can be manually ended. Not to be confused with the LHC Run 1 or Run 2.



44 Chapter 2. The LHCb experiment

FIGURE 2.14: (top left) Pressure and beam-gas interaction rates dur-
ing gas injection cycle from start to finish. The two penning gauges
are shown in blue and green circles, the calorimeter trigger rate in
red squares and the ODIN triggers in turquoise and purple triangles.
(bottom left) Residual gasses and Ne pressure when the injection is
stopped. The vertical dashed line marks the opening of the Bypass
valve. The first measurement at t less than 0 was performed during an
injection steady state. (right) Pressure decrease due to the periodic loss
of Ne during long term injection. The top panel shows the pressure
measured by the PZ gauge, which is sensitive to the temperature and
exhibits the oscillating behaviour. The middle panel shows the Ne
pressure measured by the PE gauge and the QMA. The bottom panel
shows the residual gas pressure measured by the QMA. Figures taken

from Ref. [102].
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FIGURE 2.15: Different datasets collected since 2015 to date with the
different SMOG runs. Different gas types and beam energies have

been used.

dedicated runs have taken place with helium, argon and neon targets with p and
Pb beams of energies ranging from 2.5 to 6.5 TeV. The recorded datasets to date can
be seen in Fig. 2.15. This extended physics programme has already produced high-
quality results, such as heavy-flavour production in proton-nucleus collisions [65]
and measurements of prompt antiproton production in proton-helium collisions [103].
It has also opened new doors in the search for intrinsic charm in the proton at high
Bjorken-x and more importantly for this thesis, it has opened a new window into the
study of QGP formation in Pb-nucleus collisions, specifically in PbNe collisions.

2.4 LHCb upgrade and SMOG2

During the LHC long shutdown 2, in 2019-2021, the LHCb detector is undergoing
major upgrades of all its subdetectors. This will allow LHCb to handle an instanta-
neous luminosity a factor 5 higher in collider mode and also it will be able to be read
out at the full bunch-crossing rate, no longer needing a hardware trigger.

In order to have a low pile-up of collisions in the IP, LHCb has worked until now
with a levelled instantaneous luminosity of 4× 10−32 cm−2s−1. This is because the
low pile-up condition helps to avoid the risk of mismatching a secondary vertex by
another pp interaction. Now however, with the current reconstruction algorithms,
this mismatching can be kept at the percent level while working with an instanta-
neous luminosity of 2× 10−33 cm−2s−1. This on the other hand, means that all the
subdetectors must be able to withstand the higher radiation hardness and have a
greater granularity for the increased particle density to be expected.

The trigger system will be completely remodelled [104]. During Runs 1 and 2
only limited information from the calorimeter and muon stations was read out at
40 MHz and then in another processing stage the HLT1 would reduce the candidate
rate to 1 MHz, which is the maximum rate at which the full detector could be read
out. With this upgrade all subdetectors will be read out at 40 MHz feeding the data
directly into a software trigger which will allow to have much more complex trigger
decisions as the first triggering stage.

The VELO will be upgraded [105] and will consist of 26 stations made up of 41
million 55× 55µm2 hybrid pixel detectors. It will approach even closer to the beams,
reaching a minimum distance of 5.1 mm. The TT will be replaced by the Upstream
Tracker (UT) [106] which, as its predecessor, has 4 layers but now features 3 different
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FIGURE 2.16: Schematic view of the SMOG2 setup attached to the
VELO. The target cell in the figure is the SMOG2 storage cell. Figure

taken from [108].

granularity regions depending on the distance to the beam-pipe. The new tracking
stations downstream of the magnet, called the SciFi, will employ a single detector
technology, the scintillating fibres. For particle identification [107], the RICH detectors
will be at the same locations and use the same gas radiators as the current ones. The
system of light-collection of RICH 1 will be upgraded to deal with the greater particle
density and in both RICH detectors the photo multipliers will be changed in order to
cope with the 40 MHz read-out. The muon stations M2-M5 remain the same with new
electronics for the read-out, while the M1 station will be removed since its purpose
was to provide information for the L0 hardware trigger. The only change will be
in the central region of M2 where GEM detectors will be employed to cope with
the high particle density. The calorimeter upgrade mainly consists on changing the
electronics and getting rid of the SPD and PRS, whose function was mainly to provide
information to the L0 trigger.

The SMOG system will become SMOG2 [108, 109], which will consist in a storage
cell located upstream of the VELO. This will provide much more precise knowledge of
the gas pressure and increase the beam-gas interaction rate by a factor of 102 due to the
higher achievable pressures. Also the new configuration with the SMOG displaced
from the nominal pp IP, provides a very clean separation of the PV originating from
beam-beam interactions and from beam-gas interactions. This results in an important
reduction of the background and also makes parallel running of collider and fixed
target mode possible for the entire data-taking period. In addition, with this more
sophisticated and controlled gas feed system, many more gas species can be used,
such as hydrogen and deuterium, nitrogen or oxygen, going beyond the noble gasses.

The SMOG2 storage cell is made up of 2 halves attached to the VELO halves,
this allows the cell to open and close along with the VELO. A schematic view of the
storage cell and its attachment to the VELO can be seen in Fig. 2.16.

With LHCb increasing so drastically its capabilities and with the new improved
SMOG2, the expectations remain high for Run 3 and even higher for the future
upgrades already scheduled.
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Chapter 3

SMOG data-taking and quality

In this chapter the heavy-ion data-taking period of 2018 is described, including the
machine set-up and the filling schemes used. Before using the recorded data for the
analysis, it is important to evaluate the quality of the stored data. For this, all runs are
processed and it is verified that the rates of events are coherent between the different
runs and within a given fill. This filtering step described here allows to leave out runs
whose rate of candidate selection is abnormal or not understood.

3.1 The data

The data used were recorded during the heavy-ion run of the LHC which took place
late 2018, with the first stable beams declared on November 8th until December
1st. Lead nuclei are accelerated to 2.51 TeV and made to collide at a centre-of-mass
energy of

√
sNN = 5.02 TeV. Neon gas was injected into the VELO chamber where

the nominal IP is located, thanks to the SMOG system. When the detector is set up
to function with the injected gas the ionic vacuum pumps are switched off and the
gas can flow freely up to ±20 m from the IP until it reaches the closest active pumps
and is evacuated. This results in an average pressure of the order of 1× 10−7 mbar,
roughly two orders of magnitude higher than the nominal vacuum pressure of the
LHC beam-pipes.

The Ne atoms act as a fixed-target for the forward going Pb beam resulting in
a collision with a centre-of-mass energy of

√
sNN = 69 GeV which are the events of

interest for this analysis. The Pb ions are arranged in bunches within the beam, and
the beam is characterised by the spacing (in ns) between bunches, the number of
filled bunches, and the number of colliding bunches in each experiment. All of these
factors affect the event rate that is recorded.

3.1.1 Filling schemes

The filling schemes are defined in order to provide significant instant luminosity to
the four main LHC experiments; ATLAS, ALICE, CMS and LHCb. Before the beam is
fully loaded in the LHC, ramped up to the operational energy and ready for physics,
a series of steps need to be performed in the different accelerator systems [110–112].
At each stage, several bunches of Pb nuclei need to be accumulated from the previous
stage, filling the available space before being passed to the following accelerator. Like
this the train of bunches becomes longer and eventually builds the final LHC beam.

The train of bunches has different possible values for bunch spacing, and also
since it is possible to have empty bunches, there are different possible numbers of
filled Pb bunches and different numbers of colliding bunches at each IP. The filling
schemes used during the 2018 heavy ion run can be seen in Tab. 3.1, where FS1 to FS10
denote the different schemes used. The number of non-colliding bunches, shown
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TABLE 3.1: Filling schemes used during the 2018 data-taking period.
The number of colliding and non-colliding bunches refers specifically

to LHCb.

Filling scheme FS1 FS2 FS3 FS4 FS5 FS6 FS7 FS8 FS9 FS10
Bunch spacing (ns) 100 100 100 100 100 100 100 75 75 75

Total bunches 64 260 484 592 648 632 648 460 670 733
Colliding bunches 45 35 53 132 75 126 52 304 384 468

Non-colliding bunches 19 225 431 460 573 506 596 156 286 265

FIGURE 3.1: Overview of the 2018 heavy-ion run at the LHC. The beam
intensity is shown on the top panel and the individual instantaneous
luminosity of the experiments is shown (ATLAS and CMS in blue;
ALICE in magenta; LHCb in green). Major changes are indicated.

Figure taken from Ref. [113].

in Tab. 3.1, corresponds to the number of bunches that go through LHCb without
crossing a bunch in the opposite direction. This number is important for the PbNe
collisions, since they are only recorded when bunches from beam 1 (the LHCb-going
beam) do not cross a bunch travelling in the opposite sense (a bunch from beam 2)
and thus the higher the number of non-colliding bunches, the higher the rate of PbNe
collisions available.

The first part of the heavy-ion run was marked by an ion source fault and the
commissioning had to begin with proton beams to perform some beam optics mea-
surements and corrections for the future Pb beams [113]. When the Pb beams became
available, the final adjustments on the optics, collimation set-up and the validation
of the collision configuration for the machine protection were performed. From the
first stable beams, with a bunch spacing of 100 ns, the number of filled Pb bunches in
the beam was increased steadily going from 64 in the first fills, to 648. Once this was
reached, it was the norm until the beams were upgraded to a bunch spacing of 75 ns.
In this new regime the filled bunches were increased from 460 to 733, surpassing
greatly the initial design goal of 592 bunches. This 75 ns scheme resulted in many
more bunch collisions at LHCb, but it was detrimental for the PbNe events since it
meant less non-colliding bunches. An outline of the entire 2018 heavy-ion run can be
seen in Fig. 3.1.
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TABLE 3.2: Stripping and HLT1 lines definition for the J/ψ candidate
selection.

HeavyIonDiMuonJpsi2MuMu
µ± pT > 500 MeV/c, track χ2/ndof < 10
J/ψ vertex χ2/ndof < 25

Invariant mass ∈ [2900, 4000]MeV/c2

Hlt1SMOGDiMuonHighMass

µ track
pT > 400.0 MeV/c, p > 3 GeV/c

track χ2/ndof < 4
track ghost probability < 999

3.2 Event rates

To have a measure of the data quality from the PbNe collisions certain event rates
are studied. This is done with the aim of finding runs that present an unexpected
behaviour with respect to the trend, or runs in which the D0 candidate rate changed
differently than the J/ψ candidate rate. The D0 and J/ψ candidates are used as a
proxy for what the main analysis will be, described in Sec. 5, but it should be noted
that at this stage no signal selection is performed.

Only runs in which Ne was injected, via the SMOG system, were considered. This
is important since the goal is to study PbNe interactions, and in order to detect any
anomaly in the runs analysed by looking at the candidate rates it is necessary that
the gas injection be already finished. For this reason, runs during which the gas is
being injected are completely left out. This does not pose a big loss because usually
the runs in which the gas is injected are of very short duration since a few minutes
after the gas injection the run is manually cut and a new run, potentially valid for
physics analysis, is initiated.

In order to obtain the candidate rates to be studied, the first step is to consider
the already stripped data. D0 candidates are obtained from reconstructed D0 in the
K−π+ decay channel (the charge conjugate is implied) from events that triggered
the HeavyIonOpenCharmD02kpi stripping line and the HLT1 Hlt1BEHasTrack line. In
addition, the events must have taken place during the crossing of a filled Pb bunch
from beam 1 and an empty Pb bunch from beam 2 (BCType 1), there should be at least
one reconstructed primary vertex (nPV > 0) and only the best candidate found in the
event is kept (nCandidate = 0). The best candidate corresponds to the candidate with
the best reconstructed primary vertex. Since the vertex reconstruction involves the
fitting of a set of tracks that lead to roughly the same point in space (the primary
vertex), the best vertex is the one for which the fit χ2/ndf value is minimum.

The J/ψ candidates on the other hand, are obtained from reconstructed J/ψ in the
µ+µ− decay channel from events that triggered the HeavyIonDiMuonJpsi2MuMu strip-
ping line and the HLT1 Hlt1SMOGDiMuonHighMass line. As for the D0, the events must
have taken place during a BCType 1 beam-crossing, have at least one reconstructed
primary vertex and only the best candidate found is kept.

The definition of the stripping and the HLT1 lines used are summarised in Tab. 3.2
and 3.3 for J/ψ and D0 respectively. In the tables IP refers to the impact parameter,
that is, the transverse distance of the track to the PV. The χ2/ndof of tracks and
vertices refers to their reconstruction quality. The track ghost probability, as the name
suggests, refers to the probability that the track is a fake track reconstructed by the
reconstruction algorithm.
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TABLE 3.3: Stripping and HLT1 lines definition for the D0 candidate
selection.

HeavyIonOpenCharmD02kpi

K− pT > 250 MeV/c, p > 3 GeV/c, η ∈ [0, 10],
PIDK-PIDpi > 0.0, track χ2/ndof < 5, IP χ2/ndof > 4

π+ pT > 250 MeV/c, p > 3 GeV/c, η ∈ [0, 10],
PIDK-PIDpi < 5.0, track χ2/ndof < 5, IP χ2/ndof > 4

DOCA < 2 mm
At least 1 daughter pT > 500 MeV/c

D0 vertex χ2/ndof < 16
Invariant mass ∈ [1764.84, 1964.84]MeV/c2

Hlt1BEHasTrack

π+ or K− track
pT > 500.0 MeV/c
track χ2/ndof < 4

track ghost probability < 0.8

Once the absolute number of candidates have been obtained for every run, by
means of the aforementioned selection, it is divided by the run duration effectively
resulting in the D0 and J/ψ candidate rate per minute. Each candidate has a time-
stamp given by the variable GpsTime, and thus the run duration is taken to be the
difference of the maximum GpsTime and the minimum found for every run.

As another criterion for the run pre-selection it was required that the run duration
be longer than 5 minutes to ensure a stable condition of the data-taking. The only
exception to this being runs that were taken at the end of the fill and that were ended
by the beam-dump. After this pre-selection stage the integrated recorded time left
was 224.45 hours and the time left out due to the runs being less than 5 minutes long
was 0.71 hours (∼ 0.3%).

In Fig. 3.2 the D0 and J/ψ candidate rates are shown for every run of the 2018
heavy-ion data-taking period during which there was gas injected. There is a clear
decreasing trend within each fill, which reflects the beam intensity degradation with
time due to the continued collisions. Another striking feature is the high-rate and
low-rate regions, specifically the period before fill 7460 (high-rate) and after run
7460 (low-rate). This is a reflection of the different bunch spacing used in the filling
schemes. Before fill 7460 only filling schemes FS1 to FS7 were used, which have
a bunch spacing of 100 ns and from fill 7460 onwards only filling schemes FS8 to
FS10 were used, with a bunch spacing of 75 ns. The only exception being fill 7483
where filling scheme FS7 was used for a van der Meer scan1 performed for the ALICE
experiment.

In Fig. 3.2, as opposed to the behaviour shown in Fig. 3.1, a higher event rate is
evident when the beams are filled with the 100 ns filling schemes. This is because the
recorded PbNe collision rates are higher when the number of non-colliding bunches
is high, which is contrary to the rates in normal beam-beam collisions where the more
filled bunches, the higher the collision rate.

In order to identify problematic runs different approaches were implemented. The
first one is to identify runs which exhibit a rate that does not fit in the decreasing trend
within each fill. As a concrete example, the expected behaviour after the beginning of

1A van der Meer scan is a method to determine the luminosity in collider experiments and it consists
in moving the beams across each other in the vertical and horizontal directions to measure the collision
rates at different beam positions. This allows one to estimate the collider luminosity [114].
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TABLE 3.4: Runs deemed fit for analysis, that present an out-of-trend
behaviour. The reason that explains the apparent problem is detailed.

Fill Run Problem Explanation
7448 218210 Too low Duration 9:31 minutes and 59s lost⇒ 9% lost.

7453 218325/6 Too low
SMOG was closed and re-opened 40 minutes later.
Beam degraded.

7454 218371 Too low
LHC in adjust mode for 5 hours. SMOG was closed
and re-opened at the end of the fill.

a fill is a steady decrease in the recorded rate, so if a given run presents an increase
in the rate with respect to the previous run from the same fill, or an excessive drop
which falls below the decrease trend, it is flagged as a potential bad run. In Fig. 3.2
the second run of fill 7440 and the last run of the same fill are examples of the increase
and excessive drop respectively.

Several runs were flagged as showing a non-standard behaviour, and after a
careful search in the LHCb data-taking logbook, they were classified as being fit
for analysis (circled in green in Fig. 3.2) if there was a reasonable explanation for
the value of the rate, or being not-fit (circled in red in Fig. 3.2) due to the fact that
the behaviour is not clearly explained with the available information and thus, not
understood.

The runs that were deemed as fit for analysis are shown in Tab. 3.4 with the
corresponding explanation for their behaviour.

Another sign of runs that could pose a problem are rates that are affected dif-
ferently for D0 and for J/ψ, that is runs in which the rate drops more for D0 than
for J/ψ or vice versa. To study the possibility of runs being affected in this way the
ratio of the rates of D0 over J/ψ candidates was computed. There are two runs for
which this ratio is visibly out of the ordinary, these are the first two runs from fill
7488 (see Fig. 3.2) which are runs 219015 and 219018. Here, a very low rate for the
J/ψ is seen and the absence of this effect in the D0 rates, results in a very large ratio.
Since all runs have a different duration and thus a different statistical uncertainty, the
weighted mean of the ratios of all the runs was computed, excluding the 2 initial runs
of fill 7488. The weighted mean and the weighted standard deviation are defined as

µw =
∑n

i=1 wixi

∑n
i=1 wi

, σw =

√
∑n

i=1 wi(xi − µw)2

N−1
N ∑n

i=1 wi
, (3.1)

resulting in µw = 53.97 and σw = 1.16. To put it in perspective, the 2 initial runs of
fill 7488 had a ratio of 103.88 and 79.69 respectively, being completely off the norm.

The ratio found for every run was finally normalised by the weighted mean. The
resulting value for every run considered can be seen in Fig. 3.3. Here the uncertainty
assigned to every run corresponds to the propagation for a quotient of the statistical
uncertainty of each run and the weighted standard deviation σw. With this, all runs
that are farther than 3σ away from 1 are to be left out.

3.3 Results

With the above-mentioned criteria, several runs were left out of the analysis. All
the runs that were left out, either because of individually exhibiting an out-of-the-
ordinary behaviour or because of the ratio being too far from the mean, are shown in
Tab. 3.5. Due to the ratio being too far from 1, only two runs were rejected, these are
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FIGURE 3.3: D0 over J/ψ ratio for every run, normalised by the
weighted mean of all runs (excluding runs 219015 and 219018). Only
the ratios from runs 219015 and 219018 are farther than 3σ away from

1. The x-axis represents the run number.
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TABLE 3.5: List of runs classified as not-fit for analysis. The duration
of each individual run is shown. These runs correspond to 10.08 hours

of data-taking out of a total of 224.45 hours.

Fill Run Duration [minutes]
7438 217948 19.73
7438 217950 7.03
7440 218008 60.05
7440 218019 5.11
7446 218169 59.99
7450 218259 9.28
7468 218630 60.02
7473 218713 60.05
7473 218715 17.34
7477 218797 14.59
7483 218912 31.36
7483 218916 57.61
7485 218946 60.41
7486 218963 32.25
7486 218973 60.01
7488 219015 8.84
7488 219018 20.34
7488 219026 21.02

Total time 10.08h

runs 219015 and 219018 from fill 7488. Amounting to 10.08 hours, the rejected runs
correspond to 4.49% of the recorded data.

The full list of runs fit for analysis within each fill can be seen in detail in Tab. 3.6,
where also the TCKs (discussed in Sec. 2.2.5) used in each fill are shown.

3.4 Conclusions

A careful study was performed on all the runs of the 2018 heavy-ion data-taking
period where Ne gas was injected inside the VELO tank thanks to the SMOG system.
Only runs which were longer than 5 minutes were considered to ensure the stable
conditions of the runs. After a delicate selection, 18 runs were deemed not-fit for
analysis due to their out-of-trend behaviour being unexplained by the available
information. These runs amount to 4.49% of the data-taking time. The remaining
runs correspond to 214.37 hours of recorded data and are now ready to be exploited
for the main analysis.
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TABLE 3.6: Fill numbers, TCKs and list of good runs of PbNe data.
These runs amount to 214.37 hours of data-taking.

Fill TCK Good run list

7438 0x11851822 217949, 217951, 217952, 217953, 217954, 217955, 217956

7439 0x11851822 217971, 217973, 217974, 217976, 217977, 217978, 217979, 217980, 217983

7440 0x11851822-25 218007, 218009, 218010, 218011, 218012, 218013, 218014, 218016, 218017

7441 0x11851822-25 218032, 218033, 218035, 218036, 218037, 218038, 218039, 218040, 218041, 218043, 218044, 218045

7442 0x11851822-25 218067, 218068

7443 0x11851822-25 218098, 218099, 218109, 218111

7444 0x11851825 218130, 218131, 218132, 218133, 218134, 218135, 218136, 218137

7446 0x11871825 218166, 218173, 218174, 218175, 218176, 218177, 218178

7448 0x11871825 218204, 218205, 218206, 218207, 218208, 218209, 218210, 218211

7449 0x11871825 218230, 218231, 218232, 218233, 218234, 218235, 218236, 218237

7450 0x11871825 218251, 218253, 218254, 218255, 218256, 218257, 218258

7453 0x11871825 218311, 218312, 218313, 218314, 218315, 218316, 218317, 218318, 218319, 218320, 218325, 218326

7454 0x11871825 218343, 218344, 218349, 218350, 218351, 218352, 218353, 218354, 218355, 218357, 218359, 218371

7456 0x11871825 218402, 218403, 218407, 218408, 218409, 218410, 218411, 218412

7457 0x11871825 218428, 218429, 218430, 218431, 218432, 218433, 218434

7460 0x11871822-25 218472, 218473

7466 0x11871822-25 218558, 218559, 218560, 218561, 218562, 218563, 218564, 218565, 218567, 218568

7467 0x11871822-25 218584, 218585, 218586, 218587, 218588, 218590, 218591, 218592, 218596, 218598, 218599

7468 0x11871822-25 218620, 218621, 218622, 218623, 218624, 218625, 218626, 218627, 218628, 218629, 218631

7471 0x11871822-25 218660, 218661, 218664, 218665, 218666, 218667, 218668, 218669

7472 0x11871822-25 218685, 218686, 218687, 218688, 218689, 218690, 218691, 218692, 218693

7473 0x11871822-25 218704, 218705, 218706, 218707, 218708, 218709, 218710, 218711, 218712, 218714

7475 0x11871822 218775

7477 0x11871822-25 218791, 218792, 218793, 218794, 218795, 218796, 218799, 218800, 218801

7480 0x11871822-25 218843, 218844, 218845, 218846, 218847, 218848, 218849, 218850, 218851

7483 0x11871825 218905, 218906, 218907, 218908, 218909, 218910, 218913, 218914, 218915, 218917, 218918

7485 0x11871822-25 218938, 218939, 218940, 218941, 218942, 218943, 218944, 218945, 218947

7486 0x11871822-25 218962, 218965, 218966, 218967, 218968, 218969, 218971, 218974

7487 0x11871822-25 218986, 218987, 218989, 218990, 218991, 218992, 218993, 218994, 218996

7488 0x11871822-25 219019, 219021, 219022, 219023, 219024, 219025, 219028, 219029, 219030

7489 0x11871822 219042

7490 0x11871822-25 219055, 219056, 219058, 219059, 219060, 219062, 219063, 219064, 219065, 219066, 219067

7491 0x11871822-23 219081, 219083, 219084, 219085
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Chapter 4

Centrality

The collision centrality in the context of heavy-ion collisions is of particular impor-
tance since it is directly related to the medium formed after the collision. This is a
fundamental quantity in QGP studies because for its formation, an extended medium
is needed, and this extension in turn is precisely dependent on the centrality of the
collision.

After defining the centrality, the Glauber model and the assumptions on which
it relies are described. Then, the datasets will be presented in detail, followed by
the centrality determination procedure with its results and the study of systematic
uncertainties, for PbPb first and subsequently for PbNe. Finally, the results are used to
build and release a tool for the LHCb analysis framework, which is briefly described
at the end of the chapter.

4.1 Definition

In the context of heavy-ion collisions, centrality is a quantity of relevance since it
is directly related to the medium formed by the colliding nuclei, and measures the
overlap region between the two nuclei in a collision. The centrality of a collision is
characterised by the impact parameter (b) between the two nuclei, i.e. the distance
between their centres in the plane transverse to the beam axis. The impact parameter
defines the overlap region of the nuclei and thus determines also the size and shape of
the resulting medium. A schematic view of a heavy-ion collision is shown in Fig. 4.1.
The smaller the distance b, the more central is the collision. Centrality classes can be
defined based on these geometric quantities, but in order to do this the knowledge of
their distributions is needed, which is obtained through simulation.

The geometry of the collision is related to the number of nucleons that participate
in it and the number of nucleon-nucleon collisions. These quantities are not directly
accessible and hence need to be derived from the data recorded during the collisions
by making use of other quantities that scale approximately with the number of
participating nucleons, such as the outgoing particle multiplicity. For this purpose, a
Glauber model is often used [115].

4.2 Glauber model

The centrality of a nucleus-nucleus collision is related to the overlap region between
the nuclei where the nucleons are colliding. In practice, the particles produced by the
collisions are not originating purely from hadronic interactions between the nuclei,
but also from electromagnetic processes. Therefore, a model is needed to isolate
the hadronic part and subsequently define the centrality classes. The most common
approach in heavy-ion physics to model the collision of the two nuclei is to consider
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b

Before collision After collision

Spectators

Participants

FIGURE 4.1: A schematic view of a heavy-ion collision. The impact
parameter b is shown as well as the spectator nucleons and the partici-

pant nucleons.

the transverse shape of the nuclei. This shape is determined by a nuclear density
function, described by a two-parameter Fermi distribution (2pF), also known as
Woods–Saxon distributions, for each nuclear species considered, defined as

ρ(r) = ρ0
1 + w(r/R)2

1 + exp( r−R
a )

, (4.1)

where r stands for the radial distance from the centre of the nucleus. The parameter
R corresponds to the nuclear radius, which is approximately the radial extension
of the bulk of the nucleus. The diffusivity a describes the radial tail of the density
distribution. The third parameter, w, is used to describe nuclei whose maximum
density is reached at a radius r > 0. The values of these parameters are taken from
other experiments, typically involving lepton-nucleus collisions and other types of
nuclear spectroscopy [116, 117].

The Glauber model is generally approached in two ways, the optical Glauber
model and the Monte Carlo (MC) Glauber model. The two colliding nuclei are labelled
A and B. In the optical model, it is considered that nucleons from projectile A see the
target B as a continuous distribution, which is described by an analytical function,
and vice versa. This is also called the optical limit approximation. Subsequently, the
overlap area, the number of participating nucleons (Npart) and the number of binary
nucleon-nucleon collisions (Ncoll) can be obtained analytically.

On the other hand, in the MC Glauber model, nucleons from each nuclei A and B
are generated as hard spheres (there is a variation of the model that can also take into
account the sub-nucleonic dynamics called Glauber–Gribov [118]) and are placed
around the respective centres of the nuclei following the 2pF density distributions.
Then a random impact parameter b is sampled from the distribution dσ/db = 2πb,
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where σ represents the area of the circle of radius b. Finally, the nuclei are made to
collide with the following assumptions:

• nucleus-nucleus collisions are considered to be a superposition of several inde-
pendent nucleon-nucleon collisions;

• nucleons are treated as hard spheres moving in straight lines all along the
process, even if they have undergone a collision;

• nucleons have a geometrical transverse cross-section (σinel
NN ) and two nucleons

collide if the transverse distance between their centres is d <
√

σinel
NN /π.

The average values of the participating nucleons 〈Npart〉, the number of binary
collisions 〈Ncoll〉 and impact parameter 〈b〉, are obtained by simulating many nucleus-
nucleus collisions. The distributions of Npart, Ncoll and b can then be obtained for any
centrality class.

The Glauber model has two relevant external inputs, the nucleon-nucleon inelastic
cross-section σinel

NN and the spatial distribution given by the 2pF distribution with its
two parameters R and a. The cross-section is obtained from a data-driven parametri-
sation, possible thanks to the broad range of energies already available ranging from
∼ 20 GeV to ∼ 60 TeV, given by σinel

NN (s) = A + B ln2(s), with A = 25.0± 0.9 mb and
B = 0.146± 0.004 mb [119].

4.3 PbPb data selection for centrality determination

In order to tune the MC Glauber model to reproduce the heavy ion collisions, a careful
treatment of the data is needed. For this, a minimum bias (MB) data sample needs to
be constructed with the available recorded data.

In theory, any observable from the data could be used for classifying events ac-
cording to centrality, as long as it scales monotonously with the impact parameter,
which is the main quantity of interest in this context. In reality, the reach in central-
ity classes possible within LHCb is limited by its tracking performances in a high
multiplicity environment. In the case of PbPb collisions, this means that the VELO
information cannot be used for this purpose, since it saturates under these conditions.
The ECAL has the advantage of not saturating even in the most central collisions.
Because of this, special attention is set on the energy deposited in the ECAL since it
will be the observable that will be used for the centrality determination, described in
Sec. 4.4.

The data sample used for this analysis corresponds to the data recorded in a
special run of the 2018 PbPb data taking period, where the main L0 trigger lines were
not pre- nor post-scaled. The PbPb collisions take place at a centre-of-mass energy
of
√

sNN = 5.02 TeV. Simultaneously, data were being recorded of PbNe collisions
that occur between the Pb beams and the Ne atoms injected into the VELO chamber.
The run used was 217730, where the hardware L0 trigger configuration was TCK
0x1827, in which the only pre-scaled trigger line was "L0SPDLowMultDecision". This
is a low-multiplicity line which only triggers events with less than 50 hits in the SPD,
which, as will be shown later, does not affect the centrality determination since it
corresponds to the region in ECAL energy lower than 0.2 TeV, with an average energy
deposit of 0.02 TeV, peaking at very low energy compared to the full range which
goes up to ∼ 52 TeV.
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FIGURE 4.2: Energy distribution for events on IFT stream (left)
and MINIBIAS stream (right). Data from PbPb collisions at√

sNN = 5.02 TeV.

At the stripping stage, the data are divided into two different streams, “IFT” and
“MINIBIAS”. In the “IFT” stream the data have been stored in containers according to
the regular stripping lines. The “MINIBIAS” stream has two data containers for the
lines HeavyIonTopologyGammaLowActivityLine and MBHighMult. The latter stripping
line selects events with more than 10 000 nVeloClusters which are not usually used
for the analyses because of the high detector occupancy, and are thus not included in
the IFT stream. For this analysis, the two data streams are merged together using an
appropriate combination of events from both streams, multiplicity cuts and scaling
factors, in particular, the data from the IFT stream has to be scaled by a factor 5 to
account for the post-scaling of the stripping line used to select this data.

The raw energy distribution of the events from each stream can be seen in Fig. 4.2.
The resulting MB distribution of energy deposited in the ECAL on the full range of
event multiplicity can be seen in the right plot of Fig. 4.3.

The merging of the two data streams, as shown in Fig. 4.3, results in a smooth
distribution both for the energy deposited in the ECAL and for the distribution of the
VELO clusters. The VELO clusters distribution exhibits a saturation structure with a
peak in the tail and a sharp drop. The ECAL energy distribution on the other hand,
shows no sign of saturation and is in a proper shape to move on to the centrality
determination.

4.4 PbPb centrality determination

Centrality classes are quantiles of the inelastic PbPb cross section, and since the data
contain contributions to the deposited energy in the ECAL from both hadronic and
electromagnetic origin, the latter originating from peripheral collisions1 where the
electromagnetic interactions dominate and ultra-peripheral collisions (UPC),2 the
energy spectrum cannot be used straight away to define the desired quantiles for
centrality. To overcome this issue, the MC Glauber model [119] is used to simulate

1Peripheral collisions refers to collisions where the impact parameter b is almost as large as the sum
of the radii of the nuclei, and only a few nucleon-nucleon inelastic collisions take place.

2Ultra-peripheral collisions refers to collisions where the impact parameter b is larger than the sum
of the radii of the nuclei, and the interaction is purely electromagnetic. There is no nucleon-nucleon
inelastic collision.
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FIGURE 4.3: The number of VELO clusters (left) and the energy de-
posited in the ECAL (right) from PbPb collisions. The distribution of
the VELO clusters exhibits a peak structure with a sharp fall at 45 000
clusters. This is due to the saturation of the VELO for high occupancy

events.

the colliding nuclei and, from the resulting quantities, the corresponding energy
distribution from hadronic origin can be constructed and fit to the data.

Bearing all of this in mind, the strategy is the following. The PbPb collision is
simulated using the MC Glauber model. Geometric quantities coming out of this MC,
such as b, Ncoll or Npart can be used to construct the expected observable, which is in
this case the energy deposited in the ECAL. The parameters of the model are then
tuned to fit the ECAL energy distribution coming from the data. Finally, the centrality
quantiles can be defined from the simulated distribution that corresponds only to the
hadronic part of the interaction. Once this is done, the geometric quantities from the
Glauber MC can be mapped to the data for each centrality class considered.

4.4.1 Methodology

In this section the simulation of the events is described first, then the generation
of the simulated ECAL energy distribution and the steps to fit it to the data are
explained. Once the fit has been performed, the simulated distribution is split into
centrality classes based on the fraction of the total hadronic distribution integral, and
the geometric variables of each class are mapped to the measured events falling in
the same class.

Simulating the events

The first step of the way is to simulate the PbPb collisions using the TGLAUBERMC
software from Ref. [119].3 For 208Pb the 2pF density distribution takes as input
parameters R = 6.68 fm and a = 0.447 fm for the protons, R = 6.69 fm and a =
0.560 fm for the neutrons, and w = 0 for both. One million collisions were simulated
using the corresponding nucleon-nucleon cross-section σinel

NN = 67.6± 0.6 mb for a
centre-of-mass energy of

√
sNN = 5.02 TeV. After the events have been simulated, the

3For this work, in the Glauber code the Pb nuclei was specified as “Pbpnrw”, which considers
slightly different distributions for protons and neutrons in the nucleus, and a reweighting of the
nucleons positions to make the centre of mass coincide with the nominal position of the nucleus.
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FIGURE 4.4: Npart, Ncoll and Nanc from the MC Glauber model. For
this Nanc distribution a value of f = 0.75 was used.

Npart and Ncoll of every simulated collision can be accessed and with these numbers
the number of ancestors Nanc is defined as

Nanc = f × Npart + (1− f )× Ncoll (4.2)

which is taken to be the number of particle production sources. This is motivated
by the fact that the particle multiplicity is expected to scale with Npart when soft
processes dominate, and to scale with Ncoll when hard processes dominate [120–124].
Here f is a free parameter to be fit later on. In Fig. 4.4 the obtained distributions of
Npart, Ncoll and Nanc are displayed with, as an example, f = 0.75.

To get the distribution of particles coming out of the collision, Nanc is convoluted
with a negative binomial distribution (NBD) which has been extensively used to
model particle production and has been shown to be a reasonable approach at diverse
energy and rapidity regimes [125–129]. The NBD is defined as

Pµ,k(n) =
Γ(n + k)

Γ(n + 1)Γ(k)
(µ/k)n

(µ/k + 1)n+k , (4.3)

which can be rewritten in a discretised manner, considering p =
( µ

k + 1
)−1, as

Pp,k(n) =
(n + k− 1)!
n!(k− 1)!

pk(1− p)n , (4.4)
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FIGURE 4.5: Negative Binomial Distribution (left) and distribution of
the number of outgoing particles from the MC Glauber model (right).

where µ and k are free parameters and n is the number of particles that are produced
which deposit energy in the ECAL. Since there are Nanc particle sources for each
nucleus-nucleus collision, and each producing particles following a NBD, the NBD
is sampled Nanc times to get the particle multiplicity distribution. Fig. 4.5 illustrates
the NBD function and the result after sampling it Nanc times for each event to obtain
the distribution of the number of outgoing particles Nout which deposit energy in the
ECAL.

The last ingredient needed to make a simulated energy distribution to be able to
compare with the data, is the mean energy deposited by each of these particles in the
ECAL, which is computed in the following section.

Mean energy deposit

In the environment of the collision, most of the outgoing particles are pions which
deposit energy in the HCAL (π±) and in the ECAL (π0 → γγ). The π0 energy
spectrum is approximated by the charged pion spectrum seen in MB pp collisions
at 5.02 TeV recorded by LHCb in 2015. Charged pion tracks are studied to obtain
their momentum, and given that their mass is negligible in comparison, it holds that
E2 = m2c4 + p2c2 ⇒ E ' pc, so the average energy deposit per particle in the ECAL
can be determined.

Electrons (e±) from the same dataset were studied in order to compare abundances
and confirm that pions are the dominant species. The momentum distribution of
pions (π±) and electrons (e±) can be seen in Fig. 4.6.

Neutral pions account for about one third of the total pion yield. In the considered
dataset there were ∼ 38 million charged pions, this in turn means that there are about
∼ 19 million neutral pions, whose energy distribution follows the same trend as
for the charged pions. On the other hand, ∼ 0.42 million electrons were found in
the same dataset, which correspond to about 2.2% of the amount of neutral pions.
Consequently the major part of the energy deposited on the ECAL comes from the
neutral pions.

Bearing this in mind, the mean energy deposited per particle on the ECAL is taken
to be 〈EPbPb〉 = 10.44 GeV, and this is the value used in what follows. A simulated
ECAL energy distribution can be seen in Fig. 4.7, which already approaches the shape
found in the data.
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FIGURE 4.6: Momentum distribution for charged-pion tracks (left)
and electron tracks (e±) (right). Data from 2015 pp collisions at√

sNN = 5.02 TeV.

FIGURE 4.7: Simulated distribution of the energy deposited in the
ECAL. A mean energy deposit per particle of 〈E〉 = 10.44 GeV is

considered.

Finalising the model

In the model, to simulate the particle production, a NBD was used, see eq. 4.4,
whose parameters were µ and k. The parameter k is linked to the width of the
NBD distribution. The ALICE collaboration has used in their analysis the value
k = 1.6 [130], and a previous LHCb study performed on 2015 PbPb data used
k = 1.5 [131]. A simple comparison was made between simulated distributions
varying k between 1.0 and 2.0 while everything else was kept constant, and it was
found that there was no significant dependence on this parameter. The resulting
distributions can be seen in Fig. 4.8. For this reason, the parameter k was fixed to
k = 1.5.

Finally the model has only two free parameters, f from eq. 4.2 and µ from the
NBD.
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FIGURE 4.8: Resulting simulated energy distribution in the ECAL for
k ∈ [1.0, 2.0].

Fitting to data

To fit the simulated distribution to the data a χ2 function between both distributions
is minimised. The χ2 is defined as

χ2 = ∑
i∈ bins

(Ei −Oi)
2

Ei
, (4.5)

where Ei and Oi are the “expected” and “observed” values for the ith bin, i.e., the
simulated and measured values for a given energy bin. As has been mentioned
before, in order to avoid possible contamination from electromagnetic origin present
at low energy, the fitting range was chosen to be from 2 to 52 TeV. The MC Glauber
energy distribution was normalised to the data in the energy range of 5 to 15 TeV to
the extremes of the distributions.

The fit procedure is a very delicate one since the variables f and µ are highly
correlated in the sense that they both modulate the horizontal reach of the distribution.
This is easily seen due to the fact that µ is related to the mean value of the NBD, and
thus the higher µ is, the higher the number of particles produced per collision and
consequently the more energy is deposited in the ECAL. On the other hand, f controls
how much the final distribution is “like” Npart or Ncoll, which have a different reach
on the x-axis. However, because of the same reason f controls the shape of the right
shoulder, and that is one feature that can be exploited to overcome the correlation
issue between f and µ. The fit is made in two stages. In the first one, only the right
shoulder of the distributions is considered for the χ2 computation, namely the region
between 35 and 52 TeV, and with it the allowed range for f is defined. Then a range
for µ is defined to match the range in f and a grid search is performed where the χ2

is computed from 2 to 52 TeV.
In the first step µ is fixed to a test value, µ = 3.85, and the similitude between

the right shoulder of the data and the simulated distribution is evaluated for 1000
different values of f ranging from 0 to 1. For this procedure the simulated distribution
was horizontally scaled to match the data by a factor Hs defined as:

Hs =
EData

300

EGlauber
300

, (4.6)
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µ was fixed to 3.85.

where EData
300 is the energy of the last bin containing more than 300 events in the data

(bin centre), and EGlauber
300 is the same but in the simulated distribution. This rescaling

procedure can be seen in Fig. 4.9, where the data have been normalised to 1, meaning
that 300 events now correspond to roughly 1.6× 10−4. The value of 300 events was
chosen to pick a place in the distribution where the decrease is sharp, and thus
provides an unambiguous point to the right of the “knee” of the distribution, and
where there are still enough statistics to not be bothered by fluctuations. For this step
the χ2 was computed from 35 to 52 TeV. The resulting values for the χ2 as a function
of f can be seen in Fig. 4.10.

The minimum of the χ2 distribution was found to be at f = 0.83. This result was
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FIGURE 4.10: The χ2 values for 1000 steps in f ∈ [0, 1]. The χ2

distribution has been fit by a 7th degree polynomial whose minimum
is at f = 0.83.
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FIGURE 4.11: The χ2 map for the grid search in f ∈ [0.60, 0.93] and
µ ∈ [3.7, 9.0]. The “best fit” corresponds to the values f = 0.866 and

µ = 6.778.

taken as a reference to reduce the range in f for the subsequent grid search. The
allowed range for f was set to be [0.60, 0.93] (roughly the region where χ2 < 0.5× 103),
from which the range for µ was chosen by estimating the needed value of µ for the
simulation to match the data for the extremes cases of f . The resulting range for µ
was set to be [3.7, 9.0].

A grid of 100× 100 was defined in the previously mentioned ranges, and the
χ2 was computed from 2 to 52 TeV at every point of the grid. The result of this grid
search can be seen in Fig. 4.11.

The “best fit” found is not the point of the grid with the lowest value, since this
is prone to be affected heavily by the unavoidable fluctuations from the random
NBD sampling. Instead the χ2 map from Fig. 4.11 is considered and the minimum
parametrised by f and by µ separately. The strategy is as follows. In order to get the
parametrisation as a function of f , the minimum of the χ2 distribution as a function
of µ in bins of f is found. Like this, the value of the minimum in each slice along
µ (at fixed f ) is assigned to the corresponding value of f . The same is done for the
µ dependence. Doing this for all values of f and µ the f -parametrised minimum
and µ-parametrised minimum are constructed. In Fig. 4.12 the parametrisations as
a function of f and µ are shown and an example slice is displayed to illustrate the
process. From this procedure, the best fit is found at ( f , µ) = (0.866, 6.778) with a
χ2/ndf = 3.025, which is the one shown in Fig. 4.11. By adopting this approach, the
number of points on the grid is not limiting the result.

Finally another grid search was performed, the same amount of points was used
but on a narrower range, namely f ∈ [0.79, 0.92] and µ ∈ [5.7, 7.9]. The resulting χ2

map can be seen in Fig. 4.13. Two results are shown as a best fit. These results are
computed using different methods that will be now discussed.

Since a finer grid was obtained, there are more non-empty bins in the histograms
made up from the slices of f and µ. This can be exploited to go one step further and
fit the slices with a 3rd degree polynomial. The slices and their respective fits can be
seen on the top row of Fig. 4.14. A 3rd degree polynomial describes the slices well.
Now in addition to saving the minima of the slices histograms, the minima of the
fit to the slices can be saved. In the second row of Fig. 4.14 a comparison between
the actual minima of the slices and the minima from the fit to the slices can be seen.
For f the distribution is less noisy when considering the fit to the slices, whereas for
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FIGURE 4.14: The top plots show a slice for f = 0.840 (left) and for
µ = 6.382 (right). The second row shows the comparison between
the actual minima from the histograms and the minimum from the fit
function. The third row shows the polynomial fits to the minimum
parametrised by f and µ. The bottom row shows the polynomial fits

to the minima of the fit slices.
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µ the improvement is less evident. On the third row of Fig. 4.14 a fit to the f and
µ-parametrised minimum from the slices has been performed (as was done for the
previous grid), finding the best fit point at ( f , µ) = (0.869, 6.814) with χ2/ndf = 2.82.
Finally, in the bottom row the f and µ-parametrised minimum from the fit to the slices
have also been fitted, finding the best fit at ( f , µ) = (0.869, 6.853) with χ2/ndf = 2.83.
These best fits correspond to the red star and the green cross from Fig. 4.13 respectively.
Since the goodness of fit is virtually the same for the two best fits, the one which does
not fit the slices histograms is kept, that is, ( f , µ) = (0.869, 6.814).

The fitting procedure previously described can be summarised as follows:

1. Fit only the right shoulder shape (χ2 computed from 35 to 52 TeV).

2. Define the ( f , µ) grid and perform a grid search (χ2 computed from 2 to 52 TeV).

3. From the coarse grid results, consider every slice in the f and µ directions:

(a) Get the minimum of every slice and construct the f and µ-parametrised
minimum.

(b) Get the minimum of each parametrisation and keep that as the best fit.

4. Narrow parameter ranges around the best fit to make a finer grid.

5. From the fine grid results, consider every slice in the f and µ directions:

(a) Get the minimum of every slice and construct the f and µ-parametrised
minimum.

(b) Get the minimum of each parametrisation and keep that as one best fit.

(c) Get the minimum of the fit to every slice and construct the f and µ-
parametrised minimum from the fitted slices.

(d) Get the minimum of each parametrisation and keep that as another best
fit.

The final result of the fit can be seen in Fig. 4.15. On the right plot of Fig. 4.15 a
close-up of the low-energy part of the distribution can be seen, where the discrepancy
between the MC Glauber and the data, due to the presence of events of electromag-
netic origin, becomes clear. This will be addressed in more detail in section 4.4.2.
However, it is worth mentioning that this discrepancy point is well outside the fitting
range, which starts at 2 TeV. Now that the simulated distribution is already fit to the
data, it can be used to define the centrality classes.

Defining centrality classes

After the simulated distribution of energy deposited in the ECAL is fitted, which now
corresponds only to the hadronic contribution, it can be divided into the centrality
classes. To determine the ECAL energy cut for each class the simulated distribution
is integrated from a value of deposited energy (starting from the first bin of non-zero
energy) to infinity, until a starting value for which a given percentage of the total
integral is found. The total integral of the energy distribution is denoted IT. The
ECAL energy cut for the 90% centrality class is the value of E90 such that

0.9 IT =
∫ ∞

E90

dN
dE

dE, (4.7)

and equivalently, to define the energy cut Ep for any percentage p of centrality
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FIGURE 4.15: Final fit of the simulated energy distribution to the data.
The best fit found was ( f , µ) = (0.869, 6.814) with a corresponding
χ2/ndf = 2.82. The right plot shows a close-up to the lower-energy

part of the distribution.

(p× 10−2) IT =
∫ ∞

Ep

dN
dE

dE, (4.8)

then, for example, the centrality class 10− 20% corresponds to the events depositing
an energy E such that E20 < E < E10.

4.4.2 Results

The centrality classification of the MB dataset of run 217730 in percentile intervals of
10%, with the cuts in energy obtained as in the previously described procedure, is
shown in Fig. 4.16 as well as the b, Npart and Ncoll distributions for each class obtained
from the MC Glauber model. For each class one can assign a mean number for each
of the quantities of interest and their corresponding standard deviations.

In this way, one can define as many classes as desired and of arbitrary width
in percentiles. The values of the geometric quantities for each class, as well as the
corresponding energy cuts, can be seen in Tab. 4.1 for ten classes.

One important caveat to bear in mind is the fact that at low energy the events
that dominate are of electromagnetic nature or from UPC events. Because of this, it
is important to exclude in the analyses the energy region where there is a sizeable
contamination from these events. If no further selection is applied to get rid of UPC
events, their contamination will be below 5% at energies higher than 585 GeV, that is,
at centralities lower than 84% (more central than 84%).

To determine this threshold, the data was compared to the fit MC Glauber as in
Fig. 4.15 (see the plot on the right). The point from which the two distributions match
was found by computing a centred mean of the Data/MC ratio around each bin, then
when this ratio was below a chosen tolerance of 1.05 (meaning 5% contamination
of UPC events) for three consecutive bins, the centre of the bin of lower energy was
chosen as the energy threshold.4

4For a given bin n, the ratio of Data/MC was computed for bins n− 1, n and n + 1, and averaged.
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FIGURE 4.16: Classification of PbPb events from data according to
the defined centrality classes (top left). Distribution of the impact
parameter (top right), Npart (bottom left) and Ncoll (bottom right) values

for the corresponding centrality classes.

TABLE 4.1: Geometric quantities (Npart, Ncoll and b) of PbPb collisions
for centrality classes defined from a MC Glauber model fit to the data.
The classes correspond to sharp cuts in the energy deposited in the
ECAL. Here σ stands for the standard deviation of the corresponding

distributions.

Centrality % E [ GeV ] Npart σNpart Ncoll σNcoll b σb

100− 90 0− 310 2.91 1.24 1.83 1.16 15.41 1.03
90− 80 310− 800 7.03 2.85 5.77 3.10 14.56 0.89
80− 70 800− 1750 15.92 4.75 16.44 7.04 13.59 0.70
70− 60 1750− 3360 31.26 7.11 41.28 14.72 12.61 0.59
60− 50 3360− 5900 54.65 9.98 92.59 27.70 11.59 0.54
50− 40 5900− 9630 87.54 13.25 187.54 46.66 10.47 0.51
40− 30 9630− 14860 131.24 16.91 345.53 71.62 9.23 0.51
30− 20 14860− 22150 188.02 21.51 593.92 105.22 7.80 0.55
20− 10 22150− 32280 261.84 27.10 972.50 151.91 6.02 0.66
10− 0 32280−∞ 357.16 32.21 1570.26 236.80 3.31 1.20
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If one is able to identify and take out UPC events from the data sample then this
limit of 84% can be pushed to more peripheral events.

The results obtained for the geometrical quantities in the PbPb case are in very
good agreement with the results obtained by the ALICE [132, 133], ATLAS [134] and
CMS [135] collaborations at the same centre-of-mass energy.

4.5 PbPb centrality determination uncertainties

To compute uncertainties, some aspects that may affect the cuts on the deposited
energy to define the centrality classes will be analysed. However, the focus is set
not on how these aspects change the selections on the energy but on how they affect
the geometric quantities of interest for each centrality class, that is, how the mean
values of Npart, Ncoll and b are affected for each class. Like this, the previously found
energy selections are kept, but the systematic uncertainties can be quantified on the
geometric properties. In what follows, the systematic uncertainties are reported in
tables of ten classes of ten percentiles each. This is done for the sake of illustration of
the concept and of clarity. However, in the tuple tool that is described in section 4.9,
the systematic uncertainties are included for twenty classes of five percentiles each.

4.5.1 Bin-width dependence

To find the cuts in energy an integration procedure is performed on the histogram
filled with the simulated energy deposit per event. The idea for a given percentage
p is to find the bin from which integrating until the end, p% of the total integral is
obtained. It is intuitive to realise that the broader the bins of the histogram are, the
less precise the cut on the energy for that percentage will be.

The “true” energy cut for percentage p is denoted by ET, which is an existing but
unknown value, and the desired bin is denoted by Bp, which contains the energy ET.
When the desired bin Bp is found, the events that are being integrated are the ones
which have a deposited energy greater than the low edge of Bp, which is denoted
by ELE. Clearly, if the binning is broad, the energy range in which ET could be is
big, conversely, if a finer binning is used, the range is narrower and thus ELE would
be closer to ET. In theory, if the number n of bins in the histogram goes to infinity,
then ELE −→ ET, but there is a limit in computation power and in the time used to
perform the calculation. To deal with this situation, this effect is quantified by a “miss”
percentage, and a reasonable criterion is defined to pick the desired binning to use.
With this done, the percentage of events that leaks from one class to another and how
this affects the geometric properties can be determined and assigned as a systematic
uncertainty.

For the binning schemes to test, four different schemes were chosen, spanning
three orders of magnitude. Since the energy histogram goes from 0 to 60 TeV, schemes
of 300, 600, 6000 and 60 000 bins were considered. The results from these binning
schemes can be seen in Tab. 4.2. Only values for ten different percentiles are shown
to illustrate the effect, but the quantities were computed for every single percentile
from 100 to 1.

From Tab. 4.2 it can be seen that the binning schemes of 6000 and 60 000 bins give
reasonable mean “miss” percentages, less than 0.1%. Due to the computational cost of
the procedure with 60 000 bins, the binning scheme of 6000 bins is chosen, which has
an average discrepancy of 0.04%. Since each percentile corresponds to a 1% interval,
an average miss of 0.04% means that on average 4% of the events of one percentile
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TABLE 4.2: Real percentage selected for a given desired percentage p
and the discrepancy referred to as “Miss %”, for ten values of p. The
cited mean of the miss % in the last row does not correspond to the
mean of the table values but to the mean of every percentile from 100

to 1.

300 bins 600 bins 6000 bins 60000 bins
p% Real % Miss % Real % Miss % Real % Miss % Real % Miss %
90 87.45 2.55 87.45 2.55 89.92 0.08 89.98 0.02
80 79.92 0.08 79.92 0.08 79.92 0.08 79.98 0.02
70 69.53 0.47 69.53 0.47 69.92 0.08 69.99 0.01
60 59.79 0.21 59.79 0.21 59.99 0.01 60.00 0.00
50 49.64 0.36 49.97 0.03 49.97 0.03 50.00 0.00
40 39.60 0.40 39.83 0.17 39.99 0.01 40.00 0.00
30 29.77 0.23 29.93 0.07 29.99 0.01 30.00 0.00
20 19.93 0.07 19.93 0.07 19.99 0.01 20.00 0.00
10 9.90 0.10 9.98 0.02 10.00 0.00 10.00 0.00

Mean 0.77% 0.40% 0.04% 0.00%

E
n n + 1n − 1

pn % pn+1 %

FIGURE 4.17: Schema of the meaning of “miss” percentages in the
bins. In the figure pn% of events that should be in bin n are considered

to be in bin n− 1.

“migrate” to the class immediately below in energy. The next step is to study the effect
on the geometric quantities assigned to the centrality classes from the model.

A given general quantity is denoted by O. The true mean value of this quantity in
a percentile interval n (the word “true” here refers to the value that would be found
if there were no discrepancy between the desired percentiles and the real ones, i.e.,
“miss” % equal to 0) is O∗n and On the measured mean value in the same percentile, but
this one is affected by the migration of events to and from other percentile intervals.
On a given bin n, the measured value On is composed of the true value O∗n, a gain due
to the migration from bin n + 1 to n of events which have a mean value of O∗n+1, and
a loss due to the migration of events from bin n to n− 1 which have a mean value of
On−1. The percentage of events of bin n which migrate to the bin n− 1 is denoted by
pn%. A schema of this situation can be seen in Fig. 4.17.

The measured value On can be approximated as

On = O∗n −On−1 pn + O∗n+1 pn+1
⇒ O∗n = On + On−1 pn −O∗n+1 pn+1,

(4.9)

like this a recursive relation can be established, since the value O∗n depends on the



4.5. PbPb centrality determination uncertainties 75

TABLE 4.3: Systematic uncertainties due to the binning effect for the
geometric quantities (Npart, Ncoll and b) of PbPb collisions for centrality

classes defined from a MC Glauber model fit to the data.

Centrality % Npart ± σ
syst.
bin Ncoll ± σ

syst.
bin b ± σ

syst.
bin

100− 90 2.91± 0.54 1.83± 0.34 15.41± 2.96
90− 80 7.03± 0.78 5.77± 0.64 14.56± 1.80
80− 70 15.92± 0.63 16.44± 0.67 13.59± 0.52
70− 60 31.26± 0.66 41.28± 0.88 12.61± 0.28
60− 50 54.65± 1.12 92.59± 1.91 11.59± 0.24
50− 40 87.54± 0.99 187.54± 2.03 10.47± 0.14
40− 30 131.24± 1.12 345.53± 2.88 9.23± 0.08
30− 20 188.02± 1.45 593.92± 4.61 7.80± 0.06
20− 10 261.84± 1.79 972.50± 6.55 6.02± 0.04
10− 0 357.16± 1.66 1570.26± 7.34 3.31± 0.01

true value of the bin n + 1.5 If the maximum value that n can take is M, then the
expressions that are useful to describe this recursive relation are

O∗0 = O0 −O∗1 p1
O∗1 = O1 + O0 p1 −O∗2 p2

...
O∗M−1 = OM−1 + OM−2 pM−1 −O∗M pM,

(4.10)

and finally the value that allows to compute every term recursively

O∗M = OM + OM−1 pM (4.11)

If O∗M is plugged into equation 4.10, an expression for O∗M−1 is obtained, which
depends only on the observed quantities, which are known, resulting in

O∗M−1 = OM−2 pM−1 + OM−1
(
1− p2

M
)
−OM pM, (4.12)

then the process can be repeated for O∗M−2 and so on, until O∗0 is reached. By com-
puting the first few terms a general expression for the true values can be found
recursively, valid for n ∈ [1, M− 2], which takes the form

O∗n = On−1 pn + On
(
1− p2

n+1
)

+

{
M−n−1

∑
j=1

(−1)M−n+j
(

1− p2
M−j+1

)
OM−j

M−j

∏
k=n+1

pk + (−1)M−n OM

M

∏
l=n+1

pl

}
.

(4.13)

For simplicity reasons, instead of using equation 4.13 for every term, O∗M is
computed numerically, plugged into O∗M−1, and this is repeated until O∗0 .

5The reasoning behind this, is that if there were no migration then On = O∗n, then it is necessary to
account for the migrations. The events going to bin n− 1 are used in the computation of the measured
value On−1 and thus it goes in the second term. The extra events coming from bin n + 1 are part of the
(unknown) true value, and thus O∗n+1 is used for the third term.
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TABLE 4.4: Systematic uncertainties due to the hadronic cross-section
uncertainty for the geometric quantities (Npart, Ncoll and b) of PbPb
collisions for centrality classes defined from a MC Glauber model fit

to the data.

Centrality % Npart ± σ
syst.
had Ncoll ± σ

syst.
had b ± σ

syst.
had

100− 90 2.91± 0.02 1.83± 0.02 15.41± 0.02
90− 80 7.03± 0.04 5.77± 0.06 14.56± 0.01
80− 70 15.92± 0.07 16.44± 0.11 13.59± 0.01
70− 60 31.26± 0.08 41.28± 0.26 12.61± 0.01
60− 50 54.65± 0.14 92.59± 0.59 11.59± 0.01
50− 40 87.54± 0.16 187.54± 1.24 10.47± 0.01
40− 30 131.24± 0.23 345.53± 2.50 9.23± 0.01
30− 20 188.02± 0.30 593.92± 4.65 7.80± 0.01
20− 10 261.84± 0.33 972.50± 7.92 6.02± 0.01
10− 0 357.16± 0.30 1570.26± 13.61 3.31± 0.00

To take this relation to the case at hand, O is taken to be the quantities of interest,
that is, Npart, Ncoll and b. For every percentile a mean value for these quantities is
measured, and in addition the corresponding migration percentage for each percentile
is known. The estimated true values for these quantities can be computed in every
percentile, using the methodology described above, and the discrepancy with the
measured values for each percentile can be obtained. Finally, the root-mean-square
(RMS) of these discrepancies over consecutive sets of ten percentiles can be computed
to assign this final value as a systematic uncertainty for each interval. The result can
be seen in Tab. 4.3 for all three quantities.

4.5.2 Hadronic cross-section uncertainty

One of the main ingredients for the MC Glauber model was the nucleon-nucleon
cross-section at a centre-of-mass energy of

√
sNN = 5.02 TeV, which corresponds to

σinel
NN = 67.6± 0.6 mb, where the uncertainty comes from the data-driven parametri-

sation that was described in Ref. [119]. To quantify the effect this uncertainty has in
the geometric properties, the simulated energy distribution is generated from the
MC Glauber simulations made with σinel

NN ± 1σ, i.e., with σinel
NN = 67.0 mb and with

σinel
NN = 68.2 mb. Then the centrality classes are defined with these new distributions

and the effect on the mean values for Npart, Ncoll and b is taken as the associated
systematic uncertainty.

The mean values obtained with σinel
NN = 67.0 mb are denoted by O−n , the mean

values obtained with σinel
NN = 68.2 mb by O+

n and the mean values obtained with
σinel

NN = 67.6 mb by On, where n is the percentile number. For each percentile
the values D−n = On − O−n and D+

n = On − O+
n are computed to then obtain

Dn =
√[

(D−n )2 + (D+
n )2
]

/2, which is the value assigned as uncertainty to each
percentile. Finally, as was done for the binning uncertainty, the RMS of Dn for con-
secutive sets of ten percentiles is obtained. The resulting systematic uncertainties for
Npart, Ncoll and b coming from the hadronic cross-section uncertainty can be seen in
Tab. 4.4.
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TABLE 4.5: Systematic uncertainties due to the fitting procedure for
the geometric quantities (Npart, Ncoll and b) of PbPb collisions for

centrality classes defined from a MC Glauber model fit to the data.

Centrality % Npart ± σ
syst.
f it Ncoll ± σ

syst.
f it b ± σ

syst.
f it

100− 90 2.91± 0.02 1.83± 0.02 15.41± 0.01
90− 80 7.03± 0.04 5.77± 0.04 14.56± 0.01
80− 70 15.92± 0.06 16.44± 0.08 13.59± 0.01
70− 60 31.26± 0.07 41.28± 0.14 12.61± 0.01
60− 50 54.65± 0.04 92.59± 0.17 11.59± 0.01
50− 40 87.54± 0.11 187.54± 0.43 10.47± 0.01
40− 30 131.24± 0.13 345.53± 0.65 9.23± 0.01
30− 20 188.02± 0.15 593.92± 0.76 7.80± 0.00
20− 10 261.84± 0.11 972.50± 1.11 6.02± 0.00
10− 0 357.16± 0.20 1570.26± 1.38 3.31± 0.01

4.5.3 Fit uncertainty

One of the most important steps in the process of determining centrality, is the choice
of the parameters f and µ. As a reminder, f is the parameter that mixes Npart with
Ncoll to give the number of particle producing sources Nanc (see eq. 4.2), and µ is a
parameter of the NBD that is related to the mean value of this distribution, directly
affecting how many particles are produced at each source (see eq. 4.4). Recalling
from section 4.4.1, there were three best fits that were found. The first one, with a
grid of 10 000 points encompassing the values of f ∈ [0.60, 0.93] and µ ∈ [3.7, 9.0],
which is now denoted by BFcoarse, the second one with a finer grid of 10 000 points
encompassing the values of f ∈ [0.79, 0.92] and µ ∈ [5.7, 7.9], which is the one that
was kept and is now called BF∗, and finally, from the same fine grid, the one where
the slices of f and µ were fitted with a 3rd degree polynomial and the minimum of
the fit function was used, which is now called BFfine. These three best fits are used to
compute the systematic uncertainties due to the choice of a given set of ( f , µ). The
values for these best fits were:

• BFcoarse = ( f = 0.866, µ = 6.778)

• BF∗ = ( f = 0.869, µ = 6.814)

• BFfine = ( f = 0.869, µ = 6.853)

In order to compute the uncertainty, the MC Glauber energy distribution is
generated with the three sets of values, the centrality classes are defined for each
case and finally the mean values of the geometric quantities (Npart, Ncoll and b) are
compared from BFcoarse and BFfine with respect to BF∗.

Similar to what was done before, the mean values obtained with BFcoarse are
denoted by Ocoarse

n , the mean values obtained with BFfine by Ofine
n and the mean

values obtained with BF∗ by On, where as before n is the percentile number. For each
percentile the values Dcoarse

n = On −Ocoarse
n and Dfine

n = On −Ofine
n are computed to

obtain Dn =
√
[(Dcoarse

n )2 + (Dfine
n )2] /2, which is the value assigned as uncertainty

to every percentile. Finally as was done for the previous uncertainties, the RMS
of Dn is computed for consecutive sets of ten percentiles. The resulting systematic
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TABLE 4.6: Systematic uncertainties due to the random sampling of the
NBD for the geometric quantities (Npart, Ncoll and b) of PbPb collisions
for centrality classes defined from a MC Glauber model fit to the data.

Centrality % Npart ± σ
syst.
NBD Ncoll ± σ

syst.
NBD b ± σ

syst.
NBD

100− 90 2.91± 0.01 1.83± 0.01 15.41± 0.01
90− 80 7.03± 0.02 5.77± 0.03 14.56± 0.01
80− 70 15.92± 0.04 16.44± 0.06 13.59± 0.01
70− 60 31.26± 0.05 41.28± 0.10 12.61± 0.01
60− 50 54.65± 0.05 92.59± 0.14 11.59± 0.00
50− 40 87.54± 0.07 187.54± 0.23 10.47± 0.00
40− 30 131.24± 0.08 345.53± 0.35 9.23± 0.00
30− 20 188.02± 0.09 593.92± 0.52 7.80± 0.00
20− 10 261.84± 0.10 972.50± 0.64 6.02± 0.00
10− 0 357.16± 0.10 1570.26± 0.73 3.31± 0.00

uncertainties for Npart, Ncoll and b coming from this fit uncertainty can be seen in
Tab. 4.5.

4.5.4 NBD uncertainty

Another unavoidable process in the generation of the simulated energy distribution
is the random sampling of a NBD. This sampling introduces fluctuations that affect
directly the observed χ2 value when comparing the MC Glauber simulation and
the data. This effect is noticeable even when the χ2 is computed at the same point
of the ( f , µ) parameter space. To have an idea of how these fluctuations affect the
final computed geometric quantities, ten extra simulated energy distributions are
generated and the geometric quantities are computed for all of them.

For each percentile the standard deviation for Npart, Ncoll and b was computed.
Finally as was done before, the RMS of the standard deviations for consecutive sets
of ten percentiles are obtained. The resulting systematic uncertainties for Npart, Ncoll
and b coming from this NBD uncertainty can be seen in Tab. 4.6.

4.5.5 Total systematic uncertainties

To put these uncertainties together they were added in quadrature for each centrality
class, like this just one final systematic uncertainty is reported. The result can be seen
in Tab. 4.7.

The uncertainties on the geometric quantities are dominated by the systematic
uncertainties, as it would be expected, the dominant one being the uncertainty due to
the binning effect.

These systematic uncertainties are included in the centrality tool developed for
LHCb, presented in Sec. 4.9.

4.6 PbNe data selection for centrality determination

The same process that was used for the PbPb centrality determination is implemented
for PbNe with a few particular differences. In order to do this, as before, the data
must be selected to construct a PbNe clean MB data sample to tune the MC Glauber
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TABLE 4.7: Total uncertainties for the geometric quantities (Npart,
Ncoll and b) of PbPb collisions for centrality classes defined from a
MC Glauber model fit to the data. The statistical and systematic
uncertainties are added in quadrature, and shown individually as

well.

Centrality % Npart ± σstat.
syst. Ncoll ± σstat.

syst. b ± σstat.
syst.

100− 90 2.91± 0.54 0.00
0.54 1.83± 0.34 0.00

0.34 15.41± 2.96 0.00
2.96

90− 80 7.03± 0.78 0.01
0.78 5.77± 0.64 0.01

0.64 14.56± 1.80 0.00
1.80

80− 70 15.92± 0.64 0.02
0.64 16.44± 0.69 0.02

0.69 13.59± 0.52 0.00
0.52

70− 60 31.26± 0.67 0.02
0.67 41.28± 0.93 0.05

0.93 12.61± 0.28 0.00
0.28

60− 50 54.65± 1.13 0.03
1.13 92.59± 2.01 0.09

2.01 11.59± 0.24 0.00
0.24

50− 40 87.54± 1.01 0.04
1.01 187.54± 2.43 0.15

2.43 10.47± 0.14 0.00
0.14

40− 30 131.24± 1.15 0.05
1.15 345.53± 3.89 0.23

3.88 9.23± 0.08 0.00
0.08

30− 20 188.02± 1.49 0.07
1.49 593.92± 6.62 0.33

6.61 7.80± 0.06 0.00
0.06

20− 10 261.84± 1.83 0.09
1.83 972.50± 10.37 0.48

10.36 6.02± 0.04 0.00
0.04

10− 0 357.16± 1.70 0.10
1.70 1570.26± 15.56 0.75

15.54 3.31± 0.01 0.00
0.01

simulation. This section is dedicated to the definition of an unbiased and pure PbNe
sample.

The PbNe data correspond to collisions recorded during the whole 2018 data tak-
ing period. The PbNe collisions take place at a centre-of-mass energy of

√
sNN = 69 GeV

where the Ne atoms act as a fixed target. As it has been previously stated, throughout
the whole period of data-taking there were PbPb collisions simultaneously being
recorded. This poses some contamination to the data sample, and so it has to be
cleaned to contain only PbNe collisions. The runs used for the analysis are the ones
classified as fit for analysis in Chapter 3 and summarised in Tab. 3.6.

The first constraint that needs to be considered is that PbNe events of interest
must take place within the VELO, specifically in the region Z ∈ [−200, 200]mm since
in this region the tracking efficiency is well understood and stable. The different
topology between the PbPb and PbNe events, allows to disentangle these two types
of events by setting an upper limit to the hits on the pile-up stations (nPUHits) which
are located upstream from the nominal interaction point. Naturally since the PbNe
collisions are all boosted downstream towards the detector, a very low nPUHits value
is expected. On the other hand, since PbPb collisions are upstream-downstream
symmetric, for these collisions a greater value for nPUHits is expected.

Another source of contamination are the same SMOG events that take place far
upstream. Since gas can travel up to 20 m in either direction, the incoming Pb beam
can undergo interactions with the gas long before arriving into the VELO tank. These
events can shoot particles forward, hitting the pile-up stations, and depositing energy
in the detector. The way to deal with these events is also to set an upper limit on the
nPUHits.

To ensure the purity of PbNe collisions in the sample, the events are limited to
have nPUHits < 1, which means to keep only events which did not produce any hits
in the PU stations. The effect of this cut can be seen in Fig. 4.18. On the left 3 different
populations can clearly be seen, the high-slope population which corresponds to
the very upstream events (indicated by the red line), the middle-slope population
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FIGURE 4.18: Number of VELO clusters as a function of ECAL energy
for PbNe events without any requirement (left) and without any cluster
in the PU stations (right). The red line indicates the population which
corresponds to the very upstream events, the green line indicates the
population which corresponds to ghost PbPb collisions and the black
lines enclose the PbNe collisions of interest which present no clusters

in the PU stations.

which corresponds to ghost PbPb collisions (indicated by the green line),6 and finally,
the continuum below PbPb which corresponds to the SMOG collisions of interest
(enclosed by the black lines), which have been isolated in the plot on the right by
requiring nPUHits < 1.

In order to justify the requirement of nPUHits < 1, and not some less stringent
value, a closer look at the SMOG events from the right plot of Fig. 4.18 is needed. To
understand the following, one prior caveat needs to be settled. Because of an issue
during the reconstruction stage of the PbNe data, the pp configuration was used and
events with more than 6000 nVeloClusters were not fully reconstructed (these are
called "non-reconstructed" in the following). However, these events are needed to
construct the MB sample for the centrality determination, and the only way to reliably
use them, is to limit the possible contamination to these events. The events remaining
after the nPUHits selection, are further divided into 4 groups; non-reconstructed
events for which an additional requirement of having more than 300 hits in the SPD
is applied, upstream events which have a primary vertex ZPV position at ZPV <
−200 mm, central events with a ZPV ∈ [−200, 200]mm and downstream events
with a ZPV > 200 mm. This distinction is made because upstream and downstream
events are outside the Z window of interest. The events displayed according to this
classification can be seen in the Fig. 4.19.

From the left plot of Fig. 4.19 it is clear that the non-reconstructed events (red
squares) are not downstream events (blue squares) given that they reside in very
different regions of the phase space. The non-reconstructed events are mainly central-
region events (black squares) with a small contamination from upstream events (green
squares). Among the reconstructed events (green, black and blue) a few events that
reside in the very low energy part and that have a high amount of nVeloClusters
can be seen. These are fake events originating far from the passage of the Pb beam.
Also being only about 20 events in the region ZPV ∈ [−200, 200]mm, affecting only

6Ghost PbPb collisions occur when Pb atoms escape their nominal bunches within the beam, leading
to collisions when there should be none.
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FIGURE 4.19: The event distribution in the nVeloClusters and ECAL
energy plane with nPUHits < 1 (left) and their ZPV distribution (right).
Upstream events have a primary vertex at ZPV < −200 mm, cen-
tral events at ZPV ∈ [−200, 200]mm and downstream events at

ZPV > 200 mm.
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FIGURE 4.20: The event distribution in the nVeloClusters and ECAL
energy plane within a selected region of space without an energy lower
limit (left), and with ECAL energy deposit higher than 1 TeV (right).

the lowest energy bin in the energy distribution, they are not considered since as
was mentioned before, there is an already expected discrepancy between the data
and the MC Glauber at low energy. These types of events are also present in the
non-reconstructed sample, but due to the kinematics of the non-reconstructed events,
where all events from the bulk have more than 1000 hits on the SPD, events with
nSPDHits < 300 are left out, thus obtaining the red squares from Fig. 4.19, free of
these fake events.

To estimate the contamination of upstream events in the non-reconstructed events,
a window is defined in the nVeloClusters versus ECAL energy plane that roughly
encompasses only the space where upstream events lie. This window can be seen
in Fig. 4.20 on the left plot. In addition, the window is restricted to events that have
deposited more than 1 TeV in the ECAL (see right plot of Fig. 4.20) in order to have
a better proxy of the events above 6000 nVeloClusters. From the reconstructed
events (black and green squares) in this region, an estimate of the proportion of those
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TABLE 4.8: Population in numbers of the 4 identified groups of events,
for different limits applied on nPUHits. Also the contamination of

non-reconstructed events by upstream events is shown.

nPUHits < 1 5 10 15
Upstream 205 556 1037 1465

Central 2330 2615 2623 2633
Downstream 2260 2469 2477 2481

Non-reconstructed 131 180 198 214
Upstream in Non-reconstructed 5.45 13.69 20.51 27.00

Contamination % 4.16 7.61 10.36 12.62
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FIGURE 4.21: The number of VELO clusters (left) and the energy
deposited in the ECAL (right) from PbNe collisions. The distributions
correspond to the stacked distributions of central-region events and

non-reconstructed events.

events in the non-reconstructed group within the window can be obtained. Then by
knowing how many non-reconstructed events (red squares) are within this window,
an approximate number of events that actually come from upstream collisions can be
determined. With the requirement of nPUHits < 1 there are 29 upstream events, 104
central-region events and 25 non-reconstructed events in the restricted window. This
leads to the estimate that 22% of the non reconstructed events in this window come
from upstream collisions, meaning 5.45 events. This translates into a contamination
of 4.16% in the total non-reconstructed events (red squares in the left plot of Fig. 4.19)
by events that are upstream. A summary of these numbers and the corresponding
quantities for other nPUHits limits are shown in Tab. 4.8.

From Tab. 4.8 it can be seen that by relaxing the requirement on nPUHits the gain
that can be expected in statistics is not so significant while the contamination of the
non-reconstructed events increases considerably. Hence a very stringent nPUHits
requirement is needed and nPUHits < 1 is chosen.

Now that these groups of events have been properly characterised, only the
central-region events and the non-reconstructed events will be used in what follows.
Their nVeloClusters and ECAL energy distributions can be seen in Fig. 4.21.

To obtain the MB distribution shown in Fig. 4.21 it is required that:

• For central-region events:

. nPUHits < 1
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. ZPV ∈ [−200, 200]mm

• For non-reconstructed events:

. nPUHits < 1

. nSPDHits > 300 to exclude the very low energy events.

. nVeloClusters > 6000

4.7 PbNe centrality determination

In the same way as it was done for PbPb the energy deposited in the ECAL is used as
the variable to determine the centrality of the PbNe collisions. In this scenario the
VELO does not saturate, but since the collisions do not occur only at the nominal
collision point (Z = 0) and occur uniformly in an extended region several centimetres
long, the VELO cannot be used for this purpose. The reason behind this is that a given
event would look completely different if it takes place at Z = −200 mm, Z = 0 mm
or Z = 200 mm from the point of view of the VELO.

Centrality classes are defined in the same manner as for PbPb but now as quan-
tiles of the inelastic PbNe cross-section. Because of the same issue that the data
contains contributions to the deposited energy in the ECAL from both hadronic
and electromagnetic origin, the energy spectrum cannot be used straight away to
define the desired quantiles for centrality and a MC Glauber must be used. From the
resulting quantities the corresponding energy distribution from hadronic origin can
be constructed and fit to the data.

The strategy and mapping procedure of the geometric quantities from the MC
Glauber to the data remain unchanged from the PbPb case.

4.7.1 Methodology

Here, the collisions are simulated, the geometric quantities computed from the MC
Glauber model and used to construct a simulated distribution of the energy deposited
in the ECAL. This distribution is fitted to the data, centrality classes defined and the
corresponding values of the geometric quantities assigned to each class.

Simulating the events

The first step of the way is to simulate the PbNe collisions. These are again simulated
using the TGLAUBERMC software.

To model the collision of the two nuclei, Pb and Ne, their transverse shape needs
to be considered. As for PbPb, the shape is determined by a nuclear density function,
described by the 2pF, see eq. 4.1. For 20Ne, the parameters R and a, take the values
R = 3.005 fm [116, 117] and a = 0.54 fm [136–138]. The third parameter w is assumed
to be 0. For 208Pb the same parameters from section 4.4.1 were used.

One million collisions were simulated using the corresponding nucleon-nucleon
cross-section σinel

NN = 35.4± 0.9 mb for a centre-of-mass energy of
√

sNN = 69 GeV.
After the events have been simulated, the Npart and Ncoll of every simulated collision
can be accessed and Nanc can be obtained (see eq. 4.2).

To get the distribution of particles coming out of the collision, Nanc is convoluted
with a NBD. Since there are Nanc particle sources for each nucleus-nucleus collision,
and each producing particles following a NBD, the NBD is sampled Nanc times to get
the particle multiplicity distribution.
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FIGURE 4.22: (left) Momentum distribution for charged-pion tracks.
Data from 2017 pNe collisions at

√
sNN = 69 GeV. (right) Simulated

energy distribution using the mean energy per particle obtained from
the pion tracks.

As for the case of PbPb, the last ingredient needed to make a simulated energy
distribution is the mean energy deposited by each of the outgoing particles in the
ECAL, which is computed in the following section in the same way that was done for
PbPb.

Mean energy deposit

To obtain the mean energy deposit per particle in the ECAL, the same principle as for
PbPb was used. However, since there are no pp collisions at

√
sNN = 69 GeV the most

similar collision system available was used, that is, pNe collisions at
√

sNN = 69 GeV.
Since in this scenario the pions under study must come from SMOG collisions

a few additional requirements are needed to have a clean sample. Only events of
BCType = 1 were considered, meaning events for which nominally only beam 1
crosses the interaction point in the downstream direction and the corresponding
bunch from beam 2 is empty. To exclude possible contamination from parasitic pp
collisions due to debunched protons the primary vertices of the events are restricted
to be in the range ZPV ∈ [−200,−150] ∪ [150, 200]mm given that in the very central
region an important contamination is expected [139], and it is additionally required
that nPUHits < 1 and nVeloClusters > 0.

The momentum distribution of pions (π±) can be seen in Fig. 4.22. Neutral
pions account for about one third of the total pion yield. In the considered dataset
∼ 683× 103 charged pions were found, which in turn means that there are about
∼ 341× 103 neutral pions, whose energy distribution follows the same trend as for
the charged pions.

Bearing this in mind, the mean energy deposited per particle in the ECAL is
taken to be 〈E〉 = 10.48 GeV, and this is the value that will be used in what follows.
It is worth noting that this value is roughly the same as it was for the PbPb at√

sNN = 5.02 TeV. However, the number of particle emitting sources (Nanc) and the
average number of particles produced in each source are much lower in the case of
PbNe, which leads to a much lower energy deposit in the ECAL. A simulated ECAL
energy distribution can be seen in the right plot of Fig. 4.22, which resembles the
shape found in data.
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FIGURE 4.23: The χ2 map for the grid search in f ∈ [0.0, 1.0] and
µ ∈ [1.0, 3.4]. The two “best fits” shown correspond to the results of

two different methods (see text).

Finalising the model

For PbNe the parameter k continues to be fixed to 1.5. This is because again there is
no significant dependence of the final energy distribution on k. Finally the model has
only two free parameters, f from eq. 4.2 and µ from the NBD.

Fitting to data

The same χ2 function was used to evaluate the goodness of fit of the MC Glauber
to the data. The fitting range was chosen to be from 0.5 to 3.9 TeV in order to avoid
possible contamination from electromagnetic origin present at low energy. The MC
Glauber energy distribution was normalised to the data in the energy range of 0.5 to
2 TeV to not consider the tails of the distributions, even in the extreme cases.

Since in this scenario the shape of the energy distribution at high energy is not as
characteristic as it was for PbPb, the approach of trying to fit f first cannot be used,
and the allowed range remains f ∈ [0.0, 1.0]. The range in µ is chosen accordingly to
be µ ∈ [1.0, 3.4].

A grid of 200× 200 was defined in the previously mentioned ranges, and the χ2

was computed at every point of the grid. The result of this grid search can be seen in
the Fig. 4.23.

Here to find the “best fits” shown in Fig. 4.23, both approaches described for the
PbPb case were used. The f and µ-parametrised minima are obtained by taking the
minimum value for every slice (first method, red star in Fig. 4.23), and by fitting each
slice and getting the minimum of the fit (second method, green cross in Fig. 4.23).
However, in the following step only the µ-parametrised minima was fit to get the
optimal µ whereas the f -parametrised minima was not fit and only the f value where
the χ2 is minimum was picked. This is because the f -parametrised distributions
show a steep decrease as f approaches 1, and fitting a function around that region is
difficult. In Fig. 4.24 the parametrisations by f and µ of the minima can be seen. The
black dots are the values obtained by looking at the actual minima of the slices and
the green dots are the values obtained by fitting each slice and finding the minimum
of this fit. From the black dots the best fit at ( f , µ) = (0.980, 3.156) is found with a
χ2/ndf = 1.039, and from the green dots the best fit at ( f , µ) = (0.995, 3.174) is found
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FIGURE 4.24: The top plots show a slice for f = 0.546 (left) and for
µ = 2.512 (right). The second row shows the comparison between the
actual minima from the histograms (black) and the minimum from the
fit function (green). The third row shows the minimum χ2 reached by
the f and µ-parametrised minimum. The bottom row shows the same

but using the fits of the slices.
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FIGURE 4.25: The χ2 map for the grid search in f ∈ [0.8, 1.0] and
µ ∈ [2.9, 3.4]. The two shown “best fits” correspond to the results from

two different methods (see text).

with a χ2/ndf = 1.031. These best fits are shown in Fig. 4.23 by the red star and green
cross respectively.

Finally another grid search was performed, the same amount of points was used
but on a narrower range, namely f ∈ [0.8, 1.0] and µ ∈ [2.9, 3.4]. The resulting χ2

map can be seen in Fig. 4.25. The two results that are shown as best fit are computed
using the same previously described methods.

In Fig. 4.26 the parametrisations by f and µ of the minima in the fine grid can
be seen. As before, the black dots are the values obtained by looking at the ac-
tual minima of the slices and the green dots are the values obtained by fitting
each slice and finding the minimum of this fit. From the black dots the best fit
at ( f , µ) = (0.996, 3.157) is found with a χ2/ndf = 1.026, and from the green dots the
best fit at ( f , µ) = (0.992, 3.173) is found with a χ2/ndf = 1.031. These best fits are
shown in Fig. 4.25 by the red star and green cross respectively. Since the goodness
of fit is virtually the same for all best fits in the coarse and fine grid, the one which
results in the smallest χ2 value is kept, that is, ( f , µ) = (0.996, 3.157).

The fitting procedure previously described can be summarised as follows:

1. Define the ( f , µ) grid and perform a grid search (χ2 computed from 0.5 to
3.9 TeV).

2. From the coarse grid results, consider every slice in the f and µ directions:

(a) Get the minimum of every slice and construct the f and µ-parametrised
minimum.

(b) Get the minimum of each parametrisation and keep that as the best fit.

(c) Get the minimum of the fit to every slice and construct the f and µ-
parametrised minimum from the fitted slices.

(d) Get the minimum of each parametrisation and keep that as another best
fit.

3. Narrow parameter ranges around the best fits to make a finer grid.

4. From the fine grid results, consider every slice in the f and µ directions:
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FIGURE 4.26: The top plots show a slice for f = 0.969 (left) and for
µ = 3.045 (right). The second row shows the comparison between the
actual minima from the histograms (black) and the minimum from
the fit function (green). The third row shows the polynomial fits to
the minimum parametrised by f and µ. The bottom row shows the

polynomial fits to the minima of the fit to the slices.
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FIGURE 4.27: Final fit of the simulated energy distribution to the data.
The best fit found was ( f , µ) = (0.996, 3.157) with a corresponding
χ2/ndf = 1.026. The right plot shows a close-up to the lower-energy

part of the distribution.

(a) Get the minimum of every slice and construct the f and µ-parametrised
minimum.

(b) Get the minimum of each parametrisation and keep that as the 3rd best fit.

(c) Get the minimum of the fit to every slice and construct the f and µ-
parametrised minimum from the fitted slices.

(d) Get the minimum of each parametrisation and keep that as the 4th best fit.

The final result of the fit can be seen in Fig. 4.27. On the right plot of Fig. 4.27 a
close-up of the low-energy part of the distribution can be seen, where the discrepancy
between the MC Glauber and the data, due to the presence of events of electromag-
netic origin, becomes clear. This discrepancy point is well outside the fitting range,
which starts at 0.5 TeV.

Now that the simulated distribution is already fitted to the data, it can be used to
define the centrality classes.

The fact that f is very close to 1 (hence Nanc ∼ Npart) is reasonable since it is
expected that below

√
sNN = 100 GeV the particle production is dominated by soft

processes, as was mentioned in section 4.4.1.

4.7.2 Results

The centrality classification of the MB dataset of PbNe collisions in percentile intervals
of 10%, with the cuts in energy obtained in the same way as they were found for PbPb
(see section 4.4.1), is shown in Fig. 4.28 as well as the b, Npart and Ncoll distributions
for each class obtained from the MC Glauber model. For each class one can assign a
mean number for each of the quantities of interest and their corresponding standard
deviations.

The values of the geometric quantities for each class, as well as the corresponding
energy cuts, can be seen in Tab. 4.9 for ten classes.

As it was shown in the right plot of Fig. 4.27, for PbNe there are still events
of electromagnetic nature or from UPC events at low energy. Because of this, it is
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FIGURE 4.28: Classification of PbNe events from data according to
the defined centrality classes (top left). Distribution of the impact
parameter (top right), Npart (bottom left) and Ncoll (bottom right) values

for the corresponding centrality classes.

TABLE 4.9: Geometric quantities (Npart, Ncoll and b) of PbNe collisions
for centrality classes defined from a MC Glauber model fit to the data.
The classes correspond to sharp cuts in the energy deposited in the
ECAL. Here σ stands for the standard deviation of the corresponding

distributions.

Centrality % E [ GeV ] Npart σNpart Ncoll σNcoll b σb

100− 90 0− 94 2.45 0.79 1.41 0.71 10.85 1.09
90− 80 94− 184 3.93 1.61 2.67 1.45 10.37 1.03
80− 70 184− 324 6.80 2.40 5.21 2.40 9.69 0.89
70− 60 324− 533 11.34 3.21 9.73 3.77 8.95 0.75
60− 50 532− 828 17.88 4.15 17.25 5.87 8.19 0.67
50− 40 828− 1213 26.72 5.20 28.95 8.68 7.38 0.63
40− 30 1213− 1690 37.99 6.32 45.62 12.25 6.48 0.65
30− 20 1690− 2250 51.72 7.48 67.78 16.10 5.44 0.76
20− 10 2250− 2879 67.30 8.26 94.10 18.88 4.14 1.01
10− 0 2879−∞ 84.84 9.53 120.43 18.61 2.67 1.08
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important to exclude in the analyses the energy region where there is a sizeable
contamination from these events. If no further selection has been applied to get rid of
UPC events, their contamination will be below 5% at energies higher than 98.9 GeV,
that is at centralities lower than 89% (more central than 89%).

To determine this threshold, the data was compared to the fit MC Glauber as in
Fig. 4.27 (see the plot on the right). The point from which the two distributions match
was found by computing a centred mean of the Data/MC ratio around each bin, then
when this ratio was below a chosen tolerance of 1.05 (meaning 5% contamination
of UPC events) for three consecutive bins, the centre of the bin of lower energy was
chosen as the energy threshold.7

If one is able to identify and take out UPC events from the data sample then this
limit of 89% can be pushed to more peripheral events.

4.8 PbNe centrality determination uncertainties

For the uncertainty computations the same approach as for PbPb will be used, and
the same sources of uncertainties will be considered. The principle is that the focus is
set not on how the different sources change the cuts in energy but on how they affect
the geometric quantities of interest for each centrality class, that is, how the mean
Npart, Ncoll and b are affected for each class. Like this the previously found energy
cuts can be kept, but the systematic uncertainties on the geometric properties can be
quantified. As for PbPb, in what follows the systematic uncertainties are reported in
tables of ten classes of ten percentiles each. This is done for the sake of illustration
of the concept and of clarity. However, in the software tool that will be described
in section 4.9, the systematic uncertainties are included for twenty classes of five
percentiles each in order to provide finer intervals and still have several percentiles
from which to compute an average.

4.8.1 Bin-width dependence

For the centrality classification the binning scheme from PbPb is kept, namely 6000
bins. For PbPb this binning scheme resulted in an average miss percentage of 0.04%.
For PbNe however, this same binning scheme results in an average miss percentage
of 0.02%. The decrease in this miss percentage average is likely to come from the
fact that the PbNe energy distribution does not present such a steep slope in the low
energy part, as was the case for PbPb.

The same procedure considering the migration to and from each individual
percentile was carried out for the PbNe simulated energy distribution to quantify
how this migration affects the resulting geometric quantities.

Making use of the equations 4.10, 4.11 and the procedure described there, O is
taken to be a quantity of interest, that is, either Npart, Ncoll or b. For every percentile
a mean value has been measured for these quantities, and in addition, the corre-
sponding migration percentage for each percentile is known. The estimated true
values for these quantities are computed in every percentile and the discrepancy
with the measured values for each percentile is obtained. Finally, the RMS of these
discrepancies is computed over consecutive sets of ten percentiles to assign this final
value as a systematic uncertainty for each interval. The result can be seen in Tab. 4.10
for all three quantities.

7As opposed to the PbPb case, since there are less statistics, for a given bin n, the ratio of Data/MC
was computed for the 5 precedent bins, for bin n, and for the 5 subsequent bins, and averaged.
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TABLE 4.10: Systematic uncertainties due to the binning effect for
the geometric quantities (Npart, Ncoll and b) of PbNe collisions for

centrality classes defined from a MC Glauber model fit to the data.

Centrality % Npart ± σ
syst.
bin Ncoll ± σ

syst.
bin b ± σ

syst.
bin

100− 90 2.45± 0.07 1.41± 0.04 10.85± 0.33
90− 80 3.93± 0.14 2.67± 0.10 10.37± 0.41
80− 70 6.80± 0.24 5.21± 0.19 9.69± 0.34
70− 60 11.34± 0.26 9.73± 0.22 8.95± 0.22
60− 50 17.88± 0.20 17.25± 0.19 8.19± 0.09
50− 40 26.72± 0.21 28.95± 0.23 7.38± 0.06
40− 30 37.99± 0.45 45.62± 0.54 6.48± 0.08
30− 20 51.72± 0.33 67.78± 0.44 5.44± 0.03
20− 10 67.30± 0.50 94.10± 0.70 4.14± 0.03
10− 0 84.84± 0.46 120.43± 0.66 2.67± 0.01

4.8.2 Hadronic cross-section uncertainty

For PbNe collisions at a centre-of-mass energy of
√

sNN = 69 GeV, the nucleon-nucleon
cross-section corresponds to σinel

NN = 35.4± 0.9 mb, where the uncertainty comes from
the data-driven parametrisation that was described in Ref. [119]. To quantify the effect
this uncertainty has in the geometric properties, the simulated energy distribution
was generated from the MC Glauber simulations made with σinel

NN = 34.5 mb and with
σinel

NN = 36.3 mb. Then, the centrality classes were defined with these new distributions
and the effect on the mean values for Npart, Ncoll and b was quantified, taking this as
the associated systematic uncertainty.

The mean values obtained with σinel
NN = 34.5 mb are again denoted by O−n , the

mean values obtained with σinel
NN = 36.3 mb by O+

n and the mean values obtained
with σinel

NN = 35.4 mb by On, where n is the percentile number. For each percentile
the values D−n = On − O−n and D+

n = On − O+
n are computed to then obtain

Dn =
√[

(D−n )2 + (D+
n )2
]

/2, which is the value assigned as uncertainty to each
percentile. Finally, as was done for the binning uncertainty, the root mean square
of Dn for consecutive sets of ten percentiles is obtained. The resulting systematic
uncertainties for Npart, Ncoll and b coming from the hadronic cross-section uncertainty
can be seen in Tab. 4.11.

4.8.3 Fit uncertainty

As before, one important step in the centrality determination, is the choice of the
parameters f and µ. Recalling from section 4.7.1, there were four best fits found. The
first two, with a grid of 40 000 points encompassing the values of f ∈ [0.0, 1.0] and
µ ∈ [1.0, 3.4], denoted by BFcoarse

1 and BFcoarse
2 . The last two with a finer grid of 40 000

points encompassing the values of f ∈ [0.8, 1.0] and µ ∈ [2.9, 3.4], of which one is the
one kept and now denoted byBF∗, and the other from the same fine grid now denoted
by BFfine. These four best fits are used to compute the systematic uncertainties due to
the choice of a given set of ( f , µ). The values for these best fits were:

• BFcoarse
1 = ( f = 0.980, µ = 3.156)

• BFcoarse
2 = ( f = 0.995, µ = 3.174)
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TABLE 4.11: Systematic uncertainties due to the hadronic cross-section
uncertainty for the geometric quantities (Npart, Ncoll and b) of PbNe
collisions for centrality classes defined from a MC Glauber model fit

to the data.

Centrality % Npart ± σ
syst.
had Ncoll ± σ

syst.
had b ± σ

syst.
had

100− 90 2.45± 0.01 1.41± 0.01 10.85± 0.02
90− 80 3.93± 0.03 2.67± 0.03 10.37± 0.02
80− 70 6.80± 0.05 5.21± 0.06 9.69± 0.02
70− 60 11.34± 0.09 9.73± 0.14 8.95± 0.02
60− 50 17.88± 0.14 17.25± 0.30 8.19± 0.02
50− 40 26.72± 0.21 28.95± 0.56 7.38± 0.01
40− 30 37.99± 0.31 45.62± 0.95 6.48± 0.01
30− 20 51.72± 0.44 67.78± 1.52 5.44± 0.01
20− 10 67.30± 0.58 94.10± 2.19 4.14± 0.01
10− 0 84.84± 0.86 120.43± 2.95 2.67± 0.01

TABLE 4.12: Systematic uncertainties due to the fitting procedure
for the geometric quantities (Npart, Ncoll and b) of PbNe collisions for

centrality classes defined from a MC Glauber model fit to the data.

Centrality % Npart ± σ
syst.
f it Ncoll ± σ

syst.
f it b ± σ

syst.
f it

100− 90 2.45± 0.01 1.41± 0.01 10.85± 0.01
90− 80 3.93± 0.02 2.67± 0.02 10.37± 0.02
80− 70 6.80± 0.02 5.21± 0.02 9.69± 0.01
70− 60 11.34± 0.04 9.73± 0.06 8.95± 0.01
60− 50 17.88± 0.04 17.25± 0.05 8.19± 0.01
50− 40 26.72± 0.04 28.95± 0.08 7.38± 0.01
40− 30 37.99± 0.06 45.62± 0.13 6.48± 0.01
30− 20 51.72± 0.11 67.78± 0.20 5.44± 0.01
20− 10 67.30± 0.13 94.10± 0.21 4.14± 0.02
10− 0 84.84± 0.10 120.43± 0.25 2.67± 0.02

• BF∗ = ( f = 0.996, µ = 3.157)

• BFfine = ( f = 0.992, µ = 3.173)

In order to compute this uncertainty, the MC Glauber energy distribution is
generated with the four sets of values. The centrality classes are defined for each
case and finally, the mean values of the geometric quantities (Npart, Ncoll and b) from
BFcoarse

1 , BFcoarse
2 and BFfine are compared to the ones from BF∗.

Similar to what was done before, the mean values obtained with BFcoarse
1 is de-

noted by Ocoarse, 1
n , the mean values obtained with BFcoarse

2 by Ocoarse, 2
n , the mean

values obtained with BFfine by Ofine
n and the mean values obtained with BF∗ by

On, where as before n is the percentile number. For each percentile the values
Dcoarse, 1

n = On −Ocoarse, 1
n , Dcoarse, 2

n = On −Ocoarse, 2
n and Dfine

n = On −Ofine
n are com-

puted to then obtain Dn =

√[
(Dcoarse, 1

n )2 + Dcoarse, 2
n )2 + (Dfine

n )2
]

/3, which is the
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TABLE 4.13: Systematic uncertainties due to the random sampling
of the NBD for the geometric quantities (Npart, Ncoll and b) of PbNe
collisions for centrality classes defined from a MC Glauber model fit

to the data.

Centrality % Npart ± σ
syst.
NBD Ncoll ± σ

syst.
NBD b ± σ

syst.
NBD

100− 90 2.45± 0.01 1.41± 0.01 10.85± 0.01
90− 80 3.93± 0.01 2.67± 0.01 10.37± 0.01
80− 70 6.80± 0.02 5.21± 0.02 9.69± 0.01
70− 60 11.34± 0.02 9.73± 0.03 8.95± 0.01
60− 50 17.88± 0.03 17.25± 0.04 8.19± 0.01
50− 40 26.72± 0.04 28.95± 0.07 7.38± 0.01
40− 30 37.99± 0.05 45.62± 0.10 6.48± 0.01
30− 20 51.72± 0.06 67.78± 0.14 5.44± 0.01
20− 10 67.30± 0.07 94.10± 0.16 4.14± 0.01
10− 0 84.84± 0.05 120.43± 0.15 2.67± 0.01

value assigned as uncertainty to every percentile. Finally, as was done for the previ-
ous uncertainties, the RMS of Dn are obtained for consecutive sets of ten percentiles.
The resulting systematic uncertainties for Npart, Ncoll and b coming from this fit
uncertainty can be seen in Tab. 4.12.

4.8.4 NBD uncertainty

It has been discussed that an unavoidable process in the generation of the simulated
energy distribution is the random sampling of a NBD. This sampling introduces
fluctuations that affect directly the observed χ2 value when comparing the MC
Glauber simulation and the data. To have an idea of how these fluctuations affect the
final computed geometric quantities, ten simulated energy distributions are generated
and the geometric quantities are computed for all of them.

For each percentile the standard deviation for Npart, Ncoll and b was computed.
Finally, as was done before, the RMS of the standard deviations for consecutive sets
of ten percentiles is obtained. The resulting systematic uncertainties for Npart, Ncoll
and b coming from this NBD uncertainty can be seen in Tab. 4.13.

4.8.5 Total systematic uncertainties

To put these uncertainties together they are added in quadrature for each centrality
class, like this just one final systematic uncertainty is reported. The result can be seen
in Tab. 4.14.

The uncertainties on the geometric quantities are dominated by the systematic
uncertainties, the dominant being the uncertainty due to the binning effect in more
peripheral collisions (centrality higher than 50%) and the uncertainty due to the
hadronic cross-section uncertainty for more central events (centrality lower than
50%).

These systematic uncertainties are included in the centrality tool developed for
LHCb, presented in Sec. 4.9.
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TABLE 4.14: Total uncertainties for the geometric quantities (Npart,
Ncoll and b) of PbNe collisions for centrality classes defined from a
MC Glauber model fit to the data. The statistical and systematic
uncertainties are added in quadrature, and shown individually as

well.

Centrality % Npart ± σstat.
syst. Ncoll ± σstat.

syst. b ± σstat.
syst.

100− 90 2.45± 0.07 0.00
0.07 1.41± 0.04 0.00

0.04 10.85± 0.33 0.00
0.33

90− 80 3.93± 0.15 0.01
0.14 2.67± 0.11 0.00

0.11 10.37± 0.41 0.00
0.41

80− 70 6.80± 0.25 0.01
0.25 5.21± 0.20 0.01

0.20 9.69± 0.34 0.00
0.34

70− 60 11.34± 0.28 0.01
0.28 9.73± 0.27 0.01

0.27 8.95± 0.22 0.00
0.22

60− 50 17.88± 0.25 0.01
0.25 17.25± 0.36 0.02

0.36 8.19± 0.09 0.00
0.09

50− 40 26.72± 0.30 0.02
0.30 28.95± 0.62 0.03

0.61 7.38± 0.06 0.00
0.06

40− 30 37.99± 0.55 0.02
0.55 45.62± 1.11 0.04

1.10 6.48± 0.08 0.00
0.08

30− 20 51.72± 0.56 0.02
0.56 67.78± 1.60 0.05

1.60 5.44± 0.03 0.00
0.03

20− 10 67.30± 0.78 0.03
0.78 94.10± 2.32 0.06

2.31 4.14± 0.04 0.00
0.04

10− 0 84.84± 0.98 0.03
0.98 120.43± 3.04 0.06

3.04 2.67± 0.03 0.00
0.03

4.9 A tuple tool for LHCb

The centrality information obtained for the PbPb and the PbNe case has been in-
cluded in the form of a tuple tool named TupleToolCentrality into the main LHCb
analysis software. The tool works as a look-up table, where the values for the en-
ergy cuts of the 100 percentiles are stored, along with the values of 〈Npart〉, σNpart ,
〈Ncoll〉, σNcoll , 〈b〉 and σb for all possible centrality classes and for PbPb and PbNe
collisions at their respective energies. The energy cuts are used to classify the events
into their corresponding percentiles. Then, the information about the resulting per-
centile and the associated geometric quantities are written into the output tuple. The
respective leaves names are CentralityPercentile, N_part, N_part_error, N_coll,
N_coll_error, B and B_error.

The tuple tool was written such that the user can set the desired number of
centrality classes (N), with the restriction that 100/N is integer. This is to ensure that
every class will span an integer number of percentiles. If N = 10 for example, then
the mean values of the geometric quantities of the spanned percentiles get averaged,
and this is the value returned for each class. The effect of doing this is negligible
as can be seen in Tab. 4.15 for the three geometric quantities in the PbPb case. In
the table the overlined quantities refer to the averaged values of the ten percentiles
comprised in each centrality class.

The error leaves are computed taking into account the statistical uncertainties as
well as the systematic uncertainties for the associated percentile. Concretely, in the
tuple tool the systematic uncertainties are stored for twenty classes of five percentiles
each, covering all the one hundred percentiles, that is, of the intervals 95− 100 %,
95− 90 %, and so on until 0− 5 %. If ten classes have been requested from the tuple
tool and an event is found to belong to the percentile 74, it will be classified into
the centrality class 70− 80 %. The uncertainty that will be reported for this event
will be the quadrature addition of the statistical uncertainty from the 70− 80 % class
and the systematic uncertainty of the 70− 75 % percentiles, for each of the geometric
quantities. In the same way an event belonging to the percentile 77, will take into
account the statistical uncertainty from the same 70− 80 % class and the systematic
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TABLE 4.15: Comparison between the geometric quantities from the
calculation performed specifically for ten classes and the values ob-
tained by averaging ten percentiles (overlined values). The quantities

used here are from PbPb.

Centrality % Npart Npart Ncoll Ncoll b b
100− 90 2.91 2.93 1.83 1.85 15.41 15.41
90− 80 7.03 7.03 5.77 5.77 14.56 14.56
80− 70 15.92 15.90 16.44 16.42 13.59 13.59
70− 60 31.26 31.25 41.28 41.26 12.61 12.62
60− 50 54.65 54.63 92.59 92.53 11.59 11.59
50− 40 87.54 87.50 187.54 187.43 10.47 10.47
40− 30 131.24 131.24 345.53 345.55 9.23 9.23
30− 20 188.02 188.01 593.92 593.85 7.80 7.80
20− 10 261.84 261.82 972.50 972.40 6.02 6.02
10− 0 357.16 357.17 1570.26 1570.37 3.31 3.31

uncertainty of the 75− 80 % percentiles.
The returned value for the CentralityPercentile corresponds to the upper edge

of the centrality interval, so for NClasses = 20, an event having a value of 85 for
CentralityPercentile, would be an event corresponding to the centrality class
80− 85 %.

4.9.1 Special case: working with VELO clusters

As it has been argued, the VELO clusters cannot be used for centrality measurements
either in PbPb, due to saturation, nor in PbNe, due to the extension in space of the
region where the collisions take place. However, if one wants to perform an analysis
not in centrality bins but in bins of another quantity, such as nVeloClusters, and
one still wants to have the centrality information of the results, there is a way of
proceeding. The tuple tool can be used on a MB sample to get the mean values of the
centrality percentiles and geometric quantities for each of the nVeloClusters bins.
This will be illustrated with an example.

As an example, PbPb data is to be analysed and the nVeloClusters intervals
[1000, 4000], [4000, 6000] and [6000, 10 000] are used, which are denoted 1st, 2nd and 3rd

interval. The first step is to store in the data tuple the centrality information for single
percentiles from a MB data sample, that is, the centrality information having selected
NClasses = 100. Now when one event is analysed, it is classified according to the
nVeloClusters bins, and for each of these bins the event centrality percentile, Npart,
Ncoll and b is saved. Finally, for each nVeloClusters interval there is a distribution
for each of the relevant quantities. An example of this is shown in Fig. 4.29. Tab. 4.16
shows the centrality information for the 1st, 2nd and 3rd intervals. For the centrality
percentiles the statistical uncertainty is computed. For Npart, Ncoll and b, the statistical
uncertainty is computed, and added in quadrature with the root mean square of the
uncertainties of all events that go into each category (the error leaves values), like
this the systematic uncertainties are also taken into account.

This approach has already been used in different studies at LHCb [140, 141] where
the data are binned in the nVeloClusters variable.
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FIGURE 4.29: Centrality (left) and Npart (right) distributions corre-
sponding to the VELO intervals from the text.

TABLE 4.16: Centrality classes and the corresponding geometrical
quantities for the selected VELO intervals. The uncertainties for the
centrality percentiles are purely statistical. The uncertainties for Npart,
Ncoll and b are the quadrature addition of the statistical uncertainty
and the root mean square of the uncertainties (the values of the error

leaves) of all events that went into each class.

nVeloClusters Cent. percentile Npart Ncoll b
1000− 4000 80.69 ± 0.03 10.59 ± 0.72 9.72 ± 0.64 14.10 ± 1.08
4000− 6000 75.74 ± 0.04 15.70 ± 0.65 16.23 ± 0.70 13.62 ± 0.61
6000− 10000 67.51 ± 0.03 27.80 ± 0.67 35.41 ± 0.91 12.81 ± 0.32

4.10 Conclusions

A procedure to determine centrality in PbPb collisions at
√

sNN = 5.02 TeV and PbNe
collisions at

√
sNN = 69 GeV with the LHCb detector was implemented. It consisted in

fitting a simulated energy distribution, based on a MC Glauber model, to the energy
deposited in the ECAL. The ECAL is used since it does not saturate in the case of
PbPb and it is not sensitive to the wide Z range in which the PbNe collisions take
place as opposed to the VELO. After the fit is performed, the simulated distribution
is divided in percentiles, which are delimited by sharp energy cuts obtained by
integrating the distribution. These energy cuts allow to classify the data into the same
percentiles and finally the geometric quantities from the MC Glauber model can be
mapped to the real data, bearing in mind the limitation at 84% for PbPb and 89%
for PbNe due to the UPC contamination. Sources of uncertainty for this procedure
are identified and quantified. Finally, the energy values found to classify the data in
percentiles, as well as the corresponding geometric quantities, are used to create a
tuple tool named TupleToolCentrality, which has already been incorporated into
the main LHCb analysis software. The results obtained in the PbPb case are in very
good agreement with the results obtained by the ALICE [132, 133], ATLAS [134]
and CMS [135] collaborations at the same centre-of-mass energy. The PbNe results
correspond to the first centrality measurements in fixed-target collisions at the LHC.
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Chapter 5

J/ψ and D0 in PbNe collisions

In this chapter the study of J/ψ and D0 production in PbNe collisions is studied in the
decay channels J/ψ → µ+µ− and D0 → K−π+. The dataset is described, followed
by the signal extraction, the efficiencies and the systematic uncertainties. Finally, the
results are presented.

5.1 Data

The data used for this analysis are the same described in 3.1 and the runs used are
the ones summarised in Tab. 3.6. They correspond to fixed-target collisions of Pb ions
with Ne atoms acting as a fixed-target thanks to the SMOG system of LHCb. The
nucleon-nucleon centre-of-mass energy is

√
sNN = 69 GeV.

5.2 Monte Carlo simulations

The different efficiencies, detailed in Sec. 5.5, are estimated with the aid of a MC
simulation, which corresponds to a full-event simulation of the desired event using
the LHCb simulation software, GAUSS, through a generation step based on several
external tools, a subsequent step of the propagation of the particles through the
detector based on the GEANT4 package [142, 143] and their reconstruction with the
official LHCb software tools. The propagation step is the same as the one used for
pp collisions, described in Ref. [144], but the generation step is specific to heavy-ion
analyses.

The MB samples are generated with the EPOS event generator, using the LHC
model [145]. This generator is interfaced with the GAUSS simulation software via
the CRMC (Cosmic Ray Monte Carlo) interface library. All short lived particles are
decayed with the EVTGEN decay package [146], similarly to what is done for pp
simulation in LHCb. Radiative QED corrections to the decays containing charged
particles in the final state are applied with the PHOTOS package [147], which is
particularly important for J/ψ→ µ+µ− decays. Since the instantaneous luminosity
of the collisions recorded by the experiment in the different heavy-ion configurations
is low, no pile-up is generated, and events contain only one interaction.

Signal samples are generated using an embedding technique: MB events are
generated using the PYTHIA (version 8) generator [148], with colliding proton beams
having momenta equal to the momenta per nucleon of the heavy-ion beams or targets.
The sought signal particles (J/ψ or D0 in this case) are then extracted from these
MB events, discarding all other particles in the events. Their decays are forced to
the signal decay modes using the EVTGEN package, and the resulting decay chain is
added to a single MB EPOS event generated with beam parameters identical to those
seen in data.
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TABLE 5.1: MC data samples generated with PYTHIA plus EPOS.

EventType Decay chain Number of events Details

22162000 D0 → K−π+ 4 009 848 Official MC PbNe, within LHCb acceptance
22162000 D0 → K−π+ 4 000 000 Private MC PbNe, in 4π

24142001 J/ψ→ µ−µ+ 1 005 420 Official MC PbNe, within LHCb acceptance
24142001 J/ψ→ µ−µ+ 4 000 000 Private MC PbNe, in 4π

For the analysis it is required that the PV be in the region [−200, 200]mm, so to
avoid any edge effects MC events are generated uniformly in a larger PVZ range of
[−250, 250]mm. The MC samples used are listed in Table 5.1.

5.3 Signal extraction

When the collisions take place in the detector, the events are either saved or discarded
depending on whether they have triggered an L0 trigger line or not. Even then, the
event rate would be too high and a system of HLT is used to further discriminate and
keep events of interest. Subsequently, the data are stripped, which corresponds to
a broad selection to organise the data into different categories depending on more
complicated measures of the event topology. Finally, the data that have passed the
previous criteria are carefully selected in order to isolate as much as possible the
sought signal and perform the desired measurement.

The full selection chain corresponds thus to a combination of trigger lines (L0
and HLT), stripping lines, and a candidate selection. Additionally, to ensure that the
data correspond to PbNe collisions and not to parasitic PbPb collisions, a series of
requirements are needed, called the global event selection.1 In the following the GEC
will be described first, followed by trigger, stripping and candidate selection for J/ψ
and D0.

It is worth mentioning here that in the final candidate selection the required
rapidity range is chosen to be y ∈ [2, 4.29]. The reason behind this is twofold. First,
it will allow to compare the results with the parallel analysis of pNe collisions at
the same centre-of-mass energy, and secondly, given that the collision system is
Lorentz boosted towards the detector, this rapidity range translates to y∗ ∈ [−2.29, 0],
encompassing the negative hemisphere of the centre-of-mass rapidity. Additionally,
limiting the forward y acceptance has the advantage that it removes possible edge
effects due to the beam-pipe, which could become even more important for events
that take place at large Z close to the limit of the allowed region (200 mm).

5.3.1 Global event selection

As already established, the topology from SMOG events is completely different from
regular beam-beam collisions. Hence, a series of requirements can be set in order to
ensure the purity of the PbNe data sample.

The collisions are classified according to a beam crossing type (BCType), which
depends on the status of the bunches crossing the IP, that is, if they are filled or empty.
Nominally, to keep only PbNe collisions that are boosted towards the detector, a
BCType = 1 is needed. This means that a filled bunch from beam 1 crosses an empty

1This selection will be referred to as GEC in the following, from its more colloquial name “global
event cuts”.
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bunch from beam 2, and thus no PbPb collision is expected. This however, is not
always the case since some Pb ions can migrate from a filled bunch into an empty
bunch and cause parasitic PbPb collisions, commonly referred to as “ghost” collisions.
In order to get rid of these the following requirements are implemented:

• nPVs > 0: at least one primary vertex is reconstructed.

• PVNTRACKS[0] > 13: the best quality vertex has been reconstructed with at
least 13 tracks.

• −200 < ZPV < 200 mm: the primary vertex position is in the region [−200, 200]mm
with respect to the nominal IP.

• nPUHits ≤ 10: a veto on the backward activity. In the PbNe collisions due
to the boost of the system very few hits in the PU stations are expected as
compared to PbPb collisions.

An overall systematic uncertainty arising from these requirements is determined
to be 0.23%. For more details on the definition of the GEC and the uncertainty
determination see Ref. [149].

5.3.2 J/ψ selection

To extract the J/ψ signal among all the data the first step is to select the relevant L0
trigger line. Since the decay channel under study presents a dimuon final state, the
trigger line considered is the L0MuonBE line, which requires that:

• µpT > 10 MeV/c.

• nSPDHits < 3000.2

The definition of this line is constant throughout the data-taking period.
The following step is the HLT1 selection. In this case as in Sec. 3.2 the considered

line is the Hlt1SMOGDiMuonHighMass, defined in Tab. 3.2, which imposes constrains in
the p and pT of the J/ψ, as well as on the track reconstruction quality. For the J/ψ
candidates it is required that this line is triggered-on-signal (TOS) meaning that the
track that fulfilled the HLT1 requirements is a track that makes up the J/ψ candidate.
For the HLT2 selection, only the Hlt2SMOGPassThrough line is considered, which only
requires to have passed an HLT1 line.

For the stripping stage, only J/ψ candidates fulfilling the requirements of the
stripping line HeavyIonDiMuonJpsi2MuMu are considered. The detailed definition of
this stripping line is given in Tab. 3.2.

Finally, the candidate selection is applied. It corresponds to a tighter selection
to reduce the background level. The final candidate selection requirements are
listed in Tab. 5.2. Here, ProbNNmu is a neural-network-based particle identification
variable which outputs the probability of the particle being a muon, considering
detector information and track quality. The vertex χ2/ndf variable is a measure of
the vertex reconstruction quality and the IP χ2/ndf is related to how close the J/ψ
back-propagated path is to a PV. This is important to leave out possible feed-down
coming from b decays, which would be displaced from the PV.

2This is to avoid the reconstruction of spurious events that would require important computing time.
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TABLE 5.2: J/ψ candidate selection requirements.

J/ψ selection requirements
µ± 2 < η < 4.6, ProbNNmu > 0.5
J/ψ vertex χ2/ndf < 16, IP χ2/ndf < 6, y ∈ [2, 4.29]

TABLE 5.3: D0 candidate selection requirements.

D0 selection requirements
K− 2 < η < 4.6, PIDK > 5, IP χ2/ndf > 4, pT > 650 MeV/c
π+ 2 < η < 4.6, PIDK < 0, IP χ2/ndf > 4, pT > 650 MeV/c
D0 vertex χ2/ndf < 16, IP χ2/ndf < 6, y ∈ [2, 4.29], τ > 0.4 ps, DIRA > 0.9998

5.3.3 D0 selection

To extract the D0 signal, the work-flow is identical to that of J/ψ. Since the decay
channel under study presents a final state consisting in two hadrons, the trigger line
considered is the L0HadronBE line, which requires that:

• transverse energy in HCAL > 15 MeV.

• 4 < nSPDHits < 3000.

The definition of this line is constant throughout the data-taking period.
The following step is the HLT1 selection. In this case as in Sec. 3.2 the considered

line is the Hlt1BEHasTrack, defined in Tab. 3.3, which imposes constrains in the pT
of the D0, as well as on the track reconstruction quality. For the D0 candidates it is
required that this line is TOS. For the HLT2 selection, only the Hlt2SMOGPassThrough
line is considered, which only requires to have passed an HLT1 line.

For the stripping stage, only D0 candidates fulfilling the requirements of the
stripping line HeavyIonOpenCharmD02kpi are considered. The detailed definition of
this stripping line is given in Tab. 3.3.

Finally, the candidate selection is applied. The final candidate selection require-
ments are listed in Tab. 5.3, where τ is the proper lifetime of the D0, the variable DIRA
(which stands for direction angle) is the cosine of the angle between the direction
of the D0 reconstructed momentum and the direction defined by the PV position
and the decay vertex of the D0. For the D0, the particle identification of its decay
products is made with the variable PIDK, which only uses information from the
RICH, muon stations and calorimeters to asses the ID of the particle. In general PIDx
means LL(P, x) − LL(P, π), with LL(P, x) the log-likelihood of particle P being x.
Like this, PIDK > 5 means that it is more likely for the particle in question to be a
kaon over a pion.

5.3.4 Determination of signal yields

The J/ψ→ µ+µ− candidates are evaluated with an unbinned maximum likelihood
fit to the invariant mass using the ROOFIT software, available in ROOT. To model the
signal a crystal-ball (CB) function is used. It is defined as:

FCB(x; µ, σ, α, n) = C


exp

(
− 1

2

(
x−µ

σ

)2
)

if x−µ
σ > −|α|(

n
|α|
)n

exp(− 1
2 α2)(

n
|α|−|α|−

x−µ
σ

)n otherwise
(5.1)
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FIGURE 5.1: Invariant mass fit for J/ψ→ µ+µ− (left) and for
D0 → K−π+ (right).

This function, developed by the Crystal Ball Collaboration [150, 151], binds a Gaussian
function with a power-law tail at low mass to account for the radiative losses and
energy loss fluctuations in the detection process of the muons.

On the other hand, D0 → K−π+ candidates are evaluated with two Gaussian
functions centred at the same mean value. For both J/ψ and D0 the background is
modelled with an exponential function.

The fit to the invariant mass distributions are shown in Fig. 5.1. In total there are
604 J/ψ candidates and 6613 D0 candidates in the data sample.

Binned signal yields

Given the low statistics of J/ψ in the recorded PbNe collisions, it is not viable to
perform this measurement in double differential bins. Hence, the signal will be
measured in one single variable at a time. The binning scheme chosen is the following:

• nSPDHits: [0, 200, 300, 446, 715, 960, 1700].

• y: [2.0, 2.79, 3.29, 3.79, 4.29].

• pT: [0, 1000, 2000, 3000, 8000] MeV/c.

• PVZ: [-200, -120, -40, 40, 120, 200] mm.

The nSPDHits binning scheme was initially chosen to be [0, 446, 715, 960, 1700] in
order to have a similar number of J/ψ candidates in each bin. However, the first bin
was further split into 3 bins to be sensitive to the low multiplicity behaviour, which
allows a better comparison to the pNe system.

Sometimes it will be useful to present results in the centre-of-mass rapidity. Due
to the Lorentz boost of the system, to go from the laboratory frame rapidity to the
centre-of-mass it is necessary to consider the relation3

y = y∗ + ln
(√

sNN

mp

)
, (5.2)

where
√

sNN is the centre-of-mass energy and mp is the proton mass. With this at√
sNN = 69 GeV the centre-of-mass rapidity is given by y∗ = y− 4.29 and thus with

3Provided that
√

sNN � mp.
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the binning scheme used only the backward rapidity hemisphere is considered, that
is, y∗ ∈ [−2.29, 0].

In Figs. 5.2 and 5.3 the fits to the invariant mass in the different nSPDHits bins are
shown, for J/ψ and D0 respectively. In the case of the J/ψ, the sum of the candidates
from all fits results in N J/ψ = 589± 35 and in the case of the D0 the sum results in
ND0

= 6573± 282. In both cases the sum is compatible with the number of candidates
of the integrated fit (from Fig. 5.1) and the slightly lower number can be explained by
the lower quality of the fit when binning the data sample due to the low statistics.
The same plots in bins of y can be seen in Fig. 5.4. For the corresponding plots for pT
and PVZ bins see the Appendix A.

5.4 Detector occupancy

Before the computation of efficiencies it is important to check the occupancy of the
detector. This is done in order to check that in PbNe collisions the occupancy regime
is below the occupancy of Pbp collisions at a centre-of-mass energy of

√
sNN = 8 TeV,

restricting the Pbp data sample to events that have less than 8000 nVeloClusters,
which is the usual limit taken for Pbp analyses. If this is the case, then it is certain that
the detector performance in the context of PbNe is understood and characterised and
in particular, it indicates that certain results from Pbp, such as the weights for particle
identification (PID) efficiency, can be applied to the PbNe case. This is important
since the PID weights and some correction factors for the tracking efficiency, which
come from standard LHCb tools for efficiency computation,4 are not yet available for
the SMOG data samples, and thus they are taken from an available dataset that is
similar in occupancy which, in this case, is the Pbp data.

In order to evaluate the occupancy of the detector, the nSPDHits and the number
of VELO tracks (nVeloTracks) are studied. This gives an idea of the number of
particles traversing the detector in the VELO region and also farther downstream at
the level of the SPD (also indicative of the calorimeter region). These are shown in
Fig. 5.5, where in both cases the distributions have been normalised to unity. It thus
confirms that the detector occupancy even in most central PbNe collisions is lower,
albeit similar, to the occupation of high multiplicity Pbp events. In particular:

• MAX(nSPDHits(PbNe)) ≈ 2150 < MAX(nSPDHits(Pbp)) ≈ 2350

• MAX(nVeloTracks(PbNe)) ≈ 520 < MAX(nVeloTracks(Pbp)) ≈ 800

In the following section the efficiencies are computed, and thanks to this result
when evaluating the PID and track reconstruction efficiency the tables obtained from
Pbp data with TrackCalib and PIDCalib can be safely used in the PbNe context.

5.5 Efficiencies

In this section the efficiencies are defined and computed. For the calculation of the
efficiencies the MC must be reweighted to reproduce the multiplicity distribution
found in the data. The final efficiency will be used to correct the measured particle
yields to obtain the real yields. The computation is separate for J/ψ and D0.

4These are TrackCalib and PIDCalib. More details about them are given in Secs. 5.5.5 and 5.5.8.
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5.5.1 Definitions

The correction to the measured yields is done as

Yi =
Ni

εi
accεi

totBi
, (5.3)

where Yi is the real particle yield, Ni the measured yield, εi
acc is the geometrical

acceptance, computed from a private MC simulation at generator level, εi
tot is the total

detection efficiency and Bi the branching ratio of the specific decay channel under
consideration. The index i stands for either J/ψ or D0.

The total detection efficiency εi
tot can be decomposed as follows:5

εtot = εPV × εTrack × εStripping × εGEC,Sel × εPID × εTrigger. (5.4)

The different terms are defined as:

• εPV: The primary vertex efficiency, computed from the full LHCb simulation.

• εTrack: Track reconstruction efficiency, computed from the full LHCb simulation.

• εStripping: The stripping efficiency without the PID requirements, computed
from the full LHCb simulation. The truth-matching (in)efficiency is considered
in this step. The PID requirements are left out because they are considered later
together with other PID requirements from the selection stage.

• εGEC,Sel: The GEC and selection efficiency, computed from the full LHCb simu-
lation.

• εPID: The particle identification efficiency, computed from the full LHCb simu-
lation and with the tables obtained from PIDCalib.

• εTrigger: The trigger efficiency, which is a "remaining" trigger efficiency after all
the other selection criteria has been applied. It is computed from the full LHCb
simulation.

5This decomposition is done in order to have a better understanding of how each selection step
affects the signal, and to be able to cross-check step-by-step the results with other similar analyses.



5.5. Efficiencies 109

0 2000 4000 6000
nVeloClusters

0

20

40

60

80

100

120

140

S
ig

na
l c

an
di

da
te

s

0 2000 4000 6000
nVeloClusters

0

0.5

1

1.5

2

2.5

D
at

a/
M

C

FIGURE 5.6: (left) nVeloClusters distributions in MC (red) and data
(blue) for the J/ψ. The data have been fit empirically with a 3rd
polynomial (black line) and a gaussian tail (green line). (right) The
ratio between the fit to the data and the MC distribution. This ratio has
been fitted with a gaussian function, and weights are sampled from

this gaussian.

In order to compute the efficiencies, the first step is to reweight the MC, which
will be described in the following section. This is due to the well known problem that
the multiplicity of the MC events does not reproduce correctly the one found in the
data. After the reweighting of the MC, the efficiencies are computed in bins of pT, y,
PVZ and nSPDHits independently, always in the PVZ region of [−200, 200]mm.

5.5.2 MC reweighting

To reweight the MC, two approaches were considered. The first one consisted in
comparing the distribution of the variable nVeloClusters between the data and the
MC, since it is an important multiplicity variable. The data distribution was fitted
empirically (see left panels of Figs. 5.6 and 5.7) and then the ratio fit(Data)/MC was
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FIGURE 5.7: (left) nVeloClusters distributions in MC (red) and data
(blue) for the D0. The data have been fit empirically with a 5th degree
polynomial. (right) The ratio between the fit to the data and the MC
distribution. This ratio has been fitted with a 5th degree polynomial
(red line) plus a gaussian tail (dashed green line) on the left side.

Weights are sampled from these functions.
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computed. Finally, as shown in the right panels of Figs. 5.6 and 5.7, the ratio was
fitted again either by a Gaussian, in the case of J/ψ, or by a 5th degree polynomial
plus a Gaussian tail, in the case of D0. This approach however, does not satisfactorily
reproduce other multiplicity or kinematic variables, see Figs. 5.8 and 5.9.

The second reweighting approach makes use of a machine learning algorithm
from the hep_ml python library.6 Specifically the Gradient Boosted Reweighter (GBR)
tool is used. It is an algorithm capable to work in high dimensions while keeping
reweighting reliable and precise. To cross-check the two methods, a first reweighting
with the GBR was performed using only nVeloClusters as a reweighting variable
and all efficiencies were computed and compared to the ones obtained with the first
approach. They were all found to be compatible within the percent level.

As it was stated before, the reweighting using nVeloClusters alone is not enough
to close the gap between MC and data, and thus finally the variables chosen to
reweight the MC were the nVeloClusters, the nSPDHits, and the pT. The nSPDHits
is important since it is a multiplicity indicator near the ECAL, which is the detector
that was used to estimate the centrality of the collisions, and thus this variable can
be used to classify events according to their centrality. The pT is the only kinematic
variable that does not match between MC and data, so it is used to reweight the MC.

The advantage of using the GBR is that it can simultaneously consider several
variables, ensuring identical multidimensional distributions. In order to achieve this,
the reconstructed MC and the data (with the full selection applied) are split in half,
to form a training set and a test set. Usually one would choose 80% for training and
20% for testing, but since the statistics of the data are so low, it was preferred to halve
the datasets. The strategy of this procedure is to:

1. Train the GBR with the MCtrain and the datatrain sets.

2. Produce weights from the trained GBR for the MCtest set.

3. Compare the weighted MCtest set to the datatest.

4. If the procedure works with these 2 separate samples, the model is validated and
the weights are predicted for the entire reconstructed MC (without selections)
and for the entire truth MC, which are then used to compute the efficiencies.

The reweighting results can be seen in Figs. 5.10 and 5.11 for the variables that
were used to train the GBR, and in Figs. 5.12 and 5.13 for other multiplicity and
kinematic variables, which are in good agreement considering the uncertainties of
the data.

6The documentation can be found here https://arogozhnikov.github.io/hep_ml/reweight.
html. It is an open source library under the Apache 2.0 license.

https://arogozhnikov.github.io/hep_ml/reweight.html
https://arogozhnikov.github.io/hep_ml/reweight.html


5.5. Efficiencies 111

0 2000 4000 6000
nVeloClusters

0

20

40

60

80

100

120

140

S
ig

na
l c

an
di

da
te

s

0 2000 4000 6000
nVeloClusters

0

20

40

60

80

100

120

140

S
ig

na
l c

an
di

da
te

s

0 2000 4000 6000 8000
 [MeV/c]

T
 pψJ/

0

20

40

60

80

100

120

140

160

180

200

220

S
ig

na
l c

an
di

da
te

s

0 2000 4000 6000 8000
 [MeV/c]

T
 pψJ/

0

20

40

60

80

100

120

140

160

180

200

220

S
ig

na
l c

an
di

da
te

s

0 500 1000 1500 2000
nSPDHits

0

20

40

60

80

100

120

140

160

180

S
ig

na
l c

an
di

da
te

s

0 500 1000 1500 2000
nSPDHits

0

20

40

60

80

100

120

140

S
ig

na
l c

an
di

da
te

s

FIGURE 5.8: Comparison of the MC (red) and data (blue) distributions
for the J/ψ. On the left side, the distributions before the reweighting
are shown, while on the right side the distributions after the reweight-
ing using approach 1 are shown. The top panels show the nVeloClus-
ters distribution, which is the variable used for the reweighting, where
a good agreement is found after reweighting. For the other variables,
after reweighting there is not a good agreement between data and MC.
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FIGURE 5.9: Comparison of the MC (red) and data (blue) distributions
for the D0. On the left side, the distributions before the reweighting are
shown, while on the right side the distributions after the reweighting
using approach 1 are shown. The top panels show the nVeloClusters
distribution, which is the variable used for the reweighting, where a
good agreement is found after reweighting. For the other variables,
after reweighting there is not a good agreement between data and MC.
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FIGURE 5.10: Comparison of the MC (red) and data (blue) distribu-
tions of the reweighting variables for the J/ψ with the GBR. On the
left side, the distributions before the reweighting are shown, while on

the right side the distributions after the reweighting are shown.
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FIGURE 5.11: Comparison of the MC (red) and data (blue) distribu-
tions of the reweighting variables for the D0 with the GBR. On the left
side, the distributions before the reweighting are shown, while on the

right side the distributions after the reweighting are shown.
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FIGURE 5.12: Comparison of the MC (red) and data (blue) distribu-
tions for the J/ψ with the GBR. On the left side, the distributions before
the reweighting are shown, while on the right side the distributions

after the reweighting are shown.
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FIGURE 5.13: Comparison of the MC (red) and data (blue) distribu-
tions for the D0 with the GBR. On the left side, the distributions before
the reweighting are shown, while on the right side the distributions

after the reweighting are shown.
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5.5.3 Acceptance

The first quantity to be computed is the geometrical acceptance. With a vertex at
PVZ = 0, an outgoing track is within the LHCb acceptance if its pseudorapidity is
within 2 < η < 5. It is common practice, to avoid possible border effects, to limit the
tracks to 2 < η < 4.6.

On the other hand, due to the fact that PbNe collisions are fixed-target collisions,
the PVZ range is extended and there is a boost in the rapidity of 4.29 due to the
2.5 TeV Pb beam. Therefore, SMOG kinematics range mostly covers negative y∗

hemisphere. Because of this, the study is limited to candidates with a rapidity in the
range y ∈ [2, 4.29], which in the centre-of-mass becomes y∗ ∈ [−2.29, 0], effectively
considering only the backward hemisphere of the collision.

The acceptance is determined with the simulated data where J/ψ and D0 signal
candidates generated with PYTHIA are embedded in EPOS generated PbNe events.
Since the acceptance depends only on the particles (pseudo)rapidities, it is calculated
using generator level samples only, so no reweighting is needed. The 4π acceptance
is calculated as follows:

ε4π acc =
Events with both daughters within 2 < η < 4.6 and signal y∗ ∈ [−2.29, 0]

Events with both daughters within 4π
.

(5.5)
In addition, both in the numerator and the denominator there are the additional

requirements that the pT be lower than 8 GeV, to limit it to the region of interest for
the analysis (only 0.001% of events is left out) and that nVeloClusters be less than
6000, since in the data events with more than 6000 were not reconstructed.

J/ψ acceptance

The J/ψ acceptance is:

• ε
J/ψ
4π acc = (33.23± 0.03)%.

As a cross-check, the acceptance within the rapidity range (y∗ requirement both in
numerator and denominator) is computed and found to be:

• ε
J/ψ
acc = (66.71± 0.08)%.

As expected, there is a factor 0.498 between the two, which is explained by the fact
that in the centre-of-mass only the negative rapidity hemisphere is considered.

The resulting distributions of the ε
J/ψ
4π acc as a function of y, pT, PVZ and (pT,y) can

be seen in Fig. 5.14. It is important to mention that in Fig. 5.14 when visualising the
efficiency as a function of y, there is no change if one considers the 4π acceptance or
the LHCb acceptance. This is because the resulting efficiency is already limited to the
considered rapidity bins set on the rapidity axis.

D0 acceptance

The D0 acceptance is:

• εD0

4π acc = (35.08± 0.03)%.

As a cross-check, the acceptance within the rapidity range (y∗ requirement both in
numerator and denominator) is computed and found to be:
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FIGURE 5.14: J/ψ 4π acceptance efficiency as a function of different
variables. The top-left plot shows a greater efficiency since it is not

affected by the change from LHCb acceptance to 4π (see text).
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FIGURE 5.15: D0 4π acceptance efficiency as a function of different
variables. The top-left plot shows a greater efficiency since it is not

affected by the change from LHCb acceptance to 4π (see text).
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• εD0

acc = (71.16± 0.09)%.

As expected, there is a factor 0.493 between the two, which is again due to the fact
that only the negative rapidity hemisphere is considered.

The resulting distributions of the εD0

4π acc as a function of y, pT, PVZ and (pT,y) can
be seen in Fig. 5.15. As in the J/ψ case, in Fig. 5.15 when visualising the efficiency as
a function of y, there is no change if one considers the 4π acceptance or the LHCb
acceptance.

5.5.4 PV efficiency

The weighted MC samples are used to evaluate PV efficiency, which is computed as:

εPV =
Events with nPV > 0

Events with both daughters within 2 < η < 4.6 and signal y∗ ∈ [−2.29, 0]
.

(5.6)
The resulting PV efficiency is then:

• ε
J/ψ
PV = (99.98± 0.00)%.

• εD0

PV = (99.99± 0.00)%.

Since the PV efficiency should not depend on the candidate MC, the average PV
efficiency is computed and the difference between J/ψ and D0 is used to compute a
systematic uncertainty. The resulting efficiency as a function of several variables can
be seen in Fig. 5.16 for the J/ψ and in Fig. 5.17 for the D0. The final overall value for
the PV efficiency, considering both results and their difference is:

• εPV = (99.99± 0.00 (stat)± 0.01 (syst))%.
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FIGURE 5.16: J/ψ PV efficiency as a function of y, pT, PVZ and
nSPDHits.
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FIGURE 5.17: D0 PV efficiency as a function of y, pT, PVZ and
nSPDHits.

5.5.5 Tracking efficiency

Tracking efficiencies encompass the reconstruction efficiency and the requirement
that a track be reconstructed as a long-track. They are computed using the MC
samples, including a track-by-track MC/data correction. More precisely, correction
factors must be applied to simulation-based tracking efficiencies due to well-known
discrepancies between data and simulation. These factors, f Track = εdata

Track/εMC
Track,

have been computed using a tag-and-probe method, specifically the Long method,7

with data from Pbp collisions at
√

sNN = 8 TeV. These corrections are computed

7For details of this method see Ref. [152].
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FIGURE 5.18: Correction factors to account for the discrepancy be-
tween track reconstruction in MC and data. These have been ob-
tained using a tag-and-probe method on data from Pbp collisions at√

sNN = 8 TeV.
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FIGURE 5.19: J/ψ Track efficiency as a function of y, pT, PVZ and
nSPDHits.
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FIGURE 5.20: D0 Track efficiency as a function of y, pT, PVZ and
nSPDHits.

as a function of the track momentum (p) and pseudorapidity (η), see Fig. 5.18. An
additional systematic uncertainty of 0.5% has to be assigned on top of the uncertainties
for the µ tracks, and of 2% for the π or K tracks.
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The truth MC samples are used to compute the tracking efficiency as:

εTrack =
(Daughter 1 reconstructed & Daughter 2 reconstructed)× ( f1 × f2)

Both daughters with 2 < η < 4.6 & mother y∗ ∈ [−2.29, 0] & nPV > 0
,

(5.7)
with f1, f2 the correction factors previously discussed for daughter 1 and daughter 2
respectively. Both tracks have to be reconstructed as long-tracks.

The resulting integrated efficiencies are:

• ε
J/ψ
Track = (80.42± 0.05)%.

• εD0

Track = (46.63± 0.01)%.

The efficiencies as function of y, pT, PVZ and nSPDHits are shown in Figs. 5.19
and 5.20 for the J/ψ and the D0 respectively.

5.5.6 Stripping efficiency

Usually the stripping efficiency would be computed in a straightforward manner
using the reconstructed truth-matched MC. However, in this case since the PbNe
events are of high multiplicity, the reconstructed MC tuple can only be filled with
events that pass the stripping selection, in order to reduce the amount of candidates
arising from combinatorial background. This means that the reconstructed tuple
is already stripped and it cannot be directly disentangled from the truth-matching.
Unfortunately, on the data only the stripping efficiency should be applied in the
correction and so it needs to be isolated. Ideally, the stripping efficiency would be
computed as:

εStrip =
Reconstructed events passing the stripping requirements, with a PV and both tracks reconstructed

Reconstructed events with a PV and both tracks reconstructed
,

(5.8)
with truth-matched events both in the numerator and denominator. However, since
the reconstructed tuple is stripped from the very beginning the denominator is not
accessible and instead a combined efficiency εStripping,truth−match is obtained. To isolate
the stripping efficiency the following is computed:

εStrip =
εStripping,truth−match

εtruth−match
, (5.9)

where εtruth−match is computed from the true reconstructed events that failed to be
matched to the generated events (unmatched events). The generated signal events
are fitted and the signal shape is used as a template to fit the signal in the unmatched
events. The percentage of the candidates found in the unmatched events with respect
to the total matched and unmatched candidates corresponds to the truth-matching
inefficiency, εtruth−match, which is then used to obtain the truth-matching efficiency as
εtruth−match = 1− εtruth−match.

For the computation of εStripping,truth−match both the truth MC and the reconstructed
MC are used, and it is thus useful to define two requirements:

• For the reconstructed MC:

– MCReco
Stripping,truth−match = Strip + truth-match + PV + acceptance + track,
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FIGURE 5.21: J/ψ stripping and truth-matching efficiency as a func-
tion of y, pT, PVZ and nSPDHits.
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FIGURE 5.22: D0 stripping and truth-matching efficiency as a function
of y, pT, PVZ and nSPDHits.
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FIGURE 5.23: Fit to the J/ψ truth-matched candidates (left) and un-
matched candidates (right). The function that fits the truth-matched
candidates has been used as a template on the right with an exponen-

tial background.

• For the truth MC:

– MCtruth
Track = PV + acceptance + track,

where PV, acceptance and track stand for the requirements previously defined for each
respective efficiency. With these requirements, the εStripping,truth−match is obtained as:

εStripping,truth−match =
MCReco

Stripping,truth−match

MCtruth
Track

. (5.10)

The integrated εStripping,truth−match is found to be:

• ε
J/ψ
Stripping,truth−match = (90.40± 0.04)%.

• εD0

Stripping,truth−match = (33.13± 0.01)%.

The resulting efficiencies are shown in Figs. 5.21 and 5.22 for J/ψ and D0 respec-
tively.

To obtain the correction factor due to the truth-matching inefficiency the first
step is to fit the reconstructed MC signal using only truth-matched candidates. To
do this the signal is modelled by a CB shape plus a gaussian function in the case
of the J/ψ, and by two gaussian functions in the case of the D0. Then, with the
template from the fit to the truth-matched candidates, another fit is performed on the
unmatched candidates with the addition of an exponential background. The results
of this procedure are shown in Fig. 5.23 for the J/ψ and in Fig. 5.24 for the D0.

For the D0, 17805± 1644 candidates are found unmatched. This represents 4.69%
of the total, resulting an efficiency of εD0

truth−match = (95.31± 0.43)%. For the J/ψ on

the other hand, the fit shown in Fig. 5.23 results in an efficiency of ε
J/ψ
truth−match =

(97.99± 0.25)%. However, there is an apparent tail on the left side of the mass peak
which is not covered by the fit function. To account for this and to include it as
a systematic uncertainty, another fit was performed leaving free the means of the
CB and of the gaussian, resulting in an efficiency of ε

J/ψ
truth−match = (97.10± 0.16)%.

Combining these two results, the final value for the J/ψ truth-matching efficiency



5.5. Efficiencies 125

1800 1850 1900
]2c) [MeV/+π -Km(

0

10

20

30

40

50

60

70

80

90
310×]2 c

E
nt

ri
es

 / 
5 

[M
eV

/

Data

Complete Fit

Background

Signal

Entries = 361990

 602± = 361990 
0DN

1800 1850 1900
]2c) [MeV/+π -Km(

]2 c
E

nt
ri

es
 / 

5 
[M

eV
/

Data

Complete Fit

Background

Signal

Entries = 9017489

 1644± = 17805 
0DN

FIGURE 5.24: Fit to the D0 truth-matched candidates (left) and un-
matched candidates (right). The function that fits the truth-matched
candidates has been used as a template on the right with an exponen-

tial background.

is ε
J/ψ
truth−match = (97.55± 0.29(stat)± 0.45(syst))%. These values are finally used to

correct the εStripping,truth−match efficiencies, resulting in an integrated value of:

• ε
J/ψ
Stripping = (92.67± 0.28(stat)± 0.43(syst))%.

• εD0

Stripping = (34.76± 0.16)%.

The same factors found are used to correct the efficiencies shown in Figs. 5.21 and
5.22.

5.5.7 GEC and selection efficiency

The GEC and selection efficiency is computed entirely with the reconstructed MC.
The PID requirements from the stripping and the selection are not applied here. It is
convenient to define:

MCReco
GEC,Sel = MCReco

Stripping,truth−match + GEC + Selection.

Then the GEC and selection efficiency is computed as:

εGEC,Sel =
MCReco

GEC,Sel

MCReco
Stripping,truth−match

. (5.11)

The overall efficiencies found are:

• ε
J/ψ
GEC,Sel = (91.45± 0.04)%.

• εD0

GEC,Sel = (38.33± 0.02)%.

The GEC and selection efficiency as a function of y, pT, PVZ and nSPDHits is
shown in Figs. 5.25 and 5.26 for J/ψ and D0 respectively.
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5.5.8 PID efficiency

As previously discussed, current simulations do not reproduce well the detector
occupancy, and thus they cannot be used to compute reliably the PID efficiencies. To
overcome this issue, the PID efficiencies for the different particle species (µ±, π± and
K±) are obtained with the PIDCalib package. Since PbNe data are not present among
the PIDCalib available datasets due the low statistics of the sample, the efficiencies
are computed with data from Pbp collisions at

√
sNN = 8 TeV (see Sec. 5.4). The single

track PID efficiencies are computed in bins of p, η and nSPDHits. The binning scheme,
selection and PID selection applied are:

• The binning scheme:

– p: [ 0 : 25000 : 50000 : 75000 : 110000 : 170000 ] MeV/c.

– η: [ 2 : 2.79 : 3.29 : 3.79 : 4.29 : 4.6 ].

– nSPDHits: [ 0 : 446 : 715 : 960 : 1700 : 2250 ].

• The selection:

– For µ±: pT > 400 MeV/c & p > 3000 MeV/c & nPV > 0 & InMuonAcc == 1.

– For π±: pT > 500 MeV/c.

– For K±: pT > 500 MeV/c.

• The PID selection:8

– For µ±: MC15TuneV1_ProbNNmu > 0.5 & IsMuon == 1.

– For π±: DLLK < 0.

– For K±: DLLK > 5.

The PIDCalib outputs are three dimensional (3D) histograms denoted as passed
and total, which are filled with events passing the PID selection (passed) or all events
(total). The ratio between passed and total constitutes the PID efficiency in a given
bin. To obtain the PID efficiency maps, the 3D histograms are projected onto a
two dimensional (2D) histogram and then divided. This can be done integrated in
nSPDHits or for each nSPDHits bin. In Fig. 5.27 this procedure is shown, integrated
in nSPDHits. The top row shows the 3D histograms, passed on the left and total on the
right. The middle row shows their 2D projection integrated in nSPDHits. The bottom
plot shows the PID map which consists on the division of the two 2D histograms.9

Fig. 5.28, shows the same maps but for each nSPDHits bin (first four bins) and also
the one dimensional projection into nSPDHits to illustrate the dependence of the PID
efficiency on the multiplicity. Figs. 5.29 and 5.30 show the same things for the π±,
and Figs. 5.31 and 5.32 for the K±.

8DLLK is the same variable as the aforementioned PIDK.
9It can occur that in some bins with low statistics the efficiency is greater than 1. This is because

PIDCalib uses sWeighted data to evaluate the efficiencies. Consider as an example a given bin with 5
signal events with weights 1 and 10 background events with weights −0.4 giving a total bin content of
1. Once the selection is applied, 5 background events are removed while the signal is kept. The content
of the bin would now be 3. This leads to the "total" histogram having bins with less content than in the
"passed" histogram and thus an efficiency greater than 1. This however, does not occur in phase-space
regions with high statistics.



128 Chapter 5. J/ψ and D0 in PbNe collisions

0
50

100
150

310×

p ± µ2
2.5

3
3.5

4
4.5

η 
± µ
0

450

900

1350

1800

2250

nS
PD

H
its

Passed

0
50

100
150

310×

p ± µ2
2.5

3
3.5

4
4.5

η 
± µ
0

450

900

1350

1800

2250

nS
PD

H
its

Passed

0
50

100
150

310×

p ± µ2
2.5

3
3.5

4
4.5

η 
± µ
0

450

900

1350

1800

2250

nS
PD

H
its

Total

0
50

100
150

310×

p ± µ2
2.5

3
3.5

4
4.5

η 
± µ
0

450

900

1350

1800

2250

nS
PD

H
its

Total

0

2

4

6

8

10

12

14

16

18
310×

2 2.5 3 3.5 4 4.5
η ± µ

0

50

100

150

310×

p ±  µ

0

2

4

6

8

10

12

14

16

18

310×

2 2.5 3 3.5 4 4.5
η ± µ

0

50

100

150

310×
p ±  µ

 0.012±
0.942

 0.016±
0.878

 0.025±
0.826

 0.089±
0.848

 0.033±
0.981

 0.026±
0.982

 0.024±
0.951

 0.035±
0.897

 0.102±
0.957

 0.102±
1.044

 0.062±
0.974

 0.046±
0.999

 0.047±
0.951

 0.078±
0.851

 0.210±
1.075

 0.102±
0.990

 0.075±
0.988

 0.066±
0.962

 0.090±
0.872

 0.396±
1.037

 0.237±
0.963

 0.146±
0.999

 0.101±
0.954

 0.146±
0.895

2 2.5 3 3.5 4 4.5
η ± µ

0

50

100

150

310×

p ±  µ

0

0.2

0.4

0.6

0.8

1

FIGURE 5.27: The output of PIDCalib for the µ± tracks. The top row
shows the 3D histograms filled with events passing the PID selection
(left) and all the events (right). The middle row shows the 2D pro-
jection integrated in nSPDHits respectively for the passed and total
histograms. The bottom plot shows the ratio between passed and total,
which corresponds to the PID efficiency map integrated in nSPDHits.



5.5. Efficiencies 129

 0.022±
0.970

 0.030±
0.940

 0.052±
0.965

 0.152±
0.957

 0.067±
1.003

 0.050±
0.997

 0.046±
0.981

 0.060±
0.931

 0.168±
1.074

 0.181±
1.034

 0.119±
1.002

 0.090±
0.987

 0.083±
0.947

 0.118±
0.795

 0.374±
1.119

 0.176±
0.976

 0.140±
0.982

 0.112±
0.926

 0.240±
1.113

 0.594±
0.901

 0.478±
0.933

 0.311±
1.046

 0.149±
0.843

 0.313±
1.032

2 2.5 3 3.5 4 4.5

η ± µ

0

50

100

150

310×

p ±  µ

0

0.2

0.4

0.6

0.8

1

 0.013±
0.951

 0.017±
0.902

 0.027±
0.856

 0.094±
0.884

 0.036±
0.980

 0.028±
0.984

 0.027±
0.969

 0.036±
0.906

 0.124±
1.095

 0.107±
1.024

 0.066±
0.977

 0.051±
1.000

 0.051±
0.969

 0.076±
0.843

 0.234±
1.089

 0.110±
0.977

 0.081±
0.982

 0.069±
0.940

 0.104±
0.935

 0.488±
1.070

 0.242±
0.931

 0.161±
0.989

 0.108±
0.947

 0.155±
0.898

2 2.5 3 3.5 4 4.5

η ± µ

0

50

100

150

310×

p ±  µ

0

0.2

0.4

0.6

0.8

1

 0.020±
0.920

 0.025±
0.814

 0.038±
0.736

 0.154±
0.744

 0.053±
0.975

 0.041±
0.983

 0.040±
0.945

 0.059±
0.850

 0.171±
0.881

 0.192±
1.128

 0.098±
0.978

 0.071±
1.001

 0.079±
0.930

 0.136±
0.829

 0.309±
1.043

 0.167±
1.003

 0.114±
0.956

 0.111±
1.008

 0.130±
0.778

 0.565±
1.019

 0.424±
1.024

 0.222±
0.980

 0.179±
0.968

 0.230±
0.813

2 2.5 3 3.5 4 4.5

η ± µ

0

50

100

150

310×

p ±  µ

0

0.2

0.4

0.6

0.8

1

 0.032±
0.897

 0.039±
0.759

 0.060±
0.693

 0.215±
0.698

 0.082±
0.985

 0.062±
0.974

 0.057±
0.876

 0.104±
0.854

 0.148±
0.573

 0.323±
1.172

 0.165±
0.961

 0.111±
0.991

 0.117±
0.871

 0.312±
0.900

 0.462±
1.004

 0.278±
1.062

 0.199±
1.023

 0.194±
1.080

 0.171±
0.629

 0.669±
0.959

 0.997±
1.273

 0.352±
1.047

 0.291±
0.993

 0.419±
0.878

2 2.5 3 3.5 4 4.5

η ± µ

0

50

100

150

310×

p ±  µ

0

0.2

0.4

0.6

0.8

1

1.2

0 450 900 1350 1800 2250

nSPDHits

0

2

4

6

8

10

12

14

16

18

310×

E
nt

ri
es

Passed

0 450 900 1350 1800 2250

nSPDHits

0

2

4

6

8

10

12

14

16

18

20
310×

E
nt

ri
es

Total

0 450 900 1350 1800 2250

nSPDHits

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1)±  µ
 (

PI
D

ε
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FIGURE 5.30: The 2D π± efficiency maps for the nSPDHits bins [0,446]
(top-left), [446, 715] (top-right), [715, 960] (middle-left) and [960, 1700]
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tograms integrated in p and η are shown as well as their ratio to

illustrate the PID efficiency dependence on multiplicity.
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FIGURE 5.32: The 2D K± efficiency maps for the nSPDHits bins [0,446]
(top-left), [446, 715] (top-right), [715, 960] (middle-left) and [960, 1700]
(middle-right). On the bottom row, the 1D projections of the 3D his-
tograms integrated in p and η are shown as well as their ratio to

illustrate the PID efficiency dependence on multiplicity.
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Finally, the candidate PID efficiency is computed with the PID maps in bins of
nSPDHits. The procedure is as follows:

1. Each final track in the MC sample, with the MCReco
GEC,Sel + PID selections applied,

is assigned an efficiency from the PID maps according to their (η, p) and the
event multiplicity (nSPDHits).

2. For each candidate, the PID efficiency is extracted for both of its daughter tracks,
so ε

daughter1
PID and ε

daughter2
PID .

3. Each candidate is then weighted by the product of their daughter efficiency,
that is, by ε

signal
PID = ε

daughter1
PID × ε

daughter2
PID .

In other words, defining MCReco
PID = MCReco

GEC,Sel + PID, the PID efficiency is com-
puted as:
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FIGURE 5.33: The top row shows the daughter occupancy of the (p, η)
space for the J/ψ, where the content of each bin represents the fraction
of the total number of daughters within the given bin. The middle and
bottom rows show the PID efficiency as a function of y, pT, PVZ and

nSPDHits.
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εPID =
MCReco

PID × ε
daughter1
PID (p, η, nSPDHits)× ε

daughter2
PID (p, η, nSPDHits)

MCReco
PID

. (5.12)

It is useful to consider the occupation of the (p, η) space by the single tracks, since
it can help understand the resulting efficiencies for the final candidates. For the J/ψ,
the fraction of µ± tracks occupying each (p, η) bin is shown on the top row of Fig. 5.33.
On the bottom and middle row the PID efficiency is shown as a function of y, pT, PVZ
and nSPDHits. Indeed the decrease as a function of nSPDHits is less pronounced
than what the bottom right plot of Fig. 5.28 suggests, and this can be explained by
the fact that most muons occupy a (p, η) region, where the efficiency does not vary
dramatically as the nSPDHits increases. For the D0, the daughter occupancy plots
and PID efficiency as a function of y, pT, PVZ and nSPDHits are shown in Fig. 5.34.

The resulting integrated efficiencies are:
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FIGURE 5.34: The top row shows the daughter occupancy of the (p, η)
space for the D0, where the content of each bin represents the fraction
of the total number of daughters within the given bin. The middle and
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FIGURE 5.35: J/ψ trigger efficiency as a function of y, pT, PVZ and
nSPDHits.

• ε
J/ψ
PID = (91.84± 0.01)%.

• εD0

PID = (84.40± 0.04)%.

5.5.9 Trigger efficiency

The trigger efficiencies are determined with the reconstructed MC samples, right after
the PID efficiency evaluation to avoid introducing any bias due to the PID cuts at the
trigger level. The trigger efficiencies include L0 and HLT1 requirements. No HLT2
requirements has been applied, all events are HLT2 "pass-through".

Defining MCReco
Trigger = MCReco

PID + L0 + HLT1, the trigger efficiency is computed as:

εTrigger =
MCReco

Trigger

MCReco
PID

. (5.13)

The overall integrated trigger efficiency is found to be:

• ε
J/ψ
Trigger = (83.17± 0.06)%.

• εD0

Trigger = (99.66± 0.01)%.

The trigger efficiencies as a function of the y, pT, PVZ and nSPDHits are shown in
Figs. 5.35 and 5.36 for J/ψ and D0 respectively.
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FIGURE 5.36: D0 trigger efficiency as a function of y, pT, PVZ and
nSPDHits.

TABLE 5.4: Summary of efficiencies for J/ψ and D0. The two right-
most columns show the efficiencies for the nSPDHits interval [0,446].

Efficiency J/ψ D0 J/ψ[0,446] D0
[0,446]

Acceptance 33.23± 0.03 % 35.08± 0.03 % 33.23± 0.03 % 35.08± 0.03 %
PV 99.98± 0.00 % 99.99± 0.00 % 99.97± 0.94 % 99.98± 0.50 %

Track 80.42± 0.05 % 46.63± 0.01 % 89.84± 0.87 % 52.66± 0.31 %
Stripping 92.67± 0.29 % 34.76± 0.16 % 90.47± 0.92 % 32.84± 0.32 %
GEC, Sel 91.45± 0.04 % 38.33± 0.02 % 92.89± 0.99 % 39.16± 0.63 %

PID 91.84± 0.01 % 84.40± 0.04 % 92.06± 0.02 % 80.34± 0.07 %
Trigger 83.17± 0.06 % 99.66± 0.01 % 83.28± 1.07 % 99.78± 2.04 %

Total 17.30± 0.06 % 1.83± 0.01 % 23.04± 0.66 % 1.90± 0.05 %

5.5.10 Total efficiencies

The total efficiencies are obtained as a product of all the previously computed efficien-
cies. In the case of the efficiency as a function of nSPDHits, there is a factor applied
to account for the overall acceptance efficiency. The resulting total efficiency as a
function of y, pT, PVZ and nSPDHits can be seen in Figs. 5.37 and 5.38 for J/ψ and
D0 respectively. The signal is corrected using the efficiencies of the corresponding
binning variable.

The overall total efficiencies for J/ψ and D0 are summarised in Tab. 5.4. The
efficiencies for the nSPDHits interval [0,446] are also shown.
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FIGURE 5.37: J/ψ total efficiency as a function of y, pT, PVZ and
nSPDHits.
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FIGURE 5.38: D0 total efficiency as a function of y, pT, PVZ and
nSPDHits.
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TABLE 5.5: Systematic uncertainties due to the MC statistics in
nSPDHits bins. Values are in percentages.

Particle [0, 200] [200, 300] [300, 446] [446, 715] [715, 960] [960, 1700]
J/ψ 0.20 0.60 0.57 0.47 0.53 0.39
D0 0.19 0.43 0.40 0.32 0.34 0.25

TABLE 5.6: Systematic uncertainties due to the MC statistics in y bins.
Values are in percentages.

Particle [2.0, 2.79] [2.79, 3.29] [3.29, 3.79] [3.79, 4.29]
J/ψ 0.71 0.35 0.25 0.25
D0 0.32 0.23 0.21 0.22

5.6 Systematic uncertainties

In this section the systematic uncertainties affecting the efficiency calculations and the
signal extraction are identified and computed. In order to do this, the MC samples
used, the models to extract the signal, the MC reweighting and the different efficiency
computation procedures are considered.

5.6.1 Monte Carlo

The MC samples are a key part of the measurement and, as such, any uncertainties
arising from the MC may affect the measurements. Three kinds of uncertainties are
considered: the statistics, the truth-matching efficiency and the agreement between
MC and data.

Monte Carlo statistics

To evaluate this systematic uncertainty, the ratio of the MC sample with all the require-
ments applied with respect to the MC sample with only the acceptance requirements
is considered. The uncertainty in each bin corresponds to the statistical uncertainty
of the sample used. In addition, for each bin the uncertainty is added in quadrature
with the statistical uncertainty from the private MC sample which was used for the
computation of the acceptance efficiency.

The total uncertainties for each of the variables are shown in Tabs. 5.5, 5.6, 5.7 and
5.8 for the nSPDHits, y, pT and PVZ respectively. All values are in percentages.

MC truth-match

The stripping efficiency had to be corrected by a truth-matching efficiency correction.
This factor carried with it a statistical and systematic part. From the point of view
of the results, both correspond to a systematic uncertainty, of which one part comes
from the statistics of the unmatched candidates (the one that was called “statistical” in

TABLE 5.7: Systematic uncertainties due to the MC statistics in pT bins.
The bins are in MeV/c and values are in percentages.

Particle [0, 1000] [1000, 2000] [2000, 3000] [3000, 8000]
J/ψ 0.34 0.24 0.30 0.45
D0 0.19 0.18 0.31 0.49
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TABLE 5.8: Systematic uncertainties due to the MC statistics in PVZ
bins. Values are in percentages.

Particle [−200,−120] [−120,−40] [−40, 40] [40, 120] [120, 200]
J/ψ 0.50 0.48 0.47 0.48 0.52
D0 0.40 0.37 0.35 0.35 0.42

Sec. 5.5.6), and another part from the modelling of the signal to extract the remaining
unmatched signal (the one referred to as “systematic” in Sec. 5.5.6) which was null
for the D0. To assign an overall systematic value from the truth-matching, the statistic
and systematic uncertainties are added in quadrature resulting in an overall factor of

• 0.53% for the J/ψ

• 0.43% for the D0

These systematic uncertainties will be applied homogeneously to all bins.

The MC reweighting

The reweighting of the MC sample brings with it fluctuations due to the random
splitting of the dataset into training and test sets. To account for this effect, the
reweighter was trained 10 times with random dataset splittings and then the weighted
rapidity distributions were compared for all the different weight-sets. For each bin
the standard deviation was computed and then averaged over all bins to obtain a
systematic uncertainty. This was done separately for D0 and J/ψ, and for each case,
the reported uncertainty is the mean of the values obtained in the truth and the
reconstructed MC samples. The resulting values are

• 0.29% for J/ψ

• 0.12% for D0

These systematic uncertainties will be applied homogeneously to all bins. The
rapidity distribution plots can be seen in Appendix B.1.

5.6.2 Primary vertex

Given that SMOG events present a PV displaced from Z = 0, it is important to
consider how this affects the final result. Two different effects are considered. First,
the difference in the result from the different MC samples (J/ψ or D0) and second,
the variation of the efficiencies with respect to the PV position. The latter effect is of
particular importance because when results are binned in any other variable, they are
integrated in PVZ.

PV efficiency

The PV efficiency was computed in Sec. 5.5.4. This efficiency, as was mentioned,
should not depend on the particle under study, that is, it should be the same for J/ψ
and D0. Because of this the difference of the values found in each case is taken as a
systematic uncertainty, resulting in an uncertainty of 0.01%.
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TABLE 5.9: Systematic uncertainty for each efficiency due to the PVZ
dependence for J/ψ and D0. Values are in percentages.

Efficiency J/ψ D0

acceptance 0.09 0.09
PV 0.02 0.01

Track 5.95 4.22
Strip 0.47 0.57

GEC, Sel 1.18 1.35
PID 0.10 0.33

Trigger 0.59 0.14
Total 6.11 4.48

PVZ dependence

To compute this systematic uncertainty the variation in PVZ of every efficiency is
considered. This is done separately for J/ψ and D0. For any given efficiency, the
value obtained at PVZ = 0, which will be referred as εZ=0, is estimated by averaging
the values obtained for PVZ ∈ [−40, 0] and PVZ ∈ [0, 40]. Then, the absolute value
of the difference of the value of each bin with respect to εZ=0 is computed and
averaged over all bins. Finally, the average for each efficiency is added in quadrature
to obtain an overall factor. The results are reported in Tab. 5.9, with a total systematic
uncertainty of 6.11% for the J/ψ and 4.48% for the D0. These values will be applied
homogeneously to all bins.

5.6.3 Signal extraction

The number of signal candidates used for the analysis may be affected by the models
used to describe the data, and also by possible contamination coming from ghost
PbPb collisions. These effects will be discussed in the following.

Signal modelling

To obtain the signal the following component description is used:
For J/ψ:

• Signal: Crystal ball function.

• Background: Exponential function.

For D0:

• Signal: 2 Gaussian functions.

• Background: Exponential function.

These models are fit in every bin separately.10 To evaluate the systematic uncer-
tainty related to the modelling, different approaches are used to describe the different
components. In the case of the J/ψ, the different approaches were:

• Template fit: use the parameters for the crystal ball function found in the
integrated data for the fits performed in each bin.

10For the J/ψ, when performing the fit in the binned data, the parameters for the radiative tail were
fixed to the values found for the fit of the integrated data.
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TABLE 5.10: Systematic uncertainties due to the signal extraction
model in nSPDHits bins. Values are in percentages.

Particle [0, 200] [200, 300] [300, 446] [446, 715] [715, 960] [960, 1700]
J/ψ 3.28 3.84 2.36 3.20 3.41 3.90
D0 2.63 2.10 3.06 2.97 1.36 5.54

TABLE 5.11: Systematic uncertainties due to the signal extraction
model in y bins. Values are in percentages.

Particle [2.0, 2.79] [2.79, 3.29] [3.29, 3.79] [3.79, 4.29]
J/ψ 3.70 2.54 3.99 4.77
D0 6.86 7.21 2.37 5.43

• Describe the background with a 1st degree polynomial instead of an exponential
function.

• Describe the signal with a single Gaussian function. To do this, the width of the
Gaussian, in the case of the fits to the binned data, was fixed to the value found
for the integrated case.

In the case of the D0, these were:

• Template fit: use the parameters for the double Gaussian function found in the
integrated data for the fits performed in each bin.

• Describe the background with a 1st degree polynomial instead of an exponential
function.

• Describe the signal with a single Gaussian function.

Finally, the extracted signal with each of the fit variations is compared to the signal
obtained with the nominal model, and the RMS of the differences is taken to be the
systematic uncertainty. The resulting systematic uncertainty found for each bin in
nSPDHits, y, pT and PVZ can be seen in Tabs. 5.10, 5.11, 5.12 and 5.13 respectively.
All values are in percentages. The extracted yields can be seen in Appendix B.2.

PbPb ghost contamination

As discussed in Sec. 5.3.1, during the data taking there is some residual contamination
from parasitic PbPb collisions due to the Pb nuclei that migrate to a nominally empty
bunch in beam 2. The procedure to determine the GEC requirements to limit this
contamination and the uncertainty that arises from it is detailed in Ref. [149]. The
uncertainty due to this effect is determined to be 0.23%. However, this uncertainty
cancels out in the J/ψ and D0 ratio measurement; therefore, no systematic uncertainty
is assigned for the ratio measurement.

TABLE 5.12: Systematic uncertainties due to the signal extraction
model in pT bins. The bins are in MeV/c and values are in percentages.

Particle [0, 1000] [1000, 2000] [2000, 3000] [3000, 8000]
J/ψ 6.68 3.74 4.06 9.48
D0 1.65 4.75 1.57 1.83
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TABLE 5.13: Systematic uncertainties due to the signal extraction
model in PVZ bins. Values are in percentages.

Particle [−200,−120] [−120,−40] [−40, 40] [40, 120] [120, 200]
J/ψ 3.21 3.90 3.00 2.91 3.71
D0 0.33 4.20 3.48 3.70 3.25

TABLE 5.14: Systematic uncertainties due to the tracking correction
factors in nSPDHits bins. Values are in percentages.

Particle [0, 200] [200, 300] [300, 446] [446, 715] [715, 960] [960, 1700]
J/ψ 7.26 7.09 6.86 5.88 5.38 3.94
D0 6.57 6.52 6.37 5.49 4.76 3.66

5.6.4 Tracking efficiency

The tracking efficiency is computed from the MC samples, with correction factors (see
Fig. 5.18) computed with TrackCalib, a software tool developed within LHCb that has
been extensively used. For this analysis, the correction factor table used was initially
developed for Pbp collisions, which is compatible in multiplicity with the present
PbNe data. A systematic uncertainty of 0.5% for each muon track and of 2% for each
kaon or pion track is reported, which translates into 0.70% for the J/ψ and 2.83% for
the D0.11 The greater uncertainty in the case of the kaon and pion tracks comes from
the fact that hadrons are prone to be lost due to hadronic interactions, and thus from
the uncertainty on the material budget, there is an additional uncertainty ultimately
affecting the D0.

In addition, the statistical uncertainty in the computation of these correction
factors should be considered. To do this, the tracking efficiency is computed with
the correction factors modified within their statistical uncertainties, that is, taking
their central value minus 1σ and subsequently plus 1σ. Finally the RMS of the differ-
ences with respect to the nominal value is considered as the associated systematic
uncertainty. The values obtained are summarised in Tabs. 5.14, 5.15, 5.16 and 5.17 for
nSPDHits, y, pT and PVZ respectively.

5.6.5 PID efficiency

In a similar way to the tracking efficiency, the PID efficiency was also computed with
weights obtained with the PIDCalib software, a tool developed by the LHCb collabo-
ration. The weights were obtained from Pbp data, and their statistical uncertainty is
used as a systematic uncertainty. To do so, the PID efficiency is computed by varying
the weights within their uncertainty, and the RMS with respect to the nominal value
is quoted as the corresponding systematic uncertainties. These are summarised in
Tabs. 5.18, 5.19, 5.20 and 5.21 for nSPDHits, y, pT and PVZ respectively. Contrary to

11These values are recommended by Ref. [153].

TABLE 5.15: Systematic uncertainties due to the tracking correction
factors in y bins. Values are in percentages.

Particle [2.0, 2.79] [2.79, 3.29] [3.29, 3.79] [3.79, 4.29]
J/ψ 7.24 6.08 6.04 6.57
D0 4.13 6.09 6.59 5.22
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TABLE 5.16: Systematic uncertainties due to the tracking correction
factors in pT bins. The bins are in MeV/c and values are in percentages.

Particle [0, 1000] [1000, 2000] [2000, 3000] [3000, 8000]
J/ψ 6.17 6.19 6.97 8.14
D0 5.71 5.92 5.88 5.99

TABLE 5.17: Systematic uncertainties due to the tracking correction
factors in PVZ bins. Values are in percentages.

Particle [−200,−120] [−120,−40] [−40, 40] [40, 120] [120, 200]
J/ψ 7.17 6.82 6.68 6.62 4.98
D0 6.32 6.17 6.08 5.78 4.32

what is expected, the uncertainties for the muon identification are larger than the
ones found for the kaons and pions, resulting in a systematically higher uncertainty
for the J/ψ as compared to the D0. This arises from the fact that in the data samples
used to create the PID maps the J/ψ statistics are very low and thus results in some
bins with large uncertainties, directly affecting this result. This effect is still under
study.

5.6.6 Gas purity

Outgassing from the beam-pipes or components of the SMOG device, which is mainly
hydrogen, could in principle dilute the Ne gas affecting its purity and with it, the
purity of the data sample. In order to study this effect some runs were recorded with
the full SMOG injection configuration, but without the actual gas injection. These
runs12 amount to 8 hours and 23 minutes of data taking with the filling scheme
FS10 (See Tab. 3.1). Considering the filling scheme used, where 8 hours and 23
minues of data taking with FS10 correspond to 2.29% of all the recorded data,13 the
contamination due to outgassing can be estimated. After the full selection described in
Sec. 5.3, including the GEC to avoid a double counting of PbPb ghost contamination,
is applied to the recorded events of these runs, there are no remaining J/ψ nor D0

candidates. To set a limit on the possible contamination it can be argued that:

• The expected number of selected D0 candidates in this time window with Ne
SMOG injection would be 3289 events.

• No candidate is selected, so assuming a scenario where there are two candidates
detected during the no-gas runs, these would correspond to 0.06% (2/3289) of
the expected SMOG events.

12The runs were all recorded during fill 7481, and correspond to runs 218872, 218871, 218870, 218869,
218868, 218867, 218866, 218865, 218864, 218863, 218862, 218861 and 218859.

13One hour of data taking with this filling scheme corresponds to 0.27% of the total data recorded.

TABLE 5.18: Systematic uncertainties due to the PID weights in
nSPDHits bins. Values are in percentages.

Particle [0, 200] [200, 300] [300, 446] [446, 715] [715, 960] [960, 1700]
J/ψ 9.02 9.05 9.02 8.52 8.95 9.53
D0 3.05 3.16 3.14 2.87 3.03 3.39



5.6. Systematic uncertainties 145

TABLE 5.19: Systematic uncertainties due to the PID weights in y bins.
Values are in percentages.

Particle [2.0, 2.79] [2.79, 3.29] [3.29, 3.79] [3.79, 4.29]
J/ψ 8.36 8.61 8.87 9.44
D0 2.81 2.87 3.07 3.43

TABLE 5.20: Systematic uncertainties due to the PID weights in pT
bins. The bins are in MeV/c and values are in percentages.

Particle [0, 1000] [1000, 2000] [2000, 3000] [3000, 8000]
J/ψ 8.94 8.96 9.10 9.24
D0 3.09 3.07 3.07 3.08

• In addition, given that the possible contamination comes mainly from H, and
due to the factor 20 between the heavy-flavour cross-section of Ne and H, the
contamination limit would be further reduced to (0.06/20)% ∼ 0.003%.

With this approximation the contamination due to the outgassing is considered to
be negligible.

5.6.7 Total systematic uncertainties

The different systematic uncertainties previously described are summarised in Tab. 5.22.
In total, the correlated systematic uncertainties stand for 6.16% and 4.92% for J/ψ and
D0 respectively, while the uncorrelated are within [±10.23,±13.90] and [±5.81,±9.87]
for J/ψ and D0 respectively, as detailed in Tabs. 5.23, 5.24, 5.25 and 5.26 for nSPDHits,
y, pT and PVZ respectively. The ratio of J/ψ over D0 could in principle benefit
from some systematic uncertainty cancellation, such as the PV efficiency and ghost
contamination, but the effect in the final systematic uncertainties is marginal.

From Tab. 5.22 it is apparent that the systematic uncertainties are of the same
order as the statistical uncertainties previously found for the data. The systematic
uncertainties are dominated by the uncorrelated uncertainties and, in particular, by
the statistical uncertainty related to the tracking correction factors and to the weights
for the PID efficiency which are computed from Pbp data samples. These could be
greatly reduced in the future either by including larger Pbp data samples in their
computation, or by generating these factors and weights specifically from PbNe (or
other system under study) assuming that there will be much more data available
with the future upgrades of LHCb.

TABLE 5.21: Systematic uncertainties due to the PID weights in PVZ
bins. Values are in percentages.

Particle [−200,−120] [−120,−40] [−40, 40] [40, 120] [120, 200]
J/ψ 9.02 9.07 9.01 8.91 8.87
D0 3.12 3.07 3.16 3.03 3.04
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TABLE 5.22: Summary of the systematic uncertainties on J/ψ and D0

candidates. Systematic quoted within brackets are the uncorrelated
systematic uncertainties, which have a dependence on the variables

under study. Values are in percentages.

Systematics summary J/ψ D0

MC
MC stat [±0.20,±0.60] [±0.18,±0.49]

MC-truth matched ±0.53 ±0.43
MC-reweighting ±0.29 ±0.12

PV
PV efficiency ±0.01 ±0.01

PVZ-dependence ±6.11 ±4.48
Signal determination

Signal and Bkg modelling [±2.36,±9.48] [±0.33,±7.21]
Ghost contamination ±0.23 ±0.23

Tracking
Tracking overall syst. ±0.70 ±2.83

Tracking stat [±7.26,±3.94] [±3.66,±6.59]
PID

PID stat [±8.36,±9.53] [±2.81,±3.43]
Total correlated uncertainties ±6.18 ±5.32

Total correlated uncertainties for ratio ±6.18 ±5.32
Total uncorrelated uncertainties [±10.84,±15.55] [±5.81,±9.87]

TABLE 5.23: Total uncorrelated systematic uncertainties in nSPDHits
bins. Values are in percentages.

Particle [0, 200] [200, 300] [300, 446] [446, 715] [715, 960] [960, 1700]
J/ψ 12.04 12.14 11.59 10.85 11.00 11.03
D0 7.71 7.56 7.74 6.88 5.81 7.46

TABLE 5.24: Total uncorrelated systematic uncertainties in y bins.
Values are in percentages.

Particle [2.0, 2.79] [2.79, 3.29] [3.29, 3.79] [3.79, 4.29]
J/ψ 11.68 10.85 11.45 12.45
D0 8.49 9.87 7.65 8.28

TABLE 5.25: Total uncorrelated systematic uncertainties in pT bins.
The bins are in MeV/c and values are in percentages.

Particle [0, 1000] [1000, 2000] [2000, 3000] [3000, 8000]
J/ψ 12.76 11.52 12.16 15.55
D0 6.70 8.19 6.82 7.00

TABLE 5.26: Total uncorrelated systematic uncertainties in PVZ bins.
Values are in percentages.

Particle [−200,−120] [−120,−40] [−40, 40] [40, 120] [120, 200]
J/ψ 11.97 12.01 11.62 11.49 10.84
D0 7.07 8.08 7.69 7.51 6.22
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FIGURE 5.39: J/ψ and D0 corrected yields (top) and ratio (bottom) as
a function of PVZ. The error bars represent the statistical uncertainty
while the height of the shaded area represents the quadrature addition
of the statistical and systematic uncertainties. The bottom plot is
fitted by a constant function and the pink dotted region shows the 1σ

confidence region.

5.7 Results

With all the efficiencies at hand, the measured yields can be corrected to obtain the
J/ψ and D0 corrected yields. Since the luminosity measurement for the PbNe dataset
is not available yet the J/ψ or D0 cross-sections cannot be determined. The results
presented here will be focused in the J/ψ to D0 ratio. This can be done in a binned
manner according to the bins defined in Sec. 5.3.4, or integrated.

The corrected yields are determined according to Eq. 5.3, where the branching
ratios are B J/ψ = (5.961± 0.033)% and BD0

= (3.93± 0.04)% [10]. The total corrected
yields are thus:

• Y J/ψ = 58 587± 5132 (stat)

• YD0
= 9 194 469± 340 943 (stat)

The ratio as a function of PVZ, shown in Fig. 5.39, is compatible with a flat
distribution, as it would be expected since the vertex position should not influence
the J/ψ to D0 ratio. The corrected yields binned in the variables nSPDHits, y and
pT, considering the efficiencies and the branching ratios, are shown in Figs. 5.40,
5.41 and 5.42 respectively as well as the respective J/ψ to D0 ratios. The error bars
represent the statistical uncertainty while the height of the shaded area represents
the quadrature addition of the statistical and systematic uncertainties, including both
correlated and uncorrelated. Within the current uncertainties there is no conclusive
dependence of the ratio in y, but a clear decreasing trend is seen as a function of
multiplicity (in the nSPDHits variable) and a strong increase as a function of pT.
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TABLE 5.27: Mapped centrality quantities to the nSPDHits bins used
in the analysis.

nSPDHits 〈Npart〉 rms(Npart) 〈Ncoll〉 rms(Ncoll) mean cent. % rms(cent.)
0-200 4.35 1.02 3.02 0.88 83.68 3.97

200-300 6.70 1.93 5.13 1.81 76.05 5.36
300-446 10.68 2.72 9.09 2.87 66.88 5.21
446-715 17.65 3.80 17.04 4.67 55.89 5.04
715-960 29.05 4.51 32.26 6.51 43.20 4.25
960-1700 53.57 12.52 71.12 20.70 24.53 8.50

5.7.1 Comparison to pNe

Proton-nucleus data provide an important baseline to evaluate the modification of
the J/ψ over D0 ratio in PbNe data. Therefore, the ratio from PbNe data is compared
to the one obtained for pNe at the same centre-of-mass energy.14 In order to be
able to evaluate the suppression experienced by the J/ψ as the medium becomes
larger, both results need to be expressed as a function of Npart and Ncoll. For pNe
collisions, the obtained values for 〈Npart〉 and 〈Ncoll〉, with the aid of the MC Glauber
model, are 〈Npart〉 = 2.81 with an rms(Npart) = 1.10, and 〈Ncoll〉 = 1.81 with an
rms(Ncoll) = 1.10.

The yields from PbNe have been strategically computed as a function of the
nSPDHits. This allows to make a mapping between multiplicity of the events and
the centrality information, which is important to study the centrality dependence
of the J/ψ to D0 ratio and to compare the results with pNe. This mapping is done
with the aid of the centrality software tool following the same principle from the

14The pNe results are preliminary and not yet officially approved by LHCb.
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plots are fitted by a power law function and the pink dotted region

shows the 1σ confidence region.

example discussed in Sec. 4.9.1, but with nSPDHits instead of nVeloClusters. The
mapping results are summarised in Tab. 5.27 where the mean values of Npart, Ncoll and
centrality percentile are shown for each nSPDHits bin, as well as the corresponding
RMS values.

With the information from Tab. 5.27, the resulting J/ψ to D0 ratios as a function
of Npart and Ncoll are shown in Fig. 5.43 along with the result obtained in pNe. The
ratios from pNe and PbNe as a function of Npart have been fitted with a power law
function, and the 1σ confidence interval is shown as the pink dotted area. The same
has been done in the case of Ncoll. As before, the error bars represent the statistical
uncertainty while the height of the shaded area represents the quadrature addition of
the statistical and systematic uncertainties.

The fit model is motivated by the fact that for D0 the production cross-section is
expected to scale as Ncoll, that is, σD0

AB ∝ Ncoll and being an open-charm meson it is not
expected to suffer much from the break up caused by the CNM effects or the QGP.15

On the other hand, the J/ψ production in the presence of any suppression mechanism
is expected to be suppressed, that is σ

J/ψ
AB ∝ Nα′

coll, with 0 < α′ < 1.16 Hence the ratio
between the two would yield σJ/ψ/σD0

∝ Nα′−1
coll . The result of the fit to the Ncoll

variable gives α′ = 0.820± 0.041, which indeed corresponds to a suppression of J/ψ.
The same result as a function of Ncoll but for the centrality-integrated system can

be seen in Fig. 5.44. In the case of the PbNe data point the error bar represents the
statistical uncertainty while the vertical square brackets show the quadrature addition
of statistical and systematic uncertainty. The systematic uncertainty has been taken to
be the largest found among all the binned measurements. Here, the resulting α′ takes
the value α′ = 0.854± 0.062, which is compatible with the non-integrated result.

This model is analogous to a more vastly studied phenomenological model as a
function of AB, the product of the mass number of the nuclei A and B, which has been
widely used in the comparison of other collision systems. With the same argument as
before, it holds that:

15This is because naïvely in the event that it breaks, it is highly likely that it will hadronise again with
one of the very abundant light quarks available.

16Here, AB stands for a general nucleus-nucleus system. In the case at hand it would be PbNe.
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FIGURE 5.44: J/ψ to D0 ratio as a function of the 〈Ncoll〉 of the system,
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σD0
pp

. (5.14)

In the literature, the value found for α under normal suppression conditions of
the J/ψ is close to 0.92 [154–157] for y∗ ∈ [−0.5, 0.5]. Considering the systems pNe
and PbNe, where AB(pNe) = 20 and AB(PbNe) = 4160, the fit using this model
is shown in Fig. 5.45, and α is found to be α = 0.920± 0.018 (stat) ± 0.030 (syst),
which agrees with the value present in the literature. The error bar of the PbNe data
point shows the statistical uncertainty while the vertical square brackets show the
quadrature addition of the statistical and systematic uncertainty (as was done for
Fig. 5.44).

To better put in context the Ncoll dependence and to evaluate its agreement to
the literature value for α, it is useful to relate Ncoll with AB. It is assumed that
Ncoll = c1(AB)β with c1 and β parameters to be fitted. Replacing AB in eq. 5.14 one
obtains,

σ
J/ψ
AB

σD0

AB

= (AB)α−1 σ
J/ψ
pp

σD0
pp

=

(
Ncoll

c1

) α−1
β σ

J/ψ
pp

σD0
pp

∝ N
α−1

β

coll . (5.15)

From here it can be deduced that

α′ − 1 =
α− 1

β
⇒ α′ =

α + β− 1
β

. (5.16)

With the aid of the MC Glauber model the Ncoll(AB) dependence can be studied.
This is shown in Fig. 5.46. From the fit, the value found is β = 0.687± 0.026 and
results in an expected value for α′ = 0.883 ± 0.057. This is in agreement to the
values found from the fits in Figs. 5.43 (right) and 5.44 where for the integrated case
α′ = 0.854± 0.062 and for the non-integrated case α′ = 0.820± 0.041. In both cases
the difference between the expected and the obtained α′ is compatible with 0.

In Fig. 5.47, a binned analysis of α in y∗ bins is shown. In the same figure the
results from the fixed-target experiments E866/NuSea [154], NA3 [155], NA38 [156]
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FIGURE 5.46: Ncoll as a function of AB from MC Glauber model cal-
culations. The points are fitted by a power law function and the pink

region shows the 1σ confidence region.

and NA50 [157], covering a complementary y∗ range, are shown. The present LHCb
results are in very good agreement with these previous results. The E866/NuSea data
points are systematically higher than the results of all other experiments, but this is
explained by the fact that they have included very small systems in the determination
of the value of α (hydrogen and deuterium as targets) [157, 158]. In the figure, the
energies quoted in parenthesis for each experiment refer to the beam energy per
nucleon.

The results presented here show that there is no evidence of anomalous suppres-
sion in PbNe collisions at 69 GeV, since the value found for α is in agreement with
the normal suppression scenario. In other words, in the presence of QGP, the J/ψ
is expected to be anomalously suppressed, resulting in a lower value for α as was
found in PbPb collisions by the NA50 experiment [159], which is not the case here.
However, by the present results PbNe becomes the SMOG LHCb baseline for future
QGP studies. In addition, among the fixed-target experiments suited for the study of
the charmonia suppression, the present result from LHCb complements the y∗ space
explored up to now.
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5.8 Discussion and prospects

The results presented above consist in the first Pb-nucleus collisions in fixed-target
configuration at the LHC. These go on to show the feasibility of the measurement of
the hidden and open charm production, and the capabilities of the LHCb detector to
function as a heavy-ion fixed-target experiment.

The J/ψ suppression found in PbNe collisions suggests that there is no QGP
formation in this system at this centre-of-mass energy, which opens the door to
pursue this measurement in increasingly larger systems such as PbAr and so on.
A possibility that can be easily explored with the LHCb detector. The observed
suppression is nonetheless in a very good agreement with the CNM effects found by
other experiments, quantified by the α parameter, despite the very limited statistics.
Furthermore, it validates the J/ψ to D0 ratio as a relevant measurement of the
charmonia suppression.

The presented result in this chapter shows the great potential for the upcoming
Run 3 of the LHC, where LHCb will feature the brand new SMOG2 collecting 2 orders
of magnitude more data17 allowing for a significantly more precise measurement.

17Assuming the same beam conditions and run time.
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SMOG2 will reach higher gas pressures and thus higher instantaneous luminosities
will be recorded. In addition to this, SMOG2 could in principle allow for a simul-
taneous data taking of fixed-target and collider mode collisions given its spatial
displacement with respect to the nominal collision point at Z = 0, increasing also
the total data taking time and with it the data available for analysis. The increased
statistics that are expected with SMOG2, place within the reach of LHCb the mea-
surement of ψ′ and χc in fixed-target collisions. This, together with the possibility
to easily change targets, will allow LHCb to thoroughly study the QGP and test the
colour-screening as a suppression mechanism of quarkonia.
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Chapter 6

Conclusions

The study of QGP has never been an easy task, and with each step taken forward,
new effects and mechanisms seem to come into play. Big efforts are being put in place
to further probe the QGP and to thoroughly understand the quarkonia suppression.
The main challenges present in this endeavour have to do with the interplay of effects,
many times competing in the opposite sense: charmonia are an important probe of
the QGP and colliders need to produce them in large quantities in order to acquire
enough statistics, but as the production increases, more and more likely becomes the
statistical recombination scenario, hiding the signatures of the colour screening.

In order to have a complete picture of the suppression mechanisms affecting
charmonia, it is paramount to (1) have a solid baseline through the understanding
of the CNM effects, (2) be free of the possible recombination effects to have an
untampered scenario in which only the dissociative effects are present, and (3) have
control over open charm production and all charmonia states — the J/ψ, ψ′ and χc —
in order to test the sequential suppression. The LHCb detector is opening a new door
into the future of these studies, providing the right environment and tools needed.
Thanks to the SMOG system, a unique feature at the LHC, fixed-target collisions at
a centre-of-mass energy of the order of 69− 100 GeV between p or Pb beams and a
target nucleus are possible. At these energies only∼ 1 cc pair per collision is expected
to be produced, ruling out recombination effects and, due to the different available
choices of beams and targets, a full study of the phase transition is possible.

LHCb has already shown its capabilities in measuring open and hidden charm
in p-nucleus fixed-target collisions [65]. This thesis takes another step, presenting
the first measurements in Pb-nucleus fixed-target collisions which, by moving onto a
larger system, is a fundamental piece in the understanding of CNM effects. The road
to these results began at the heavy-ion data-taking period at the end of the Run 2 of
the LHC. PbNe collisions were recorded from 2.51 GeV Pb beams against Ne atoms
acting as the target.

In the study of heavy-ion collisions, where the colliding system forms a relatively
large extended medium whose dimensions depend on the impact parameter, it is
important to be able to access the centrality information of the collision. With the
PbNe data and data from the PbPb collisions recorded during the same period, a
procedure to determine the centrality of the collisions was developed and imple-
mented, based on a Glauber MC simulation, where the energy deposit in the ECAL
was simulated and fitted to the data. After the fit was performed, the simulated
distribution was divided in percentiles, which are delimited by sharp energy cuts
obtained by integrating the distribution. These energy cuts allow to classify the
data into centrality percentiles and a mapping procedure can be performed to link
the geometric quantities from the MC Glauber model to the real data. Sources of
systematic uncertainty for this procedure were identified and quantified. The results
of this analysis culminated in the creation of a software tool which was incorporated
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into the main LHCb framework and is now available for use within the collaboration.
The centrality measurement is in agreement with the results obtained by ALICE [132,
133], ATLAS [134] and CMS [135] in the case of PbPb, and the results presented for
PbNe correspond to the first measurement of centrality performed on a fixed-target
system at the LHC.

In the last chapter, the same PbNe data is analysed to study the J/ψ production
with respect to the D0 production, which acts as an indicator of the total cc production.
This is studied as a function of the event multiplicity, through the nSPDHits variable,
which allows to relate the results to geometric quantities such as the Ncoll or Npart that
facilitate a possible comparison to other experiments. This translation into geometric
variables is possible thanks to the centrality software tool that was developed in the
context of this thesis. The J/ψ to D0 ratio measured in PbNe data was complemented
by the preliminary (not officially approved yet) results from pNe collisions, which
made possible the extraction of the phenomenological parameter α, which has been
extensively used by other experiments to describe the global suppression by CNM
effects in the charmonia production. In this context, the present result of LHCb is
in remarkable agreement with the results present in the literature [154–157] which
suggests that in PbNe at

√
sNN = 69 GeV there is no sign of abnormal suppression

and thus, no presence of QGP. The limitations of this result are of statistical nature.
The findings presented here open a new era in the study of QGP, and motivate

the pursuit of this measurement in increasingly larger collision systems. This is a
possibility that the LHCb detector can bring to fruition from Run 3 and beyond, where
LHCb will feature the brand new SMOG2 collecting at least 2 orders of magnitude
more data in its fixed-target configuration. The versatility of the possible nuclear
targets and the increased statistics that are expected to be recorded with SMOG2,
place within the reach of LHCb the measurement of ψ′ and χc in fixed-target collisions,
which will allow LHCb to thoroughly study the QGP and test the colour-screening as
a suppression mechanism of quarkonia.
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Appendix A

Invariant mass fits

A.1 Invariant mass fits in pT bins

The invariant mass fits in the bins of pT can be seen in Fig. A.1 for J/ψ and D0.
The sum of candidates from all fits results in 593± 41 and 6640± 186 for J/ψ and
D0 respectively, which is compatible with the total number of candidates from the
integrated fit.

A.2 Invariant mass fits in PVZ bins

The invariant mass fits in the bins of PVZ can be seen in Fig. A.2 for J/ψ and in
Fig. A.3 for D0. The sum of candidates from all fits results in 598± 36 and 6645± 186
for J/ψ and D0 respectively, which is compatible with the total number of candidates
from the integrated fit.
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FIGURE A.1: Invariant mass fit for J/ψ→ µ+µ− (top 4) and
D0 → K−π+ (bottom 4) in different pT bins.
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FIGURE A.2: Invariant mass fit for J/ψ→ µ+µ− in different PVZ bins.
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FIGURE A.3: Invariant mass fit for D0 → K−π+ in different PVZ bins.
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Appendix B

Plots for systematic uncertainties

B.1 Rapidity distributions with different weight sets

The systematic uncertainty assigned to account for the reweighting of the MC was
computed from the standard deviation obtained for each rapidity bin after weighting
the MC samples with 10 different sets of weights. The resulting reported uncertainty
corresponds to the mean value of the standard deviation of all bins, including the
MC reconstructed and truth samples. This is done separately for the J/ψ and the D0.

In Fig. B.1, the rapidity distributions with all 10 sets of weights are shown for all
MC samples (see the caption for details).

B.2 Signal extraction using different models

In order to evaluate the systematic uncertainty associated to the choice of a specific
model, the signal extraction was performed using different models for the background
and for the mass peak. Fig. B.2 shows the yields extracted with the different models
for the J/ψ and D0, in all variables. The RMS of the differences of each model with
respect to the nominal one is assigned as a systematic uncertainty.
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FIGURE B.1: y distribution with 10 different sets of weights for the
J/ψ reconstructed MC (top left), J/ψ truth MC (top right), D0 (bottom

left) and D0 truth MC (bottom right).
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Résumé en français

À la fin de l’année 2015, la collaboration LHCb a démarré un programme de physique
basé sur des collisions induites par les faisceaux de protons et de plomb du LHC sur
une cible fixe (cibles gazeuses). Ce programme permettra un test approfondi, pour la
première fois, du mécanisme d’écrantage de couleur prédit par la QCD sur réseau
(lors de la production d’un plasma de quarks et gluons dans des collisions d’ions
lourds).

Le détecteur LHCb est optimisé pour les mesures de saveurs lourdes. En partic-
ulier, il permet des mesures extrêmement précises d’états liés tels que les mésons D,
J/ψ, ψ′ et χc considérés comme des sondes très sensibles pour les études du plasma
de quarks et gluons.

Grâce au système LHCb SMOG (System for Measuring the Overlap with Gas),
initialement destiné à la mesure de la luminosité, des gaz rares tels que He, Ne,
Ar, peuvent être injectés à l’intérieur du détecteur de vertex VELO (Vertex Locator).
Agissant comme des « cibles fixes » pour les faisceaux du LHC, ils donnent accès
aux collisions proton-noyau et noyau-noyau à une énergie optimale pour étudier
la transition de phase de la matière nucléaire normale vers un plasma de quarks et
gluons. En 2018, LHCb a enregistré, pour la première fois, des premières collisions
PbNe à une énergie dans le centre de masse de 69 GeV ; les résultats de l’analyse
de ces données pouvant être directement comparés aux résultats obtenus avec des
collisions pNe précédemment enregistrées dans la même configuration et à la même
énergie.

Le travail présenté dans cette thèse englobe la totalité du traitement et de l’analyse
des données PbNe, depuis la prise de données à leur sélection suivant différents
critères de qualité, l’extraction du signal et le calcul des efficacités. De plus, dans
cette thèse, le développement d’un outil logiciel pour déterminer l’information sur la
centralité des collisions d’ions lourds est présenté. Cet outil a été développé avec des
données PbPb et PbNe, et est disponible pour utilisation au sein de la collaboration
LHCb. Il a permis de faire une analyse beaucoup plus approfondie des données
PbNe, en permettant l’étude du comportement de la production du J/ψ et D0 non
seulement dans un nouveau système, mais aussi dans différents régimes de centralité.

La thèse est organisée de la manière suivante :
Le chapitre 1 situe le contexte physique dans lequel cette étude est menée. Les

bases du modèle standard de la physique des particules et de la chromodynamique
quantique (QCD) sont présentées conduisant à l’une des prédictions de la QCD : la
formation d’un plasma de quarks et de gluons (QGP) lors de collisions d’ions lourds
ultra-relativistes. Les principales observables utilisées dans l’étude du QGP sont
décrites et un intérêt particulier est accordé à la production de quarkonia en tant que
sonde de ce nouvel état de la matière, ainsi qu’aux différents effets possibles pouvant
contribuer à sa suppression. Enfin, plusieurs résultats expérimentaux sont présentés
en provenance du SPS, du RHIC et du LHC.

Le chapitre 2 présente le CERN et son complexe d’accélérateurs suivi d’une de-
scription détaillée de l’expérience LHCb et de ses parties constitutives. Une attention
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particulière est accordée au système SMOG (System for Measuring the Overlap with
Gas) qui permet à LHCb de fonctionner comme une expérience à cible fixe.

Le chapitre 3 décrit les différents types de modèles de remplissage de la machine
LHC pendant les collisions d’ions lourds de 2018, ainsi que leur impact sur les
données enregistrées. Les critères de sélection des runs (période de prise de données)
et de contrôle de la qualité des données sont présentés.

Le chapitre 4 traite de la détermination de la centralité dans les collisions PbPb
et PbNe. La centralité est un paramètre fondamental dans les études de collisions
d’ions lourds ultra-relativistes. A partir de la détermination expérimentale de ce
paramètre, il est possible d’estimer le nombre de nucléons participants, de collisions
binaires et le paramètre d’impact, variables largement utilisées dans l’étude du QGP.
Le modèle de Glauber est présenté et utilisé pour déterminer les classes de centralité.
La méthodologie pour le faire est expliquée en détail et les incertitudes systématiques
associées sont calculées.

Le chapitre 5 présente la mesure de J/ψ et D0 dans les collisions PbNe à 69 GeV.
L’extraction du signal est présentée ainsi que le calcul des efficacités nécessaires pour
corriger le signal de particules mesurés. Les incertitudes systématiques associées
à ces mesures sont également décrites et calculées en détail. Enfin, le rapport de
J/ψ sur D0 est calculé et une diminution de ce rapport est observée à mesure que le
nombre de nucléons participants ou de collisions binaires nucléon-nucléon augmente.

Le chapitre 6 donne une conclusion générale sur ce travail et une perspective sur
l’avenir des collisions d’ions lourds à LHCb.
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Résumé : À la fin de l’année 2015, la collaboration
LHCb a démarré un programme de physique basé sur
des collisions induites par les faisceaux de protons et
de plomb du LHC sur une cible fixe (cibles gazeuses).
Ce programme permettra un test approfondi, pour la
première fois, du mécanisme d’écrantage de couleur
prédit par la QCD sur réseau (lors de la production
d’un plasma de quarks et gluons dans des collisions
d’ions lourds).
Le détecteur LHCb est optimisé pour les mesures de
saveurs lourdes. En particulier, il permet des mesures
extrêmement précises d’états liés tels que les mésons
D, J/ψ, ψ′ et χc considérés comme des sondes très
sensibles pour les études du plasma de quarks et
gluons.
Grâce au système LHCb SMOG (System for Measu-
ring the Overlap with Gas), initialement destiné à la
mesure de la luminosité, des gaz rares tels que He,
Ne, Ar, peuvent être injectés à l’intérieur du détecteur
de vertex VELO (Vertex Locator). Agissant comme
des � cibles fixes � pour les faisceaux du LHC, ils
donnent accès aux collisions proton-noyau et noyau-
noyau à une énergie optimale pour étudier la transi-

tion de phase de la matière nucléaire normale vers un
plasma de quarks et gluons. En 2018, LHCb a enre-
gistré, pour la première fois, des premières collisions
PbNe à une énergie dans le centre de masse de 69
GeV ; les résultats de l’analyse de ces données pou-
vant être directement comparés aux résultats obtenus
avec des collisions pNe précédemment enregistrées
dans la même configuration et à la même énergie.
Le travail présenté dans cette thèse englobe la tota-
lité du traitement et de l’analyse des données PbNe,
depuis la prise de données à leur sélection suivant
différents critères de qualité, l’extraction du signal et
le calcul des efficacités. De plus, dans cette thèse, le
développement d’un outil logiciel pour déterminer l’in-
formation sur la centralité des collisions d’ions lourds
est présenté. Cet outil a été développé avec des
données PbPb et PbNe, et est disponible pour utili-
sation au sein de la collaboration LHCb. Il a permis
de faire une analyse beaucoup plus approfondie des
données PbNe, en permettant l’étude du comporte-
ment de la production du J/ψ et D0 non seulement
dans un nouveau système, mais aussi dans différents
régimes de centralité.

Title : Study of J/ψ and D0 production in
√
sNN = 69 GeV PbNe collisions with the LHCb experiment
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Abstract : At the end of 2015, the LHCb collaboration
has recorded the first collisions induced by the LHC
proton and lead beams on a fixed target (gaseous tar-
gets). This new research programme will allow a tho-
rough test, for the first time, of the colour screening
mechanism predicted by lattice QCD (when producing
a quark-gluon plasma in heavy-ion collisions).
The LHCb detector is optimised for heavy flavour
measurements. In particular, it allows extremely ac-
curate measurements of bound states such as D me-
sons, J/ψ, ψ′ and χc considered as very sensitive
probes for quark-gluon plasma studies.
Thanks to the LHCb SMOG system (System for Mea-
suring the Overlap with Gas), initially intended for
luminosity measurements, noble gases such as He,
Ne, Ar, can be injected inside the vertex detector
VELO (Vertex Locator). Acting as “fixed targets” for
the LHC beams, they give access to proton-nucleus
and nucleus-nucleus collisions at an optimal energy to

study the phase transition from normal nuclear matter
to a quark-gluon plasma. In 2018, LHCb recorded the
first PbNe collisions at a centre-of-mass energy of 69
GeV. The results of their analysis can be directly com-
pared to the results obtained with previously recorded
pNe collisions at the same centre-of-mass energy.
The work presented in this thesis encompasses the
totality of the PbNe data treatment and analysis, from
the data-taking, to the data quality determination, the
signal extraction and the efficiency computation. In
addition, in this thesis the development of a software
tool to determine the centrality information of heavy-
ion collisions is presented. This tool was developed
with PbPb and PbNe data, and is available for usage
within the LHCb collaboration. These results allow to
make a much more in-depth analysis of the results by
studying the behaviour of the J/ψ and D0 production
not only in a new system, but in different centrality re-
gimes within the same PbNe system.
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