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Introduction générale

Le principal objectif de cette these est d’étudier les Cy-semigroupes bornés et les opéra-
teurs & puissances bornées sur un espace de Banach (parfois spécifiquement un espace de
Hilbert) et les différents calculs fonctionnels que I'on peut construire a partir de ces objets.
A la fin des années 1990, Gomilko ([16]) ainsi que Shi et Feng ([53]), démontrent indépen-
damment qu'un Cy-semigroupe borné (73);>o sur un espace de Hilbert est caractérisé par
la condition suivante : il existe C' > 0 tel que pour tout @ < 0 on a

_a/ |R(a+it, A)z||> < C|lz||*, z€H (0.1)
R

et
—a/R IR(a+it, AVx|® < Clz|?, xeH, (0.2)

ou —A est le générateur de (T3)i>o. Ce résultat est maintenant connu sous le nom de
Théoreme de Gomilko Shi-Feng. Ce dernier est un outil trés puissant qui est utilisé pour
démontrer beaucoup de résultats liés aux Cy-semigroupes bornés sur un espace de Hilbert.
On peut par exemple voir le fameux Théoreme de Gerhart-Priiss ([1, Théoreme 5.2.1.])
comme un simple corollaire du Théoreme de Gomilko Shi-Feng. La question qu’on peut se
poser est alors "qu’advient-il dans les espaces de Banach généraux 7". Les inégalités (0.1)
et (0.2) sont peu appropriées aux espace de Banach. On introduit la condition suivante,
adaptée aux espaces de Banach généraux, que j'appelle condition de Gomilko Shi-Feng
(GFS) : il existe C' > 0 tel que

C
[ R+t AP )l < — ol g, we X, ye X eta<0.  (03)

Dans les espaces de Hilbert la condition de Gomilko Shi-Feng est aussi équivalente a la
génération d’'un Cyp-semigroupe borné. En revanche on peut trouver des contres-exemples
dans des espaces non Hilbertiens, par exemple il est connu (voir [16]) que les semigroupes
de shift dans LP(R) pour 1 < p # 2 < oo ne vérifient pas la condition (0.3) alors que ces
semigroupes sont bornés.

La condition (0.3) est largement étudiée dans 'article [9] de Batty, Haase et Mubeen.
Ils y introduisent un nouveau type de calcul fonctionnel borné, le calcul fonctionnel dérivé
borné. Prenons A un opérateur sur un espace de Banach X qui est densément défini, dont
le spectre est inclus dans le demi-plan C, = {z € C : Re(z) > 0} et qui vérifie que sa
resolvante R(\, A) est bornée sur tout demi-plan de la forme {z € C : Re(z) < a}
avec a < 0. On appelera un tel A un opérateur de type demi-plan. A partir d’un
tel opérateur on peut construire un calcul fonctionnel sur un sous-espace particulier de
H*>(C,), 'ensemble des fonctions holomorphes et bornées sur C,, qui est noté £ dans
[9]. C’est-a-dire que l'on peut construire, en partie grace au Théoréeme de Cauchy, un
morphisme d’algebre ® : £ — B(X) a partir de A, qui vérifie notamment que si f € &
et A < 0 alors O(f(2)(A —2)) = ®(f)R(A, ). On notera aussi f(A) := ®(f). Grice a

7
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une technique que l'on appelle régularisation on peut réussir a donner une définition de
®(f) (qui n’est pas forcément un opérateur borné) pour f € H*(R,) et pour tout o < 0
ou R, :={z € C: Re(z) > a}. Maintenant on dit qu'un opérateur A de type demi-plan
a un calcul fonctionnel H*(C,)-borné, lorsque qu'il existe une constante C' > 0 tel que
pour tout a < 0 et f € H*(R,) on a

f(A) e BX) et [[f(ADI < Cllfllgoee, -

Cette condition, a l'instar de la notion d’opérateur polynomialement borné pour les
opérateurs bornés, n’a pas de bonne caractérisation. On ne connailt actuellement que
deux classes d’exemples d’opérateurs admettant un calcul fonctionnel H*(C,)-borné, les
opérateurs semblables a des générateurs de Cp-semigroupes de contractions sur les espaces
de Hilbert, et les opérateurs sectoriels qui possedent un calcul fonctionnel sectoriel borné
d’angle strictement inférieur a 7. Le calcul fonctionnel dérivé borné est une condition plus
faible que le calcul fonctionnel H*°-borné.. On dit qu’un opérateur A de type demi-plan a
un calcul fonctionnel dérivé borné s’il existe une constante C' > 0 tel que que pour o < 0
et tout f € H*(R,) on a

f(A) e B(X) et [If (A < _Ca 1AW e (o - (0.4)

Pour tout m € N*, on peut de la méme maniere définir un calcul fonctionnel m-dérivé
borné ou (0.4) est remplacé par

A e BO) et )] < o Wl
La cohérence de ces définitions viennent des inégalités de Cauchy pour les dérivés. Un des
résultats principaux de l'article de Batty, Haase et Mubeen est de montrer que le calcul
m-~derivé borné ne dépend pas de m € N* et est équivalent a la condition de Gomilko
Shi-Feng (0.3).

On retrouve par ailleurs la condition (0.3) dans les deux articles récents de Batty,
Gomilko et Tomilov [7] et [8] dans lesquels elle joue un réle central. Notons

B(C.) = {f € Hol(C,) : /0°° supl /(¢ + iy)lde < oo et lim_f(x) = o},

muni de la norme || f|| 5 = / sup| f'(x+1iy)|dz qui en fait une algeébre de Banach. Lorsque
0  yeR

A vérifie la condition de Gomilko Shi-Feng (0.3) alors il est possible de montrer que
l'application W4 : B(C, ) — B(X, X*™) définie par

W a(f)a, o) = i /0°° o /R<R(—oz +iB, Az, 2V F' (o + iB)dBda. + (f(00)z, 2°)

est bien définie et bornée. Un resultat majeur de Batty, Gomilko et Tomilov est que
pour tout f € B(C,), Y4(f) est en fait un élément de B(X) (voir [7, Lemme 4.3.]), et
donc que W4 est un morphisme d’algebres de B(C,) dans B(X) borné. On note alors
f(A) := W (f) et on dit alors que A possede un calcul de Besov borné. Réciproquement
si A possede un calcul de Besov borné, c¢’est-a-dire qu’il existe un morphisme d’algebres
U 4 comme ci-avant qui en plus vérifie que pour tout A € C,, Uo(A+2)71) = —R(=\, A)
alors A vérifie la condition de Gomilko Shi-Feng (0.3).
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Dans ce mémoire, on abordera différentes problématiques liées aux résultats de [7, 8, 9,
16, 53]. La premiere est d’obtenir un analogue du théoreme de Gomilko Shi-Feng dans les
espaces de Banach. Pour répondre a cette question on utilise les notions de v-bornitude
et d’opérateurs ~-radonifiants (voir le livre de Hytonen, Van Neerven, Veraar et Weis [26,
chapitre 8 et 9] pour plus de détails). Ces notions jouent un role majeur dans différents
aspects du calcul fonctionnel, notamment grace aux travaux de Kalton et Weis [29, 28|
qui ont tres largement inspiré et contribué a ’essor du sujet. Soient X et Y deux espaces
de Banach. On rappelle qu'un ensemble d’opérateurs 7 C B(X,Y) est v-borné s’il existe
C > 0 tel que pour tout N € N*, zy,...,x, € X et T1,...,Tn € T on a:

/Q YdsSC’/Q

ou (7k)k>1 est une suite de Gaussiennes indépendantes sur un espace de probabilité fixé.
On note que la y-bornitude implique 'uniforme bornitude et que la réciproque est vraie sur
les espaces de Hilbert. Plusieurs fois dans ce mémoire on cherchera a étendre aux espaces
de Banach différentes caractérisations des Cy-semigroupes sur des espaces de Hilbert.
Pour réussir a faire cela il est nécessaire de remplacer 'hypothese d’uniforme bornitude
de l'ensemble {7; : ¢ > 0} par ’hypothese de y-bornitude. Il se trouve que remplacer
I"uniforme bornitude par la v-bornitude dans ce genre de probléme est souvent fructueux.
Sachant cela on comprend I'importance de 'étude des Cy-semigroupes (7}):>p y-bornés
c’est-a-dire tel que 'ensemble {7} : t > 0} est y-borné. Une caractérisation des Cp-
semigroupes y-bornés dans les espaces de Banach analogue au Théoreme de Gomilko Shi-
Feng sera obtenue dans le chapitre 2. On considérera aussi un calcul m-dérivé ~-borné et
on verra qu’il est indépendant de m € N* et que ce calcul caractérise les Cy-semigroupes
~v-bornés.

Le lien étroit entre les Cy-semigroupes bornés et les opérateurs a puissances bornées
amene naturellement & la question suivante : peut-on obtenir une caractérisation analogue
des opérateurs bornés T' € B(X) vérifiant que ’ensemble {T™ : n € N} est v-borné ? Cette
question est étudiée dans le chapitre 3 dans lequel on obtiendra une caractérisation de ces
opérateurs similaire au théoreme de Gomilko Shi-Feng.

La question sous-jacente aux themes abordés ci-dessus est la suivante : lorsque f €
H*(R,) pour a < 0 comment peut-on estimer la norme de 'opérateur f(A) et quelle est
la meilleure estimation que 'on peut obtenir ? Dans [7, 8], Batty Gomilko et Tomilov
donnent une bonne estimation dans un cadre général, en effet les résultats présentés ci-
dessus nous disent que lorsque f € B(C,) et A a la condition de Gomilko Shi-Feng alors
on a

ds,

X

N
k=1

1; V(8) Tk

LA < CllFls-

On note qu’une estimation similaire était déja obtenue par Haase [21] dans le cas Hilber-
tien. Dans le chapitre 4 on se propose d’améliorer cette estimation lorsque —A est le
générateur d'un Cy-semigroupe borné sur un espace de Hilbert. Pour cela on introduira
une algebre qui est inspirée d’un article de Peller [47] et qui se trouve étre un analogue
analytique des algebres de Figa-Talamanca-Herz.

Contenu de la theése

Cette these se compose de quatre chapitres rédigés en anglais. Le premier chapitre est
un article [4] intitulé : « New counterexamples on Ritt operators, sectorial operators and
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R-boundedness » qui est un travail joint avec Christian Le Merdy, publié dans la revue
Bulletin of the Australian Mathematical Society. Le deuxieme chapitre reprend mon
article [3] « 7-boundedness of Cy-semigroups and their H*-functional calculi » publié
dans la revue Studia Mathematica tandis que le chapitre 3 reprend mon article [2] «
Derivative bounded functional calculus of power bounded operators on Banach spaces »
accepté a la publication dans la revue Acta Szeged. Le chapitre 4 s’intitule « Functional
calculus for a bounded Cy-semigroup on Hilbert space » et présente un travail joint [5]
avec Christian Le Merdy. Enfin on conclut avec un appendice qui compleéte le chapitre 2.

Chapitre 1 : Nouveaux contre-exemples d’opérateurs de Ritt et sectoriels qui
ne sont pas y-bornés

La y-bornitude joue un role majeur dans 1’étude des opérateurs de Ritt et des opérateurs
sectoriels (pour plus d’informations voir [39]). On dira qu'un opérateur A sectoriel de
type w est y-sectoriel de type w si pour tout w < 6 < 7 'ensemble

DR, A) A e C\Sg) (0.5)

est y-borné avec ¥y = {z € C : |arg(z)| < 0}. D’apres [58] un opérateur est y-sectoriel
de type < 7 si et seulement si les ensembles

{e7:t>01 et {tAe ™ :t >0} (0.6)

sont y-bornés. L’existence d’opérateurs sectoriels qui ne sont pas -sectoriels est un
probleme trés important relié au probleme de régularité maximal-L? résolu par Kalton et
Lancien dans leur article [30]. Dans Iarticle [30], les auteurs construisent des opérateurs
sectoriels qui ne sont pas y-sectoriels. Fackler lui, dans son article plus récent [14] simplifie
la construction de [30] et construit des exemples qui sont des multiplicateurs relativement
a des bases de Schauder. Les exemples de Fackler vérifient que I'ensemble de (0.5) n’est
pas 7y-borné. Néanmoins on ne sait pas si l'un des deux ou les deux ensembles de (0.6) ne
sont pas y-bornés.

Dans ce chapitre, aprés quelques rappels sur les multiplicateurs relativement a des
bases de Schauder, on construira un exemple « simple » d’opérateur sectoriel qui est un
multiplicateur relativement & une base de Schauder de tel sorte que I'ensemble {e=*4 :
t > 0} n’est pas y-borné. On construira aussi un opérateur de Ritt 7' € B(X) tel que
I'ensemble {7™ : n > 0} n’est pas y-borné.

On utilisera les résultats de ce chapitre pour un exemple présenté dans la derniere
section du chapitre 2.

Chapitre 2 : y-bornitude des C)-semigroupes et leurs calculs H>-fonctionnels

Dans ce chapitre on étudie les Cp-semigroupes y-bornés, c’est-a-dire les Cy-semigroupes
(T3)i>0 tel que {T; : t > 0} est y-borné. Jusqu’'a maintenant ceux-ci n'ont été étudiés
principalement qu’a travers les opérateurs 7-sectoriels qui sont a fortiori générateurs (né-
gatifs) de Cy-semigroupes y-bornés. Pour faire cette étude on commence par donner des
résultats analogues a ceux de Batty, Haase et Mubeen [9] dans le cas faiblement y-bornés.
Pour ce faire on introduit une version y-bornée de la condition de Gomilko Shi-Feng (0.3)
qui devient alors : il existe C' > 0 tel que pour tout N € N*, tout ay,...,ay < 0, et pour
tout x1,..., ey € X et y1,...,yn € X*, on a
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> | (=) Rl + it, AP, )t (0.7)

gc(/ﬂ de) </Q X*d5>.

Un premier résultat important est que si X est K-convexe alors, pour tout m € N*,
cette condition est équivalente au fait que A a un calcul fonctionnel m-dérivé v-borné,
c’est-a-dire que A a un calcul fonctionnel m-dérivé borné et I’ensemble

U{(=a)™f™(A) « f e H¥(Ra), |/l goeiray < 1)

a<0

Z_: ACE Z_: Ve (5) Y

est y-borné. Il en viendra une extension aux espaces K-convexe du théoreme de Gomilko
Shi-Feng dans les espaces de Hilbert. En particulier dans les espaces LP pour 1 < p #
2 < oo (on notera ¢ le conjugué de p) ce résultat prendra la forme suivante :

Théoréme. Soit X = LP avec 1 < p # 2 < oo. Supposons que A soit de type demi-plan
sur X. Alors les assertions suivantes sont équivalentes

(i) —A engendre un Cy-semigroupe (T})i>o y-borné;

1) 1l exisie > el que pour tou S , pour tout x1,...,TN € et yi,...,Yn €
i) il existe C' > 0 tel que p tout N € N*, p tout LP ety Y

L4, et pour tout oy, ...,ay <0, on a
N 1 N .
' (X [-anlRlan+it, Azfat) | < (3 fel?)?
k=1"R . k=1 Ip
et
N 1 N .
(X [(anBln+it, Aulat)" | <C (X nl)?
k=1"R La k=1 La

Grace a cela on est capable de démontrer une version y-bornée du théoreéme de
Gearhart-Priiss et dont un corollaire direct et remarquable est le suivant :

Théoreme. Soit (T})i>0 un Cy-semigroupe borné sur un espace K-convexe. S’il existe
§ > 0 tel que {e7%T; : t > 0} est y-borné, alors {e%*T; : t > 0} est y-borné pour tout
0> 0.

De plus utilisant les résultats du chapitre 1, on pourra préciser ce théoreme en don-
nant un exemple de semigroupe (7});>0 vérifiant que pour tout § > 0, {e™%T;, : t > 0}
est y-borné alors que {7} : t > 0} n’est pas y-borné.

On notera en appendice qu’en utilisant les y-espaces introduits dans [29] on pourra
étendre nos résultats au cas ou X est un espace de Banach sans aucune hypothese de
K -convezité.

Ce chapitre s’organise de la fagon suivante. Dans la section 2 on donnera des résultats
préliminaires utiles pour la suite. Notamment, on rappellera comment se construit le
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calcul fonctionnel des opérateurs de type demi-plan et on donnera les résultats clés liés
a la y-bornitude et aux opérateurs vy-radonifiants. La section 3 est dédiée a montrer
que la condition (0.7) est équivalente au calcul fonctionnel m-dérivé «-borné. Dans la
section 4 on énoncera notre version du théoreme de Gomilko-Shi Feng dans les espaces
de Banach ce qui nous donnera une caractérisation des Cy-semigroupes y-bornés, puis
dans la section 5 on utilisera cette caractérisation pour montrer la version -bornée du
théoreme de Gearhart-Priiss. Enfin dans la section 6 on résumera les résultats obtenus et
on donnera des contre-exemples.

Chapitre 3 : Calcul fonctionnel dérivé borné des opérateurs a puissances
bornées sur un espace de Banach

Le but de ce chapitre est de donner les analogues discrets des résultats de Batty, Haase et
Mubeen [9] et des résultats du chapitre 2. Une version discréte du théoreme de Gomilko
Shi-Feng est donnée par Gomilko et Cojuhari [17]. Ils introduisent notamment ce que 1'on
appelera la condition discréte de Gomilko Shi-Feng : pour T' € B(X) avec o(T) C D, il
existe C' > 0 tel que

2 .
/ (R(re", T)?z, z*)|dt < z|| |lz*]], r>1l,ze X,z e X" (0.8)
0

v
(r+1)(r—1)

Une premiere observation simple est qu'un opérateur vérifiant (0.8) est a puissances
bornées, ¢’est-a-dire sup ||7"|| < co. On fera un parallele avec un calcul fonctionnel dérivé
neN

borné. On dira qu'un opérateur T' € B(X) vérifiant o(T) C D a un calcul fonctionnel
m-dérivé borné discret lorsqu’il existe C' > 0 tel que

C
Hgb(m)(T)H < m H¢||H°°(7~ID>) pour tout ¢ € H*(rD) et r > 1.

On retrouvera la méme conclusion que dans [9], c’est-a-dire que pour m € N* T a la
condition de Gomilko Shi-Feng discrete (0.8) si et seulement s’il a un calcul fonctionnel
m-~dérivé borné discret. Par ailleurs on retrouvera le résultat connu dans les espaces de
Hilbert (voir [17]) que T est a puissances bornées si et seulement s’il a la condition de
Gomilko Shi-Feng discrete.

On étudiera aussi le calcul fonctionnel de Besov sous la condition de Gomilko Shi-Feng
discrete (en s’inspirant des résultats de Batty, Gomilko et Tomilov [7, 8]). On dit que
f:D — C est dans B(D) si f est holomorphe sur le disque unité D et vérifie

1 .
/ sup |f'(ue™)|du < oo.
0

te[0,2m)

On munit B(D) de la norme ||-|| définie par
1 .
Vf €BMD), flsm = [ sup |f(ue")ldu+suplf(2)]
0 teo,27) z€D

Peller montre dans [47] que si 7" est & puissances bornées sur un espace de Hilbert, alors
il existe C' > 0 tel que pour tout polynéme P on a

I1P(T)|| < ClIPl g, -
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On va réussir a étendre ce résultat a tout opérateur T vérifiant la condition de Gomilko Shi-
Feng (0.8) et on verra que 'on peut donner une forme explicite de f(7T") quand f € B(D).
En effet on aura, pour x € X et x* € X*,

it

(F(T)a,z*) = 1/:0(73 _ 1)/02” egitf’<e)(RQ(re”,T)x,x*)dtdr+ (F(0)z, z*).

T 72 r

La deuxieme partie de ce chapitre se focalisera sur les analogues discrets du chapitre
2. En particulier on étudiera les opérateurs T' a puissances vy-bornées, c¢’est-a-dire tels que
I'ensemble {7 : n € N*} est y-borné. On verra que ces opérateurs vérifient la condition
de Gomilko Shi-Feng discrete (0.8). On obtiendra une caractérisation des opérateurs a
puissances y-bornées lorsque 1’espace sous-jacent est un espace de Banach général. Dans
L? le théoreme s’énoncera comme suit :

Théoréme. Soit X = LP avec 1 < p # 2 < co. Soit T un opérateur borné sur X. Les
assertions suivantes sont équivalentes:

(i) L’ensemble {T™ : n € N} est y-borné;

(ii) Le spectre o(T) est inclus dans D et il existe une constante C' > 0 tel que pour tout
NeN r,....,rn>1,x,...,exy € LP et yy,...,yn € L9

N o7 ) % N 1
' (3 [ 08— IR, Thanat)" | <€ |[(X )
k=170 P k=1 P
et
N o ) % N 1
|(Z [0 - ViR, k) | <cf (S ink)?
k=10 La k=1 La

Ce chapitre s’organise de la facon suivante. Dans la section 2 on montrera que la
condition de Gomilko Shi-Feng discrete est équivalente au calcul fonctionnel m-dérivé
discret tandis que la section 3 sera dédiée au calcul de Besov. Enfin dans la section 4
on étudiera les opérateurs a puissances y-bornées, on énoncera notre caractérisation des
opérateurs a puissances y-bornées dans un espace de Banach. De plus on montrera qu’'un
opérateur a puissances y-bornées possede un calcul de Peller (voir [47, section 3]), et ce
calcul est de plus y-borné.

Chapitre 4 : Calcul fonctionnel pour les Cj-semigroupes bornés sur un espace
de Hilbert

On se focalise pour l'essentiel sur les générateurs (négatifs) de Cy-semigroupes bornés sur
un espace de Hilbert. Soit H un espace de Hilbert et —A le générateur d’un Cy-semigroupe
(T})¢>0. Pour b € L'(R,), on définit L, la transformée de Laplace par

L:Cy = C, 2z /OO b(t)e " dt,
0
et on peut lui associer Popérateur L,(A) € B(H) défini par
Lo(A) = / b(t)T, dt.
0

L’application b — Ly(A) est appelée calcul de Hille-Phillips et on a évidemment
ILo(A)l < Clloll,, be LY(R).
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ou C' = sup ||T3||. Lorsque (T}):>0 est semblable a un Cy-semigroupe de contractions alors
>0

il existe C' > 0 tel que
IL(Al < c ]|

ot b désigne la transformée de Fourier de b. Il se trouve que tous les générateurs négatifs
de Cy-semigroupes bornés sur un espace de Hilbert ne satisfont pas une telle estimation.
Mais [21, Corollaire 5.5] donne que pour tout générateur négatif A de Cp-semigroupe
borné sur un espace de Hilbert il existe C' > 0 tel que

Lo (A} < CfIb]] 5 - (0.9)

La motivation de ce chapitre est de trouver une meilleure estimation de ||L,(A)||.

Pour ce faire on a besoin d’introduire une algebre de Banach inspirée des algebres de
Figa-Talamanca-Herz (voir [12]). On note Ay(C;) (respectivement A(C.)) l'ensemble
des fonctions F : C; — C telles qu’il existe deux suites de fonctions (fi)ken de Co(R)
(respectivement de BUC(R)) et (hy)reny de H'(R) satisfaisant

> fellog Nl < o0 (0.10)
k=1
et .
VzeCy, F(2) =) (furhi)(iz). (0.11)
k=1

Une premiére remarque est que si F' est un élément de A (C ) (respectivement de A(C,))
alors F'|c, € H*(C,) et x — F(ixz) est dans Cy(R) (respectivement dans BUC(R)). On
s’emploiera aussi a démontrer que Ay(Cy) et A(C,) sont des algebres de Banach et on
montrera que B(C,) est continiment inclus dans A(C) et que B(C,) et A(C,) sont
différents.

Maintenant le résultat principal de ce chapitre est le suivant :

Théoreme. [l existe un unique morphisme borné pa: A(C,) — B(H) tel que

pa(Ly) = /O b(1)T, di (0.12)
pour tout b € L*(R,).

L’intérét de ce resultat est que comme A(C.) et B(C,) sont différents et que B(C;.)
est contintiment inclus dans A(C) alors ce résultat améliore 'estimation (0.9).

Afin de montrer que B(C,) et A(C,) sont différents on aura besoin de déterminer le
dual de Ay(C,). On dira que m € L™ est un multiplicateur de Fourier borné sur H'(R)
si I'application

T, : HXR) — HXR)
h o = F(mh)

est bornée par rapport a la norme de H'(R) et on notera M(H'(R)) I’ensemble des
multiplicateurs de Fourier bornés sur H'(R). On montrera le résultat important suivant,
ou 7, est défini par (75f)(t) = f(t — s):

Théoréme. Soit T € B(H'(R)). Si T commute avec les translations, c’est-a-dire pour
tout s € R, T'ry = 7,7, alors il existe m : R, — C bornée et continue telle que T = T,,.
De plus dans ce cas on a

Imll < I
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L’espace B(H'(R)) étant naturellement un dual, nous noterons PM C B(H'(R)) la
fermeture pour la topologie faible* de I’ensemble {h — pxh : p € M(R)}. Cet ensemble
PM est un sous-espace de M(H'(R)) et on montre que

PM* = Ay(C,).

On conclura ce chapitre en s’intéressant une nouvelle fois aux cas des Cy-semigroupes
v-bornés, et on montrera que dans ce cas on peut de la méme maniere construire un
A(C, )-calcul fonctionnel borné qui se trouve en fait étre y-borné. Pour étre plus précis
on obtiendra le résultat :

Théoréme. Soient X un espace de Banach et (1})i>o un Cy-semigroupe y-borné sur X.
Alors il existe un unique morphisme borné pa: A(Cy) — B(X) tel que pa vérifie (4.4.8)
et l’ensemble

{pa(f) - [ € ACY), [IFll4 <1}

est y-borné.

Le chapitre se construit comme suit. Dans la section 2 on étudie les multiplicateurs
de Fourier sur I'espace de Hardy H'(R). Dans la section 3 on introduit nos nouvelles
algebres Ay(C,) et Ay(Cy) et on en donne des propriétés utiles avant d’en déterminer le
dual de Ay(C, ). Dans la section 4 on construit notre calcul fonctionnel et on démontre le
résultat principal. Dans la section 5 on montre que B(C,.) et A(C.) sont différents. Enfin
la section 6 est consacrée a étendre notre principal résultat au cas des C-semigroupes
~v-bornés sur un espace de Banach X.
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General introduction

The main goal of this thesis is to study bounded Cy-semigroups and power-bounded
operators on Banach spaces (sometimes specifically on Hilbert spaces). In the late of
1990s, Gomilko [16] and, independently, Shi and Feng [53], show that a bounded Cj-
semigroup (7}):>0 on Hilbert space is characterized by the following condition : there
exists C' > 0 such that for each o < 0 we have

—a/ IR(a+it, a|®> < Clz|®, zeH (0.13)
R

and
—oz/R IR(a+it, Aa|® < Clz|?, xeH, (0.14)

where —A is the generator of (7});>o. This result is now known as the Gomilko Shi-
Feng Theorem. The latter is a powerful tool used for the proof of many results related
to bounded Cjy-semigroups on Hilbert spaces. For example, it is possible to prove the
famous Gearhart-Priiss Theorem ([1, Theorem 5.2.1.]) as an application of Gomilko Shi-
Feng Theorem. The question we can ask is : “What happens on general Banach spaces
?”. Inequalities (0.13) and (0.14) are not appropriate to Banach space setting. We then
use the following condition, which I call Gomilko Shi-Feng condition (GFS) : there exists
C' > 0 such that

C
/R|<R(oz +it, A)?x, y)|dt < — lz|| lyl|, z€X,ye X and a <0. (0.15)

On Hilbert space, the Gomilko Shi-Feng condition is also equivalent to the generation of a
bounded Cy-semigroup. On the other hand, we can find counter-examples on non Hilbert
spaces, for instance the shift semigroup on LP(R) for 1 < p # 2 < oo does not satisfty the
condition (0.15) while these semigroups are bounded.

The condition (0.15) is studied in the article [9] of Batty, Haase and Mubeen. They
introduce a new bounded functional calculus, the derivative bounded functional calculus.
Let A be an operator on Banach space X which is densely defined, whose spectrum
is included in the half-plane C, = {z € C : Re(z) > 0} and which satisfies that its
resolvent R(A, A) is bounded on each half-plane {z € C : Re(z) < a} with a < 0.
We will call such an A a half-plane type operator. For such operator one can construct
a functional calculus on a particular subspace of H*(C,), the set of all holomorphic
functions bounded on C,, which is denoted by € in [9]. This means that we can construct
from A, thanks to the Cauchy Theorem, an algebra homomorphism ¢ : £ — B(X)
which satisfies ®(f(z)(A — 2)) = ®(f)R(A,\) for each f € &£ and each a < 0. We
will write f(A) := ¢(f). Thanks to regularization it is possible to give a definition of
®(f) (which can be an unbounded operator) when f € H*(R,) with a < 0 where
R, = {z € C : Re(z) > a}. Now we say that a half-plane type operator admits a

17
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bounded H>°(C, )-functional calculus if there exists C' > 0 such that for each a < 0 and
f € H*(R,) we have

f(A)e B(X) and |[[f(A) < Clfllgeec,)-

The bounded H>(C, )-functional calculus, like the notion of polynomially bounded opera-
tor, has no good characterisation. At present only two classes of operators with a bounded
H®>(C,)-functional calculus are known: negative generators of Cy-semigroup similar to
a contractive semigroup on Hilbert space and sectorial operators with a bounded H°-
functional calculus of angle < 7. The derivative bounded functional calculus is weaker
than H>°(C, )-bounded functional calculus. We say that an operator A of half-plane type
admits a derivative bounded functional calculus if there exists C' > 0 such that for each
a < 0 and each f € H®(R,) we have

C
f(A) e B(X) and (I (A< — g ra) - (0.16)

For each m € N, one can also define a m-derivative functional calculus where (0.16)
is replaced by

f(m)(A) € B(X) and Hf( H < HfHHOO(Ra

These definitions are meaningful thanks to Cauchy’s inequalities. One of the main results
of Batty, Haase and Mubeen [9] is that the m-derivative bounded functional calculus does
not depend on m € N and is equivalent to the Gomilko Shi-Feng condition (0.15).
Besides this, the condition (0.15) plays also a major role in the two recent articles of
Batty, Gomilko and Tomilov [7] and [8]. Let B(C, ) be a Besov algebra defined by

B(C,) = {f € Hol(Cy) : /Ooo ?é]g'f/(x +iy)|dx < 0o andxgglwf(x) = 0},

equipped with the norm || f||; = /OO sup| f'(x +1iy)|dz. When A satisfies the Gomilko Shi-
0 yeR

Feng condition (0.15) then it it possible to show that the map ¥, : B(C,) — B(X, X*)
defined by

(WA(f = / / (—a+i8, Az, 2*)F'(a + iB)dBda. + (f(c0)x, x*)

is well-defined and bounded. According to [7] it turns out for each f € B(C.), U4(f) isin
fact an element of B(X) (see [7, Lemma 4.3.]). Therefore W4 is a bounded homomorphism
from B(C,) into B(X). We write f(A) := W(f) and we say that A admits a bounded
Besov calculus. Conversely if A admits a bounded Besov calculus, that is there exists
a bounded homomorphism from B(C,) into B(X) such that for each A € C;, W4((A +
2)71) = —R(—\, A), then A satisfies the Gomilko Shi-Feng condition (0.15).

In this thesis, we will investigate various issues related to the results of [7, 8, 9, 16, 53].
The first one is to obtain an analogue of the Gomilko Shi-Feng Theorem on Banach space.
To achieve this we need the notion of -boundedness and ~-radonifying operators (see the
book of Hyténen, Van Neerven, Veraar and Weis [26, chapitre 8 and 9] for more details).
These notions play an important role in various aspects of functional calculus, especially
thanks the work of Kalton and Weis [29, 28|.
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Let X and Y be two Banach spaces. We recall that a set of operators T C B(X,Y)
is v-bounded if there exists C' > 0 such that for each N € N, xy,...,z, € X and
Ty,...,Ty € T we have

/Q YdSSC'/Q

where (7;)r>1 is a Gaussian sequence on a fixed probability space. Note that v-boundedness
implies uniform boundedness and that the converse is true on Hilbert spaces. An impor-
tant part of our work is to generalize to the Banach setting some characterizations of
bounded Cy-semigroups which are stated in Hilbert spaces. A fruitful way to do this is to
replace the assumption of uniform boundedness (of the set {7} : t > 0}) by the assump-
tion of y-boundedness. Consequently it is important to study y-bounded Cy-semigroup,
that is, Co-semigroup (7});>0 such that {7} : t > 0} is y-bounded. A characterisation
of v-bounded Cy-semigroups will be obtained in chapter 2. This characterisation is an
analogue of the Gomilko Shi-Feng Theorem on Banach spaces. We also investigate in
the notion of m-derivative vy-bounded functional calculus and we will see that this is
independent of m € N and characterises v-bounded Cy-semigroups.

ds,

N
> e(8) Ty
=1 X

Z '71@(3)17143
k=1

The link between bounded Cjy-semigroups and power-bounded operators leads to the
following question : can we obtain analogous characterisation of operators T' € B(X)
which satisfy {T™ : n € N} is y-bounded ? This question is studied in chapter 3 in
which we will obtain a characterisation of these operators similar to the Gomilko Shi-
Feng Theorem.

An important question related to the above topics is the following: when f € H*(R,)
for @ < 0 how can we estimate the norm of f(A) and obtain the sharp estimate ? In [7, 8],
Batty Gomilko and Tomilov obtain an estimate in the Banach setting. Indeed according
above, if f € B(C,) and A satisfies the Gomilko Shi-Feng condition (0.15) then

LF (A< Clflls-

In [21], Haase had already obtained a similar estimate on Hilbert space. The goal of
chapter 4 is to improve this estimate when —A is the generator of a Cy-semigroup on a
Hilbert space. To this end we will introduce an algebra inspired by an article of Peller [47].
It turns out that this algebra is an analytic analogue of Figa-Talamanca-Herz algebras.

Content of the thesis

This thesis consists of four chapters. The first chapter is an article [4] called : “New
counterexamples on Ritt operators, sectorial operators and R-boundedness” which is a
joint work with Christian Le Merdy, published in Bulletin of the Australian Mathematical
Society. The second chapter is my article [3] “y-boundedness of Cy-semigroups and their
H*-functional calculi” published in Studia Mathematica while the third chapter is my
article [2] “Derivative bounded functional calculus of power bounded operators on Banach
spaces” accepted in Acta Szeged. The last chapter is a joint work [5] with Christian
Le Merdy called “Functional calculus for a bounded Cjy-semigroup on Hilbert space”.
conclude with an appendix which complements Chapter 2
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Chapter 1 : New counterexamples on Ritt operators, sectorial operators and
R-boundedness

~v-boundedness plays a key role in the study of Ritt operators and sectorial operators (see
[39]). A sectorial operator A of type w is y-sectorial of type w if for each w < 6 < 7 the
set

{AR(N,A) : X € C\Xg} (0.17)

is y-bounded with ¥y = {z € C : |arg(z)| < 6}. According to [58] an operator is
7-sectorial of type < 7 if and only if the sets

{e7™:t>0} and {tAe™™:t>0} (0.18)

are v-bounded. The existence of sectorial operators which are not ~-sectorial is an im-
portant issue related to the LP-maximal regularity problem solved by Kalton and Lancien
in [30]. In [30], the authors construct sectorial operators which are not y-sectorial. Fack-
ler, in his more recent article [14], provides a simpler construction using multipliers with
respect to Schauder bases. The examples of Fackler satisfy that the set (0.17) is not
~v-bounded. Nevertheless we do not know if one of the both or the both sets of (0.18) are
not y-bounded.

In this chapter, after some background about multipliers with respect to Schauder
bases we will construct a “simple” sectorial operator of this type such that the set {e=*4 :
t > 0} is not y-bounded. Furthermore we will construct a Ritt operator T' such that the
set {T™ : n € N} is not y-bounded.

We will use these results to provide an example in the last section of chapter 2.

Chapter 2 : y7-boundedness of Cjj-semigroups and their H*>-functional calculi

In this chapter we study y-bounded Cy-semigroups, that is Cy-semigroups (7})¢>o such that
{T; : t > 0} is v-bounded. Until now, the latter have been only studied through ~-sectorial
operators which are (negative) generators of y-bounded Cy-semigroups (see chapter 1).
To that end we give analogous results of [9] in the setting of weak y-boundedness. We
will introduce a y-version of Gomilko Shi-Feng condition : there exists C' > 0 such that
for N € N*, aq,...,any <0, and for each z1,...,2xy € X and y1,...,yny € X*, we have

5 [ (=) Blew + it AP, )t (0.19)

< C’( Tk ds) ( % ds) )
Q Q
X X+

A first important result is that if X is K-convex then, for each m € N the above condition
is equivalent to the fact that A admits a m-derivative y-bounded functional calculus, that
is A admits a m-derivative bounded functional calculus and the set

U{(=a)" ™ (A) « f € H¥(Ra), || £l g(n,y < 1}

a<0

is y7-bounded. We will deduce an extension of the Gomilko Shi-Feng Theorem in K-convex
Banach spaces. In particular in LP-space for 1 < p # 2 < oo (we will denote by ¢ the
conjugate of p) the theorem is stated as follows :
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Theorem. Let X = LP with 1 < p # 2 < co. Assume that A is of half-plane type on X.
Then the following assertions are equivalent

(i) —A is the generator of a y-bounded Cy-semigroup (1})i>o0;

(ii) there exists C' > 0 such that for eact N € N, z1,...,xx € LP, y1,...,yny € L%, and

each ay,...,ay < 0, we have
N 1 N .
' (X [-anlRlan+it, AzPat)’ | <O (3 foel?)?
=1“R Lp k=1 Lp
and
N ' 1 N L
(3 [(canBln+it, Aglat)" | <C (3 nel)?
k=1"'R La k=1 La

Thanks to this result we are able to prove a 7-bounded version of the Gearhart-Priiss
Theorem whose a direct corollary is the following :

Theorem. Let (1})i>0 be a bounded Cy-semigroup on K-convexr space. If there ezists
§ > 0 such that {e=°T; : t > 0} is y-bounded, then {e=%T; : t > 0} is y-bounded for all
0> 0.

Furthermore, using results of chapter 1, we will be able to make this result more pre-
cise this result by giving an example of Cy-semigroup (73):>o such that for each § > 0,
{e7%T, : t > 0} is y-bounded while {T}; : t > 0} is not y-bounded.

In appendiz we will see, using y-spaces introduced in [29], that the assumption of K -
convexity is not necessary.

This chapter is constructed as follows. In section 2 we will give preliminaries. In par-
ticular we will recall how the holomorphic functional calculus of half-plane type operators
is obtained and we will give key results about y-boundedness and ~-radonifying operators.
The section 3 is dedicated to show that condition (0.19) is equivalent to m-derivative ~y-
bounded on a K-convex space. In section 4 we will state our version of Gomilko Shi-Feng
Theorem and in section 5 we will use this Theorem to show the vy-version of Gearhart-
Priiss Theorem. Finally in section 6 we will sup up our results and we will give some
counter-examples.

Chapter 3 : Derivative bounded functional calculus of power bounded opera-
tors on Banach spaces

The aim of this chapter is to give discrete analogues of results of Batty, Haase and Mubeen
[9] and of results of chapter 2. A discrete version of Gomilko Shi-Feng is given in [17].
They introduce which we will call discrete Gomilko Shi-Feng condition : for 7" € B(X)
with o(T) C D, there exists C' > 0 such that

C

/0 |<R(T€it7T)2x’x*>|dt S m

Il |71, ©>1z€X,a X" (0.20)

A first simple observation is that an operator satisfying (0.20) is power-bounded, that
is sup || 7™]| < oco. We will draw a parallel with derivative bounded functional calculus. We
neN
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will say that an operator T € B(X) satisfying o(T) C D admits a discrete m-derivative
bounded functional calculus if there exists C' > 0 such that

H(b(m)(T)H < (r—Cl)m 6]l jyoo(ypy  for each ¢ € H(rD) and r > 1.

We will establish a result similar to [9], that is for each m € N* T satisfies the discrete
Gomilko Shi-Feng condition (0.20) if and only if 7" admits a discrete m-derivative func-
tional calculus. Moreover, we will recover the known result (see [17]) that on Hibert space,
T is power-bounded if and only if 7" has the discrete Gomilko Shi-Feng condition (0.20).

We will also study a Besov calculus under the discrete Gomilko Shi-Feng condition
(0.20) (we will be inspired by the results of Batty, Gomilko and Tomilov [7, 8]). We say
that f: D — Cis in B(D) if f is holomorphic on I and satisfies

1 )
/ sup | f'(ue™)|du < oo.
0

te[0,27)

We equip B(D) with the norme ||-|| defined by

1 .
Vf e B(D), HfHB(Df/O tes[gl;)]f’(uQZt)]du+szlég\f(z)\.

Peller shows in [47] that if 7" is power bounded on a Hilbert space, then there exists C' > 0
such that for each polynomial P we have

[P(T)|| < ClI Pl -

We will be able to extend this result to each operator T satisfying the discrete Gomilko
Shi-Feng condition (0.20). Furthermore we will show that for each f € B(D) and each
x € X and z* € X* we have

(f(T)a, z*) = 1/100(7"2 . 1)/02” 63“f/<€;t)<R2(reit,T)x,x*>dtdr+ (F(0)z, ).

T 72

The second part of this chapter will focus on discrete analogues of chapter 2. In
particular we will study power v-bounded operators T, that is, operators 7" such that the
set {T™ : n € N*} is 4-bounded. We will show that these operators satisfy the discrete
Gomilko Shi-Feng condition (0.20). We will obtain a characterisation of power y-bounded
operators on Banach space. On LP-spaces, this characterisation is stated as follows:

Theorem. Let X = LP with 1 < p # 2 < co. Let T be a bounded operator on X. The
following assertions are equivalent:

(i) The set {T™ : n € N} is y-bounded;

(ii) The spectrum o(T) is included in D and there exists C > 0 such that for each N € N,

T,...,rv > 1, 2,..., 25 € LP and yy,...,yn € LY
N rom ' L N .
(Z/ (r — 1)!R(me“,T):ck|2dt) < CO(Y fanl)?
k=170 e k=1 e
and
N ron A L N .
(3 [0t = DRt Tyear) | < O (2 Il
k=1 0 La k=1 La
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This chapter is written as follows. In section 2 we will show that the Gomilko Shi-Feng
condition is equivalent to discrete m-derivative bounded functional calculus while section
3 is dedicated to Besov calculus. Finally in section 4 we will study the power y-bounded
operators on a Banach space. Furthermore we will show that power v-bounded operators
admit a Peller calculus (see [47, section 3]) which is v-bounded.

Chapter 4 : Functional calculus for a bounded Cjy-semigroup on Hilbert space

We mainly focus on (negative) generators of bounded Cy-semigroup on a Hilbert space.
Let H be a Hilbert space and —A be the generator of a Cy-semigroup on H. For b €
L'(R,), its Laplace transform L is defined by

L:Cy —»C, 2z /0 T b(t)etdt,
and we can associate the operator L,(A) € B(H) defined by
Ly(A) = /0 T (T, dt.
This is the Hille-Phillips calculus. Obviously we have

ILo(A)| < Clibll, . b€ LY(Ry),

where C' = sup ||T3||. If (T})i>o is similar to a contractive semigroup then there exists
£>0

C > 0 such that A
Il <]

where b is the Fourier transform of b. It turns out there exists negative generators of
bounded Cy-semigroup on Hilbert space which do not satisfy such and estimate. But
[21, Corollaire 5.5] shows that for all negative generators A of bounded Cy-semigroups on
Hilbert spaces, there exists C' > 0 such that

Lo (A} < CfIB]] 5 - (0.21)

The motivation of this chapter is the search of a sharp estimate for ||L,(A)].

For this purpose we introduce Banach algebras which are analytic Figa-Talamanca -
Herz algebras (see [12]). We denote by Ay (C.) (respectively A(C, )) the set of all functions
F : C, — C such that there exists two sequences ( fi)ren of Co(R) (respectively BUC(R))
and (hy)ren in H'(R) satisfying

> I fallo 172klly < o0 (0.22)
k=1

and

V2eCy, F(z)= i fr* hi(iz). (0.23)
k=1

A first observation is that if F' is an element of Ay(C,) (respectively A(C,)) then
Fic, € H*(Cy) and © — F(iz) is in Cy(R) (respectively BUC(R)). We will show that
A(C,) and A(C, ) are Banach algebras. Further B(C,) is continuously embedded in
A(C,) and different from A(C,). The main result of this chapter is the following:
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Theorem. There exists a unique bounded algebras homomorphism pa: A(C,) — B(H)
such that

pa(Ly) = /0 T ()T, dt (0.24)
for each b € L*'(R,).

Since A(C, ) and B(C, ) are different and B(C, ) is continuously embedded in A(C, ),
this result improves (0.21).

In order to prove that B(C,) and A(C,) are different we will need to determine the
dual of Ag(C,). Let m € L=(R,). For h € H%(R), the map mh is in L2(R,) and then
its fourier inverse F~'(mh) is in H*(R). If

T, : H)R) — HX(R)

o~

h —  F 1 (mh)

is bounded with respect to H'(R)-norm then T;, will be called a bounded Fourier mul-
tiplier on H'(R) and we denote by M(H'(R)) the linear space of all bounded Fourier
multipliers. We will state the following result which characterizes bounded Fourier mul-
tiplier on H'(R). In the next statement, 7, is defined by (7,f)(t) = f(t — s):

Theorem. Let T € B(H'(R)). If T commutes with translations, that is, for each s € R,
Tty = 75T, then there exists a bounded and continuous function m : R, — C such that
T =1T,,. Furthermore in this case one has

Imllo < IT1]-

Now denote by PM the closure of {h — pxh} C B(H'(R)) with respect to the
w*-topology (We can naturally regard B(H'(R)) as a dual space). We are able to show
that PM C M(H*(R)) and

Ag(CL)" =PM.

We will conclude this chapter in studying again the case of y-bounded Cy-semigroups
and we will show that we can similarly defined a A(C.)-functional calculus for them.
Further this functional calculus turns out to be v-bounded. More precisely we have the
following result:

Theorem. Let X be a Banach space and (T})i>o a y-bounded Cy-semigroup on X. Then
there exists a unique bounded homomorphism pa: A(C.) — B(X) such that pa satisfies
(0.24) and the set

{pa(f): F € A(CH), |Ifllg <13
is y-bounded.

This chapter is constructed as following. In section 2 we study Fourier multipliers on
Hardy space H'(R). In section 3 we introduce our new algebras Ay(C, ) and A(C, ) and
we give their main properties. Next we determine the dual of A(C,). In section 4 we
construct our functional calculus and we state our main result. In section 5 we show that
B(C,) and A(C, ) are different. Finally section 6 is dedicaced to extend our main result
to the Banach setting.



Chapter 1

New counterexamples on Ritt
operators, sectorial operators and
R-boundedness

1.1. Introduction

R-boundedness plays a prominent role in the study of sectorial operators and Ritt op-
erators. Namely the notions of R-sectorial operators and R-Ritt operators have been
instrumental in the development of H-functional calculus, square function estimates
and applications to maximal regularity and to many other aspects of the harmonic anal-
ysis of semigroups (in either the continuous or the discrete case).

The existence of sectorial operators which are not R-sectorial was discovered by Kalton
and Lancien in their paper solving the LP-maximal regularity problem [30]. The existence
of Ritt operators which are not R-Ritt was established a bit later by Portal [52]. More re-
cently, Fackler [14] extended the work of Kalton-Lancien in various directions. In contrast
with [30], which focused on existence results, [14] supplied explicit constructions of secto-
rial operators which are not R-sectorial. Further it is easy to derive from the latter paper
explicit constructions of Ritt operators which are not R-Ritt. In [14, 30, 52], sectorial op-
erators which are not R-sectorial (resp. Ritt operators which are not R-Ritt) are defined
as multipliers with respect to Schauder decompositions having various “bad" properties.
In particular, these Schauder decompositions cannot be R-Schauder (see Lemma 1.2.2).

The aim of this note is two-fold. First we show that given any Schauder decomposition
D which is not R-Schauder, one can define a sectorial operator A which is a multiplier with
respect to D and which is not R-sectorial (resp. a Ritt operator T" which is a multiplier
with respect to D and which is not R-Ritt). Second we strengthen these negative results
in both cases by showing that A can be chosen such that {e*4 : ¢+ > 0} is not R-bounded
and A is bounded, whereas T' is taken such that {7™ : n > 0} is not R-bounded. (See
Remark 1.3.4 for more comments.)

In addition to the above mentioned papers, we refer the reader to [10, 32, 39, 58] for
relevant information on R-sectorial and R-Ritt operators. We also mention [33] which
contains examples of Ritt operators which are not R-Ritt. They are of a different nature
to those in [52].

25
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1.2. Preliminaries

In this section we introduce the relevant definitions and constructions to be used in this
paper, as long as preliminary facts. Throughout we let X be a complex Banach space
and we let B(X) denote the Banach algebra of all bounded operators on X. We let Ix
denote the identity operator on X.

Let (g;)j>1 be an independent sequence of Rademacher variables on some probability

space (€, dP). Given any x1, ...,z in X, we set
k k

ol = / H (el dP).

H; €j O T R 0 ;53 (w)z; X (u)

Then we say that a subset F' C B(X) is R-bounded provided that there exists a constant
K > 0 such that for any & > 1, for any 717,...,T} in F and for any x1,...,z; in X,

RX

k k
HZ%‘@’TJ‘(%) R KHZEJ‘@?%
j=1 ’ Jj=1

We refer the reader to e.g. [26, Chap. 8] for basic information on R-boundedness.

For any w € (0,7), we let X, = {\ € C* : |Arg(\)| < w}. Let A be a densely defined
closed operator A: D(A) — X, with domain D(A) C X. Let 0(A) denote the spectrum
of A and let R(\, A) = (A\I[x — A)~! denote the resolvent operator for A ¢ o(A). We say
that A is sectorial of type w € (0, 7) if o(A) C X, and for any 6 € (w, ), the set

{AR(N\,A) : NeC\ %y} (1.2.1)

is bounded. We further say that A is sectorial of type 0 if it is sectorial of type w for any
w e (0,m).

Note that if A is sectorial of type w and A is invertible, then A~ € B(X) is sectorial of
type w as well. This readily follows from the fact that for any A ¢ 3, we have A~ ¢ %,
and

AR\ A™Y = Ix — A TR(ATH A). (1.2.2)

We recall that A is sectorial of type < 7 if and only if —A generates a bounded analytic
semigroup. In this case, the latter is denoted by (e7*);>o.

Next we say that A is R-sectorial of R-type w € (0,7) if A is sectorial of type w and
for any 0 € (w, ), the set (1.2.1) is R-bounded.

The following lemma is a straightforward consequence of (1.2.2).

Lemma 1.2.1. Let A be R-sectorial of R-type w and assume that A is invertible. Then
A1 is also R-sectorial of R-type w.

Let A be a sectorial operator of type < 7. We recall that by [58], A is R-sectorial of
R-type < 7 if and only if the two sets

{e_tA > 0} and {tAe_tA St > O} (1.2.3)

are R-bounded.
Let T' € B(X). We say that T is a Ritt operator if the two sets

{T" : n>0} and {nT"(Ix =T) : n>1} (1.2.4)
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are bounded. We further say that 7" is R-Ritt if these two sets are R-bounded.

These notions are closely related to sectoriality. Indeed let D = {\ € C : |\| < 1} be
the open unit disc. Then T is a Ritt operator if and only if o(7") C DU{1} and Ix — T is
sectorial of type < 7. Further in this case, T" is R-Ritt if and only if Iy — T is R-sectorial
of R-type < 7. We refer the reader to [10, 39] and the references therein for these results
and various informations on Ritt operators and their applications.

We recall from [42, Section 1.g] that a Schauder decomposition on X is a sequence
D = {X, : n > 1} of closed subspaces of X such that for any = € X, there exists a
unique sequence (z,),>1 of X such that z,, € X,, for any n > 1 and z = > .72, x,,. For any
n > 1, we let p, € B(X) be the projection defined for x as above by p,(z) = z,,. For any
integer N > 1, consider their sum Py = >>» | p,,. This is a projection and the set

(Py : N>1} (1.2.5)

is bounded.

We say that D is an R-Schauder decomposition if this set is actually R-bounded.
Then a Schauder basis is called R-Schauder if its associated Schauder decomposition is
R-Schauder.

Let ¢ = (¢,)n>1 be a sequence of complex numbers. Assume that the sum >0 |¢, —
Cnt1| 1s finite (in which case we say that the sequence has a bounded variation). Then ¢
has a limit. Let ¢, denote this limit and set

var(c) = 6] + D |en — cnpal -

n=1

For any x € X, the series 3, ¢,pn(x) converges. This follows from an Abel transformation
argument, using the boundedness of {Py : N > 1}. Let M.: X — X be defined by
M.(x) =302, cupn(x), then we actually have

M.(z) = lex + Y (cy — enp1)Pu(z), xr e X. (1.2.6)
N=1
This implies that
[ Me[| < var(c) sup || Pyl. (1.2.7)
N>1

Let (an)n>1 be a nondecreasing sequence of (0,00). Then we may define an operator
A: D(A) — X as follows. We let D(A) be the space of all x € X such that the series
>on anpn(x) converges and for any x € D(A), we set

Ax) = i_o:lanpn(x). (1.2.8)

Such operators were first introduced in [6, 56]. It is well-known that

o(A)={a, : n>1} (1.2.9)

and that A is a sectorial operator of type 0 (see [30, 34]). More precisely, for any A € C\R,
R(X, A) is the operator M) associated with the sequence ¢(A) = ((A —a,)™") _, and
for any 6 € (0,7), we have -

Ky = sup{|Alvar(c(\)) : Ae C\ g} < oo, (1.2.10)
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see e.g. [34, Section 2]. This estimate and (1.2.7) show that A is sectorial of type 0.
We note for further use that by (1.2.9), the above operator A is invertible.
In the sequel, any sectorial operator A of this form will be called a D-multiplier.
Likewise let ¢ = (¢,)n>1 be a nondecreasing sequence of (0,1). Then ¢ has a bounded
variation, which allows the definition of T'= M, € B(X) given by

T(x) = i CnPn (), z e X. (1.2.11)

It turns out that 7 is a Ritt operator on X. Indeed, let A be the sectorial operator (1.2.8)
associated with the sequence (a,,),>1 defined by a, = (1 —¢,)"". Then Iy — T = A™! is
sectorial of type 0 and o(T") C [0, 1], which ensures that T is a Ritt operator.

In the sequel, any Ritt operator T' of this form will be called a D-multiplier.

The following is well-known to specialists.

Lemma 1.2.2. Let D = {X,, : n > 1} be an R-Schauder decomposition on X.
(a) Any sectorial operator A on X which is a D-multiplier is R-sectorial of R-type 0.
(b) Any Ritt operator T' € B(X) which is a D-multiplier is R-Ritt.
Proof. Let F = {Py : N > 1}. Let A be given by (1.2.8) and let # € (0,7). We may
assume that lim,, a, = co. It follows from the above discussion that for any A € C\ R,
RO A)) = 3 MelAx — ) Pale). 2 € X,

with ¢(A) = (A —an)™") _,. This implies that
{AR(X,A) : Ae C\ 5y} C Ky-aco™(F),

where Ky is given by (1.2.10) and aco®(F') stands for the the closure of the absolute convex
hull of F' in the strong operator topology of B(X). Since F' is R-bounded, aco®™(F') is
R-bounded as well, see e.g. [26, Subsection 8.1.¢]. Then the set (1.2.1) is R-bounded,
which shows (a).

Let T be given by (1.2.11). It follows from the above discussion that T' = Ix — A~ for
some sectorial operator A on X which is a D-multiplier. By (a) and Lemma 1.2.1, A™! is
R-sectorial of type < 7. This entails that 7" is R-Ritt. [

1.3. Main result

Our main result is the following.

Theorem 1.3.1. Let D be a Schauder decomposition on X and assume that D is not
R-Schauder.

(a) There exists a sectorial operator A on X which is a D-multiplier, such that the set
{e_“rl ct> O}

1s not R-bounded.
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(b) There exists a Ritt operator T € B(X) which is a D-multiplier, such that the set
{T" : n >0}
is not R-bounded.

Proof. We introduce Qn = Ix — Py for any N > 1. The idea of the proof is to construct
A (vesp. T) such that each Qy is close to e for some t > 0 (resp. to 7" for some
n > 0).

Let ¢ = (¢,)n>1 be a complex sequence with a bounded variation and let N > 1 be a
fixed integer. For any # € X, Qn(z) = Y02y Pn(x) hence

N 0o
(Mc - QN) (l‘) = Z cnpn($) + Z (Cn - 1)pn(x)

n=1 n=N+1

On the one hand, we have

Z Cnpn(z) = ey Pn(x) + Z_: (cn — Cny1) Pu(z).
On the other hand,
Z (Cn - 1)pn(x) = Z (Cn - 1) (Qn—l(x) - Qn@))
n=N+1 n=N+1
= (CN—H - 1)QN(J:) + Z (Cn—l-l - Cn)Qn(x)
n=N+1

Let K = supys, || Px||. If follows from these identities that

N—-1 00
[0~ @n ]| < 04 K) (X Jenir —cal +lenl + 1 —exal + > lenn —anl).
n=1 n=N+1

Let (a,)n>1 be a nondecreasing sequence of (0, 00), with lim, a, = oo, and let A be
the associated sectorial operator defined by (1.2.8). Let ¢ > 0 and apply the above with

—ta; !
cp, =€ n>1.

Then ¢, € (0,1) for any n > 1, the sequence (c¢,),>1 is nondecreasing (hence has a
e

bounded variation) and M, = —tA71 Further lim,, ¢, = 1. Consequently we have
CN :CN:(S’_taR’1 1—CN1:1—CN 1:1—671}%7\’:'1
| | ) + -+ 5
N-1 »
Dl —cal =en —cn <oy =e'
n=1
s -1
Z |Cn+1 - Cn| =1- CN+1 = 1-— eita]\u'l)
n=N+1
and hence ) )
—1 — —
e —Qn|| <2(1+ K)(e7'* + (1 — e "*vi1)). (1.3.1)

We apply the above with
an = (n!)?, n > 1.
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Next we consider the sequence (fx)n>1 of positive integers given by
ty = N(N!)?, N > 1.
Then by (1.3.1), we have

He—mfr1 . QN” <2(1+ K) (e_N +(1 - e_w%ﬁ)) <2(1+K) (e_N + N_Q)

for any N > 1. This estimate implies that
D
N=1

Let C be the above sum. Then for any x1,...,z; in X, we have

HNXZ en ® (AT - QN)(:CN)H < él}}etfvf“l — Qu ||zl

RX
< Csup{[lan| : 1< N <k}

k
<ol even
N=1 R,X

Hence

k
| o
RX * NZ:; N SN RX

k k
IS eve vy <X evee™ @)
N=1 RX N=1
By assumption, the set {Py : N > 1} is not R-bounded, hence {Qx : N > 1} is not
R-bounded. The above estimate therefore shows that the set {e*tA_l > O} cannot be
R-bounded. This proves (a).
To prove (b), we consider T = e=4"". Then T is the Ritt operator defined by (1.2.11)

a;l

for the sequence ¢, = e~ . For any N > 1, ty is an integer and 7' = ¢~ ~4™" Hence
the above argument shows that {T™ : n > 1} is not R-bounded, which proves (b). [

Theorem 1.3.1 provides a converse to Lemma 1.2.2; as follows.

Corollary 1.3.2. Let D be a Schauder decomposition on X. Then D is R-Schauder if
and only if any sectorial operator on X which is a D-multiplier is R-sectorial, if and only
if any Ritt operator on X which is a D-multiplier is R-Ritt.

Proof. Let D be a Schauder decomposition on X which is not R-Schauder. Let A be
verifying (a) in Theorem 1.3.1, and let B = A?. Then B is a sectorial operator on X
which is a D-multiplier. Assume that B is R-sectorial, with some R-type w € (0, 7). By
Lemma 1.2.1, its inverse B! is R-sectorial of R-type w as well. Hence by [27, Proposition
3.4], A=t = (B™Y)z is R-sectorial of R-type % < 5. This implies (see (1.2.3)) that the set
{e*"7" . £ > 0} is R-bounded, a contradiction. Hence B is not R-sectorial.

Combining the above fact with Theorem 1.3.1 (b) and Lemma 1.2.2, we deduce both
‘if and only if” results. O

It follows from [14, 30] that if X has an unconditional basis and X is not isomorphic
to a Hilbert space, then X has a Schauder basis which is not R-Schauder. The above
theorem therefore applies to all these spaces.

Further the arguments in [30, Theorem 3.7 & Corollary 3.8] show that we actually
have the following.



Main result 31

Corollary 1.3.3. Let X be isomorphic to a separable Banach lattice and assume that X
is not isomorphic to a Hilbert space.

(a) There exists a bounded sectorial operator A of type 0 on X such that {e=** : t > 0}
is not R-bounded.

(b) There exists a Ritt operator T € B(X) such that the set {T™ : n > 0} is not
R-bounded.

Remark 1.3.4. This final remark compares the above corollary with existing results.
Let X be isomorphic to a separable Banach lattice without being isomorphic to a Hilbert
space.

(1) It follows from [52] that there exists a Ritt operator T € B(X) such that T is
not R-Ritt. Recall that by definition, 7" is not R-Ritt if and only if one of the two sets
in (1.2.4) is not R-bounded. Part (b) of Corollary 1.3.3 strengthens [52] by providing a
Ritt operator 7" on X for which we know that the first of the two sets in (1.2.4) is not R-
bounded. This is an important step in the understanding of the class of power bounded
operators 1" such that {T™ : n > 0} is R-bounded. This class will be investigated in
chapter 3. We refer to [38] for the study of invertible operators 7" € B(X) such that
{T™ : n € Z} is R-bounded.

(2) The existence of a sectorial operators A of type 0 on X such that {e=** : ¢ > 0}
is not R-bounded follows from [14]. Part (a) of Corollary 1.3.3 shows that this can be
achieved with a bounded A. Note that the existence of bounded A such that either
{e7t 1 t > 0} or {tAe™™ : t > 0} is not R-bounded follows from [52]. We refer to
chapter 2 for various results on bounded Cy-semigroups (7});>o on Banach space such
that the set {T}; : ¢t > 0} is/is not R-bounded.
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Chapter 2

v-boundedness of Cj-semigroups and
their H°°-functional calculi

2.1. Introduction

The H*-functional calculus for a sectorial operator and a strip-type operator have played
and important role in the spectral theory and evolutions equations [19]. The H®-
functional calculus for a half-plane type operator is a recent tool studied in [9]. As
for sectorial and strip-type operators, it is natural to construct a holomorphic functional
calculus for a half-plane type operator A via the Dunford formula

1

" 2mi

£(A) /8 _F)R(, A

Here, R is a half-plane and f is a bounded analytic function on R with good properties
which ensure that f(A) is bounded. This construction allows us to define a notion of
bounded H*-functional calculus for a half-plane type operator. Contrary to the bounded
H*>-functional calculus for a sectorial or a strip-type operator, the bounded H *°-functional
calculus for a half-plane type operator has no characterization with simple estimates, even
on Hilbert space. However, a weaker notion of bounded H-functional calculus, called
m-bounded functional calculus (Definition 2.2.7) turns out to be equivalent to a condition
studied independently by Gomilko [16] and Shi and Feng [53] (Definition 2.2.5), called
the GF'S condition in this paper. Furthermore, they show that this condition is sufficient
for the generation of bounded Cp-semigroups. Therefore, the set (containing all sectorial
operators of type < 7) of all half-plane type operators which have GFS is included (equal
when X is Hilbert) in the set of all negative generators of bounded Cy-semigroups.

The aim of this paper is to study the generation of a y-bounded Cj-semigroup on a
Banach space X, that is, a Cy-semigroup (7});>0 on a Banach space X such that the set
{T'(t) : t > 0} is y-bounded. A first step is to consider a stronger condition than the
GFS condition (however equivalent on Hilbert spaces), that we call 4-Gomilko-Shi-Feng
(Definition 2.3.4) and abreviate as the v-GFS condition. It turns out that the y-GFS
condition is equivalent to a notion of v-bounded m-bounded functional calculus. Further-
more the latter condition is sufficient for the generation of weak y-bounded Cy-semigroups,
and hence for the generation of y-bounded Cy-semigroups when the underlying space is
K-convex. Therefore when X is K-convex, the set (containing all y-sectorial operators
of y-type < 7) of all operators which satisfy the 7-GFS condition is equal to the set of
all negative generators of y-bounded Cj-semigroups. This last statement is contained in
our main result (Theorem 2.4.1), which gives equivalence of the generation of y-bounded
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Co-semigroup with the y-m-bounded functional calculus, as well as with some estimates
of the resolvent of the negative generator and its adjoint. From this theorem, we deduce,
when X is K-convex space, a y-bounded version of the Gearhart-Priiss Theorem (Corol-
lary 2.5.3) and the following result: if (7});>¢ is a bounded Cy-semigroup on a K-convex
space and if the set {e7%'T; : t > 0} is y-bounded for one § > 0, then it is y-bounded
for each 9 > 0. Moreover it is possible to find an example of bounded Cjy-semigroup such
that {e™'T} : t > 0} is y-bounded for all § > 0 but not for § = 0.

Now we describe the structure of the paper. Section 2 only contains preliminary results.
We recall important results of [9], then we collect some results about y-boundedness and
weak v-boundedness and generalized square functions. In Section 3, we discuss the 7-GFS
condition and y-m-bounded H*°-functional calculus. We give our main result in Section
4, namely a version of the Gomilko-Shi-Feng Theorem on K-convex spaces. Section 5 is
devoted to some consequences of the results of Section 4, in particular we state a version
of the Gearhart-Priiss Theorem in K-convex spaces. Finally, Section 6 is dedicated to
an overview of the implications between the different notions of H*°-bounded functional
calculus for half-plane type operators and the generation of bounded and «-bounded Cjy-
semigroups.

2.2. Background and preliminary results

For any Banach spaces X,Y, we let £(X,Y) denote the space of all bounded linear
operators from X into Y. If Y = X, we write £(X) instead of £(X, X). If A is a closed
operator on X, we denote by Dom(A), p(A) and o(A) the domain, the resolvent set and
the spectrum of A, respectively. When A € p(A), we let R(\, A) = (A — A)~! denote the
corresponding resolvent operator.

Half-plane type operators

In this subsection we review the definitions of half-plane type operators and their func-
tional calculi, following [9].
We fix a real number w. For any a < w, we consider the right open half-plane

R,={z€C : Re(z) > a}.

Definition 2.2.1. Let A be a closed and densely defined operator on X. We will say
that A is of half-plane type w if 0(A) C R,, and

Va<w, sup{||R(z, A)|| : Re(z) < a} < oc.

We will say that a Cp-semigroup (7}):>o is of type w € R if there exists a constant
C > 0 such that [|T;|| < Ce " for all t > 0. Note that such w always exists [46, Theorem
2.2 section 1.2]. It follows from the Laplace formula (see e.g. [46, Formula (7.1) section
1.7]) that if —A generates a Cy-semigroup (73):>0 of type w, then A is an operator of
half-plane type w (in fact A is even strong half-plane in the sense of [9, Definition 2.1]).

Throughout the rest of this subsection, we let A be an operator of half-plane type w.

For any oo < w, let H*(R,,) be the space of all bounded analytic functions f : R, — C,
equipped with the norm || f|| o (g, ) = seu}%) |f(2)|. Then H*(R,) is a Banach algebra.

Next we consider the auxiliary space

E(Ry) :={f € H®(R,) : 35 >0, f(2) = O(|z|" %) as |z| = oo}.
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Whenever a < § <w and f € E(R,), the integral

1 00
F(A) = T/ F(6 +it)R(S +it, A)dt (2.2.1)
T J—0
is absolutely convergent in £(X). Further its value is independent of 6 € (a,w). This is
due to Cauchy’s theorem for vector-valued holomorphic functions.
If f e H*(R,), we can define a closed, densely defined, operator f(A) by regularisa-

tion as follows (see [9] and [19] for more details). Let u < a and set e(z) := (u — z) 72
Then e € £(R,), ef € E(R,) and e(A) = R(p, A)? is injective. Then f(A) is defined by

F(A) = e(A) " (ef)(A),

with Dom(f(A)) equal to the space of all x € X such that [(ef)(A)](z) belongs to the
range of e(A) (= Dom(A?)). It turns out that this definition does not depend on the
choice of p.

In particular, for any ¢ > 0, the function z — e ** belongs to H*(R,), hence the
above construction provides an operator

e = (e7%)(A).

The following proposition (see [9, Proposition 2.5]) gives an expected link between the
generator of a Cy-semigroup and its exponential in the previous sense.

Proposition 2.2.2. The operator —A 1is the generator of a Co-semigroup (1})i>0 if and

only if et is a bounded operator for all t € [0,1] and sup He_tAH < 0o. In this case,
te[0,1]

we have T, = et for all t > 0.

Definition 2.2.3. We say that A has a bounded H*-functional calculus of type w if
there exists C' > 0 such that for any a < w and for any f € H*(R,), f(A) belongs to
L(X) and

[F AN < Clfll ey - (2.2.2)

Remark 2.2.4. The reasoning at the beginning of [9, Section 5| and the so-called conver-
gence lemma (see [9, Theorem 3.1]) show that to prove that an operator A has a bounded
H*>-functional calculus of type w, it suffices to prove an estimate (2.2.2) for any f € £(R,)
and any o < w.

As a direct consequence of Proposition 2.2.2, we see that if A has a bounded H®-
functional calculus of type w, then —A generates a Cy-semigroup of type w. The converse
does not hold true, even on Hilbert space (see Section 6).

The following condition, called Gomilko-Shi-Feng condition (GFS), is important to
connect Cyp-semigroups and functional calculi.

Definition 2.2.5. Let m > 1 be an integer. We say that A satisfies (GF'S),,, if there
exists a constant C' > 0 such that

1R+ it Ay, y)at < Il 1y

w—ay"

for any o < w, any x € X and any y € X™*.
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Gomilko [16] and Shi-Feng [53] have shown the following two results: if A has (GF'S) 0,
then —A generates a bounded Cy-semigroup (73):>0; conversely if X is a Hilbert space,
the negative generator of a bounded Cy-semigroup satisfies (GF'S); . This is now known
as the Gomilko-Shi-Feng Theorem.

Remark 2.2.6. It is easy to check that a sectorial operator of type < 7 has (GF'S)1,. We
refer e.g. to [19] for information about sectorial operators. We recall that A is a sectorial
operator of type < 7 if and only if —A generates a bounded analytic semigroup and that
in this case, there exists a constant C' > 0 such that

VAEC\ Ry AR A <C.

This implies that for any @ < 0 and any ¢ € R, ||R(« +it, B)|| <
a < 0 and arbitrary x € X and y € X*, we have

B +lt| Hence for any

~a) [ |(R(a+ it A%, y)|dt < (- /HRa+wAmdMﬂmm

< [ =t el o)

= C?THSEH HyH,

which proves the result.

It is noticed in [9, Lemma 5.4] that for any @ < 8 < w and any f € H*®(R,), the
m-th derivative f(™ of f belongs to H>®(Rj) for any integer m > 1. Thus it makes sense
to define f(™(A).

Definition 2.2.7. Let m > 1 be an integer. We say that A has a m-bounded functional

calculus of type w if there exists a constant C' > 0 such that for each o < w and each
f e H*(R,),

C

—a)m

F(A) € £(X) and [ £ (4)| < 11 -
In [9], authors use the terminology strong m-bounded functional calculus. For convenience,
the word “strong” is omitted here.

The following remarkable results are proved in [9, Theorem 6.4]: A has (GFS)m
if and only if A has a m-bounded functional calculus of type w, if and only if A has a
1-bounded functional calculus of type w. (In particular, (GF'S),, does not depend on
m.) Further if A has a m-bounded functional calculus of type w, then —A generates a
Co-semigroup of type w. It is further shown in [9, Theorem 7.1] that if X is a Hilbert
space, then conversely, A has a m-bounded functional calculus of type w if —A generates
a Cy-semigroup of type w. This converse is wrong in general, see Section 6 for more on
this.

Remark 2.2.8. Let us consider the following conditions, for w € R :
(w— a)/ IR(a +it, Az|® < C ||, (o <w,z € X) (2.2.3)
R
(w— a)/ |R(a 4 it, A)z*||* < C||z*|]?, (o < w,z* € X*). (2.2.4)
R

Thanks to Cauchy-Schwarz inequality, it is easy to show that (2.2.3) and (2.2.4) together
imply A has (GF'S),,.. So we can see these two conditions as a strong GFS condition.

In a Hilbert space, due to our previous observations, (GF'S),,,, is equivalent to (2.2.3)
and (2.2.4).
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The following is implicit in [9].

Proposition 2.2.9. If A has a bounded H*-functional calculus of type w, then A has a
m-bounded functional calculus of type w, for any m > 1.

Proof. According to [9, Lemma 5.4], there is a constant K > 0, such that for any o < w

and any f € H*(R,), we have Hf(m)HHoo(Rw) < K ||f||Hoo(Ra)-

(w—a)™
Assume that A has a bounded H*-functional calculus of type w. Then for any f as
above, f(™(A) € L(X) and we have

7l < ], < =g M hin

H=(R,) ~ (w— )

This proves that A has a m-bounded functional calculus of type w. n

The Sun Dual of a Cj)-Semigroup

In this subsection we collect a few facts from [45] which are useful when dealing with non
reflexive Banach spaces.

Let X be a Banach space and let Z C X* be a closed subspace. We say that 7 is
norming if there exists a constant ¢ > 0 such that for any x € X,

cllzll < sup{l{z,9)| : y € Z, |lyll < 1}.

Let (Ti)i>0 be a Cy-semigroup on X, with generator —A. It may happen that the
dual semigroup (7});>¢ is not strongly continuous on X*. We denote by X (pronounced
X-sun) the set

X9 :={ze X", |T/z—x| — 0} (2.2.5)
ﬁ
This set trivially satisfies T;(X®) € X© for every ¢ > 0. Moreover X© is a closed and

weak*-dense subspace of X*. Indeed we have X© = D(A*).

We let T;° denote the restriction of T} to X©. Then by definition, (7,°)so is a Co-
semigroup on X©. It is called the sun dual of (T})¢>0. Let A® be its negative generator.
Then A® is the part of A* in X© (see [19, page 6] for definition).

We will use the following two results.

Theorem 2.2.10. Let (1})i>0 be a Cy-semigroup on X, with generator —A.

(1) We have p(A) = p(A*) = p(A®) and R(\, A)*y = R(\, A*)y = R(\, A®)y for all
A € p(A) and for any y € X©.

(2) The space X© is norming.
About (2), we note that more precisely, if we define
x| :=sup {|{z,2%)|, 2° € X, [|z°|| < 1},
and if we let M := lim,_, [|T'(t)||, then we have

" < flll < Ml2l", = e X
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v-boundedness on Banach spaces.

In recent years, v-boundedness and R-boundedness played an important role in the oper-
ator valued harmonic analysis, multiplier theory and functional calculi (see [26] for more
details). Throughout X, Y denote arbitrary Banach spaces and we let (7,)n,>1 be a se-
quence of independent complex valued standard Gaussian variables on some probability
space X. We denote by G(X) the closure of

{>w®a : p € X, neN}
k=1

in L*(3, X). For xy,...,7, € X, we let

= ([ ea] )

Z’Yk

D @
k=1

denote the induced norm.

Definition 2.2.11. Let 7 C L(X,Y) be a set of operators. We say that T is y-bounded
if there exists a constant C' > 0 such that for all finite sequences (7;,)Y_, C T and
(z,)N_, C X, the following inequality holds:

N
DV ® Ton

n=1

® (2.2.6)

G(Y) G(X)

The least admissible constant in the above inequality is called the y-bound of 7 and we
denote this quantity by v(7). If T fails to be y-bounded, we set v(T) = oc.

Replacing the sequence (7x)k>1 by a sequence (€x)g>1 of independent Rademacher
variables in the above definition, we obtain the definition of R-boundedness. It is well
known that any R-bounded set is 7y-bounded, and that these notions are equivalent when
X has finite cotype (see [26, theorem 8.6.4] for a more general result). Furthermore if
X has cotype 2 and Y has type 2 (especially when X = Y is a Hilbert space) then
R-boundedness, v-boundedness and uniform boundedness are equivalent.

Assume that X and Y are Banach lattices with finite cotype. By the Khintchine-
Maurey inequality [26, Theorem 7.2.13], there exist ¢, C' > 0 such that for every x4, ...z, €
X,

D=

Y

X

N N N 1
(2 lzal?) > I ©Tn (2 lzal)?
n=1 n=1 n=1

and Y satisfies a similar property. Hence a set 7 C L£(X,Y) is 7-bounded if and only if
there exists C' > 0 such that for all finite sequences (T;,)Y_;, € T and (z,))_, C X,

We recall for further use that v-boundedness is stable under the strong operator topol-
ogy.

Proposition 2.2.12. Let T C L(X,Y) be a v-bounded set. Then the closure T = of T
in the strong operator topology is y-bounded with v(T ) = v(T).

X G(X)

IS
=

( Z:l | Twn|?) ( Z:1 |0 ) (2.2.7)

Y X



Background and preliminary results 39

We will need the following lemma, for which we refer to [26, Theorem 8.5.4].

Lemma 2.2.13 (L*™-integral means). Let (€, 1) be a measure space and let F : Q) —
L(X,Y) be an operator-valued function. Assume that F(-)x belongs to L'(Q;Y) for any
x € X and that there exists a constant K > 0 such that

||F<')‘THL1(Q;X) <Klzl, z€X.
Then, for any ¢ € L™(Q), we can define a bounded operator T} € L(X,Y) by

TFx_/qb (s)zdu(s), =€ X,
and for any C > 0, the set
TE ={TF : ¢ € L¥Q), [l ey < C}
is y-bounded.

The adjoint set of a y-bounded set may not be y-bounded ([26, example 8.4.2]). Fol-
lowing [28], we introduce weaker notions to circumvent this difficulty.

Definition 2.2.14.

1) Let T C L(X,Y) be a set of operators. We say that 7 is weak ~-bounded (W+-
bounded in short) if there exists C' such that for all finite sequences (T,,)Y_; C T,
()N, C X and (y)N_, C Y*, the following inequality holds:

N
Y wm®ys (2.2.8)

G(x) lln=1

N N
> NTwxn,yp)| < C ® n
n=1 n=

G(Y™*)

2) Let T C L(X,Y™) be a set of operators. We say that T is weak* y-bounded (W *y-
bounded in short) if there exists C' such that for all finite sequences (7,,)Y_, C T,
(z,)N_, € X and (y,))_, C Y, the following inequality holds:

N N
> v @y, > Y0 @ Yn
n=1 G(X) n=1

N
> T, yn) < C

n=1

(2.2.9)

G(Y)

If 7 is Wr-bounded (respectively W*y-bounded) then the adjoint set T* is Wr-
bounded (respectively W*y-bounded) (see [25, Lemma 2.4]). It is clear that y-boundedness
implies W~-boundedness, however the converse is false in general. Indeed take a -
bounded set 7 such that 7* is not y-bounded, then as 7 is W~-bounded, 7* is also
Wr-bounded but not y-bounded.

Lemma 2.2.15 (weak L'-integral means). Let (2, 1) be a measure space, let T C
L(X,Y™*) be a W*y-bounded set and let G : Q — L(X,Y™) be an operator-valued func-
tion such that G takes values in T and for all x € X and y € Y, the scalar function
s — (G(s)z,y) is measurable.

Then for any ¢ € LY(Y), one can define a bounded operator Tg € LIX,Y") by

Tny /¢ (s)z,y)du(s), forxe X andyeY,
and for any C' > 0, the set
{T¢ o€ L), 16l < C} € £(X,Y)
is W*~-bounded.
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Proof. Let o be the topology on L£(X,Y*) generated by the family of seminorms p,,
defined by p, (1) = [(T'(x),y)|, for any x € X and y € Y. The topology o is called weak*
operator topology on L(X,Y™). It is clear that if T C L(X,Y™) is W*y-bounded, then its
closure 7~ is also W*y-bounded. Moreover if T C L(X,Y*) is W*y-bounded then the
absolute convex hull of T is W*y-bounded as well.

With these two facts in hand, one can obtain the result by mimicking the proof of |26,
Theorem 8.5.2]. Details are left to the reader. O

We will need the notion of K-convexity, for which we refer to [43] or [26]. We recall
that a Banach space X is K-convex if and only if there exists a constant K > 0 such that
for all zq,...,zxy € X the following inequality holds:

N
> Y @y
n=1 G(X)
N N
SKsup{‘Z@n,yn)} S YL, .., YN € X7, Zyn@)yn §1}. (2.2.10)
n=1 n=1 G(X*)

It turns out that X is K-convex if and only if X* is K-convex. If this is the case,
then according to [26, Corollary 7.4.6], there exists a constant K’ > 0 such that for all
Y15+ Yn EX*v

N
DV @ Un
n=1

G(X*)

N
< K'sup{‘ Z(xn,yn>| S Xy, ., TN € X,
n=1

N
S @z < 1}. (2.2.11)
n=1

G(X)

We recall that all UMD spaces are K-convex. In particular, LP-spaces are K-convex for
any 1 < p < co. Further any closed subspace of a K-convex space is K-convex. We also
recall that any K-convex space has a finite cotype. In particular, a K-convex Banach
space cannot contain ¢y. A fundamental result on K-convexity is Pisier’s Theorem [26,
Theorem 7.4.23] which asserts that X is K-convex if and only if X has non-trivial type.

We note that there exist non reflexive K-convex Banach spaces. It readily follows
from (2.2.10) that if Y is a K-convex space, then a set T C L(X,Y) is W~-bounded if
and only if it is y-bounded. Likewise using (2.2.11), we obtain that if ¥ is K-convex,
then a set T C L(X,Y™) is W*y-bounded if and only if it is y-bounded.

We now turn to the definition of y-spaces, which play a fundamental role in this paper.
Let H be a Hilbert space. A linear operator T : H — X is called v-summing if

N
Z Y @ Thy,

n=1

I, = sup < oo,

G(X)

where the supremum is taken over all finite orthonormal systems {h1, ..., h,,} in H. We let
Yoo (H; X) denote the space of all y-summing operators and we endow it with the norm
[[[l,- Then 7o (H; X) is a Banach space. Clearly any finite rank (bounded) operator is
a y-summing operator. We let v(H; X) be the closure in 7. (H; X) of the space of finite
rank operators from H into X. The spaces Vo (H; X) and v(H; X) do not coincide in
general [26, Example 9.1.21] but when X does not contain a copy of ¢y (in particular
when X is K-convex) then these spaces coincide.
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Let (S, ) be a measure space. We say that a function f : S — X is weakly L? if
for each z* € X*, the function s — (f(s),z*) is measurable and belongs to L*(S). If
f:S — X is measurable and weakly L?, one can define an opertor I; : L?(S) — X, given
by

Li(g) i= [ g()f(s)dp. g€ LX(S)

where this integral is defined in the Pettis sense.

We let v(S; X) be the space of all measurable and weakly L? functions f : S — X
such that I; belongs to 7(L*(S); X). We endow it with |[f|l,s.x) = 1Ll 2 A
remarkable fact is the density of simple functions in the set v(S; X) [26, Proposition
9.2.5].

Now we collect some important results, which will be useful in the following sections.
We start with the so-called Multiplier Theorem [26, Theorem 9.5.1], a high ranking result
involving y-boundedness. We state it under the assumption that X does not contain c¢y.
Thus the following statement applies to K-convex spaces.

Theorem 2.2.16 (vy-Multiplier theorem). Let X be a Banach space not containing c.
Let M : S — L(X) be a strongly mesurable function and assume that its range M =
{M(s) : s € S} isy-bounded. Then for every function : S — X in~y(S; X), the function
Mz : S — X belongs to v(S; X), and we have

|IM77Z)||7(S;X) <vM) ||¢||7(S;X) :
The next result is an inequality of Holder type [26, Theorem 9.2.14 (1)].

Theorem 2.2.17 (y-Holder inequality). If f : S — X and g : S — X* belongs to v(S; X)
and v(S; X*), respectively, then (f,g) belongs to L'(S) and we have

1/, g>||L1(S) < ||f||7(s;X) ||9||7(5;X*) :

Now we give an extension result, for which we refer to [26, Theorem 9.6.1]. We identify
the algebraic tensor product H* ® X with the space of finite rank bounded operator
operators from H into X in the usual way, that is, we set (h* ® z)(h) = h*(h)x for any
he H h*€e H* and z € X.

Theorem 2.2.18. [Extension theorem| Let Hy and Hy be Hilbert spaces. For any bounded
operator U : HY — HJ, the mapping

Uelyx:H ® X — H; ® X,

taking h* ® x to U(h*) @ x for any h* € Hy and x € X, has a unique extension to a
bounded linear operator U : y(Hy; X) — v(Hy; X) of the same norm. Furthermore for all
T € v(Hi; X),

U(T)=To 'U, (2.2.12)

where 'U denotes the Banach space adjoint of U.

To conclude this part, we apply the above principles to the Fourier-Plancherel trans-
form L?(R) — L*(R). We identify the dual of L?*(R) with L?(R) via the usual duality
map provided by integration on R.
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Lemma 2.2.19. For any f € L'(R; X), let f be its Fourier transform defined by

)= [ e f(s)ds.

Let F : L*(R) — L3*(R) be the Fourier-Plancherel transform (which coincides with
f—= fon LY(R)NL*R)). Let F:v(L*(R); X) — v(L*(R); X) be its extension provided
by Theorem 2.2.18. If f € v(R; X) N LY(R; X), then we have

fevR; X) and  F(ly) =15
and further,

Hﬂ"y(R;X) - 27T HfH’Y(R,X) .

Proof. Obviously fis measurable, and as f is weakly L2, fis also weakly L2. Indeed for
x € X* one has by Fourier-Plancherel theorem :

iz(]R) :/R‘</Rf(8)e*istds,x*> th:/R‘/Refits<f<8)’x*>d8}2dt
= IF{f e Do = 27 [14F ") Fa) -

It follows that I is well defined and bounded. Now let g € L*(R) N L'(R). Then by
Fubini’s theorem, using equality *F = F and (2.2.12):

|(F.2)

F)g) =1 o Flg) = [ Flo@ @t = [ ([ gls)eds) f(aat
_ /Rg(s)(/Rf(t)e—“Sdt)ds = IH(g).
By density and since F(I;) and T 7 are bounded, the equality F(ly) = I; follows. Hence

fer(R; X).
Finally since (v/27)71F is an isometry, the extension principle yields the equalities

I

|17

= IFED N o) = V2RI 2y

YRX) Y(L2(R);X)

and then

1] oy = V2 -

2.3. ~v-m-Bounded functional calculus

We will say that a Cy-semigroup (73);>¢ on Banach space is of y-type w (resp. of W~-type
w) if the set {e*'T; : t > 0} is y-bounded (resp. W~y-bounded). If no such w exists, we
will say that (7}):>¢ has no y-type (resp. no Wr-type).

Fxample 2.3.1. 1t is easy to exhibit Cy-semigroups with no y-type. Let 1 < p < oo and
let (St)e>0 be the right translation Cp-semigroup on LP(R), defined by S;(f) = f(- —1t) for
any t > 0 and any f € LP(R). Then, for p # 2, (S;)i>0 has no y-type. This follows from
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the well-known fact that {S;, ¢ € [0,1]} is not y-bounded. Indeed, assume that p € [1,2)
and for n € Nand i € {1,...,n}, let t# = =1 and f = x[0,1/n)- Then we have

T n

(2 [Sm frP)

2 = HX[OJ}HLP(R) =1

LP(R)

whereas

— n1/2—1/p.
LP(R)

(SR
=1

Hence the inequality (2.2.7) cannot be true. The proof in the case p € (2, 00) is similar.

The fact that the set {S; : ¢t € [0,1]} is not y-bounded immediately implies that for
any w, the set {e“'S; : t € [0,1]} is not y-bounded, and hence {e“'S; : ¢ > 0} cannot be
~y-bounded.

= Hnl/QX[O,l/n]
Lr(R)

Throughout this section, we let X be a Banach space. Then we let A be a half-plane
type operator of type w on X.

The condition that A has a bounded H*°-functional calculus of type w can be rephrased
by saying that the set

U LF(A) « f e H¥(Ra), 1 £l o,y < 1}

a<w

is uniformly bounded. This formulation and Definition 2.2.7 motivate the following defi-
nitions.

Definition 2.3.2.

1) We say that A has a y-bounded (resp. W+-bounded) H®°-functional calculus of
type w if A has a bounded H*-functional calculus of type w and the set

ULf(A) : f € B®(Ra), Ifllg=(n,) <1}

a<w
is y-bounded (resp. W~-bounded).
2) Let m > 1 be an integer. We say that A has a y-m-bounded (resp. a W~vy-m-

bounded) functional calculus of type w if A has a m-bounded functional calculus of
type w and the set

UAw—a)"f™(4) : fe H¥(Ra), | fll goeiroy < 1) (2.3.1)

a<w
is y-bounded (resp. W~-bounded).
Remark 2.3.3.
1) To prove that the set

U {w=a)"f"™(A) : f € H®(Ra), ||fll jyoe(r,) < 1} is y-bounded,
a<w

it is enough to prove that
U Ulw—a)™f™(A) : feE(Rs), [ £l groe oy < 1} is y-bounded.

a<w §<a

This follows from the convergence lemma [9, Theorem 3.1], the argument in the
proof of [9, Theorem 5.6 (a)], and Proposition 2.2.12. Details are left to the reader.
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2) Likewise to prove that A has a 7-bounded H*-functional calculus of type w, it is
enough to prove that the set

UALf(A) : f € &R, 1flen,y <1}

a<w

is y-bounded.

3) If A has a vy-bounded H°-functional calculus of type w, then it has a y-m-bounded
functional calculus of type w. Indeed consider the set

A= UHg(4) : g € BBy, gl ey < 11

B<w

and assume that A is y-bounded. Let o <w and let f € H*(R,) with || f{| oo (,) <
1. According to [9, Lemma 5.4], f™ € H*(Rg) for any § € (o,w) and

ool o
m! Hoo(Ro)
Consequently,
(w—a)™ ... -
U {m'f( (A) : f € H®*(Ra), | fll goo(py < 1¢ CA.
a<w .

Hence the above set is v-bounded, which shows that A has a y-m-bounded functional
calculus of type w.

The previous three statements hold as well with W~-boundedness replacing y-boundedness.

Recall the condition (GF'S),,, from Definition 2.2.5. We introduce the following
stronger form.

Definition 2.3.4. Let m > 1 be an integer. We say that A has property (W~-GFS), .
if there exists a constant C' > 0 such that for any N € N, for any «;,...,ay < w, and for
any xi,...,ry € X and yq,...,yny € X*, we have

N
> [ 14w = aw)™ Rlan + it, A", il
k=1"R

N N
<UD ® D> ® Yk
=1 k=1

G(X) G(X*)

Clearly, (W~-GFS),,,, implies (GFS),,,,. Further if X is a Hilbert space, then
(GFS)mw and (W~-GFS),,,, are equivalent.

In the sequel we let D = {z € C : |z| < 1} denote the open unit disc. The following
statement is straightforward.

Lemma 2.3.5. Let m > 1 be an integer. Assume that A has property (GFS)y.. For
any measurable function € : R — D and for any o < w, let

/ e(t)R(a+it, A" Ldt € L(X, X™)
R
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denote the operator defined, for x € X and y € X* by

<(/e@ﬂaa+¢uAym4ﬁ)Ly>::/kqu@1+iaAym4%yyﬁ
R R
Then, the operator A has property (W~y-GFS)p.. if and only if the set

{(w- a)m/ e(t)R(o+it, A)"1dt : e : R — D measurable, oo < w} (2.3.2)
R

is W*~-bounded.

Remark 2.3.6. Arguing as in Remark 2.2.6, one shows that if A is y-sectorial of y-type <
then A has property (W~-GFS)1o. (We refer e.g. to [26] for information on y-sectorial
operators.)

Indeed assume that A is y-sectorial of y-type < 7. Then the set

{(a+it)R(a+it,A) : a <0, t e R}

is y-bounded. Next for any measurable € : R — D, we can write
(ﬂnédwma+mAﬂa:Apﬂmymw4¢xm+wmm+w¢m%t
Since ||t — (—a)(a + it)%e(t)]| 1+ < 7, Lemma 2.2.13 ensures that the set
{(—a) /Re(t)R(oz +it, A)*dt : € : R — D measurable, a < 0}

is W*~-bounded. Hence the result follows from the above Lemma 2.3.5.

Proposition 2.3.7. Letm > 1 be an integer and assume that A has property (W~-GFS) .
Then for any integer 1 < p < m, A has property (W~-GFS),.

Proof. We proceed by induction, showing that if m > 2, then
(W~-GFS),, implies (Wy-GFS) 1.

Suppose that A has property (W~y-GFS)p., with m > 2. Let € : R — D be a
measurable function and let o < w. Applying [9, Proposition 6.3. (a)], we have

R(a+ it, A)™ :—m/ R(u 4+ it, A)™ ' du
for any t € R. Hence for any x € X, for any y € X* and for any ¢t € R,
@@RM+MAW%m:—/:mk@Rw+MAW“me
——/Lm@@Rm+u+wAWH@wm.

We now integrate over ¢t. Property (GF'S),,,, ensures that we can apply Fubini’s theorem
in the following computation:

@—aW“A@@Rm+MAWLwﬁ

0
=— [ m(w—a)™! / (e(t)R(a + u + it, A)™a, y)dudt
R —00
0
= - m(w — a)™ / (e()R(a + u +it, A)" M, y)dtdu
R

—00

- /0 M /R«w — o — U)me(t)R(a oyt itaA)m+1$,y>dtdu.

—oo (W —a—u)m
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Let T be the set (2.3.2). By assumption, T is W*~-bounded hence by Lemma 2.2.15,
the set

0
r={ / (1) / (w— o —u)™e(t) Rl + u + it, A" dtdu -
—00 R
¢ : R — D measurable, o < w, ¢ € L'((—00,0)), |[¢[|;: < 2}
is W*~-bounded. Since

K=t
the above calculation shows that the set
{(w—a)™! /Re(t)R(a +it, A)™dt : € : R — D measurable, o < w}
is included in I'; hence is W*vy-bounded. Hence, by Lemma 2.3.5, the operator A has
property (Wy-GFS)y—1.0- O

We recall that (GFS),,. is equivalent to m-bounded functional calculus of type w.
The following theorem provides a similar statement in the context of W~-boundedness.

Theorem 2.3.8. The following assertions are equivalent for m > 1:
(i) A has (W~-GFS)pw;
(i) A has a Wy-1-bounded functional calculus of type w;

(1ii) A has a W~y-m-bounded functional calculus of type w.

Additionaly, if A satisfies these conditions, then —A generates a Cy-semigroup of Wry-
type w.

Proof.

(i) = (i1): First, by Proposition 3.4.14, A has (W~-GF'S) .

Let ay,...,ay < w, 6; < aq,...,0ny < an, and f; € E(Ry,),..., fn € E(Rs,) with
kaHHOO(R%) <1 Let zy,...,zy € X and y,...,yn € X*. It follows from the proof of
[9, Theorem 5.6 (a)]) that for any k =1,..., N,

fi(A) = ; /R Flow + it) Ry, + it, A)?dt.

Consequently,

N

D {(w — o) fr(A)zr, yr)|

k=1

}<; (/R(w — ag) fr(ag +it) R(ay + it, A)th)a:k, yk>}

™=

k=1
1 Y . . ,
<52 / (w — )| fi(au + it)|[( Ry + it, A)2ay, y)|dt
T p=1"'R
1 X _ )
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Since ka”HOC(Rak) <1 and A has (W~-GFS);,, this yields an estimate

N
Z Ve @ Yk
k=1

N
Z Ve & T
k=1

Z_: [(w — o) [y (A) g, ye)| < C

G(X)

According to Remark 2.3.3 (1), this implies that A has a W+-1-bounded functional cal-
culus of type w.

G(X*)

(17) = (7ii): It follows from the assumption that the set

A= |J {(w=08)g"(A) : g€ H*(R.),

a<fB<w

is Wy-bounded. For any a < f <w and f € H*(R,) with || f{| g,y < 1, we have

g H>(Rg) }

<1

H>(Rg)

(6_a>m_1 m—1
H A

by [9, Lemma 5.4]. Hence

U {Em DO ja), e B R [l <1} €A

a<f<w <m - 1)' B

Taking = 2 in the above set, we obtain

m

U {mﬂmw € H¥(Ra), I oy < 1) € A

a<w
Hence the above is W~-bounded. Thus A has a W~-m-bounded functional calculus of
type w.
(1it) = (i): Let aq,...,an < w, x1,...,zy € X and yi,...,ynv € X*. Arguing as
in the proof of [9, Theorem 5.6 (b)], we consider 3 € (ax,w) for any k = 1,..., N and
introduce measurable functions €, ..., ey : R — D such that

[(R(ay, + it, A)™ 2ap, yp)| = (Rlou +it, A)™ag, yi) ex(t)
forall k =1,..., N and all t € R. Next for any R > 0 and any Re(z) > f, we set

bun() = 2o [0 ald)

T —R (oy + it — 2)?

Since R is finite, it is easy to show that ¢ r(2) = O(|2|72?) as |z| = oo, and hence ¢y i €

E(R,,). Furthermore, it follows from the proof of [9, Theorem 5.6 (b)] that H¢k,RHHoo(RB )y <
k

1 and

(m(4) = / O (m + 1)lep(t)R( o + it, A)™2dt.

-R T
It therefore follows from (iii) that we have an estimate

Z/R ‘((Bk — Oék)fﬂ — Be)™

—=17-R

=3 [( - B B (), )|

(m 4+ 1) R(ov + it, A)™Pag, yp) |dt

N
<C D% @ Yk

k=1

N
Z Ve @ T
k=1

G(X) G(X*)



48 ~v-m-Bounded functional calculus

Passing to the limit when R — 0o, one obtains

Z / I =) DR a4 it, A, )| dE
N
<C Z%@Mk 2 ® Ui
k=1 G(x) k=1 G(X*)

Now we choose [, = % in the above estimate. We obtain the following inequality

Z/ [((w — o)™ Ry, + it, A)"2ay, yi)|dt
2m+lC7r N
Z Vi @ Tk Z Ve @ Yk
! G(x) [1F=1 G(Xx*)

This shows that A has (W~-GFS)41,.. Then by Proposition 3.4.14, A has (W~-GFS), 4.
Finally, assume that (i7) holds true. In particular A has a m-1-bounded functional
calculus of type w hence by Theorem [9, Theorem 6.4], —A generates a Cp-semigroup
(T))i0 of type w.
For any ¢t > 0 and a < w, let ¢o4(2) = e e’ for z € R,. Then [|¢ayl e
Hence by (i7), the set

(Ra) = 1.

U{w ¢l (A) : t >0} is Wry-bounded.

a<w

Therefore the set

U {(w—a)(—t)e e : t > 0} is Wy-bounded.

a<w

We noticed in Proposition 2.2.2 that e~*4

any t > 0, we deduce that the set

=T, for any t > 0. Hence taking a = w — % for

{e“'T} : t > 0} is Wy-bounded.
Hence (T}):>0 is a Cy-semigroup of Wr-type w. O

Remark 2.3.9. The above proof shows as well that if A has a v-1-bounded functional
calculus of type w, then —A generates a Cp-semigroup of y-type w.

In the K-convex case, Theorem 2.3.8 can be strengthened as follows.

Theorem 2.3.10. Assume that X is K-convex and let m > 1 be an integer. The following
assertions are equivalent:

(i) There exist a norming subspace Z C X* and a constant C' > 0 such that for any
N e N, forany aq,...,ay < w, foranyxy,...,xny € X and for anyy,,...,yn € Z,

N
> [ Il = )" Rl + it, A", it
=1"R

N
Z Vi @ Yk
k=1

<C

& Tk

G(X) G(X¥)
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(i) A has a vy-1-bounded functional calculus of type w;
(17i) A has a y-m-bounded functional calculus of type w.

Proof. The proofs of (ii) < (iii) and (iii) = (i) are obvious by the equivalence of W~-
boundedness and y-boundedness on a K-convex space, and Theorem 2.3.8.
Now assume (). By [26, Corollary 7.4.6], there exists M > 0 such that for all N € N

and z1,...,xny € X , we have

N N N
> % @ SMSUP{}Z@k,yk)}, Y € Z, 1D ® Sl}- (2.3.3)
k=1 G(X) k=1 k=1 G(X*)

The argument in the proof of Theorem 2.3.8 shows that for all aq,...,ay < w, §; <

Qy. o 0y < o Ji € ERy), o Sy € E(Rsy) with [ full g, ) < L @1veeosay € X
and y1,...,yy € Z, we have an estimate

N
Z Ve @ Yk
k=1

N
Z Ve & T
k=1

2_: [(w — o) [y (A)wg, yp)| < C

G(X) G(X¥)

Applying (2.3.3), this implies

N
> @y
k=1

<MC

Z Tn ® (w - Oék)fl::(A>$k
k=1

G(X) G(X)

Hence A has a v-1-bounded functional calculus of type w. O]

2.4. A Shi-Feng-Gomilko Theorem on K-convex spaces

Let (€2, 1) be a measure space, let N € N and let (ey,...,ey) denote the canonical basis

2
of 1%. Let I3, ® L?(€2) denote the Hilbert space tensor product of /%, and L?(2). With the
notation Ny = {1,..., N}, we have a unitary isomorphism

2, & L2(Q) = L3(Q x Ny).

2
Let X be a Banach space. For any bounded operator u : I3 ® L?(Q) — X, let uy :
L*(Q) — X be defined by ug(f) = u(er ® f), for any k = 1,..., N. Then the mapping
u— Y e @ uy induces an algebraic isomorphism

LB & L2(Q), X) =~ 1% ® L(L2(Q), X).

It is easy to check that u : [3 ® L?(2) — X belongs to v(L?(2 x Ny); X) if and only if
uy, belongs to y(L*(Q); X) for any k = 1,..., N. This leads to an algebraic isomorphism

Y(L*(Q x Ny ); X) = Iy @ 7(L*(9); X).

Likewise, a function f : Q x Ny — X belongs to v(2 x Ny; X) if and only if f(-, k)
belongs to v(€2; X) for any k=1,..., N.

Recall the sun dual X©® from Subsection 2.2. We now state and prove the main result
of this article.
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Theorem 2.4.1. Let X be a K-conver Banach space and let m > 1 be an integer. Let A
be an operator of half-plane type w on X. The following assertions are equivalent:

(i) —A generates a Cy-semigroup (1})i>0 of y-type w;

(ii) There exists a constant C' > 0 such that for all N € N, for all x1,...,zny € X,
for all yi,...,yn € dom(A*) = X, and for all ay,...,an < w, the functions

(t,k) — w —apR(ay + it, A)xg and (t, k) — Jw — apR(ag + it, A*)yr belong to
Y(R x Ny; X) and v(R x Ny; X*), respectively, and satisfy

N
|(¢, k) = Vw — o R(ay, + it A)kav(RxNN;X) <CUD @y (2.4.1)
b= G(x)
and
N
(¢, k) = vV — g R(oy, + it, A*)kaW(RxNN;X*) <CD %@k ;o (2.4.2)
k=1 G(X*)

(7ii) A has a vy-1-bounded functional calculus of type w;
(iv) A has a y-m-bounded functional calculus of type w.

Proof. Without loss of generality, one may assume w = 0.

The equivalence (iii) < (iv) and the implication (iv) = (i) follow from Theorems
2.3.8 and 2.3.10.

(1) = (i1): Since T := {T; : t > 0} is y-bounded, the strongly measurable function
M : Ry x Ny — L£(X) defined by M(t, k) := T; has y-bounded range 7. Then by
Theorem 2.2.16, for each ¥ € y(R, x Ny; X), the function M1 belongs to v(Ry x Ny; X),
with

MYy g, xnyixy < VTN @, crvyix) - (2.4.3)

Consider aq,...,ay < 0and zq,...,zxy € X, and define

Yt k) = vV—are*ay, teRy, k=1,...,N.
Then ¢ € y(Ry x Ny; X) and

1

N
1911, &y v /2 D% ®

k=1

(2.4.4)

G(X)

Indeed, ¢ = SN | hy ® x5, where hy, : Rt x Ny — R is defined by

V—age™t i j =k
hic (£ ) — Y

0 if j # k.
Further hq, ..., hy are pairwise orthogonal with

1
Hhk|’L2(R+><NN) - H Vv _akeaktHLQ(RJr) ﬁ

Hence (2.4.4) follows from [26, Example 9.2.4].
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Recall that for each k € {1,..., N}, we have
R(ay +it, A)zy, = —/ e e ST 1 ds.
0

Applying Lemma 2.2.19, we deduce that (t,k) — R(ax + it, A)xy belongs to v(Ry X
Ny; X), with

H(t, k) = _akR(ak +it, A)ka’y(RXNMX)

= \/%H@?k) = _O‘keaktTtka«,(RxN X

ey (2.4.5)

Combining (2.4.3), (2.4.4) and (2.4.5), we actually obtain

N
D@y
k=1

Y

G(X)

|(t, k) = vV—arR(ou + Z'@A)"EkHV(RmMX) <VmU(T)

which proves (2.4.1).

Finally, since X is K-convex, the set {T; : t > 0} is y-bounded. Further (7,”);>¢
is a Cy-semigroup on the sun dual X©, with generator equal to —A®. Then the above
computations together with Theorem 2.2.10 lead to (2.4.2).

(11) = (iii): Let ayq,...,ay < 0, 21,...,ox € X and yy,...,yny € X Applying
Theorem 3.4.3, one obtains

N
S [ l—anR(as +it, AP, )t
k=1

N
= Z / |<\/ —OékR(Oék -+ it, A)l’k, vV —OékR(Oék + it, A)*yk> ’dt
H (t, k) »< vV—apR(ay + it, A)xg, vV —ap R(cy + it, A")yy >HL1 (RxNy)
< |8 K) = V=arR(an + it A gy
H(t7 k) =y —OékR(Oék + Zt’ A ka'y(RXNN;X*)

N
Z Ve @ Yk
k=1

G(X) G(X*)

Since X© is norming in X, it follows from the above estimate and Theorem 2.3.10 that
A has a y-1-bounded calculus of type 0. O

Conditions (2.4.1) and (2.4.2) are the y-version of (2.2.3) and (2.2.4). Moreover, it is
obvious that (i7) implies (W~-GF'S),,., and these two conditions are equivalent when X
is a K-convex space.

Remark 2.4.2. Let (S, ) be a measure space and let E(.S) be a K-convex Banach function
space over (S, u) (see [26, appendix F] for definition). Then E/(S) has finite cotype hence
according to [26, Proposition 9.3.8], there exist ¢ > 0 and C' > 0 such that for each
f € 7R x Ny; E(S)),

¢ Hf“E(S;m(RxNN)) < HfH’y(]RxNN;E(S)) <C ”fHE(S;LQ(RXNN)) : (2.4.6)

Furthermore, the following equality holds,

([1remr)’

k=1

Hf||E(S;L2(R><NN)) -

‘ ) |

E(S)
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The space E(S)* satisfies similar properties. Hence using (3.4.11) and the Khintchine-
Maurey inequality [26, Theorem 7.2.13], the condition (i) of Theorem 2.4.1 can be re-
placed by:

(77)" There exists a constant C' > 0 such that for all N € N, for all z;,...,2zy € X, for
all y1,...,yn € dom(A*) = X, and for all ay,...,ay < w,

N ) N 1
(5 oo sta)] el Gy
k=1 R s) P .
and
N % N )
H(Z/ (0 = )] Rlan+ it, A"y sc‘ (3 lo)?
k—=17R E(S)* k=1 B(S)*

Thus —A generates a Cy-semigroup of y-type w on E(S) if and only if (#4)" holds true.
Of course the above applies when E(S) = LP(S) for some 1 < p < o0.

Remark 2.4.3. In [22, Theorem 6.4], Haase and Rozendaal state that if —A generates a -
bounded Cy-semigroup on a Banach space X, then A has a m-bounded functional calculus
of type 0, for any m > 1. If X is K-convex, this is a formal consequence of Theorem 2.4.1
and in this case, the latter is a strengthening of the Haase-Rozendaal theorem.

For general X, a proof of [22, Theorem 6.4] can be derived from the arguments in the
proof of Theorem 2.4.1. Indeed assume that —A generates a y-bounded Cy-semigroup,
consider & < 0 and let z € X and y € X®. The proof of Theorem 2.4.1 shows that
t — R(a+ it, A)x belongs to v(R; X) and that

V=alt— R(a+ it,A):cHwR’X) <O ||| (2.4.7)

for some constant C' > 0 not depending either on « or z. Then let v/(R; X*) be the space
introduced in [29, Section 5]. Using [29, Remark 5.12, (S2)] instead of Theorem 2.2.16,
one obtains in a similar manner that

V=a|[t = R(a+it, A)*y

<yl (248)

v (R,X*

Finally, using [29, Remark 5.12, (S1)] instead of Theorem 3.4.3, one deduces from (2.4.7)
and (2.4.8) that

(=a) [ IR(a+it, A%, y)ldt < C2 o] [l
Since the sun dual X® is w*-dense in X*, this shows that A has a 1-bounded functional
calculus of type 0 (and hence a m-bounded functional calculus of type 0 for any m > 1).
2.5. A Gearhart-Priiss Theorem on K-convex spaces

Let A be a half-plane type operator on some Banach space X. Its abscissa of uniform
boundedness sg(A) is defined by

so(A) :=sup{a €R : 0(A) C Ry and sup [R(z,A)|| <oo}.

Re(z)<a
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If —A generates a Cy-semigroup (73)i>0, then the exponential growth bound w(A) if
defined as the supremum of all w € R such that (7});>0 is of type w, that is,

w(A) :==sup{w € R : there exists M,, > 0 such that
IT]| < Mye " for all ¢ > 0}.

We introduce y-bounded analogues of these notions, as follows. First we set

sg(A) :=sup{a € R :0(A) C R, and
the set {R(z, A) : Re(z) < a} is y-bounded},

with the convention that s)(A) = —oo if no set {R(z, A) : Re(z) < a} is y-bounded.
Second, if —A generates a Cy-semigroup (7});>0, and if the latter admits a y-type, then

we set

w?(A) :=sup {w € R : the set {¢*'T; : t > 0} is y-bounded}.
By convention we set w¥(A) = —oo if (7)o has no v-type. See Example 2.3.1 for simple
examples of such semigroups.

When X is a Hilbert space, the Gearhart-Priiss Theorem [1, Theorem 5.2.1] asserts
that w(A) = so(A). The main purpose of this section is to give an analogous equality
wY(A) = s§(A) on K-convex Banach spaces.

It is obvious that w7(A) < w(A) and s{(A) < sg(A). The next inequality is more
significant.

Lemma 2.5.1. Assume that —A generates a Cy-semigroup. Then w(A) < sj(A).

Proof. Let w < wy < w(A). By assumption, there exists M > 0 such that || 7| < Me™“*
for any s > 0. Writing e“*T, = e(=«0)$e“0sT  we obtain that s — e“*T,z belongs to
LY((0,0), X) for any x € X, with

M

W — Wo

Is = & T5x]| 110,00y x) < [l (2.5.1)

For any @ < w and any ¢t € R, we have
R(a+it, A)x = —/ e e* T (s)xds
0
- / eitse(afw)sewsTsde.
0

Since |e*el@=@)s| < 1 for any s > 0, we derive that the set
{R(a+it,A) : te R, a <w} (2.5.2)
is included in the set
{ [T v Tds,: v e 17((0.00)), ¥l <1},

By Lemma 2.2.13 and (2.5.1), the above set is y-bounded. Therefore the set (2.5.2) is
~v-bounded. Hence w < sJ(A). Passing to the supremum, this yields w(A) < sf(A). O

Summarizing, we have

WI(A) < w(A) < s(A) < s(A) (2.5.3)

whenever — A generates a Cy-semigroup.
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Theorem 2.5.2. Let X be a K-convexr Banach space. Let —A be the generator of a Cy-
semigroup of y-type w on X. Then A has a ~y-1-bounded functional calculus of type s for
each s < s§(A).

Proof. We fix some s < s{(A). If s < w, then A has a y-1-bounded functional calculus of
type s by Theorem 2.4.1. Thus we may now assume that w < s.
Let N e N, let z;,...,2x € X and let yq,...,yn € X®. According to Theorem 2.4.1,

an estimate (2.4.1) is satisfied for any ay,...,ay < w. Consider sp,...,sy < s and let
aq,...,ay < w be chosen such that
W—Qp =8 — S, k € Ny. (2.5.4)

By the resolvent identity, we have
R(Sk + ’it, A)ZEk = (] + (O./k - Sk)R(Sk + ’it, A))R(Ozk + it, A)l’k
for any k € Ny and any ¢ € R. According to (2.5.4), this implies that

Vs — s R(sp 4+ it, A)zg = (I 4 (w — s)R(sp + it, A))vw — a R(ay, + it, A)ay.

Now define M, s R x Ny — L(X) by

.....

st k) =1+ (w—s)R(sp +it,A), teR, keNy.

.....

s, 1s included in the set

{I+(w—s)R(a+it,A), a < s},

which is independent of sq,---,sg. The latter set is «-bounded, by the definition of
sg(A). Let K > 0 denote its y-bounded constant. Applying Theorem 2.2.16 and (2.4.1),
we obtain that

H(t, k) — /s — spR(sk + it, A)IkHW(RXNN;X)

< K ||(t, k) = Vw — apR(ay, + it, A)kav(RxNN;X)

N
Z Yi @ Ty,
k=1

< KC

G(X)

Since X is K-convex, the set {/ + (w — s)R(a +it, A)*, a < s} is y-bounded as well.
Hence using (2.4.2) we obtain a similar estimate

N
Z’Yk@yk

k=1

H(t, k) — /s — spR(sy + it, A*)kaW(RxNN;X*) < K*C

G(X*)

Now applying the implication “(ii) = (iii)” of Theorem 2.4.1, we obtain the desired
result. O

Corollary 2.5.3. Let X be a K-conver Banach space and let —A be the generator of a
Co-semigroup on X. If w7(A) > —oo, then we have

wW(A) = w(A) = s{(A).
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Proof. 1f wY(A) > —o0, then by Theorem 2.5.2, A has a 7-1-bounded functional calculus
of type s for any s < sj(A). According to Theorem 2.4.1, this implies that (7})¢>0 is of
v-type s for any s < sJ(A). Thus w7(A) > s{(A). Combining with (2.5.3), we obtain the
result. O

Ezxample 2.5.4. Let (2, ) be a measure space and let 1 < p < oo. According to [1,
Theorem 5.3.6], if —A is the generator of a positive Cy-semigroup (73)¢>o on LP(£2), then
so(A) = w(A). If in addition w?(A) > —oo then the equalities w7 (A) = w(A) = sJ(A) =
so(A) hold by Corollary 2.5.3.

The equality w?(A) = w(A) in Corollary 2.5.3 implies the following statement.

Corollary 2.5.5. Let (T})i>0 is a bounded Cy-semigroup on some K -convex Banach space.
If there exists 6 > 0 such that {e™°'T; : t > 0} is y-bounded, then {e™°'T; : t > 0} is
~v-bounded for any 6 > 0.

Remark 2.5.6. Let (T})¢>0 is a bounded Cy-semigroup on X, with generator —A. If A is
bounded (equivalently, if (7;);>0 is uniformly continuous), then the property considered
in the above statement is true, that is, {e %T};, t > 0} is y-bounded for any J > 0.

Indeed, consider § > 0. Since A is bounded and o(A) C Ry, there exists an open disk
D such that 0(A+6) C D C Ry. Let D be the boundary of D oriented counterclockwise.
Then by the Dunford-Riesz calculus, we have

1
e, = —/ e R(\, A+ 8)d)
oD

27

for any ¢t > 0. Then a straightforward application of Lemma 2.2.13 shows that {e™°'T; :
t > 0} is y-bounded.

We conclude this section with an observation and two questions. First we state a
result that we recently obtained (with C. Le Merdy).

Theorem 2.5.7. (Corollary 1.3.3) Let X be isomorphic to a separable Banach lattice
with finite cotype such that X is not isomorphic to an Hilbert space. Then there exists
A€ L(X) such that {e=*4 : t > 0} is bounded but not vy-bounded.

Combining this theorem with Remark 2.5.6, we obtain that Corollary 2.5.5 is sharp in
the class of uniformly continuous semigroups. Namely on any K-convex separable Banach
lattice not isomorphic to a Hilbert space (on LP for 1 < p # 2 < o0, say) we obtain a
uniformly continuous semigroup (7})so such that {e=%T; : t > 0} is y-bounded for any
d >0, {T; : t >0} is bounded but {7} : t > 0} is not y-bounded.

The role of K-convexity in Corollary 2.5.5 is rather unclear. This leads to the following
question:

Question 2.5.8. Can the assumption in Corollary 2.5.5 that X is a K-convex space be
dropped?

We recall (2.5.3) and the existence of —A generating a Cy-semigroup (7}):>o such that
w(A) < sp(A). So we ask

Question 2.5.9. Does there exist an operator A such that —A generates a Cy-semigroup
(Ty)iso, satistying w(A) < 5](4) ?
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2.6. An overview

Let w € R and let A be a half-plane type operator on some Banach space X. Either in
[9] or in the present paper, the following six properties are considered:

(i) A has a bounded H°-functional calculus of type w.
(ii) A has a 1-bounded functional calculus of type w.
(iii) —A generates a Cy-semigroup of type w.

(i), A has a y-bounded H®°-functional calculus of type w.
(i), A has a y-1-bounded functional calculus of type w.
(iii), —A generates a Cy-semigroup of y-type w.

The aim of this last section is to give an overview of the relations between these prop-
erties, at least on K-convex spaces. This will require the analysis of a specific example, see
Proposition 2.6.1 below. In the above list, we have deliberately omitted the m-bounded
and ~-m-bounded functional calculi.

It follows from Proposition 2.2.9 and [9, Theorem 6.4] that

(i) = (i1) = (iii).
Likewise it follows from Remark 2.3.3 (3) and Remark 2.3.9 that
(0)y = (id)y = (idd),.

The implication “(i7) = (i)” is wrong. Indeed it follows from either [6] or [44] that on
any infinite dimensional Hilbert space H, there exists a bounded Cy-semigroup (73);>0 on
H whose negative generator A does not have a bounded H*-functional calculus of type
0. Thus with w = 0, A satisfies (iii) and does not satisfy (i). Moreover (ii) and (iii) are
equivalent on Hilbert space, by [9, Theorem 7.1]. This proves the result.

Since y-boundedness and uniform boundedness are equivalent on Hilbert space, the
above also shows that the implication “(¢i), = (i),” is wrong.

The implication “(ii7) = (i7)” is wrong. Indeed let 1 < p # 2 < 400 and let (T})cr
be the right translation group on LP(R), which is a bounded Cy-group. Let —A denote
its generator. It follows from Gomilko’s paper [16] that either A or —A does not have a
1-bounded functional calculus of type 0.

We have shown in Theorem 2.4.1 that if X is K-convex, then the implication “(ii), =
(¢7),” holds true. We do not know whether “(iii), = (7i),” holds true on any Banach
space.

The implication “(4i7), = (i7)” holds true, by [22, Theorem 6.4] (see Remark 2.4.3 for
more on this.)

We noticed above that (iii) does not imply (i) on Hilbert space. Consequently, the
implication “(¢ii), = ()" is wrong.

The only remaining question is whether (¢) implies (7i¢),. We are going to show that
this is wrong on sufficently bad spaces, see Example 2.6.2 below.

For this purpose we introduce a class of Cy-(semi)groups of independent interest.
Recall the Gaussian space G(X) from Subsection 2.3. We will use the so-called ‘con-
traction principle’ [26, Theorem 6.1.13], which says that for any x1,...,z, € X and any
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ai,...,a, € C, we have
D ® < suplag| || D @ (2.6.1)

We recall that X has property («) (see [26, section 7.5] for more details) if there exists
a constant C' > 1 such that for any finite family (x;;) in X and any finite family (¢;;) in
C, we have

> % Q7 ® Ty (2.6.2)

]

Z%®%®%%

1]

< Csuplt;j|
4,J

G(G(X)) G(G(X))

Banach spaces with property («) have a finite cotype, thus R-boundedness and ~-boundedness
are equivalent on such spaces. We recall that the class of all Banach spaces with property
() is stable under taking subspaces and that all Banach lattices with a finite cotype
have property («). In particular, for any 1 < p < oo, LP-spaces and their subspaces have
property («).

Let (& )x>1 be a sequence of distinct points of R. For any finite Gaussian sum ) _; 7x®
xrr, with x1,..., 2, € X, we let

Tt(z Vi ® xk> = Z e My @ xp, tER. (2.6.3)
k=1 k=1

Then we have

<

k=1
by (2.6.1). Since the finite Gaussian sums are dense in G(X), each T} extends to a bounded
linear operator on G(X) (still denoted by T;), with || T3|| = 1. Furthermore (7})icr is a
Co-group. Indeed it is plain that for any finite Gaussian sum z = >7_; 7 @z, T3(2) — 2
when ¢ — 0. Then the strong continuity of (7;);er follows from the uniform boundedness
of (T})icr and the density of the set of all finite Gaussian sums in G(X).

D@y
k=1

Proposition 2.6.1. Let —A denote the generator of the Cy-group (1})ier defined by
(2.6.3).

(1) A has a bounded H*-functional calculus of type 0.
(2) The Cy-group (Ti)ier is y-bounded if and only if X has property ().

Proof. For any b € L'(R), we let [; b(t)Tidt € L(G(X)) denote the operator defined by
( / b(E)Thdt) (2) = / TWOT()dt, = € G(X).
R 0
If b € L*(R,), we let £b denote the Laplace transform of b, that is,

Lh(z) = /0 T e (t)dt, = € R,

Obviously £b is continuous and bounded on Ry and its restriction to Ry belongs to

H®(R,).
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For any b € L'(R) and any xy,...,z, € X, we have

(4m@ﬂﬁxf}m®ng:/wap4ww®xmh:iﬁ@gm®xb (2.6.4)

k=1 R k=1

If b € L'(R,), this implies, using (2.6.1), that

< 1Lb ooy - (2.6.5)
£(G(x))

/0 T () Tdt

Now let @« < 0 and let f € E(R,). According to [20, Lemma 5.1], there is a (necessarily
unique) b € L'(R,) such that f = £b on Ry and

F(A) = [ b T,
0
The estimate (2.6.5) therefore implies that

LFCAN < 1LbN proe oy = N F 1l broe (o)

This shows (1).
We now turn to the proof of (2). First assume that X has property («). Let (¢;); be
a finite family of real numbers and for any j, let z; = >, v; ® xj; be a finite Gaussian
sum. We have
21 @ Ty (z) = X%, @ 1 @ i
J 2,J

Applying (2.6.2) we deduce that

IA

CID -7 ® @
G(G(X)) bJ

=C|> 1 ®%
J

> v @ T, (z))
7

G(G(X))

G(G(X))

Since the set of all finite Gaussian sums is dense in G(X), this shows that (7})icr is
~v-bounded.

Assume on the contrary that X does not have property («). By (2.6.1), there exists
a (necessarily unique) contractive, non degenerate, homomorphism

w: Co(R) — L(G(X))

such that . .
w( O @ar) = F(&k)m @
k=1

k=1
for any n > 1 and any x1,...,z, € X. We claim that the set

S ={w(f) : f€Co(®), |fl. <1}

is not y-bounded. Indeed let (t;;) and (x;;) be finite families in C and X, respectively,
and assume that |t;;| < 1 for any i, k. There exist f; € Cy(R) such that f;() = ti and
| fill o <1 for any ¢, k. Then

Z%‘ Ve R tirTip = Z% ®w(fi)<27k ®xik>.
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If S were y-bounded, this would imply that the norm of the left hand side is dominated
by the norm of 37, ;. v ® v& ® 2%, which would imply property (o).

Note that the homomorphism w ‘extends’ (T})cr in the sense of [38, Definition 2.4].
Indeed, according to (2.6.4), we have

/]R b(t) Tydt = w(b)

for any b € L'(R). Therefore if (T});er were y-bounded, then according to [38, Theorem
4.4], the above set S would be y-bounded. We just noticed that this does not hold true.
Hence, (T})ier is not y-bounded. O

Ezxample 2.6.2. Proposition 2.6.1 provides an example of an operator which satisfies (7)
without satisfying (7)., for w = 0. Indeed, assume that X does not have property («)
and let (T});er (With generator —A) be given by the above proposition. Changing 7} into
T, part (1) of Proposition 2.6.1 shows that A and —A have a bounded H*-bounded
functional calculus of type 0. However by part (2) of Proposition 2.6.1, either (7});>o or
(T—¢)¢>0 is not y-bounded.

We do not know if (¢) implies (74i), on non Hilbertian Banach spaces with property
(a). In particular, we do not know if (i) implies (i7), on LP-spaces, for 1 < p # 2 < oo.
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Chapter 3

Derivative bounded functional
calculus of power bounded operators
on Banach spaces

3.1. Introduction

Let X be a Banach space, a bounded operator T : X — X is called power-bounded when
sup [|T"]] < co. In this case the spectrum of T is contained in the closed unit ball D. We
neN

say that T is polynomially bounded when it satisfies an estimate
|P(T)|| < Csup{|P(2)|: z€ D}, P polynomial. (3.1.1)

When X = H is an Hilbert space and T is a contraction, that is ||T']] < 1 (which is a
power-bounded operator) it is well-known that 7" satisfies (3.1.1) with C' = 1. This is the
so-called von Neumann’s inequality. However even on Hilbert space we cannot expect that
any power-bounded operator satisfies (3.1.1) (see [40]). A natural question is whether one
can obtain similar estimates, for power-bounded operators, replacing the norm uniform
in the right-hand side of (3.1.1) by an another function norm. An answer is given by
Peller in [47] for power-bounded operators on Hilbert space. If T is such operator, then
it satisfies

IP(D)| < CIPllgpy, P polynomial. (3.1.2)

where [|-[| 5y is an appropriate Besov norm (see section 3).

In the first part of this paper we deal with operators which satisfy the discrete Gomilko
Shi-Feng condition: an operator T : X — X satisfies this condition if the spectrum of T’
is included in D and

2 .
/ (R(re", T)?z, z*)|dt < x| |*||, r>1l,ze X, a"e X" (3.1.3)
0

C
(r?=1)
This condition was first introduced in [17]. The continuous case had been introduced
before in [16] and [53] and studied extensively in [9], [7] and chapter 2. We will show that
this condition implies power boundedness and that the converse is true when X = H is
an Hilbert space. We will be able to show (see section 3) that a bounded operator 7" on a
general Banach space X satisfies an estimate (3.1.2) if and only if T" satisfies the discrete
Gomilko Shi-Feng condition (3.1.3). Furthermore one of the main results of this paper is

61
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to show that the discrete Gomilko Shi-Feng condition is equivalent to the boundedness of
the set

{(7“ “D)(T) > 1and ¢ € H(rD) with sup{|¢(2)| : z € 1D} < 1}. (3.1.4)

This is weaker than (3.1.1) in the sense that if an operator 7' : X — X satisfies (3.1.1)
then (3.1.4) is bounded. The converse is false even on Hilbert space. The continuous
analogue of the equivalence of (3.1.3) and (3.1.4) is in [9].

The boundedness of (3.1.4) is a way to characterize power bounded operators on
Hilbert space or operators with discrete Gomilko Shi-Feng condition on general Banach
space. However (3.1.4) is not a usual bounded functional calculus because we have an
estimate of ||¢/(T")|| and not ||o(T)||.

The second part of this article (section 4) is devoted to ‘y-versions’ of the previous
results. By a ‘y-version’, we mean replacing operator norm boundedness by the so-called
stronger notion of y-boundedness (see [26] and references therein). This section starts
with some basics about y-boundedness, y-operators and 7/-operators (see [29]). We will
introduce a y-analogue of the discrete Gomilko Shi-Feng condition for a bounded operator
T : X — X with spectrum included in D as follows : there exists C' > 0 such that for any

N e N, for any r,...,ry > 1, and for any zy,...,zxy € X and z7,..., 2y € X*, we have
N .
> [ 1+ D) = VRO, Ty, )t (3.1.5)
k=1

< C (k) kern ooy 1@ wenin vy xe -

We will show that 7" satisfies this condition if and only if the set in (3.1.4) is y-bounded.
Moreover, we will show that T is power y-bounded, that is the set {T™ : n € N} is 7-
bounded, if and only if T" satisfies (3.1.5). It is important to notice that these results are
stated without any assumption on X. We will conclude this paper with a y-version of

[47, Corollary 3.7].

Finally we give some notation to be used along this paper. We write N = {1,2,...}
for the natural numbers and for N € N we write Ny = {1,2,..., N} the first N natural
numbers. For any Banach spaces X and Y, we denote by B(X,Y) the algebra of all
bounded operators from X into Y equipped with the operator norm, and we set B(X) :=
B(X,X). For T € B(X) we denote by o(7T) the spectrum of 7. For A € C\o(T'), we put
R(A\,T) = (Mx —T)~! the resolvent operator. We let D and D respectively the open and
closed unit disk. Also the open disk of radius r centered at 0 and will be denote by rD
while the closed disk of radius r centered at 0 and will be denoted by rD. Also. For any
r € R we denote by H*>®(rD) the space of all bounded analytic functions ¢ : rD — C.
This is a Banach space for the norm

161l 1100 vy = sUP{|@(2)] : 2 € D},
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3.2. Discrete Gomilko Shi-Feng condition and deriva-
tive functional calculus.

Discrete Gomilko Shi-Feng condition

Let T € B(X) with o(T) ¢ D. Forr > 1, ¢ € H®(rD) and m € N, we denote by
@™ (T) the operator obtained with Riesz-Dunford calculus. Since ¢ € H>(rD) then for
each 1 < p <r, o™ € H*(pD) and therefore the Riesz-Dunford calculus can be applied
to the function ¢™ and the operator T. We obtain

1 2 ) )
SM(T) = — / peit ™ (peit) R(pe™, T)dt € B(X), 1<p<r. (3.2.1)
0

Lemma 3.2.1. Let T € B(X) with o(T) C D and let m € N. Then for each r > 1 and
¢ € H®(rD), one has

m ml 2, i it ym
o"N(T) = o Jo e Lp(pe™ R(pe™, T)™ 1 dt, 1< p<r. (3.2.2)

Proof. Let r > 1, ¢ € H*(rD) and 1 < p < r. For each n € N,
d it n it it yne1
%R(pe ,T)" = —inpe" R(pe', T)" .
Using (3.2.1) it follows by m integrations by parts,

m L2 me i i
D) = o [ pet e D (e Ripe" Tt
m! (27

== pe'td(pe™)R(pe™, T)"dt.
7 Jo

]

We now investigate the discrete Gomilko Shi-Feng condition which appears in [17] in
the case m = 1. The case m > 1 is inspired by [9, Proposition 6.3.].

Definition 3.2.2. Let m > 1 be an integer. We say that 7" € B(X) has the property
(GFS),, if o(T) C D and there exists C' > 0 such that

2 . C’
R(re™, T)™ e, x*)|dt < * > 1 X, r* € X~
fy WRGe T ) < s el ) > L€ Xoat e
(3.2.3)
Proposition 3.2.3. Let T with (GF'S),,. Then T is power bounded.
Proof. Let ¢(z) = M% then ¢ € H®(rD) for any r > 1 with

pntm
191l froe ) = (n+1)...(n+m)

and furthermore ¢(™(z) = 2". By (3.2.2), one has for r > 1,

m)!

TN = —
21

27 . . .
/ re'¢(re™)R(re™, T dt.
0
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It follows, for x € X and x* € X*,

rm!

2 .
(T2 < D 0l [ (R, 1) a0t
Crntmtlm|

S i+ Amr+ D=1

o (3.2.4)

Therefore,

< mlCpntm
“2r(n+1)...(n+m)(r—1)m

Letting r =1+ % one obtains

1"

mlCrm mlCn™(1+ )" (1 + )™
2r(n+1)...(n+m)(r—1)™  2x(n+1)...(n+m)

But for each n € N one has

nm

(n+1)...(n+m)

m+1
<1 and (1 + ) < gmtl
n

and it is well-known that

Finally, for each n € N,
. 2™m!Ce
1T} < ——.

]

Remark 3.2.4. We recall that T' € B(X) is a Ritt operator if o(T) C D and there exists

C > 0 such that
C

A=11
Ritt operators play a prominent role in the theory of functional calculus. Indeed they
have a specific H* functional calculus (see [39] and references therein).

It is easy to check that a Ritt operator has (GF'S);. Indeed let T be a Ritt operator
and r > 1, let x € X and z* € X*, one has

YA€ C\D, [RO\T)| <

2 itTQ . gl < 2 C’ . J
fy WRGe T 2 < [ o el

2 C’ d
= | dt.
/0 r2+1—2rcos(t) 1] 1)

Now by the residue method (see for example [11, p.99])

/277 ! dt— 2T (3.2.5)
o r24+1—2rcos(t) (r+1)(r—1) -

therefore one has

27C

/O HR(reit’T)?x,x*)’dt < —(T—i- 1)(7”— 1)

[l 1]l -
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We will need the following stability property. We skip the easy proof.

Proposition 3.2.5. Let S € B(X) which has (GFS),,. If T is similar to S, that is there
exists U € B(X) invertible such that T = USU™!, then T has (GFS),

We will see that T" has (GF'S),, if and only if T" has (GF'S);. Let us begin by one
implication. For the reverse implication we will use a derivative functional calculus that
we introduce in the next sub-section.

Proposition 3.2.6. Let m > 1 an integer and T € B(X). If T has (GF'S),, then T has
(GFS)y for each 1 <k <m.

Proof. Let r > 1 and assume (3.2.3). We show by downward induction that for 1 < k < m,
Cm
Rlr+ D(r — 1)F

Let x € X, z* € X*. Suppose that (3.2.6) is satisfied for k£ with 1 < £+ 1 < m. Using
the fact that LR(re®, T)" = —ne™R(re, T)"™ for each n € N and Fubini’s Theorem,
one has

27 .
/0 (R(re®, T)e+ iz, o*)|dt < Izl lz°]|, = € X,2" € X*.  (3.2.6)

27 27
/ (R(re™, T)rz, *)dt = / / (ke™ R(ue™, T o, %) dudt
0
+oo 2
/ / ¢t TV oV didu. (3.2.7)

It follows using (3.2.6),
21 . +oo 27 .
/ {(R(re', T)rx, x*)|dt < k:/ / [(R(ue™, T)" ™z, 2*)|dtdu
0 T 0

+o0 Cm
< k:/ I d
< Rt D(u—1)F ||| [|*|| du

< [l
S S P T

Cm
= ||| |z -

(k— 1) + 1)(r — 1)k

m-~derivative bounded functional calculus

We begin by giving a basic result which is a straighforward consequence of Cauchy in-
equalities.

Lemma 3.2.7. Let v > 0 and ¢ € H®(rD). Then for each p < r, $™ € H>®(pD) with

m/!

[6 ] e = =5

161l s700 () - (3.2.8)

This Lemma justifies the following definition.

Definition 3.2.8. Let T € B(X) with ¢(T) C D and m € N. Then T is said to have
m-derivative bounded functional calculus if there exists C' > 0 such that

H¢( H < — H¢HHOO (D) for each ¢ € H*(rD) and r > 1. (3.2.9)
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Remark 3.2.9. It is easy to check that (3.2.9) is equivalent to:

H¢ m) (rT) H < |/l groo () for each ¢ € H*(D) and 0 <r <1

)

Theorem 3.2.10. Let T € B(X) with o(T) C D. The following assertions are equivalent
form e N,

(i) T has (GFS)n;

(ii) T has 1-derivative bounded functional calculus;

(77i) T has m-derivative bounded functional calculus.
Proof. (i) = (ii): According to Proposition 3.2.6 7" has (GF'S);. Let r > p > 1 and
¢ € H®(rD). Then using (3.2.2),

21
/()] = 5 sup_sup | [ (peope) R(pe, T, 2%yt
*||1

27fux|| 1ua:
¢ - 271' .
< NNe=e0) o gy [ R Gpe T2, 2t
2T Jal=1flar|=1 /0

Cp C
< R O |
> 27T(p — 1)(;0—0— 1) H¢HH0¢(PD) — 271.(/) _ 1) H¢HH0®(TD)

The second to last inequality comes from (3.2.3) with m = 1. Letting p — r yields

, C
[¢" (D) < 2 — 1) [ £re (rm) -

(i) = (iii): Let 1 < p < r and ¢ € H*®(rD). According to Lemma 3.2.7 ¢(™~1
H>(pD) so applying the 1-derivative bounded functional calculus to ¢~V and again
Lemma 3.2.7 one has

o] = Jeo=rr] < ;=5 o]

(m—1)IC
< oV ||¢||HM(TD>.

He>(pD)

Taking p = ’”H yields

Jom) < _— < 16l

iti) = (i): Letr > 1,1 < p<r,z € X and 2* € X*. There exists a measurable function
£:]0,2n] — {2 € C, |z] = 1} such that for each ¢ € [0, 2)

[(R(re, T)" 2z, 27)| = e(t)(R(re", T)" 2, 2%).

1 ™ et _
Let define ¢(z) := = / (re”(—) z)th for z € pD. Then ¢ € H*(pD), with

2m
1910 < G DG 4 i = )

(3.2.10)



Discrete Gomilko Shi-Feng condition and derivative functional calculus. 67

Indeed for each 6 € [0, 27), using (3.2.5),

2 1 1 g2n 1
/0 |’l"€lt _ p610|2 pQ 0 |%61t _ 1|2

27
p(5+ 1) = 1)
2T
(r+p)r—np

2T
(m) [, — e(t) D
"™ (2) /0 lreit — 2y dt, z € pD.

By Fubini’s Theorem one has

Moreover

21 .
o) = [ e(t)RGre, T 2t
0
and finally using (3.2.9) and (3.2.10),
27 . 27 .
/" |(fﬁfe“,7§"”ax,x*ﬂdt::L/‘ () (R(re, TY™ 2z, o*)dt
0 0

= (") (), 2%)| < |6 (@)| ] 1"
C

< ——— Dl o oy 12| |27
< i a2
~ (m+Dr+p)(p—1)"(r —p)
< ¢ ] |
T (m+ DI+ (p—1)m(r —p) '
Taking p = “£* one obtains
2 - 2m 2
it T m—+2 * < * .
fy WRGe T 2] < ooy el )
Thus T has (GFS),,+1 and hence by Proposition 3.2.6, T" has (GF'S),,. ]

Corollary 3.2.11. The condition (GFS),, does not depend on m € N. In other words, if
T € B(X) satisfies condition (GF'S),, for one m € N then it has (GFS)y, for all k € N.

Definition 3.2.12. Let T' € B(X). If T satisfies one of the three conditions of Theorem
3.2.10 then we will say that T" is a Gomilko Shi-Feng operator or GF'S operator.

When X is an Hilbert space one obtains the following characterisation.

Corollary 3.2.13. Let H be a Hilbert space and let T € B(H) with o(T) C D. The
following assertions are equivalent,

(i) T is power-bounded;

(ii) there is a constant C' > 0 such that for all r > 1,
27 .
(ﬂ—U/}W@WﬁMWﬁgCWW (x € H)
0

2 .
(02 =1) [T |REe" Ty Y| de < Clyl® (v € H);
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(iii) T is a GFS operator.

Proof. The implication (#ii) == (i) is given by Proposition 3.2.3.
(i) = (ii): Let r > 1, one has

2 . 9 2
[ Reet Tyt = |
0 0

The Fourier-Plancherel Theorem gives

/27r
0

Then taking M = sup{||7"]|}, we have

> Try

2
7;) (Teit)n—i—l dt.

i T
! (Teit)n+1

n=

dt = 272 (H ni”) )
n=0 r

TN e 1 amr
2m Z < o) S2mM ) 2n) g2 _ 1)

n=0

whence the first inequality in (#¢). Since T is also power bounded, the second inequality
in (i¢) holds as well.
(i1) = (i1i): by Cauchy-Schwarz inequality one has

27 . 2T . .
/ (R(rett, T)?z, o*)|dt = / (R(re™, T)a, R(re®, T a*)|dt
0 0

(/027r HR<T€it,T)$H2 dt)é ( /027r HR(reit, Ty 2" 2

[ ][ -

IN

);

—r2—-1
If follows that T" has (GFS)i, and so T is a GFS operator. [

Remarks 3.2.14.

1. We say that T' € B(X) is polynomially bounded when there exists C' > 0 such that
for each polynomial P one has

[1P(T)]] < CNPl oo m

It is easy to show that if T is polynomially bounded, then T" is a GFS operator.
Indeed let P be a polynomial and r» > 1. Then according to Lemma 3.2.7 and the
assumption that 7" is polynomially bounded:

Cm!

P <P, < o [P
H (M) = He[D) — (r—1)m Ho(rD)

The converse implication is false. In fact, on any infinite-dimensional Hilbert space
there exists a power bounded operator which is not polynomially bounded (see [40]).
But, according to Corollary 3.2.13, in a Hilbert space an operator is power bounded
if and only if it is a GF'S operator.
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2. When X is not an Hilbert space, the implication (i) = (iii) in Corollary (3.2.13)
is false. Indeed according to [17, Theorem 2.2|, if X is a reflexive Banach space
and T € B(X) with o(T) C T then T is a scalar type spectral operator if and
only if 7" and T~! have (GF'S);. Let U denote the shift operator defined on 1,(Z)
(1 <p<o0)by

U((2n)nez) = (Tni1)nez- (3.2.11)
It is well-known that for 1 < p # 2 < oo, U is not a scalar type spectral operator.
It follows, that either U or U~! does not have (GFS),. Further U and U~! are
similar. Hence by Proposition 3.2.5, U does not have (GF'S);. Thus U is a power
bounded operator which is not a GFS operator.

3.3. Polynomial Besov calculus on general Banach
spaces

We denote by B(ID) the Banach algebra of all holormorphic functions f on D such that

1 )
/ sup |f'(ue™)|du < oo, (3.3.1)
0

t€[0,2m)

endowed with the norm

1 )
19 = ) sup 1 e+ Lo

tel0,2m

We remark that by a change of variables u = % one has

/01 sup \f’(u@izt)\alu:/10012 sup f’(f)’dr. (3.3.2)

te[0,2) T te0,27)

Let H be a Hilbert space and let T € B(H) be a power-bounded operator. According
to [47, Theorem 3.8.] there exists C' > 0 such that for each polynomial P one has

1P < CIIPl5- (3.3.3)

Now since the set of polynomials is dense in B(D) the bounded algebra homomorphism
P — P(T) extends to a bounded algebra homomorphism on B(D). We note that in
the context of Cyp-semigroups, there is also a notion of Besov functional calculus for a
negative generator of a Cy-semigroup (see [59], [21], [57], [7] and [8]). According to [7]
and [8] the semigroup version of the GFS condition is equivalent to having the Besov
functional calculus.

We now consider the issue of obtaining similar results in discrete case that is obtaining
estimation (3.3.3) on an arbitrary Banach space X.

Proposition 3.3.1. Let T' € B(X) be a GF'S operator. Then there exists C > 0 such
that for each polynomial P,
[P < ClPls-

Zn+1

Proof. Let n € N and consider P,(z) = 2" Applying (3.2.2) with m = 1 and ¢(z) = %7,

one has the following representation,

]_ 27 . )
" — / 7"n+2€l(n+2)tR<T€Zt, T)Zdt,
2n(n+1) Jo
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for any » > 1. We deduce that for any z € X, 2" € X*,

o] 2_1

mn * r mn *
(T"x, z*) :2n(n+1)/ mdr(T x,x")

1

or? —1 1 2 n i(n i *
=2n(n + 1)/1 78 9 1) /0 P2 DY R(re T2, ) dtdr

—/ r / Z("J“2)1t<R(7"e”,T)%,:zc*)dtalr

Tn—i—l

or Bit gi(n—1)t ,
= —/ (r* — 1)/ — (R(re, T)*z, x*)dtdr
7w J1 0

7“2 rn—l
1 00 o e3it ezt ‘
- %/1 (" = 1)/0 b (7) (R(re", Tz, a*)dtdr, (3.3.4)

where, in the first equality, we have used the following identity

/00 r 1d 1
r= :
1 r2nts 2n(n+1)

Now let P be a polynomial. Using the linearity of derivative and integration, and previous
calculations one obtains
1 00 o2 e3zt eit )
(P(T)z,z*) = — / (r2 1) / P'( )(R(re’t, T2z, z*)dtdr + P(0)(z, ). (3.3.5)
1 0

™ r2 r

Since T has (GF'S); there exists C' > 0 such that
2 .
(r* — 1)/ (R(re™, Tz, z*)|dt < C ||| ||=*]|, r>1,z¢€ X,2* € X*.
0

Therefore combining this with (3.3.2),

& 1 * *
L sup [P(S)[ar -+ 1PO)) el I2°]| < € 1P ol o]

(P(T)z,2")| < O,(/ 72 (0,27
(3.3.6)

1

which proves the result.
O

The above proof leads to the following result:

Theorem 3.3.2. Let T' € B(X) a GFS operator. Then the mapping P — P(T') on the
set of polynomials can be extended uniquely to a bounded homomorphism from the Besov
algebra B(D) to the algebra of bounded operators B(X). When f € B(D) let f(T) denote
the operator obtained by this extension.

Then for each f € B(D) one has the following representation: for x € X and z* € X*:

(f(T)z,z*) = f/ (r2 — 1)/ - f’(e—>(R(re”,T)Qx,a:*)dtdr+ (F(0)z, 7). (3.3.7)
w1 o r r
Proof. The first assertion is straighforward since the set of polynomials is dense in the
Besov algebra B(D). Let f € B(D) and denote by f5(T') the operator defined for z € X
and z* € X* by
it

(fo(T)z,27) = [Te-n [ e 7/(S) (Bre® T a%)dtdr + (02, 2%).

r2 r
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The calculation at the end of the proof of Proposition 3.3.1 shows that this is a well-defined
element of B(X, X**). Now let (P,)nen be a sequence of polynomials such that

If = Puls — 0.
By definition of f(7'), one has for x € X and z* € X*

(Po(T)z, 2"y — (f(T)x,x).

n—oo

Furthermore by the same arguments leading to the estimate (3.3.6) one has for z € X
and z* € X*,

((fB(T) = Pu(T))a,27)| < C|[f = Pallg [l [l7]
We conclude that f(7') = fg(T') and therefore we have shown equality (3.3.7). O

In general when we extend a functional calculus to a larger class, we do not know what
the operators obtained on this larger class look like. The above Theorem has more value
because we do not only extend polynomial calculus to the Besov algebra but also we are
able to give a good representation of operators obtained by extension.

The next result is a converse to Proposition 3.3.1.

Proposition 3.3.3. Let T € B(X) with o(T) C D. If there exists C > 0 such that for
each polynomial P

1P < ClIPlls,

is a GFS operator.

Proof. Let r > 1 and ¢ € H*(rD). Then ¢’ € B(D), indeed by (3.2.8)
! /! it ! /!
[} s 167 selds = [ 16" men) s

te(0,2m
1 2
S/O mWHHw(rm) ds
2

= rr—1) 101l oo (1

It follows
/ / 4C
" (T)]| < C @'z < m H¢||Hoo(rm>) :

Therefore T has 1-derivative bounded functional calculus, hence T is a GFS operator. [

Remark 3.3.4. It is known (see [59, Lemma 2.3.7] for details) that there exists C' > 0 such
that for each polynomial of degree N one has

||P||B < Clog(N +2) ||P||H°°(ID)) .

Therefore if T has (GF'S); then there exists C' > 0 such that for each polynomial of
degree N,

IP(T)]| < Clog(N + 2) [P oo () -



72 Generalizations involving y-boundedness

3.4. Generalizations involving y-boundedness

This main goal of this section is to obtain an extension of Corollary 3.2.13 to Banach
spaces. We have noticed that it is not possible to replace the Hilbert space H by a
Banach space X without additional assumptions. We need assumptions on the operator
T. We prove an analogue of Corallary 3.2.13 if {T™ : n € N} is v-bounded. We start with
some background on the so-called y-spaces introduced by Kalton and Weis in [29].

Let X,Y be Banach spaces and we let (7,),>1 be a sequence of independent complex
valued standard Gaussian variables on some probability space ¥. We denote by G(X)
the closure of

{Z’)/k®£ﬂk : l’kGX,HGN}
k=1

in L?(3, X). For z1,...,2, € X, we let

2

-(/ )

G(X) >

Xn: V(N

k=1

D @
k=1

denote the induced norm.

Definition 3.4.1. Let 7 C B(X,Y) be a set of operators. We say that 7 is y-bounded
if there exists a constant C' > 0 such that for all finite sequences (T},)Y_, C T and
(z,)N_, C X, the following inequality holds:

<C

G(Y)

N
> ® Thn (3.4.1)

n=1

N
D Mm@
n=1

G(X)

The least admissible constant in the above inequality is called the y-bound of 7 and we
denote this quantity by v(7). If T fails to be y-bounded, we set v(T) = oc.

The notion of y-boundedness is stronger than uniform boundedness, indeed using the
definition of y-boundedness with N = 1 it is easy to see that y-boundedness implies
uniform boundedness. We will use also two important facts which we sum up in the
following proposition.

Proposition 3.4.2. Let T C B(X,Y) be a y-bounded set. Then

1. the closure T " of T in the strong operator topology is y-bounded with ~(T ) =
(T).

2. The absolute convex hull of T, absconv(T) is y-bounded with ~v(absconv(T)) =
2(T).

We now turn to the definition of vy-spaces.
Let H be a Hilbert space. A linear operator T': H — X is called y-summing if

N
> Y ®@Thy,

n=1

I, = sup <o,

G(X)

where the supremum is taken over all finite orthonormal systems {hq, ..., h,} in H. We let
Yoo (H; X)) denote the space of all y-summing operators and we endow it with the norm
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[[[l,- Then v (H; X) is a Banach space. Clearly any finite rank (bounded) operator is
a y-summing operator. We let v(H; X) be the closure in v, (H; X) of the space of finite
rank operators from H into X.

We let v/ (H; X) be the space of bounded operators T : H — X such that

T .x) = sup{trace(T* o S) [ S+ H = X*, S| (r.x)<1 » dim S(H) < oo}

and we denote by 7/(H; X) the closure of the finite dimensional operators in v, (H; X).
See [29, section 5] for details about spaces v'(H; X) and +,_ (H; X ). When X is K-convex
(see [26, Section 7.4.] for details about K-convexity) then one has

Y (H; X*) =~(H; X7).

Let (S, ) be a measure space. We say that a function f : S — X is weakly L? if
for each z* € X*, the function s — (f(s),z*) is measurable and belongs to L*(S). If
f S — X is measurable and weakly L? one can define an operator I; : L?(S) — X,
given by

() i= [ g()f(s)dp. g€ LX(S)

where this integral is defined in the Pettis sense. We let v(S; X) (resp. (S, X)) be
the space of all measurable and weakly L? functions f : S — X such that I; belongs
to fy(LZ(S)'X) (resp. 7/(L*(S); X)). We endow it with || f[|(s.x) = sl (z2s).x) (vesp.

115 = Wellyrczagsyz)-
The next result is an inequality of Holder type [29, Corollary 5.5.].

Theorem 3.4.3 (y-Holder inequality). If f : S — X and g : S — X* belong to v(S; X)
and v'(S; X*), respectively, then (f, g) belongs to L'(S) and we have

1/, 9>||L1(5) < ||f||7(s;x) ||9||7/(5;X*)
Remark 3.4.4. Let N € N, xy,...,xy € X and z7,...,2y € X*. By construction,

N
D @
k=1

= ”(xk)keNNHW(NN;X) : (3.4.2)
G(X)

As a particular case of Theorem 3.4.3 one has

‘ Z@ka x@‘ < H(xk)keNN“’y(NN;X) H(LCZ)ICENNHF)/(NN;X*) .

Further this inequality is optimal, namely

N
I neris ey = 509 {1 2 (@0 2|+ (@kery © X7, 1 @rerinllyrex <1}
k=1
(3.4.3)

and

N
Dty = s {| 2 et 2] (omdres © X, Ideesn sy < 1}

(3.4.4)
Furthermore for each sequence (z})reny C X*, one has
ey = Jm [@Dkern oy (3.4.5)
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We finally state an extension result ([26, Theorem 9.6.1.] and [29, Remark 5.4.]).

Lemma 3.4.5. Let H and K be Hibert spaces and U € B(H*, K*). Then U ® Ix extends
uniquely to a bounded linear operator U € B(y(H; X),v(K; X)) of the same norm.

~

Moreover URIx+ extends uniquely to a bounded linear operator U € B(y'(H; X*),~'(K; X*))
of the same norm.

Power y-bounded operators

Definition 3.4.6. Let T' € B(X) be power bounded. We say that 7" is power y-bounded
if the set {T" : n € N} is y-bounded. When T is power y-bounded we will denote by C,
the y-bound y({7" : n € NU {0}}).

Ezample 3.4.7. The shift operator U defined by (3.2.11) is obviously power bounded but
for 1 < p # 2 < oo, U is not power y-bounded. Assume that 1 < p < 2 and let (d¢)nez
the sequence defined by d¢(0) = 1 and d¢(k) = 0 for each k # 0. Then one has

(e
i=1

' (?w)é

The proof in the case 2 < p < oo is similar.
FExample 3.4.8. A Ritt operator T is called 7-Ritt if the set

(= DR\, T) : A € C\D}

= Nn°r

lp

whereas

1
=nz.

lp

is v-bounded. It turns out 7T is v-Ritt if and only if the two sets
{T":neN} and {n(I-T)T":n €N}

are y-bounded. It follows that any ~-Ritt operator is power «y-bounded. In chapter 1 we
construct a Ritt operator such that the set {7™ : n € N} is not y-bounded (in particular
T is not y-Ritt). An interesting problem which is still open is to construct a Ritt operator
which is not y-Ritt but which is power y-bounded.

Ezample 3.4.9. Let (€, ) be a measure space, m :  — D an element of L>(f2) and
1 < p < co. We define the bounded multiplier 7, € B(L?(£2)) by

(T f)(s) :=m(s)f(s), se€Q.

For each n € N one has

Since for each n € N, ||m™|| < 1, it follows (see [26, Example 8.1.9]) that T}, is power
~v-bounded.

Polynomial boundedness does not imply power y-boundedness. Indeed according to
[38, Proposition 6.6] there exist a Banach space X and an invertible operator 7" € B(X)
such that 7" is not power v-bounded but there exists a bounded unital homomorphism
w: C(T) — B(X) such that w(z +— z) = T. Obviously that operator 7" is polynomially
bounded. In the following Theorem we use the property («), we refer the reader to [26,
section 7.5] for more details.
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Theorem 3.4.10. Suppose X has property («). Let T € B(X) be invertible and let
m €N. Then T and T~ are GFS operators if and only if {T",n € Z} is v-bounded.

Proof. Since X has property («) then according to [38, Proposition 6.3. (2)], the set
{T™,n € Z} is vy-bounded if and only if there is a bounded unital homomorphism w :
C(T) — B(X) such that w(z — z) = T. Furthermore, according to the proof of [17,
Theorem 2.2.], there is a bounded unital homomorphism w : C(T) — B(X) such that
w(z + 2) =T if and only if T"and T~! have (GFS);. The result is now straighforward.

[

v-discrete Gomilko Shi-Feng condition

Definition 3.4.11. Let m > 1 be an integer and T' € B(X) with o(T) C D. We say that
T has property (7-GFS),, if there exists a constant C' > 0 such that for any N € N, for
any ri,...,ry > 1, and for any z1,...,zy € X and z7,..., 2} € X*, we have

2/| (re + 1) (s — D™ R(rpe®, TV g, 2|t (3.4.6)
< C [ (@r)kery oy 1@ wenn vy xe) -

Obviously if T" has (y-GF'S),, then T has (GFS),,. Moreover on Hilbert spaces,
properties (v-GF'S),, and (GF'S),, are equivalent.

Proposition 3.4.12. If T has (y-GFS),, then T is power ~y-bounded, that is, the set
{T™: n € N} is y-bounded.

Proof. The proof is similar to the proof of Proposition 3.2.3. Let N € N, ny,--- ,ny € N,
r,...,7y > 1, xy,...,xy € X and 27,...,2y € X*. For z],..., 2y € X such that
[(@%) ketin |y piyox-y < 1 the proof of (3.2.4) and the assumption yield

i 2n(np + 1) ... (g +m)(re + 1) (ry — 1)™

N *
rretmtLy, | | < T™ g, xy > |

k=1
N

27r i
< / (r + 1) (r = D)™ [(R(rae”, T)™ g, ) |dt
1

< CH( T )keNn vy 1@ ke |y oysx)
<C ||( k)kENNny(NN;X) .

Taking r, = 1 + n—lk one obtains

N
. . 2mmlCe
> | < Taa > | < ——— @)k i) -
Taking the supremum over z7,...,z}, such that |[(z})keny [l y.x+) < 1, one obtains
according to (3.4.3)
" 2mm!Ce

Hence the set {T™ : n € N} is y-bounded. O
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Lemma 3.4.13. Let m € N and T € B(X) with o(T) C D. Then T has property
(v-GFS),, if and only if the set

{(r+ 1) (r — 1)m/

0

27 . —
e(t)R(re, T)™dt | e : [0,27) — D measurable, r > 1} (3.4.7)
s y-bounded.

Proof. Let T' € B(X) with (y-GFS)p. Let N € N, ry,...,rx > 1, 21,..., 2y € X and
e+ [0,2m) — D measurable. For z7,... 2% € X* with [[(z})keny [l qy.x-) < 1 one has,
using (3.4.6),

‘ g: <((Tk + 1) (ry — )™ /027r ex(t) R(rpe”, T)m+1dt> T, xz>’

k=1

<C ||<xk)k‘€NNH’Y(NN§X) ’

Now take the supremum over z7, ..., 2% € X* one obtains by (3.4.3)

” ((T’“ + 1) (e = 1)" /0% ex(t)R(rye”, T)’”“dtm)

<C ||($k)k€NN||7(NN§X) )

RENN 1ly(Ny 3 x)

This means that the set in (3.4.7) is y-bounded.
Suppose that the set in (3.4.7) is y-bounded. Let NeNr,...,ry>1 2,25 €
X and x7,...,z5y € X*. For k € Ny, let ¢4 : [0,27) — D measurable such that

/]R (7 + 1) (s — D™ R(re, TV g, ) |dt
— <((7’k + 1) (rg — 1)m/ng(t)R(rke”,T)det)xk, x,’g>
Then by Theorem 3.4.3 and the assumption,

<((rk 1) — 1)™ /R ex(t) R(rye™, )™ dt )y, )

(Z(rk +1)(r —1)™ /O 7 ex(t) R(rpe”, T)m“dt:ck)

k=1

<

||(IZ:)’€ENN||7’(NN;X*) :

< Cl(@r)wern ooy 1@ kenin g xe -
]

Proposition 3.4.14. Let T € B(X) with (GFS),,. If T has (y-GFS),, then T has
(v-GFS), for1 <p<m.

Proof. We proceed by induction, showing that if m > 2, then (y-GF'S),, implies
(’Y‘GFS)m—l- o

Suppose that T has property (v-GFS),,, with m > 2. Let ¢ : [0,27r) — D be a
measurable function and let » > 1. Then by the argument showing (3.2.7) and a change
of variable one has

(1) - T (R, TY"dt

— r(m—1) /1+°°(r ) — 1) /02” e(t)R(rue, T)™dtdu

=r(m—1) /;oo ((:u—i_—l—lig?(nr; 1_)7:)_m /(]%(ru + 1) (ru — 1)™e(t) R(rue™, T)™ dtdu.
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Let T be the set (3.4.7). By assumption and Lemma 3.4.13, 7 is y-bounded hence by
[26, Theorem 8.5.2.], the set

2 .
I':= { / / ru + 1)(7“u — 1)m5(t)R(7”ueZt, T>m+1dtdu |
:10.27) - D measusable, 7 > 1, ¢ € L'((1,00). 9]0 < 1}
is v-bounded. Since

(r+1)(r—1)m"1
(r-4+1)(r-—1)m

r(m—1)

<1
L1(1,00))

)

the above calculation shows that the set
27 . _
{(r+1)(r— 1)m_1/ e(t)R(re", T)™dt : € : R — D measurable, r > 1}
0

is included in I', hence is y-bounded. Hence, by Lemma 3.4.13, the operator T' has
property (7-GFS) 1. O
m~derivative y-bounded functional calculus

Definition 3.4.15. Let T' € B(X) with o(T) C D. Then T is said to have m-derivative
~v-bounded functional calculus if the set

{(r=1)"e"™(T) :r > 1, ¢ € HO(rD), [|9]] ooy < 1}
is y-bounded.
We give now the y-bounded version of Theorem 3.2.10.

Theorem 3.4.16. Let T € B(X) with o(T) C D. The following assertions are equivalent
form € N,

(i) T has (y-GFS)pn;
(ii) T has 1-derivative vy-bounded functional calculus;

(1ii) T has m-derivative y-bounded functional calculus.

Proof. (i) = (ii): First, by Proposition 3.4.14, T has (y-GF'S);. Let N € N and
Ty .ty > 1,01 € H®(rD), ..., én € H*®(ryD) with |’¢k||H°°(rkD) <1 Letzy,...,zn €
X and z3,...,2% € X*. Using (3.2.2) and arguing as in the proof of (i) = (i) in
Theorem 3.2.10, one has

N 1 N 27 .
3 I(rk = D4V 30 € 503 Wiy ) [(0F = DRk TP )
E—1 E—1 0

Suppose [|(z})keny |y < 1. Since |9k oo rpy) < 1 and T has (y-GF'S)1, one obtains

N
/ * O
> (i = Do(D)zw wi)] < ol @rrenin llyaoy;x) -

Taking the supremum over x},...,z% this implies, thanks to (3.4.3), that T has 1-
derivative y-bounded functional calculus.
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(71) = (i4i): It follows from the assumption that the set

A= {(p —1)¢™(T) 1< p<r, ¢ H(rD), )]qﬁ(m—l)((Hm(pD) < 1}

is y-bounded. For any 1 < p <r and ¢ € H*(rD) with [|¢[[ yoc(,py < 1, by Lemma 3.2.7
one has

Mgb(m—l) < 1
(m —1)! =
He(pD)
Hence
p—1)(r—p)mt . .
{( (72;— 1)|) o )(T) l<p<r ¢e H®(rD), ||¢||Hw(TD) < 1} c A.
Taking p = # in the above set, we obtain

-1 i
{W_l)'¢( )(T) > 1’ ¢ € H (TD)’ ||¢||H°°(r]D)) < 1} C A.

Hence the above set is y-bounded. Thus T' has m-derivative y-bounded functional calcu-
lus.

(@@i) = (1): Let r,...,rv > 1, 1 <pr <7rp,..0,1 < py <71y, 21,...,28 € X and
x3, ...,z € X*. Let us introduce measurable functions ¢y, ..., ey : [0, 27) — D such that

(R((r)e™, T)™ Py, xp)| = ex(t)(R((r)e", T)" Py, af).
forall k =1,...,N and all t € [0,27). Next we set
e + T — 2 gp(t
bu(z) = (ri + pi) (7 Pk)/o ( AONIP

o rreit — z)?

The computations in the proof of Theorem 3.2.10 show that ||¢x|| e, p) < 1 and

gbl(cm)(T) _ <m + 1)!(776 ;;Tpk)(rk - pkz)

Therefore it follows from (éi7) that we have the estimate

i (m+ 1)!(px — 1);;(7% —pe)(rk+1)

s DR = D208 = IO 06) T ) e, Ty 2

z € riD.

21 .
/ () R(rpe™, T2t
0

27 .
/0 |(R(rpe”, T)m+2xk, xp)|dt
k=1

IA

2

[{(ox — 1) 8™ (T)ay, )| dt

I
™=

o
Il
—

<C (xk)kENNH’y(NN;X) ||(x2)k?ENN||'y’(NN;X*) :

The last inequality comes from Theorem 3.4.3. Now we choose p, = in the above

estimate. We obtain the following inequality

rp+1
2

N
3 /R (e + 1) (e — )™ LR (e, TY™ 20y, 2| dt
k=1

2mt2inC .
> m ||<xk)k€NNH'y(NN;X) “(‘Tk)kGNNH»y/(NN;X*) :
This shows that 7" has (y-GF'S),,+1. Then by Proposition 3.4.14, T" has (v-GFS),,. O

Definition 3.4.17. Let T € B(X). If T satisfies one of the three conditions of Theorem
3.4.16 then we will say that T" is a 7-GFS operator.
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Characterization of power y-bounded on Banach space X

In the following, the space L*((0,27)) will be equipped with the norm

198 =5 [ 1F)ds, f € ((0,20).
Therefore, the Fourier-Parseval operator

F o L¥[0,27)) — 12
f = (en(f))nez,

is an isometry. Here ¢,(f) is the n-th Fourier coefficient defined by

1

27
— t)e ™ dt.
| fwe

an(f) =
We give a characterization of power y-bounded operators.
Theorem 3.4.18. Let X be a Banach space. Following assertions are equivalent :

(i) The operator T is power y-bounded;

(ii) The spectrum set o(T) is included in D and there exists a constant C > 0 such
that for all N € N, r,....,ry > 1, 21,...,2xy € X and z7,...,25y € X~ the

functions (t,k) — \/ri — 1R(rxe", T)xy, and (t,k) — /T3 — 1R T;Ce“f T*)x; are in
~v([0,27) x Ny; X) and +/([0,27) x Ny; X*) respectwely, and satisfy

H(t, k) s \/r? — 1R(rre', T)ay, < Cll@irennll gy (348)

~7([0,27) xNpy; X)

and

H(t, k) = \/17 — 1R(rpe™, T*)x}

S o (349
7/([0,271_)><NN;X*) — ||(xk)k€NN|| NNX ) ( )

(1ii) T is a v-GFS operator.

Proof. (iit1) = (i) is Proposition 3.4.12.
(1) = (i) : Recall that for each k € Ny one has

0 " ) n
T T T _. 1)¢
Rl Ty = 35 Lt = S D e
it n+1 n+1 :
o (ke n=0 Tk

We apply Lemma 3.4.5 with H = 2, @ L2((0,27)), K = % @12 and U : H — K defined
by

N
U(Y. ex® fr) = Zek (en(fi)nez,  fro-- -, fv € L*((0,2m)).
k=1

We obtain that (n, k) — /73 1Tnf{“ belongs to v(NU {0} x Ny; X) and

(n, k) — /72 n+1

t.k) > \/r? — 1R(rye", T H -
H(’ ) ri = HRrse”, Ty ~([0,27) x Ny :X)

(N0} xNyiX)
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But, one has by (3.4.2)

Tnl'k N 0 1 .
(n,k) Ti—erl Z\/T%_lz 7T Ve @ T, )
"k y(NU{0} xNp;X) k=1 n=0 "k

G(X)

where (Y )keny nenufoy 18 a family of independant complex valued standard Gaussian
variables. Using the 7-boundedness of {T™ : n € N} it follows

—1 n+17kn®T Tg <, —1 n+1'7kn®~rk
n=0 "k G(X) n=0"k G(X)
Furthermore ( rE— 1r,}+1> =1 for each k € Ny therefore
g neNU{0} || ;2
<i \/ 12— 1L% )
e VIR Tt Ny

is a sequence of independent standard Gaussian variables, which implies

rp—1 T Yk @ T, = H(‘rk)kGNNH'y(NN;X) :

G(X)
Hence one obtains (3.4.8).
Likewise, using Lemma 3.4.5 we obtain (n, k) — 1Tnflk belongs to v'(NU{0} x

Npy; X*) and

H(t, k) = \/17 — 1R(rpe™, T*)x

7/([072W)XNN§X*) rz+1 ’y’(NU{O}XNN;X*) .
Furthermore, one has by (3.4.5)
T*n * T*n *
(n, k) — /72 — 17?“ = lim ||(n,k) — /7] — 1Tx1k )
T V(NU{O}xNy; X*) M7 Tk ~+/(NprU{0} XNy X*)

But, by (3.4.4)

T*nx*
(n, k) /17 — 1=~
v (NpsU{0} xNpy; X*)

T*”I
= sup {‘ Z Z <£L‘n kT n+1k>‘ xn k neNMU{O} keNy H (NprU{0}xNpy,X) — < 1}7

n=1k=1

(3.4.10)

and for M € N, using Theorem 3.4.3,

N

l \/7T*n$k Tk .
oD ATk, —l—5 Tmm
n=1k=1 n=1k= 1 Ty
Tnl‘nk
<[ V1T [T
k ’Y(N]\/[U{O}XNN,X)
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By previous computations which leads to (3.4.8), for each M € N one has

v

< Oy [[(@r)kenin lypx) -
Y(NarU{0} x N5 X)

This implies
(n, k) — /72 o —T
Hence one obtains (3.4.9).

(1)) = (1) : Let N e Nyry,...,ry > 1, z1,...,2xy € X and z7,..., 2% € X*. One
has

S C’Y ||(w2)keNN||7/(NN;X*) .
' (NpsU{0} xNpy; X*)

> /]R [((ri = D) R(ree™, T)?ay, ) |dt

N
= Z/ rkeitaT)‘rkaR(TkeitaT>*xl:>|dt
= H — 1R(7‘ke” T)xg, /1K — lR(rke“,T)*xD

L1((0,27)xNy)

By Theorem 3.4.3 and assumptions (3.4.8) and (3.4.9),

t,k) — (\/r2 = 1R(re*, T b — LR(re”, T)"x;
H(’ )= (Vi (ree”, T)xg, \/ T (ree”, T) %) L1((0,27)xNy)

< H\/r% - 1R(T;€eit,T)ka H\/ — 1R(rpe™, T)*x},

< C? || () remn vy (@) kenin sy -

(0,2m)xNpy; X 7' ((0,2m) xNy; X *)

Hence T has (y-GF'S); and therefore it is a 7-GFS operator. O

Remark 3.4.19. When X is K-convex (3.4.9) can be replaced by

|t k) = /12 = 1R T2 < @b ket ey

7([0,2m) XN ; X*)

Moreover let (S, ) be a measure space and let E(S) be a K-convex Banach function
space over (S, i) (see [26, appendix F] for definition). Then E/(.S) has finite cotype hence
according to [26, Proposition 9.3.8], there exist ¢ > 0 and C' > 0 such that for each
f€~([0,2m) x Ny; E(S)),

¢ ||f||E(S;L2([O,27r)><NN)) < ||f||7([0,27r)><NN;E(S)) <C ||f||E(S;L2([O,27r)><NN)) ) (3'4-11)

Furthermore, the following equality holds,

T H( /%ZIf ”)’

E(S)

The space E(S)* satisfies similar properties. Hence using (3.4.11) and the Khintchine-
Maurey inequality [26, Theorem 7.2.13|, (i7) in Theorem 3.4.18 can be replaced by:
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(i)’ The spectrum set o(T) is included in D and there exists a constant C' > 0 such that
foral Ne N ri,....,ry>1,2q,...,2y € X and z7,..., 2y € X*

N o ] 1 N 1
H ( Z/ (ri — 1)\R(rke”,T)xk|2dt) ’ <C (Z ]ack]Q) 2
k=10 B(S) k=1 £(S)
and
N o ) % N 1
(X [ 07 = DIRGwe, T2 at) <c|[(X[a;P)?
k=1 0 E(S)* k=1 E(S)*

Thus T' € B(E(S)) is power y-bounded if and only if (#i)" holds true.
In particular the above applies when E(S) = LP(S) for some 1 < p < 0.

Peller calculus

We denote by HP the classical Hardy space over the unit disk. Let A(DD) be the set
of all functions F' : D — C such that there exist two sequences (fix)ren C C(T) and
(hi)reny C H! satisfying

S fillog Mkl < 00 (3.4.12)
k=1
and
VzeD, F(z)=>_ fu*h(z). (3.4.13)
k=1

We endow A(D) with the norm

171l = inf {3 1 filloo 1Pl }
k=1

where the infimum runs over all sequences (fx)reny C C(T) and (hg)reny C H' satifsying
(4.3.1) and (3.4.13). It is known (see [47, Lemma 3.6.]) that with this norm A(D) is a
Banach algebra for pointwise multiplication.

Let H be a Hilbert space and let T' € B(H) be a power-bounded operator. According
to [47, Theorem 3.5.] or [50, Proposition 4.11] there exists C' > 0 such that for each
polynomial P one has

IP(D)[I < CIIP] 4-

Now since the set of polynomials is dense in A(ID) the bounded algebra homomorphism
P — P(T) extends to a bounded algebra homomorphism from A(D) into B(H). Our aim
is now to give a y-version of this result.

Theorem 3.4.20. Let X be a Banach space. Let T € B(X) be a power ~y-bounded
operator. Then the set

{P(T) : P is a polynomial with ||P|| , <1}

s y-bounded.
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Proof. We adapt an argument from [50, Proposition 4.16.]. First we show that the set
['={f*(u)(T): f € C(T),u,v are polynomials, || f|, lull, [[v]l, < 1}

is v-bounded. Let N € N, f1,..., fy € C(T) and let uy, ..., uy, v1,..., vy be polynomials
with || fxll o lluklly |vkll, < 1 for each k € Ny, and let xq,...,25 € X, 27,..., 2y € X"
One has, for each k € Ny

((fk* (ukvk))(T Tk, Tf) / fr(e™) ST, v (e BT k) ds.

It follows, using Theorem 3.4.3, that

N N 3
* 1 2 |fk(els)| —is —is\ k¥
k=1 k=1 klloo kllo kilo
& e o
T imJo urlly, 7 vkl
(5. k) s <uk(e_“T)3:;.C vr(e " T)*zk
- S? )
[l [[vell, L1((0,27)xNy)
1 —isT —isT * K
2m lunlla 10 2mxmix) loelly 1l .2m) xnixs)

By Lemma 3.4.5 and the y-boundedness of {1 : n € N} one obtains
up(e Ty

[kl

(s, k) —

(n, k) — cn(uk)T"<HZ:HQ>

7((0,2m) xNy;.X) Y(NU{0}xNp; X)

S Z Yook ® T”(c”(u’“)x’“>

n=0 k=1 HukH2 G(X)
o N cn(uk)xk
<Gyl 2 2 mmk ® =

H (cn (Uk))neNu{o} ng

For each k € Ny, = 1, therefore

||Uk||2
Cn(Uk) T,
Z Z e @ n ) < ||($k)k€NN||'y(NN;X) '
== || k||2 G(X)

Then arguing as in the proof of Theorem 3.4.18,
H 1sT)* *

<C ' . -
||Uk||2 =7 ||(xk)k€NN||'y/(NN;X )

¥((0,2m) xNp; X *)

This shows that I' is y-bounded.

Now if P = Y jen fixhy is a polynomial with f, € C(T), hy € H' and Y pen || frllo 12kl <
1 then using the facts that for each k € N, h; can be written as a product hy = ugvy with
ug, vx € H? and ||hg|l; = |luklly [Jvkll, and that the set of polynomials is dense in H? one

obtains that P € absconv(F)M. Finally one has the following inclusion

{P(T) : P is a polynomial with ||P| , <1} C an(f’)l"”,

and the latter set is y-bounded thanks to Proposition 3.4.2 whence the desired result. [J
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Remark 3.4.21. Since the set {P(T) : P is a polynomial with [ P|| , < 1} is y-bounded it
is uniformly bounded. Therefore, since polynomials are dense in A(D), the homomorphism

w: P P(T)

extends to a bounded algebra homomorphism from A(D) into B(X). Theorem 3.4.20
implies that this homomorphism is y-bounded, that is {u(f) : f € A(D) : ||f||, < 1} is
v-bounded.



Chapter 4

Functional calculus for a bounded
Co-semigroup on Hilbert space

4.1. Introduction

Let H be a Hilbert space and let —A be the infinitesimal generator of a bounded Cj-
semigroup (7;)i>0 on H. To any b € L'(R,), one may associate the operator I'(4,b) €
B(H) defined by

(A, b)](2) = /O TWOT(x)dt,  xeH

The mapping b — I'(A,b) is the so-called Hille-Phillips functional calculus (23], see also
[19, Section 3.3]) and we obviously have

ITADI < Clblls,  be LI (Ry),

where C' = sup,~ ||7%||. This holds true as well for any bounded Cy-semigroup on Banach
space. However we focus here on semigroups acting on Hilbert space.

If (T})i>0 is a contractive semigroup (i.e. ||7;]] < 1 for all ¢ > 0) on H, then we have
the much stronger estimate ||T'(4,b)| < HEHOO for any b € L'(R,), where b denotes the
Fourier transform of . This is a semigroup version of von Neumann’s inequality, see
[19, Section 7.1.3] for a proof. Hence more generally, if (T}):>o is similar to a contractive
semigroup, then there exists a constant C' > 1 such that

IT(A,B)|| < Cliblle, b€ L'(Ry). (4.1.1)

However not all negative generators of bounded Cy-semigroups satisfy such an estimate.
Indeed if A is sectorial of type < 7, it follows from [19, Section 3.3] that A satisfies an
estimate of the form (4.1.1) exactly when A has a bounded H*-functional calculus, see
Subsection 4.4 for more on this.

The motivation for this paper is the search of sharp estimates of [|[I'(A, b)||, and of the
norms of other functions of A, valid for all negative generators of bounded Cy-semigroups.

A major breakthrough was achieved by Haase [21, Corollary 5.5] who proved an estimate
IT(A, 0)|| < C| L],

where || - ||z denotes the norm with respect to a suitable Besov algebra B(C,.) of analytic
functions, and

Ly: Cy = {Re(-) >0} 5 C, Ly(z) = /0°° b(t)e ",

85
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is the Laplace transform of b. It is worth mentioning the related works by White [59] and
Vitse [57]. More recently, Batty-Gomilko-Tomilov [7] (see also [8]) extended Haase’s result
by providing an explicit construction of a bounded functional calculus B(C,) — B(H)
associated with A, extending the Hille-Phillips functional calculus.

In this paper we introduce the space A(R) C H*(R) defined by

A®) = {F =" fishe + (feen © BUC(R), (hi)ier € H'(B), Y. [1ful [l < o0,
k=1 k=1

equipped with the norm ||F|| , = inf{3>";2, || |l [|#]l;}, where the infimum runs over
all sequences (fi)ren € BUC(R) and (hg)gen C H*(R) such that 302, || frll [1Rell; < o0
and F' = Y22, fr * hg. The definition of this space if inspired by Peller’s paper [47],
where a discrete analogue of A(R) was introduced to study functions of power bounded
operators on Hilbert space. Also, A(R) can be regarded as an analytic version of the the
Figa-Talamanca-Herz algebras A,(R), 1 < p < oo, for which we refer e.g. to [12, Chapter
3.

We prove in Section 4.3 that A(R) is indeed a Banach algebra for pointwise multipli-
cation. Next in Section 4.4 we introduce the natural half-plane version A(C,) C H*(C,)
of A(R) and we show (Corollary 4.4.7) that whenever A is the negative generator of a
bounded Cy-semigroup (73):>0 on Hilbert space, there is a unique bounded homomorphism

pa: A(C,) — B(H), such that
pa(Ly) =T(A,b), be L'(Ry). (4.1.2)

In particular we show that
2
IPAD < (sup IT ) NEollar b€ L'(R).

This improves Haase’s estimate mentioned above. Our work also improves [7, Theorem
4.4] in the Hilbert space case. Indeed we show in Section 4.5 that the Besov algebra
considered in [19, 7] is included in A(C, ), with an estimate || [|4 < || -||5, and we also
show that the converse is wrong.

In general, our main result (Corollary 4.4.7) does hold true on non Hibertian Banach
spaces. In Section 4.6, following ideas from chapter 2, chapter 3 and [38], we give a
Banach space version of Corollary 4.4.7, using the notion of «-boundedness. Namely
we show that if A is the negative generator of a bounded Cy-semigroup (7;);>o on a
Banach space X, then the set {7} : ¢ > 0} C B(X) is y-bounded if and only if there
exists a y-bounded homomorphism p4: A(C;) — B(X) satisfying (4.1.2). This should
be regarded as a semigroup version of [38, Theorem 4.4], where a characterization of
~v-bounded continuous representations of amenable groups was established.

Our results make crucial use of Fourier multipliers on the Hardy space H'(R). Section
4.2 is devoted to this topic. In particular we establish the following result of independent
interest: if a bounded operator T: H'(R) — H'(R) commutes with translations, then
there exists a bounded continuous function m: R% — C such that ||m|/. < ||T|| and for

any h € H'(R), @ = mh.
Notation and convention.

We will use the following open half-planes of C,
C;:={z€C :Re(z) >0}, Pp:={2€C:Im(z) >0}, P_.:={zeC:Im(z)<0}.
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Also for any real o € R, we set
Ho ={2€C : Re(z) > a}.

In particular, Ho = C,.
For any s € R, we let 7: L}*(R) + L*(R) — L'(R) + L>=(R) denote the translation
operator defined by

nf(t) = ft=s), leR,

for any f € L'(R) + L™ (R).
The Fourier transform of any f € L'(R) is defined by

Flu) = /OO f(t)e " dt, ueR.

—0o0

Sometimes we write F(f) instead of f. We will also let F (f) or f denote the Fourier
transform of any f € L'(R)+ L>(R). Wherever it makes sense, we will use F~! to denote
the inverse Fourier transform.

We will use several times the following elementary result (which follows from Fubini’s
Theorem and the Fourier inversion Theorem).

Lemma 4.1.1. Let f1, fo € L'(R) such that either E or }; belongs to L'(R). Then

o0 1 o0~ —~
| hwnmd = o [ hwh(-u) du.

The norm on LP(R) will be denoted by || -||,. We let Cyp(R) (resp. BUC(R), rresp.
Cp(R)) denote the Banach algebra of continuous functions on R which vanish at infinity
(resp. of bounded and uniformly continuous functions on R, rresp. of bounded continuous
functions on R), equipped with the sup-norm || - ||.. We set

Coo(R) = {f € L'(R) : f € L'(R)}, (4.1.3)

this is a dense subspace of Cy(R). Further we let S(R) denote the Schwartz space on R
and we let M (R) denote the Banach algebra of all bounded Borel measures on R.

We will use the identification M(R) ~ Cy(R)* (Riesz’s Theorem) provided by the
duality pairing

() = [ F(=du(t),  peM®), feCoR). (4.1.4)

For any non empty open set O C C, we let H*(O) denote the Banach algebra of all
bounded analytic functions on O, equipped with the sup-norm || - || .

Let X,Y be (complex) Banach spaces. We let B(X,Y’) denote the Banach space of
all bounded operators X — Y. We simply write B(X) instead of B(X, X), when ¥ = X.
We let Ix denote the identity operator on X.

The domain of an operator A on some Banach space X is denoted by Dom(A). Its
kernel and range are denoted by Ker(A) and Ran(A), respectively. If z € C belongs to
the resolvent set of A, we let R(z, A) = (2Ix — A)~! denote the corresponding resolvent
operator.
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4.2. Fourier multipliers on H'(R)

We denote by H'(R) the classical Hardy space, defined as the closed subspace of L!(R)
of all functions h such that ﬁ(u) = 0 for any u < 0. For any 1 < p < oo, we denote by
HP(R) the closure of H'(R) N LP(R) in LP(R). Also we let H*(R) denote the w*-closure
of H}(R) N L*>®(R) in L>*(R). We recall (see e.g [15], [24] or [31]) that for any 1 < p < oo,
HP(R) coincides with the subspace of all functions f € LP(R) whose Poisson integral
P[f]: Py — C is analytic.

It is well-known that H?(R) is the subspace of all functions in L?*(R) whose Fourier
transform vanishes almost everywhere on R_. This can be expressed by the identification

F(H*R)) = L*(R,). (4.2.1)
Let m € L>(R,). Using (4.2.1), we may associate

T, : H*R) — H*R)
h o~ Fl(mh),

and we have ||T,,|| = ||m||s. The function m is called the symbol of T},.
Let 1 < p < 0o. Assume that T, is bounded with respect to the H?(R)-norm, that is,
there exists a constant C' > 0 such that

|F-Lmh)||, < ClAll,. e H(R)NHA(R). (4.2.2)

Then since HP(R)N H%(R) is dense in H?(R), T}, uniquely extends to a bounded operator
on HP(R) whose norm is the least possible constant C' satisfying (4.2.2). In this case we
keep the same notation T,,: H?(R) — HP?(R) for this extension. Operators of this form
are called bounded Fourier multipliers on HP(R). They form a subspace of B(H?(R)),
that we denote by M(HP(R)). It is plain that M(H?*(R)) ~ L*(R,) isometrically. In
the sequel we will be mostly interested by M(H'(R)).

The above definitions parallel the classical definitions of bounded Fourier multipliers
on LP(R), that we will use without any further reference.

Ezample 4.2.1. Let s € R. For all h € LL(R), one has 7,h(u) = e"*“A(u) for any u € R.
Hence 7, maps H'(R) into itself. Further 7, is a bounded Fourier multiplier on H'(R),
with symbol m(u) = e=**.

In the sequel we say that a bounded operator T: H'(R) — H'(R) commutes with
translations if T'r, = 7,1 for each s € R. Classical properties of the Fourier transform
easily imply that any bounded Fourier multiplier on H'(R) commutes with translations.
The next result implies that the converse is true. This is the H!(R)-version of the well-
known characterization of LP(R)-Fourier multipliers as the operators LP(R) — LP(R)
commuting with translations (see e.g. [54, Theorem 3.16]). The H!(R)-case requires
different arguments.

Theorem 4.2.2. Let T € B(H'(R)) and assume that T commutes with translations.

Then there exists a bounded continuous function m: R — C such that Th =mh for any
h € HY(R) (and hence T =T,,). In this case, we have

[mlle < [IT1- (4.2.3)
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Proof. We use Bochner spaces and Bochner integrals, for which we refer to [13]. Let
T € B(H'(R)) and assume that 7" commutes with translations.
Let h,g € H'(R). The identification L'(R?) = L'(R; L'(R)) and the fact that

| [ It = )llg(s)ldeds = [all lgll, < o0

imply that s — ¢(s)7sh in an almost everywhere defined function belonging to the Bochner
space L'(R; L'(R)). Since 7,h belongs to H'(R) for any s € R, the latter is actually an
element of L'(R; H'(R)). Further its integral (which is an element of H'(R)) is equal to
the convolution of h and g, that is,

hxg= /_O:O Tshg(s) ds. (4.2.4)
It follows, using the assumption, that
Thxg) = [~ T(rh)gls)ds
= /OO 7s(Th)g(s) ds
= Tihoo* qg.

(The last equality comes from (4.2.4) replacing h by Th.) Likewise T'(h x g) = hx Ty,
whence Thxg = hxTg. Applying the Fourier transform to the latter equality, one obtains

Th-§=hTg. (4.2.5)

Now let f € S(R) satisfying f =0 on R_ and f > 0 on R%. The function g = F1(f)
belongs to H'(R) and we may define m: R* — C by

m(u) = —=—, u > 0. (4.2.6)

Obviously m is continuous. Furthermore it follows from (4.2.5) that for any h € H'(R),

we have Th = mh on R* . It therefore suffices to show that m is bounded and that (4.2.3)
holds true.
We adapt an argument from [37]. Let us first prove the inequality

im()] <71 (4.2.7)

To obtain this, we let 71,72 € Coo(R) (see (4.1.3)) such that |||, = 1, Supp(71) C [—1,1]
and ||yz||, = 1. For each 0 < e < %, we define h., g.: R — C by

he(t) = ey (et) and  g.(t) = e "yy(et), teR.

Then, h. € H'(R), g. € Coo(R), ||he]l, = 1, ||9:]l, = 1 and we both have

e =5i("=")  ad gw=-m("1)

for any u € R. Moreover using Lemma 4.1.1, we have

[ [T (t)g-() dt = ;ﬂ |7 T @~ du

—00
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We infer that

/ T (h)] (1)g(t) dt = 21 /0 () (0G5 (—u)du

oo s

1 Hem(u) /u—1\ /—u+1
T Jl—e 9 € 9

Therefore,
1) pite fu—1\ /—u+1
“| [ A (== )= ) du| < 2r |71
el Ji—e € €
By the change of variable u +— “?_1, this reads
1 —~ —~
[ 1+ 0T - | < 2x 7).

Since m is continuous on R* and ¢ € (0,1), the function u — m(1 + eu) is bounded

on (—1,1), independently of . Moreover 77 is bounded on (—1,1) and 73 is integrable.
Hence by Lebesgue’s dominated convergence Theorem,

1

[ om0+ e -u) du — m() [ Fi)T(-u)du

—1 —

Since [5° 71 (u)Ye(—u)du = 27 [0 v1(t)y2(t)dt, by Lemma 4.1.1, we deduce the inequality
m)I| [ () dt] < 7]

It turns out that the supremum of { | 2o 1 (t)y2(t) dt}}, for v, and ~, defined as above,
is equal to 1. Hence (4.2.7) holds true.
Now consider an arbitrary a > 0. Define r,: H'(R) — H*(R) by

[rah](t) = ih@) he HY(R), t € R.

Then r, is an isometry satisfying T/JL(u) = ﬁ(au) for any h € H'(R) and u € R. Set
T(a) =rdr1: HI(R) — Hl(R)

Then 7,T(,) = T(4)7s for any s € R and the function R} — C associated with T{,) by the
formula (4.2.6) is u — m(au). Further ||T(,|| = ||T. Hence applying (4.2.7) to T{,) we
deduce that

im(a)] < T

This proves the boundebness of m and (4.2.3). O

Remark 4.2.3. Let 1 < p < o0.

(1) Let S: LP(R) — L?(R) be a bounded Fourier multiplier. Then S maps H?(R) into
itself and the restriction Sg»: HP(R) — HP(R) is a bounded Fourier multiplier.

Let @Q: LP(R) — HP(R) be the Riesz projection and let J: HP(R) — LP(R) be the
canonical embedding. Then conversely, for any bounded Fourier multiplier 7: HP(R) —
HP(R), S = JTQ is a bounded Fourier multiplier on LP(R), whose restriction to H?(R)
coincides with 7. Thus M(H?(R)) can be simply regarded as a subspace of M(LP(R)),
the space of bounded Fourier multipliers on LP(R).
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It is also easy to check that a bounded operator HP(R) — HP?(R) belongs to M(H?(R))
if and only if it commutes with translations, using the similar result on LP(R).

(2) Let p" = 25 be the conjugate number of p. Using @ again, we see that given any
p
m € L>®(R,), the operator T,: H*(R) — H?(R) extends to a bounded Fourier multiplier

on HP(R) if and only if it extends to a bounded Fourier multiplier on H?'(R). Thus,
M(HP(R)) ~ M(H” (R)) (4.2.8)

isomorphically.

Recall that the bounded Fourier multipliers on L*(R) are the operators of the form
h = pxh, with ¢ € M(R), and that the norm of the latter operator is equal to ||| s
(see e.g. [54, Theorem 3.19]).

For any € M(R), let R,: H'(R) — H'(R) be the restriction of h — pu*h to H'(R).
This is a bounded Fourier multiplier whose symbol is equal to the restriction of i to R, .
We set

R={R,: pe MR} c M(HR)). (4.2.9)

In contrast with the result in Remark 4.2.3 (1), we will see in Proposition 4.2.4 below
that R # M(H(R)).

Following [49], we say that an operator T € B(H'(R)) is regular if there exists a
constant C' > 0 such that

IIS%p T (he)l]|, < CHs%p 7|

for any finite family (hy), of HY(R).

For any Banach space X, let H'(R; X) denote the closure of H'(R)® X in the Bochner
space L'(R; X). As is well-known (see [51, Chapter 1]), T € B(H'(R)) is regular if and
only if T®Ix: HY(R)® X — H'(R) ® X extends to a bounded operator from H'(R; X)
into itself, for any Banach space X.

Proposition 4.2.4.
(1) Let T € M(H'(R)). Then T € R if and only if T is regular.
(2) R # M(H'(R)).

Proof. Let € M(R). For any F' = >, h; ® z; (finite sum) in H'(R) ® X, we have
(R,®Ix)(F) = pxF. Hence arguing as in the scalar case, we find that ||(R,® Ix)(F)|: <
| ]| pey || Fl|1- This shows that any element of R is regular.

Conversely, let T € M(H'(R)) and assume that T is regular. By [41] (see also
[49, Theorem 3]), T' admits a bounded extension S: L'(R) — L'(R). Using an entirely
classical averaging argument, we are going to show that 7" actually admits a bounded
extension on L'(R) which commutes with translations.

Let us regard L'(R) C M(R) in the usual way. Owing to the fact that R is amenable,
let v: L®(R) — C be a state such that vor, = v for any s € R. Define d: L'(R)xCy(R) —
C by

dlh, ) =v(s (7u57(0). 1)), he L'(R), f € Co(R),
where the duality pairing is given by (4.1.4). Then d is a bounded bilinear map which

satisfies

d(tsh, f) = d(h, 7sf), he LY(R), f € Cy(R), s €R. (4.2.10)



92 Algebras Ay and A

Let S,: LY(R) — M(R) be induced by d, that is, (S,(h), f) = d(h, f) for any h € L*(R)
and any f € Cy(R). Let ¢: M(R) — L'(R) be the projection which takes any element of
M (R) to (the density of) its absolutely continuous part. Then 7,¢ = g7, for any s € R.
Hence (4.2.10) implies that T, := ¢S, : L'(R) — L'(R) satisfies

Ts1,, = T,7s, s eR. (4.2.11)

Since T' commutes with translations, (7_,S7s(h), f) = (S(h), f) for any h € L'(R), f €
Co(R) and s € R. Further v(1) = 1. Consequently, T,h = Th for any h € H'(R), that is,
T, is an extension of T

By (4.2.11), there exists p € M(R) such that 7, = px-. This implies that T = R,,,
which shows (1).

Let us now prove (2). Fix s € R* and define m: RY — C by m(u) = u’. By
[37, Lemma 4.1 and Theorem 1.2], m is the symbol of a bounded Fourier multiplier
Tn: HY(R) — H'(R) and if X is a Banach space without the so-called AUMD property,
then T}, ® Iy does not extend to a bounded operator on H*(R; X). Using (1), this implies
that T, ¢ R. O

The following lemma will play a crucial role.
Lemma 4.2.5. For any 1 < p < oo, we have M(H'(R)) C M(H?(R)).

Proof. By definition we have M(H'(R)) C M(H?*(R)). By (4.2.8) we may assume that

pe(1,2). Let  =2(1 — %) Then in the complex interpolation method, we have

[H'(R), H*(R)]y ~ H"(R),
by [48, Theorem 4.3]. The result follows at once. O

4.3. Algebras A; and A

We introduce and study new algebras of functions which will be used in Section 4.4
to establish a functional calculus for negative generators of bounded Cy-semigroups on
Hilbert space. The next definitions are insprired by [47], see also the “Notes and Remarks
on Chapter 6" in [50].

Definitions and properties

Definition 4.3.1. We let Ay(R) (resp. A(R)) be the set of all functions F': R — C such
that there exist two sequences (fi)ren in Co(R) (resp. BUC(R)) and (hg)ren in H'(R)
satisfying

D il 1Pell, < o0 (4.3.1)
k=1
and -
Vs eR, F(s) = Z fr * hi(s). (4.3.2)
k=1

Note that for any f € Cy(R) (resp. BUC(R)) and any h € H'(R), f x h belongs to
Co(R) N H*(R) (resp. BUC(R) N H*®(R)). Further for any (fi)ren and (hy)ren as in
Definition 4.3.1, we have ||fi % hi| < || fello [|Pxll;, and hence Y732, || fe * byl < o0,
by (4.3.1). This insures the convergence of the series in (4.3.2) and implies that

A(R) € Co(R)N H®(R) and  A(R) C BUC(R)N H¥(R).
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Definition 4.3.2. For all F' € Ay(R) (resp. F € A(R)), we set

1Pl = inf {2 Wil IBelly b (resp. [Py = inf { 3 I fell Il ).
k=1 k=1

where the infimum runs over all sequences ( fi)ken in Co(R) (resp. BUC(R)) and (hy)ken
in H'(R) satisfying (4.3.1) and (4.3.2).
It is clear that
[Flle <NIFllyr F € AR).

To show that ||-|| ,, and [|-|| 4 are complete norms, we make a connection with projective
tensor products, which will be useful along this section.
If X and Y are any Banach spaces, the projective norm of ( € X ® Y is defined by

¢l = i {3 ol el .
k

where the infinimum runs over all finite families (zy); in X and (yx)r in Y satisfying
¢ = Y7 @ yp. The completion of (X ® Y,||-||,), denoted by X®Y, is called the
projective tensor product of X and Y.

Let Z be a third Banach space. To any ¢ € By(X x Y, Z), the space of bounded

bilinear maps from X x Y into Z, one can associate a linear map ¢: X ® Y — Z by the
formula

£($®y):£(l’,y), l’EX:yGY-
Then ¢ extends to a bounded operator (still denoted by) 0 X®Y — Z, with H2H = 4|
Further the mapping ¢ — /¢ yields an isometric identification
By(X xY,Z) ~ B(X®Y, Z). (4.3.3)

Let us apply the above property in the case when Z = C. Using the standard identification
By(X xY,C) = B(X,Y™), we obtain an isometric identification

(XRY)* ~ B(X,Y*). (4.3.4)

We refer to [13, Chapter 8, Theorem 1 & Corollary 2| for these classical facts.
Consider the bilinear map o: Co(R) x H'(R) — Co(R) defined by

o(f,h) = fxh,  f€CyR), he H(R). (4.3.5)
Applying (4.3.3), let
7: Co(R)®H(R) — Cy(R)

be associated with o. Then Ag(R) = Ran(c). Through the resulting algebraic isomor-
phism between Ay(R) and (Co(R)@H'(R))/Ker(a), |- | 4, corresponds to the quotient

norm on the latter space. Thus (Ag(R),||-[|4,) is a Banach space and ¢ induces an
isometric identification

Co(R)RH'(R)
Ker(s)
Similarly, || - || ; is a norm on A(R) and (A(R), |- || ,) is a Banach space.

Remark 4.3.3. It is clear from Definition 4.3.2 that A,(R) C A(R) and that for any
F € Ap(R), we have

Ao(R) ~ (4.3.6)

IEN 4 < L4, - (4.3.7)
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A and A, are Banach algebras

Proposition 4.3.4. The spaces Ag(R) and A(R) are Banach algebras for the pointwise
multiplication. Furthermore, Ao(R) is an ideal of A(R) and for any F € A(R) and
G € Ay(R), we have

IEG 4 < TENANGI]4, - (4.3.8)

Proof. Let fi, fo € Co(R) and hy, hy € H'(R). We note that

| m@lhae + ) deds = ], o]l (43.9)
We define, for s € R, ps: R — C and ¢s: R — C by
os(t) = fi(t) falt — ) and  Yy(t) = hi(t)ha(t + s).

Since f, is uniformly continuous, the function s — ¢y is continuous from R into Cy(R).
Thus s — ¢4 belongs to the Bochner space L>(R; Cy(R)). Using (4.3.9) and arguing as at
the beginning of the proof of Theorem 4.2.2, we see that s — 1, belongs to L'(R; H'(R)).
It follows that s — @, * 1, is defined almost everywhere and belongs to L'(R; Ay(R)).
Moreover,

/Oo 15 % Dsll ay ds < | filloo 1 F2llo 1P lly 12l - (4.3.10)

Indeed, using (4.3.9) and Fubini’s Theorem,

| lleextullagds < [ lgll il ds
<Al el [ Il s,

which is equal to the right-hand side of (4.3.10).
The integral of s — g % 1, is an element of A(R). We claim that we actually have

[ e vads = (i h) (o o) @s)

Indeed, using again (4.3.9) and Fubini’s Theorem, we have for all u € R,

/_‘: 05 % (1) ds = /_O:O /_Z FL) folt — $)h1 (u — E)ho(u — t + 5) dtds
- /O; AR (u— 1) /Z Folt — 8)ha(u — (t — s)) dsdt
= (f1x ha) (W) (f2 * h2) ().
Combining (4.3.11) and (4.3.10), we obtain that (fi x h1)(f2 * ha) € Ag(R), with
[(frxha)(f2 % ho)ll gy < [ f1lloo [[f2lloo P ll [Pzl -

Now let F,G € A(R) and let ¢ > 0. Consider sequences (fi)ren, (f7)ren in Co(R)
and (hllc)kEN; (h%)keN in H1 (R) such that

F=> fixhe and 3O [fill Aill, < IFIL, +e
k=1 k=1
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as well as

G=> fixhi and D[Sl 1Rk, < G, +e
k=1 k=1

Then, using summation in Cy(R), we have

FG =" (fixhp)(f7 *hi).

k=1

Further (f} x h})(fZ * ki) € Ap(R) for any k,l > 1, and

3 st MM, < 35 I 2Ll

k‘,lzl ’

= (2 It L) (2 e I, )
< (I1F|l 4 +¢) < (1G4, +¢)-

Since Ay(R) is complete, this shows that F'G € Ay(R). Since ¢ > 0 is arbitrary, we obtain
that [|FG|| 4, < [[F]l 4, |Gl 4,- This shows that Ay(R) is a Banach algebra.

Analogously, A(R) is a Banach algebra. Moreover if f; € BUC(R) and f; € Cy(R),
then for each s € R, ¢ : t — fi(t)fo(t — s) belongs to Cy(R). Hence the computations
above show that Ag(R) is an ideal of A(R), as well as (4.3.8). O

Duality results and consequences

The main aim of this subsection is to identify Ay(R)* with a subspace of M(H'(R)), the
space of bounded Fourier multilpliers on H'(R). This requires the use of duality tools.

Recall the identification M(R) ~ Co(R)* provided by (4.1.4) and regard H'(R) C
L*(R) € M(R) in the usual way. By [15, Chapter II, Theorem 3.8], we have

(Co(R) N H®(R))* = HY(R). (4.3.12)
Set Zy := Co(R) N H*(R) for convenience, then the above result yields an isometric
identification
Co(R)\™
( of )> ~ H'(R). (4.3.13)
Zy
Co(R)

In the sequel, we let f € =2 = denote the class of any f € Cy(R).

0

We note that for any f € Cy(R), h € H'(R) and s € R, we have

(f * h)(s) = (T=sh, [). (4.3.14)

Thus fxh =0 for any f € Zy and h € H'(R). The bilinear map o: Cy(R) x H'(R) —
Co(R) defined by (4.3.5) therefore induces a bilinear map 0: COZ—((])R) x HY(R) — Co(R)
given by

5(f,h) = fxh, f e Cy(R), he H(R).

Let

QH'(R) — Cy(R) (4.3.15)
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be the bounded map induced by 6. Then the argument leading to (4.3.6) shows as well
that Ay(R) is equal to the range of § and that

AO(R)_<CO BH'(R)) /Ker(0). (4.3.16)

Since H'(R) is a dual space, by (4.3.13), B(H'(R)) is a dual space as well. Indeed
applying (4.3.4), we have an isometric identification

Co(R
Zy
If we unravel the identifications leading to (4.3.17), we obtain that the latter is given by

B(H'(R)) ~ (=2 )®H1(R))* (4.3.17)

(T, f@h) = /O:O(Th)(t)f(—t) dt, T eB(H'R)), feCyR), he H'(R). (4.3.18)

Lemma 4.3.5. The space M(H'(R)) is w*-closed in B(H'(R)).

Proof. According to Theorem 4.2.2, an operator T' € B(H'(R)) belongs to M(H'(R)) if
and only if 7,7 = T'7, for any s € R. Hence it suffices to show that the maps T + 7,T
and T + T'7, are w*-continuous on B(H'(R)), for any s € R.

Fix such an s and let (T;); be a bounded net of B(H'(R)) converging to some T €
B(H'(R)) in the w*-topology. It readily follows from (4.3.18) that for any f € Cy(R) and
h € H'(R), we have

(nTjoh)y = (Tl ) and  (nT,foh) = (T, 7] ©h),

for all i. This implies that (7,7}, f ® h) — (7T, f @ h) when i — co. By linearity, this
implies that for any ® € %) @ HL(R), we have (r,T;,®) — (7,1, ®) when i — oo.

Zo
Since (T;); is bounded, this implies that 7,7; — 7,7 in the w*-topology. This shows that
T +— 7,17 is w*-continuous. The proof that T' — T'7, is w*-continuous is similar. O

We introduce .
PM = Span” {rs : se R} Cc B(H'(R)).

A direct consequence of Lemma 4.3.5 is that

PM C M(H'(R)). (4.3.19)
Lemma 4.3.6. Recall the mapping 3 from (4.3.15). Then [Ker(g)}L =PM.

Proof. Let s € R and let ® € %;R)@Hl(R). Choose two sequences (fi)ren in Co(R) and
(hi)ren in HY(R) such that

Sollfell oy <oo and @ =" fi @ hy.
k=1 k=1

Then by (4.3.14),

o0 o0

[3(2)](5) = Y- (fe % he)(s) = S (rshi, fi) = (7, ®).

k=1 k=1
This shows that .
Span{r, : s € R} = Ker(0).

The result follows at once. OJ
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By standard duality and (4.3.16), the dual space Ay(R)* may be identified with
[Ker(é)r. Applying Lemma 4.3.6 and (4.3.18), we therefore obtain the following.

Theorem 4.3.7.
(1) For any T € PM, there exists a unique nr € Ag(R)* such that

S+ ) = [ (TR F(—t)d

for any f € Co(R) and any h € H*(R).
(2) The mapping T +— nr induces a w*-homeomorphic and isometric identification

Ao(R)* ~ PM.

Remark 4.3.8.
(1) Recall R from (4.2.9). It turns out that

PM=TR".

Indeed for any s € R, 7,: H'(R) — H*(R) is equal to the convolution by the Dirac mass
at s, which yields C. To show the converse inclusion, we observe that for any u € M(R)
and any ® € %;R)@Hl(R), we have

(¢}

(1, 0(®)) = (R, ®). (4.3.20)

Here we use the identification M(R) ~ Cy(R)* given by (4.1.4) on the left-hand side
and we use (4.3.17) on the right-hand side. To prove this identity, let f € Cy(R) and
h € H'(R). Then

(1,0(f @ ) = {, f xh)
= [ [ #(=9)hls =t dsdu(t)
= (uxh, f).

This shows (4.3.20) when ® = f ® h. By linearity, this implies (4.3.20) for ® € %(])R) ®
H'(R). Then by density, we deduce (4.3.20) for all ®.
It clearly follows from (4.3.20) that R C [Ker(é)}l. By Lemma 4.3.6, this yields D.

(2) The Banach algebra Ay(R) can be naturally regarded as an analytic version of
the Figa-Talamanca-Herz algebras A,(R), 1 < p < oo (see e.g. [12, Chapter 3]). A
remarkable property of these algebras is that the dual of A,(R) can be identified with the
space M(LP(R)) of bounded Fourier multipliers on LP(R). By analogy, one may expect
that the dual of Ay(R) identifies with M(H'(R)). However at the time of this writing we
do not know if the inclusion (4.3.19) is an equality.

We now give a few consequences of the above duality results.

Proposition 4.3.9. For any b is L'(R..), the function b(—-): R — C belongs to A(R)
and

5= o, < lIbll;

Moreover the mapping L*(Ry) — Ag(R) taking b to Z(_ -) is a Banach algebra homomor-
phism with dense range.
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Proof. We will use the space Cpo(R) defined by (4.1.3). Let Coo x H' C Ap(R) be the
linear span of the functions fxh, for f € Cyo(R) and h € H'(R). By definition of Cyy(R),
the Fourier transform maps Cyy x H' into L*(R, ). Then we consider

CO,l = {F\  Fe Coo*Hl} - Ll(R+)

Let b € C*(R%) with compact support. Let ¢ € C*°(R%) with compact support such
that ¢ = 1 on the support of b, so that b = bc. Then F~1(b) € Cpo(R), F(c) € H(R)
and the Fourier transform of F~!(b) x F~!(c) is equal to b. Thus b € Cy;. Consequently,
Co, is dense in L*(R,).

Let b € Cp; and let F :Z(_ -), so that

~

F = (2m)b.
Take finite families (fi)r in Coo(R) and (hy)r in H'(R) such that F = 3, fx x hy. Pick

n € Ao(R)* such that [|n|]| = 1 and |[F[|,, = (n,F). By Theorem 4.3.7, there exists
T € M(H'(R)) such that || T gy = 1 and for any £,

i fix i) = [ Z(Thk)(u) Ful—u) du.

By Theorem 4.2.2, the symbol m of the multiplier T" satisfies ||m| < 1. Moreover by
Lemma 4.1.1, we have

[T @ du = o [ ThoFite) e
= o [T om0

for all k. Summing over k, we deduce that

0P = 5 3 [T mOROR@ @ = 5 [T mw P

and hence

We deduce that
[ E']] 49 < [I0]]1-

Since Cy 1 is dense in L' (R;) and Ag(R) is complete, this estimate implies that /b\(— ):R—
C belongs to Ag(R) for any b € L'(R,), with ||b(—- )”Ao <10l

It is plain that b — 3(— -) is a Banach algebra homomorphism. Its range contains
Coo * H' and the latter is dense in Ag(R), because Cpo(R) is dense in Cy(R). O

Remark 4.3.10. Let n € Ay(R)*, let T € M(H'(R)) be the multiplier associated with n,
according to Theorem 4.3.7, and let m € Cy(R%) be the symbol of T". Then it follows
from the previous result and its proof that for any b € L*(R,),



Functional calculus on Ay and A 99

Remark 4.3.11. For any A\ € P_, we let
bi(t) =ie”™,  t>0.
Then by, € L'(R,) and we have
—~ 1
by(—u) =

Applying Proposition 4.3.9, we obtain that (A—-)~! belongs to Ag(R) for any A € P_.
Since Ag(R) is a Banach algebra, this implies that any rational function F': R — C with
degree deg(F') < —1 and poles in P_ belongs to Ay(R).

We can now strengthen Remark 4.3.3 as follows.

u € R.

Proposition 4.3.12. For any F € Ay(R), we have
N 4o = TN 4

Proof. We will use Proposition 4.3.9 again. For any N € N, let Gy: R — C be defined
by
N
GN(U):N_Z_U, u € R.
Then Gy = m‘(— -) belongs to Ag(R). We note that the sequence (Ne ™) yen is
a contractive approximate unit of L'(R,). This implies that (Gy)yen is a contractive
approximate unit of 4y (R).
Let F' € Ay(R). By Proposition 4.3.4, we have

|FGalLy < IFIL4 1G]y < I1FLs (1321)
Moreover FGy — F in Ag(R) hence |FG x| 4, — [|F]| 4, when N — oco. We deduce that
1FlLy < IF]L-

Combining with (4.3.7), we obtain [|[F[| 4 = [|F| 4- O

Remark 4.3.13. According to [15, Chapter II, Theorem 3.8], H'(R) C M(R) is the or-
thogonal space of the functions u — ﬁ, for A\ running in P_. Hence we deduce from
Remark 4.3.11 that A(R)* contains H(R). Combining with (4.3.12) we deduce that we
actually have Ay(R)t = HY(R) = (Co(R) N H*(R))*. Consequently, Ag(R) is dense in
Co(R) N H*(R).

Using Proposition 4.3.9, or repeating the above argument, we also obtain that the

space {B(— ) be LY(Ry)} is dense in Co(R) N H®(R).

4.4. Functional calculus on A4; and A

The goal of this section is to construct a bounded functional calculus for the negative
generator of a bounded Cj-semigroup on Hilbert space, defined on a suitable half-plane
version of A(R).

This half-plane version A(C, ) (and its companion Ay(C.)) are defined as follows. Let
F € H*(R). We may consider its Poisson integral P[F|: P, — C and the latter is a
bounded holomorphic function (see e.g. [15, Sect. 1.3]). Then we define

ﬁZC+—>C
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by setting
F(z) = P[F|(iz), 2 € Cy.

We set
A(Cy)={F : FEAR)} and AC,) ={F:FcAR)}.

We equip these spaces with the norms induced by Ay(R) and A(R), respectively. That
is, we set | Fllay = |F|Lay (tesp. [FlLa = | Fll) for any F € Ao(R) (xesp. F € A(R)).
By construction, we have

Ao(C) C AC,)  and  A(C,) C H®(C,). (4.4.1)

It clearly follows from Section 4.3 that A(C.) is a Banach algebra for pointwise multi-
plication, that the second inclusion in (4.4.1) is contractive, that A(C,) is an ideal of
A(C,) and that the first inclusion in (4.4.1) is an isometry.

Let b € L*(R,) and consider F = b(—-): R — C. Then F coincides with the Laplace
transform Lp: C, — C of b defined by

Ly(2) = /O Tetp(t)dt,  zeC,. (4.4.2)

As a consequence of Proposition 4.3.9, we therefore obtain the following.

Lemma 4.4.1. For any b € L*(R,), Ly belongs to Ao(C) and || Ly||4, < ||b||1. Moreover
the mapping b — Ly, is a Banach algebra homomorphism from L'(R.) into Ao(C,), and
the space {Ly : b e L'(R,)} is dense in Ay(C,).

Half-plane holomorphic functional calculus

We need some background on the half-plane holomorphic functional calculus introduced
by Batty-Haase-Mubeen in [9], to which we refer for details.

Let X be an arbitrary Banach space. Let w € R and let A be a closed and densely
defined operator on X such that the spectrum of A is included in the closed half-place
H,, and

Va <w, sup{[|R(z, A)| : Re(z) < a} < 0. (4.4.3)

Consider the auxiliary algebra
E(Ha) = {9 € HX(Ha) : 35 >0, [p(2)| = O(|2[ ")) as |2] = oo},

for any oo < w. For any ¢ € £(H,) and for any 5 € (a,w), the assumption (4.4.3) insures
that the integral

—1 00

p(A) :

is absolutely convergent in B(X). Further its value is independent of the choice of 3 (this is
due to Cauchy’s Theorem for vector-valued holomorphic functions) and the mapping ¢
©(A) in an algebra homomorphism from £(#,) into B(X). This definition is compatible
with the usual rational functional calculus; indeed for any p € C with Re(u) < a and any
integer m > 2, the function

o(B+is)R(B +is,A)ds (4.4.4)

"o S

eum: 2= (p—2)"",
which belongs to £(H,), satisfies e, ,,(A) = R(p, A)™.
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Let ¢ € H*(H,). We can define a closed, densely defined, operator ¢(A) by regu-
larisation, as follows (see [9] and [19] for more on such constructions). Take p € C with
Re(u) < a, and set e = e,5. Then ep € E(H,,) and e(A) = R(u, A)? is injective. Then
©(A) is defined by

p(A) = e(A) " (ep)(A), (4.4.5)
with domain Dom(p(A)) equal to the space of all x € X such that [(ep)(A)](x) belongs
to the range of e(A) (= Dom(A?)). It turns out that this definition does not depend on
the choice of p.

The half-plane holomorphic functional calculus ¢ — ¢ (A) satisfies the following “Con-
vergence Lemma”, provided by [9, Theorem 3.1].

Lemma 4.4.2. Assume that A satisfies (4.4.3) for some w € R and let « < w. Let (¢;);
be a net of H>®(H,) such that p;(A) € B(X) for any i and let p € H®(H,) such that
w; — © pointwise on R, when i — co. If

sup [|@ill e (ry) <00 and  sup |lpi(A)|lBx) < oo,

then ¢(A) € B(X) and for any x € X, [p;(A)](z) — [¢(A)](x) when i — oco.

Let (T})i>0 be a bounded Cy-semigroup on X and let —A denote its infinitesimal
generator. For any b € L*(R,), we set

(A, b) = /OOO b(t) T, dt,

where the latter integral is defined in the strong sense. The mapping b — ['(A, b) is the so-
called Hille-Phillips functional calculus. We refer to [19, Section 3.3] for information and
background. We recall that this functional calculus is a Banach algebra homomorphism

L'(R,) — B(X).

We now provide a compatibility result between the half-plane holomorphic functional
calculus and the Hille-Phillips functional calculus. Note that any A as above satisfies
(4.4.3) for w = 0. Thus for any ¢ > 0, the operator A + ¢ satisfies (4.4.3) for w = €. For
any b € L'(R, ), this allows to define Ly(A+¢), where L, is the Laplace transform defined
by (4.4.2).

Lemma 4.4.3. Let b € L*(Ry) and let —A be the generator of a bounded Cy-semigroup
on X. Then for any € > 0, we have

Ly(A+¢e)=T(A+¢,b).

Proof. Let e > 0, let 3 € (0,¢), and let b € L'(R,).
First suppose that L, € £(Hp). Then by the Laplace formula,

Ly(A+¢) = —/ Ly( 64—23)(/0 eStePle T, dt)ds.

Since L, € E(Hy), the function s — Ly(S + is) belongs to L'(R). Hence by Fubini’s
Theorem,

Ly(A+¢) = —/ 5t</ Ly(B +is)e "stds)e—“Ttdt.
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By the Fourier inversion Theorem, we have

1 oo -
—/ Ly(6 +is)e™t ds = e P'b(t)

2 —00

for each t € R. We deduce that

Ly(A+e) = /0” b(t)e T, dt = T(A + &, b).

For the general case, let us consider e € £(H,y) defined by e(z) = (1 + z)~2. We note
that e is the Laplace transform of the function ¢ € L'(R,) defined by c(t) = te™*. The
product eL;,, which belongs to £(H,y), is therefore the Laplace transform of b x ¢. Hence
by the first part of this proof,

(eLp)(A+¢e)=T(A+e,bxc).

The multiplicativity of the Hille-Phillips functional calculus yields I'(A+¢,b*c) = T'(A+
e,c)'(A+¢,b). Further e(A +¢) =I'(A +¢,¢) by the Laplace formula. Thus we have

e(A+e)(A+¢e,b) = (eLy)(A+¢).

Applying (4.4.5), we obtain that L,(A+¢) =T'(A + ¢,b) as wanted. O

Functional calculus on A(C;)

Throughout this subsection, we fix a Hilbert space H, we let (T});>0 be a bounded Cjy-
semigroup on H and we let —A denote its infinitesimal generator. We set

C:=sup{||T[| : £ > 0}.
For any f € Cyp(R) and any h € H'(R), the function
b= (27)"'fh
belongs to L'(R, ) and we have B(— -) = f x h. Consequently,
(f*xh)™ = Ly.
Further we have the following key estimate, which is inspired by [50, Proposition 4.16].
Lemma 4.4.4. For any f € Cy(R) and any h € H'(R),
(A, ) TR < €2l I (1.46)

Proof. We fix f € Cpo(R). Let w,v € H*(R) N S(R) and let h = wv. By definition,

PN 1 PN

(A, 2r) ' fh) = — / FtY@o()T, dt.
21 Jo

By assumption, @ and ¥ belong to L'(R,) hence wv = (27) '@ 0 belongs to L'(R,).

Further f belongs to L!'(R). We can therefore apply Fubini’s Theorem and we obtain

that
1

o [ Femma= o [" g ( [ wwe o dr) s
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Note that for any s € R,
/ Wo(t)e~ Ty dt = T(A + is, 7).
0

According to the multiplicativity of the Hille-Phillips functional calculus, this implies that

0o 1 0 . oo .

/ wo(t)e T, dt = (/ w(r)e T, dr) (/ o(t)e T, dt).

0 2m 0

Let W,V : R — B(H) be defined by
W(s) = / D) T dr  and  V(s) = / S(t)e T dt, s eR.
0 0

It follows from above that for any z,z* € H, we have

(D(A, @) FR)z,a) = - = W (s)a, V(s aty ds. (4.4.7)

472

Applying the Cauchy-Schwarz inequality, we deduce

< S ([ W@l as) ([ vieyraas)

According to the Fourier-Plancherel equality on L?(R; H), we have

(A, (2m)7 fh)a, 27

| W)l ds =2z [~ @) [Tl dr.

This implies

| Wyl ds < 27 [ Ja(r) o] dr

2
= 4n?C® ||w]; |l2||*

Similarly, we have

[ sy e ds < am®c? ol ).

Hence,

(T (A, 2n) ' fR)z,a%)] < C7 £l ol o], il

Since this is true for any x, z*, we have proved that

(4, @m) " FR) | < C* £l Il o]l

Now let h be an arbitrary element of H'(R). As is well-known (see e.g. [15, Exercise
1, p.84]), there exist w,v € H?(R) such that h = wv and ||Jw|3 = ||[v]|? = ||h||1

Since F(S(R)) = S(R), it follows from (4.2.1) that F(H*(R)NS(R)) = L*(R.)NS(R).
Since L*(R,) N S(R) is dense in L?(R,), we readily deduce that H*(R) N S(R) is dense
in H*(R).

Thus, there exist sequences (wg)gen, (Vi)ren of H2(R) N S(R) such that wy, — w and
v, — v in H*(R), when k — oo. This implies that

[wkll2llorlls — lIAll1,
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when & — oco. Moreover, wyvy — wv = h in H'(R), when k& — co. Consequently,

|0 (A, (2m) " faror) — D(A, (2m) " fh) || — 0

when k£ — oo. Indeed,

(A, (2m) " Fagon) — T(A, (27) "1 fh H_H/ wkvk—wvx)wtu

—
< 17| (wevr — wo)ll
< Il lwvi — woll.

For all k € N, we have

IT(A, 2m)~ Faeon) || < C2 11 Fllue el llowll2,
by the first part of the proof. Passing to the limit, we obtain (4.4.6). m
We now arrive at the main result of this subsection.

Theorem 4.4.5. There exists a unique bounded homomorphism po a: Ao(Cs) — B(H)
such that

poa(L) = [ b(O)T;dt (4.4.8)
for any b € L'(R.). Moreover ||poall < C?.

Proof. By Lemma 4.4.4 and the density of Cyo(R) in Cy(R), there exists a unique bounded
bilinear map

uy: Co(R) x HY(R) — B(H)

such that ua(f,h) = T'(A4, (27r)_1ﬁ) for each (f, h) € Coo(R) x H'(R). Moreover [Jual| <
2.

For each € > 0, (A + ¢) is the negative generator of the semigroup (e 'T})s>0. There-
fore, in the same manner as above, one can define ua,.: Co(R) x H'(R) — B(H) and we
have the uniform estimate

Ve > 0, |uase : Co(R) x H'(R) — B(H)|| < C*. (4.4.9)
We claim that for each ¢ > 0, we have
Upare(fyh) = (fxh)"(A+e), f € Co(R), h € H(R). (4.4.10)

(We recall that the operator on the right-hand side is defined by the half-plane holomor-
phic functional calculus. In particular the above formula shows that (f x h)~(A + ¢) is
bounded.) Recall that if f € Coo(R), then b = (27)"'fh € LY(R,) and (f x k)™~ = L.
Hence (4.4.10) is given by Lemma 4.4.3 in this case. In the general case, let (f,,)nen be
a sequence of Cpo(R) such that f,, — f in Cy(R), when n — oo. Then ua . (fn, h) —
uare(f,h), hence (foxh)~(A+e) — uar(f, h). Moreover (f,xh)~ — (fxh)~ in H*(C,).
Therefore by the Convergence Lemma 4.4.2, (fxh)~(A+¢) is bounded and (4.4.10) holds
true.
Next we show that in B(H), we have

uare(f, h) —> ua(f, h), f € Co(R), h e H'(R). (4.4.11)
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In the case when f € Cy(R),

ware(f, 1) / FOR(t)e =T, dt

for any € > 0. Hence

~

oatrh) —waser W) < o [T IFORO|Q— ).
This integral goes to 0 when ¢ — 0, by Lebesgue’s dominated convergence Theorem. This
yields the result in this case. The general case follows from the density of Cpo(R) in Cy(R)
and the uniform estimate (4.4.9).

We now construct pg 4. Let F' € Ay(R) and consider two sequences (fx)ren of Co(R)
and (hg)geny of H'(R) satisfying (4.3.1) and (4.3.2). We let

N
FN:ka*hka Nzl

For any fixed € > 0, it follows from (4.4.10) that for any N > 1,
Fy(A+e) = ZUA+5 Jies he).

We both have that Fiy — F in H>®(C,) and that S0 ware(fr, he) — 252, vare(fa, hr)
in B(H). Appealing again to Lemma 4.4.2, we deduce that F'(A+¢) € B(H) and that

F A + 5 Z UA+e fk, hk) (4412)

We observe that - -
Z uA+5(fk, hk) sj(; Z UA(fk, hk) (4413)

k=1 k=1

in B(H). To check this, let a > 0 and choose N > 1 such that >332y || felloo |||l < a.
We have

N

H}i“AwLe(fkahk) - IiuA(fk,hk)H < HkiluAﬂ-:(fk?hk Z (fx, h) H

+ D MNuare(fr b))l + Z lwa(fi, h)|]-

k=N+1 k=N+1
Using the uniform estimate (4.4.9), this implies that
N

Hiuz‘l+s(fkvhk) - iUA(fkvhk)H < Hg:uA+a(fk,hk Z fk,hk H + 2Ca.
k=1 k=1 k=1

Applying (4.4.11), we deduce that

Hi“f”s(fk’hk) - iuA<fkahk)H < 3Ca
k=1 k=1

for ¢ > 0 small enough, which shows the result.
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Combining (4.4.12) and (4.4.13) we obtain that F(A + ¢) has a limit in B(H), when
e — 0. We set B B
po.a(F) = li_r%F(A +e).

It is plain that ppa: Ao(Cy) — B(H) is a linear map. It follows from the construction
that

lpo.a(F)lag < C*IF |4,

for any F' € Ay(R), hence pg 4 is bounded with ||pg 4| < C?.
Let b € L'(R,). By the compatibility Lemma 4.4.3, we have

Lo(A+¢) = /0 ST di

for any € > 0. Passing to the limit and using Lebesgue’s dominated convergence Theorem,
we obtain (4.4.8).

It follows from the density of {L; : b € L'(Ry)} in Ay(C,), given by Lemma 4.4.1,
that po 4 is unique. Morever the multiplicativity of the Hille-Phillips functional calculus
insures that py 4 is a Banach algebra homomorphism. O]

Remark 4.4.6. Let F € Ap(R) and let (fi)ren and (hi)ren be sequences of Cy(R) and
H'(R), respectively, satisfying (4.3.1) and (4.3.2). Tt follows from the proof of Theorem
4.4.5 that

poa(F) = iUAUCka hy). (4.4.14)

This equality shows that the right-hand side of (4.4.14) does not depend on the choice
of (fi)ken and (hg)ren. The reason why we did not take (4.4.14) as a definition of pg 4
is precisely that we did not know a priori that >7°, ua(fx, hx) was independent of the
representation of F'.

Functional calculus on A(C,)

We keep the notation from the previous subsection. We can extend Theorem 4.4.5 as
follows.

Corollary 4.4.7. There exists a unique bounded homomorphism ps: A(C;) — B(H)
extending po.a. Moreover ||pal < C2.

Proof. We follow an idea from [7], using regularization. Consider the sequence (G y)nen
defined in the proof of Proposition 4.3.12. Then

— N
GN(Z):]\H—Z’ zeCy, N> 1.

For any ¢ € A(C,), we let S, be the operator defined by

Sp = (14 A)po.a(pGh),

with domain Dom(S,) = {x € H : [p0.4(9G1)](x) € Dom(A)}. In this definition, we use

the fact that G, belongs to Ao (C), which follows from Proposition 4.3.4. It is clear that
S, is closed. Further Dom(A) C Dom(S,,), hence S, is densely defined. More precisely,

if € Dom(A), then z = pao(G1)(1 + A)(z) hence

P0.4(@GD) () = po.aleCOIL+ A) () = (1+ A) " po.a(@G](L + A)(x)
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belongs to Dom(A) and we have
Se(@) = po.a(wG1)(1 + A)(x). (4.4.15)

Since po.a is multiplicative, we have ,007,4(905;&) = pO,A(gpé\];)(l + A)~! for any
N > 1. Moreover as noticed in the proof of Proposition 4.3.12, (G'x) yen is an approximate
unit of Ay(R), hence goé\];évl — gp@vl in 4y(Cy), when N — oo. We deduce, using
(4.4.15), that for any = € Dom(A),

Spl) = lim po,a(¢GnG) (1 + A)(w) = lim po.a(¢G) ().

For any N > 1, . -
lpo.4(G )| < C¥lleGnllag < CZllplla,
by (4.3.8). Consequently, ||S,(z)|| < C?||¢|lallz| for any € Dom(A). This shows that
Dom(S,) = H and S, € B(H).
We now define ps: A(Cy) — B(H) by pa(p) = S,. It is clear from above that pa
is linear and bounded, with [[p4] < C?. Tt extends py a because if F € Ay(C,), then

we have poa(¢G1) = po.a(G1)poa(w) = (14 A)~'po,aly), hence S, = poa(p). Using
similar arguments, one easily obtains that p4 is multiplicative, as well as the uniqueness
property. ]
Operators with a bounded H*(C,)-functional calculus

The goal of this subsection is to explain the connections between our main results (The-
orem 4.4.5, Corollary 4.4.7) and H®°-functional calculus.

We will assume that the reader is familiar with sectorial operators and their H®°-
functional calculus, for which we refer to [19] or [26, Chapter 10]. Using usual notation,
for any 6 € (0,7) we let ¥y = {z € C* : |Arg(z)| < 6} and

H3®(3g) = {o € H®(Zg) : Is >0, |¢(2)] < min{|z|*,]2[~*} on Xy}

Let (73)>0 be a bounded Cy-semigroup on some Banach space X, with generator —A.
Recall that A is a sectorial operator of type 7.

The following lemma is probably known to specialists, we include a proof for the sake
of completeness. In part (i), the operator ¢(A) is defined by (4.4.4) whereas in part (ii),
the operator ¢(A) is defined by [19, (2.5)]. It is worth noting that if p € E(H.)NHG® (),
then these two definitions coincide.

Lemma 4.4.8. The following assertions are equivalent.

(i) There exists a constant C' > 0 such that for any o < 0 and for any ¢ € E(Ha),
le(A) < Cllgll e c,). (4.4.16)
(ii) There exists a constant C' > 0 such that for any 0 € (3,7) and for any ¢ € H*(5y),
le(A) < Cllgll = c,).
(iii) There exists a constant C' > 0 such that for any b € L'(R.),

H/ooo b(t)T: dtH < C|bl]oe. (4.4.17)
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Proof. Assume (i). By the approximation argument at the beginning of [9, Section 5],
(4.4.16) holds as well for any ¢ € H*(H,). Let b € L*(R;). The function L(-+e)
belongs to H>*(H_.) for any € > 0, hence we have

[Lo(A+e)|| < CllLy( - +e)lla=(cy) < CllLy|l=(c,) = Clb]| o

Applying Lemma 4.4.3 and letting ¢ — 0, we obtain (4.4.17), which proves (iii).

The fact that (iii) implies (ii) follows from [19, Lemma 3.3.1 & Proposition 3.3.2], see
also [36, Lemma 2.12].

Assume (ii) and let us prove (i). For any ¢ € (0, 1), consider the rational function ¢.

defined by
e+z —1
A e
We may and do assume that a € (—1,0) when proving (i). Fix some € € (0,1). It is easy
to check (left to the reader) that ¢. maps H,, into itself. Moreover there exists 6 € (g, 7r)
such that g. maps Y4 into C, ..

Let ¢ € E(H,), then

Yei=@oq.: HoUXy — C

is a well-defined bounded holomorphic function. Moreover we have

H%HH»@(HQ) < HQDHHOO(HQ)- (4.4.18)

By [19, Lemma 2.2.3], . belongs to H®(Xg) & Span{1, (1+-)~*}. Further the definition
of ¢.(A) provided by the functional calculus of sectorial operators coincides with the
definition of p.(A) provided by the half-plane functional calculus. Hence for some constant
C’ > 0 not depending on &, we have

(A < Clleellmr=cyy < Cllpllme(c,)s

by (ii). Since . — ¢ pointwise on H,, it now follows from (4.4.18) and the Convergence
Lemma 4.4.2 that ||¢(A)| < C'||¢||m=(c,), which proves (i). O

We say that A admits a bounded H*(C, )-functional calculus if one of (equivalently,
all of) the properties of Lemma 4.4.8 hold true. If A is sectorial of type < 7, the latter is
equivalent to A having a bounded H®*-functional calculus of angle 7 is the usual sense.
The main feature of the “bounded H*(C, )-functional calculus" property considered here
is that it may apply to the case when the sectorial type of A is not < 7.

We now come back to the specific case when X = H is a Hilbert space. Here are a

few known facts in this setting:

(f1) If (T})e>0 is a contractive semigroup (that is, ||73|| < 1 for all ¢ > 0), then A admits
a bounded H>°(C; )-functional calculus. See [19, Section 7.1.3] for a proof and more
on this theme.

(f2) We say that (7});>0 is similar to a contractive semigroup if there exists an invertible
operator S € B(H) such that (ST;S™!);>0 is a contractive semigroup. A straight-
forward application of the previous result is that in this case, A admits a bounded
H>(C; )-functional calculus.

(f3) If Ais sectorial of type < 7, then A admits a bounded H*>(C, )-functional calculus
(if and) only if (T3);>0 is similar to a contractive semigroup. This goes back to [35,
Section 4].
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(f4) There exist sectorial operators of type < 7 which do not admit a bounded H**(C, )-
functional calculus, by [44, 6] (see also [19, Section 7.3.4]).

(f5) There exists a bounded Cy-semigroup (73);>o such that A admits a bounded H>(C, )-
functional calculus but (7}):>¢ is not similar to a contractive semigroup. This follows
from [35, Proposition 4.8] and its proof.

We now establish analogues of Theorem 4.4.5 and Corollary 4.4.7 in the case when
A admits a bounded H*(C,)-functional calculus. Just as we did at the beginning of
Section 4.4, we set

Co(Cy) ={F : FEC,R)NH®R)} and C(Cy)={F : FeG(R)NH*R)}.

Since {b(—-) : b€ L'(Ry)} is dense in Co(R) N H*(R), by Remark 4.3.13, the following
is straightforward.

Proposition 4.4.9. Assume that A admits a bounded H*(C.)-functional calculus. Then
there ezists a unique bounded homomorphism vy a: Co(Cy) — B(H) such that

vou(Ly) = /O ST dt (4.4.19)

for any b € L'(R,).
Now arguing as in the proof of Corollary 4.4.7, we deduce the following.

Corollary 4.4.10. Assume that A admits a bounded H*(C, )-functional calculus. Then
there exists a unique bounded homomorphism va: C(Cy) — B(H) such that (4.4.19) holds
true for any b € L'(R,).

Of course when the above corollary applies, v, is an extension of the mapping pa
from Corollary 4.4.7. Thus our main results (Theorem 4.4.5, Corollary 4.4.7) should
be regarded as a way to obtain a “good" functional calculus for negative generators of
bounded Cy-semigroups which do not admit a bounded H>°(C)-functional calculus.

Remark 4.4.11. We can easily deduce from the above results a new proof of Proposition
4.2.4 (2), as follows. Recall the identifications Co(R)* = M(R) and Ay(R)* € M(H'(R))
given by (4.1.4) and Subsection 4.3. The identity (4.3.20) shows that through these
identifications, the mapping R: M(R) — M(H*(R)) taking any p € M(R) to R, is the
adjoint of the canonical embedding j: Ay(R) — Cy(R). Assume, by contradiction, that
R = M(H'(R)). Then R in onto, hence j induces an isomorphism from Ay(R) onto its
range. This implies that A4y(R) = Co(R) N H*(R) and that || - || 4, is equivalent to || - ||o
on Ag(R). By Theorem 4.4.5, this implies that the negative generator of any bounded
Co-semigroup on Hilbert space admits a bounded H*°(C, )-functional calculus. This is
false, as noted in (f4), hence we have R # M(H'(R)).

4.5. Comparison with the Besov functional calculus

In this section we compare the functional calculus constructed in Section 4.4 (Theorem
4.4.5 and Corollary 4.4.7) with the Besov functional calculus from [21, Subsection 5.5
and [7]. We start with some background on the analytic homogeneous Besov space used
in the latter paper. We refer to [7] for further details.
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Let ¢ € S(R) such that Supp(¢) C [3,2], ¥(t) > 0 for all ¢ € R, and ¢(t) + (%) =1

29
for all ¢ € [1,2]. For any k € Z, we let ¢, € S(R) be defined by ¢ (t) = (27%), t € R.
A key property of the sequence (¢)rez is that for any ky € Z, we have

VEE [ 20 s g (6) 4 i) = 1 and () = 0k ¢ {ko ko +1). (45.1)
Next define ¢, = F~1(¢). It is plain that for any k € Z,

or € H'(R)  and |lgx/l = [|do]l:- (4.5.2)

It follows that for any F' € BUC(R) and any k € Z, F x ¢y belongs to BUC(R) N H*(R).
We define a Besov space B(R) by

B(R) = {FEBUC(R) : Y N F * drlleo < oo and FZZF*¢k}-

keZ keZ

This is a Banach space for the norm

1Flls = > [1F * -
keZ
Next we set Bo(R) = B(R) N Cy(R), equipped with the norm of B(R). Then By(R) is a
closed subspace of B(R) and we clearly have

Bo(R) C Co(R)NH*®(R) and  B(R) C BUC(R) N H®(R).

We warn the reader that our notation B/B, differs from the one introduced in [7]. We
make this choice to match with the notation in Section 4.3.

We wish to underline that the above definitions of B(R) and By(R) do not depend on
the choice of the function . More precisely if (I, are two functions as above and
if we let B (R) and B*™ (R) denote the associated spaces, then B (R) and B*"” (R)
coincide as vector spaces and the norms || - || ;,0) and [ - [| ;2 are equivalent. We refer to
[7] and the references therein for these properties.

Similarly to the beginning of Section 4.4, we introduce half-plane versions of B(R) and
By(R), by setting

By(Cy)={F : FEByR)} and B(Cy)={F:FeBR)}.

In [7], Batty-Gomilko-Tomilov provided an equivalent definition of B(C, ), from which it
follows that
{Ly : be L'(Ry)} C By(Cy), (4.5.3)

see [7, Subsection 2.4 & Proposition 6.2].
Moreover they established the following remarkable functional calculus result.

Theorem 4.5.1. ([7, Theorem 4.4/, [8, Theorem 6.1]) Let X be a Banach space, let
(T3)1>0 be a bounded Cy-semigroup and let —A denote its generator. The following are
equivalent.

(i) There exists a constant K > 0 such that

[ R + it AP @) < el

—00

for any B <0, any x € X and any z* € X*.
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(ii) There exists a bounded homomorphism va: B(Cy) — B(X) such that
L) = [CWOTid,  be LA(R,),
0

In this case, v4 is unique.

Condition (i) in Theorem 4.5.1 goes back at least to [16] and [53]. In fact, condition (i)
can be defined for any closed and densely defined operator A satisfying (4.4.3) for w = 0.
Then it follows from [16, 53] that (i) actually implies that —A generates a bounded Cp-
semigroup on X. (See also [9, Theorem 6.4]). Conversely, if X = H is a Hilbert space,
it is proved in [16, 53] that if —A generates a bounded Cy-semigroup, then A satisfies
(i). (The assumption that X = H is a Hilbert space is crucial here, see the beginning of
Section 4.6 for more on this.)

Thus if (7})s>0 is a bounded Cy-semigroup with generator —A on Hilbert space, then
the property (ii) in Theorem 4.5.1 holds true. It is therefore natural to compare Corollary
4.4.7 with that property. This is the aim of the rest of this section.

Proposition 4.5.2. We both have
B<C+) C A(C+) and BO<C+) - AO((C+>

Moreover there exists a constant K > 0 such that ||¢||a < K||¢||s for any ¢ € B(C,.).
Proof. 1t follows from (4.5.1) that

Yk = (k-1 + r + Y1), k€L (4.5.4)
Consequently,
O = O * (Pr1 + b + Pry1), keZ.
Let F' € B(R). Applying the above identity, we have
F =Y Fxp* (dp1+ o+ dri1).

kEZ

Appealing to (4.5.2), we observe that F x ¢, € BUC(R) and ¢y_1 + ¢y + ¢p1 € H'(R)
for each k € Z, and that

D E * dilloolldn—r + dn + Grsalli < 3l dolli]| Flls.

k€EZ

This shows that F' € A(R), with

14 < 3ll o[ £l 5-
This yields B(C,) C A(C,). The above argument also shows that By(C,) C A(Cy). O

Let H be a Hilbert space and let A be the negative generator of a bounded Cj-
semigroup on H. We already noticed that A satisfies property (ii) in Theorem 4.5.1.
According to Proposition 4.5.2, the functional calculus ps: A(Cy) — B(H) from Corol-
lary 4.4.7 extends the functional calculus v4: B(C,) — B(H).

It turns out that the extension from v4 to p4 is an actual improvement, because of
the following result.
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Theorem 4.5.3. We both have
B(C,) # A(Cy) and Bo(Cy) # Ao(Cy).

We need some preparation before coming to the proof. We use an idea from [55,
Paragraph 2.6.4]. First for the definition of the Besov space B(R), we make the additional

assumption that ¢ (t) = 1 for any ¢ € [%, 1}. This is allowed by the aforementioned fact

that the definition of B(R) does not depend on ¢. This implies that Supp(¢)) C [3,3].

Second we fix a non-zero function f, € S(R) such that Supp(fy) C [%, 1}. Next for
any integer n > 0, we set N,, = 2" — 1 and f, = 7n,f = f(-—N,). By construction,
Supp(¢y) C [2571,32¥] for all k € Z and Supp(f,) C [2" — §,2"] for all n > 0. We derive
that

as well as
Vn,n' >0: fofw =0ifn #n'. (4.5.6)

Lemma 4.5.4. There exists a bounded continuous function m: R} — C such that

sup||mg |l < oo (4.5.7)
keZ

and the mapping T,,: H*(R) — H*(R) does not belong to M(H'(R)).

Proof. Using the definitions preceding the lemma, we set
m(t) =Y ™ f.(t),  t>0.
n=0

At most one term is non zero in this sum, hence this is well-defined and m € Cy(R?%.). Let
k > 0. According to (4.5.5), we have ma)y, = e'¥*" f; hence

lmabilly = 15 =Nl = 1 Fell = I follr-

Since myy, = 0 if k < 0, this shows (4.5.7).
Define

gy =F" (iew’l 'fn>

for all N > 0. Then gy € S(R) N H'(R) hence gy € HP(R) for any 1 < p < oo. Let us
estimate its L”-norm. On the one hand, we have

lgally < X_:OHF’l(e’iN"'fn)Hl = X_:OH [FH )] =N, = z_jollf’l(fn)lll,

hence

lonlls < (N + DIF(fo)ll1.
On the other hand, for any ¢ € R, we have

gN(t) = Z]:_l(fn)<t - Nn)7
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hence N
lgn ()] < D lgo(t — N
Since go = F(fo) € S(R) we infer that
]Svgl\gzv\\oo < 0.

1 1—1
For any 1 < p < oo, we have [[gn|l, < [lgn[I7[lgn]lec ", hence the above estimates

imply the existence of a constant K > 0 such that
lgnll, < KN#, N >1. (4.5.8)
By (4.5.6), we have

oo N ) N
mgy = (e f) (e ™ h) =30 £
n=0 n=0 n=0
For any n > 0, Supp(f2) C [2"7!,2"] hence by [18, Theorem 5.1.5.], we have an estimate
1 = 1202\ ?
17 mgwll, ~ || (32 17 0e)

Further, f2 = f2(- —N,) hence |F~1(f2)| = |F1(f2)| for any n > 0. Consequently,

(X1 UDE)" = W+ DHF )L

Thus we have )

||]:_1(mg/\N)Hp ~ N2,
Comparing with (4.5.8) we deduce that if 2 < p < oo, then T,,: H*(R) — H?*(R) is
not a bounded Fourier multiplier on H?(R). By Lemma 4.2.5, we deduce that T,, ¢
M(H'(R)). O

Proof of Theorem 4.5.3. If A(C.) were equal to B(C..), we would have Ay(C, ) = By(C,)
which in turn is equivalent to Ag(R) = By(R). So it suffices to show that this equality
fails. Let us assume, by contradiction, that Ag(R) = By(R).

Let m be given by Lemma 4.5.4. Let b € L'(R,). For any k € Z, we have

dib= 5 F(oexb(=-)

Hence using (4.5.1), (4.5.4) and Lemma 4.1.1, we have

/_O:O t)dt = Z/ t)b(t) dt

keZ

=30 [T (ralt) + 0ult) + da ()0 (2)b(0)

kEZ

= Z / 1/% 1+ Yk + Yrr1)m )} (u) [f(@bkb)} (—u) du

keZ

= Z/ ((Vr—1 + p + s )m)] () [or x b(— )] (u) du

kEZ



114 Comparison with the Besov functional calculus

Therefore,

(/_Zm(t)b(t) dt| < Y F (s + n + Yrsa)m) || |+ B(= ).

kEZ

Applying (4.5.7), we deduce the existence of a constant K > 0 such that
[ mp@at| < K flénx b= )]l = KB

keZ
Therefore there exists n € By(R)* such that

b=y = [ m@d be L(R,).

By assumption, n € A(R)*. Applying Theorem 4.3.7, let T € M(H'(R)) be associated
to 1 and let my € Cy(R% ) be the symbol of 7. Then by Remark 4.3.10, we have

b= = [ mopyd,  be L'(R.).

—00

We deduce that mg = m, and this contradicts the fact that T,, ¢ M(H*(R)). O

~

Remark 4.5.5. Let D C H'(R) be the space of all h € H'(R) such that Supp(h) is a
compact subset of R* . It is well-known that D is dense in H*(R). To check this, take any
h € H'(R) and recall that there exist v,w € H*(R) such that h = wv. Let (d,)nen and
(¢n)nen be sequences of Cy(R* ) with compact supports such that d, — @ and ¢, — 7 in
L*(R,). Then F~(d,) — w and F~!(c,) — v in H*(R), hence F~!(d,)F '(c,) = h in
H'(R). Now it is easy to see that F~1(d,)F !(c,) belongs to D for any n € N.

Let BUC x D C A(R) be the linear span of the functions f % h, for f € BUC(R) and
h € D. It follows from above that this is a dense subspace of A(R).

Let G C H>(R) be the space of all F € H*(R) such that Supp(F) is a compact
subset of R%. Then we have

BUC D C G C B(R).

The first inequality of obvious and the second one is given by [7, Proposition 6.2 & Lemma,
2.4]. Note that [7, Proposition 2.9] also asserts that G is dense in B(R).
It follows that B(R) is dense in A(R), or equivalently that B(C, ) is dense in A(C,).
Also By(C,) is dense in Ay(C,), by (4.5.3).
Remark 4.5.6.

(1) Let A be as in Subsections 4.4 and 4.4. Let p € M(R), with u({0}) = 0. According
to [7, Subsection 2.2 & Proposition 6.2], its Laplace transform L,: C; — C belongs to
B(C.). Hence L, belongs to A(C,), by Proposition 4.5.2. The argument in the proof
of Corollary 4.4.7 shows that pa(L,) is the strong limit of pgﬁA(L#a;), when N — co.
Define cy(t) = Ne ™ for any ¢t > 0 and recall that Gy = L.,. Then L“a; = Lscy for

any N > 1. Further uxcy — p narrowly, when N — oo. It therefore follows from (4.4.8)
that

paL)@) = [ Ti@)du(t), v

(2) It follows from [7, Subsection 2.2] that lim, .. ¢(y) = 0 for any ¢ € B(C,). We
noticed in Remark 4.5.5 that B(C,) is dense in A(C, ). Since |- ||gec,) < || llacy),
this implies that any element of A(C,) is the uniform limit of a sequence of B(C,).
Consequently, lim, ., ¢(y) = 0 for any ¢ € A(C,).

Thus the algebra A(C,) (equivalently, the algebra A(R)) does not contain any non
zero constant function and hence is not unital.
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4.6. ~v-Bounded semigroups on Banach spaces

In general, Theorem 4.4.5 and Corollary 4.4.7 do not hold true if H is replaced by an
arbitrary Banach space. Indeed as a consequence of [16, Proposition], the translation
semigroup (73):>o on LP(R), for 1 < p # 2 < 0o, does not satisfy condition (i) in Theorem
4.5.1. Hence by the latter theorem and Proposition 4.5.2, the mapping

Ly — /OO bOT,dt,  be L'(R,),
0

is not bounded with respect to the Ay(C)-norm.

In this section we will however establish Banach space versions of Theorem 4.4.5
and Corollary 4.4.7 on Banach spaces, involving ~-boundedness. We start with some
background and basic facts on this topic and refer to [26, Chapter 9] for details and more
information.

Let X be a Banach space. Let (7,)n>1 be a sequence of independent complex valued
standard Gaussian variables on some probability space ¥ and let Gy C L?*(X) be the linear
span of the ~,. We denote by G(X) the closure of

N
G0®X:{Z%®xk : xkeX,NeN}
k=1

in the Bochner space L*(X; X), equipped with the induced norm. Next we let G'(X*)
denote the closure of Gy ® X* in the dual space G(X)*.

A bounded set 7 C B(X) is called y-bounded if there exists a constant C' > 0 such
that for all finite sequences (Sy)r_; C T and (z4)5_; C X, we have:

N N
"I;chask(xk)‘(G(X) < CH];%@%HG(X). (4.6.1)

The least admissible constant C' in the above inequality is called the ~-bound of 7 and
is denoted by (7).

Let Z be any Banach space and let Ball(Z) denote its closed unit ball. A bounded
operator p: Z — B(X) is called y-bounded if the set p(Ball(Z)) C B(X) is 7y-bounded.
In this case we set v(p) = v(p(Ball(2))).

We now turn to the definition of ~-spaces, which goes back to the paper [29] (which
began to circulate 20 years ago). Let H be a Hilbert space. A bounded operator T: H —
X is called y-summing if

N
T, :=su {H ®T(e H }<oo,
Il = s { [ w o e,

where the supremum is taken over all finite orthonormal systems (e;)y_; in H. We let
Yoo (H; X)) denote the space of all y-summing operators and we endow it with the norm
|- ]l,- Then v (H; X) is a Banach space. Any finite rank bounded operator is y-summing
and we let v(H; X) denote their closure in v, (H; X). In the sequel, finite rank bounded
operator are represented by the algebraic tensor product H* ® X in the usual way.

Following [29, Section 5|, we let v, (H*; X*) be the space of all bounded operators
S: H* — X* such that

1S, = sup{[tr(T*S)||T: H — X, 1k(T) < o0, [|T||, <1} < o0.
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Then |[| - ||, is a norm on +/ (H*; X*) and according to [29, Proposition 5.1], we have
Ve (H X") = y(H; X) (4.6.2)
isometrically, through the duality pairing
(S,T) — tr(T*S), Ten(H;X), Ser (H;X").

We will focus on the case when H is an L2-space. Let (Q, ) be a o-finite measure
space. We identify L*(Q)* and L?*(2) in the usual way. A function &: Q — X is called
weakly-L? if for each x* € X*, the function (z*, (- )) belongs to L?(Q2). Then the operator
¥ — (2, &(+)) from X* into L?(Q) is bounded. If ¢ is both measurable and weakly-L?,
then its adjoint takes values in X and we let I: L*(Q2) — X denote the resulting operator.
More explicitly,

(2", Le(g)) = /Qg(t)@*,ﬁ(t)) du(t), g€ L*Q) 2" € X"
We let v(€; X) be the space of all measurable and weakly-L? functions £:  — X such
that I belongs to y(L*(Q); X), and we write ||£]|, = | L[|, for any such function.

Likewise a function ¢: Q — X* is called weakly*-L? if for each x € X, the function
(C(+), ) belongs to L*(€2). In this case, the operator x — (((-),x) from X into L*(Q) is
bounded and we let I.: L*(2) — X* denote its adjoint. We let 4/, (; X*) be the space of
all weakly*-L? functions ¢: Q@ — X such that I belongs to 7/, (L*(Q2); X), and we write
I¢]l,, = [IL]l, for any such function.

Note that our space 7/, (€2; X*) is a priori bigger than the one from [29, Definition 4.5],
where only measurable functions 2 — X* are considered.

Lemma 4.6.1. For any & € v(2; X) and any ¢ € v, (Q; X*), the function t — (((t),&(t))
belongs to L'(QY) and in the duality (4.6.2), we have

I Te) = | (C(0),€(0) dult).

Moreover

[ @) dute) < €0 1<l

If we consider measurable functions (: €2 — X™* only, the above statement is provided
by [29, Corollary 5.5]. The fact that is holds as well in the more general setting of the
present paper follows from the proof of [26, Theorem 9.2.14].

The main result of this section is the following.

Theorem 4.6.2. Let (T})i>0 be a bounded Cy-semigroup on X and let A be its negative
generator. The following assertions are equivalent.

(i) The semigroup (T})i>o is y-bounded, that is, the set Ty = {1} : t > 0} is y-bounded;

(ii) There ezists a y-bounded homomorphism po a: Ao(Cy) — B(X) such that (4.4.8)
holds true for any b € L*(R,).

In this case, po 4 is unique and ¥(Ta) < v(po.a) < v(Ta)%
Further there exists a unique bounded homomorphism pa: A(C,) — B(X) extending
po.A, this homomorphism is ~y-bounded and v(pa) = v(po,a)-
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A thorough look at the proofs of Theorem 4.4.5 and Corollary 4.4.7 reveals that in
Subsections 4.4 and 4.4, the Hilbertian structure was used only in Lemma 4.4.4. So
without any surprise the main point in proving Theorem 4.6.2 is the following y-bounded
version of Lemma 4.4.4.

Lemma 4.6.3. Let (T})i>0 be a y-bounded Cy-semigroup on X and let A be its negative
generator. Let C = ~(Ta). Then the set

{P(4, 2m) Fiv) : f € Col®), w,0 € HXR)ASR), {[flln ol o]} < 1}
(4.6.3)
is y-bounded, with vy-bound < C?.

Proof. Let N € N and let fi,..., fx € Coo(R), wy,...,wn,v1,...,08 € HX(R) N S(R)
such that || fxlloo < 1, [Jwg|l2 < 1 and ||vglle < 1 for any &k =1,..., N. We set

Sy =T (A, 2m) frwnr), k=1,...,N.

Let z1,...,zx € X and z7,...,23 € X*. Following the notation in the proof of Lemma
4.4.4, we define, for any £ = 1,..., N, two strongly continuous functions Wy, Vi: R —
B(X) by

Wi(s) = /0 wi(r)e” T, dr and Vi(s) = /0 vp(t)e T, dt, s € R.

According to (4.4.7),

S5l ai) = gp 32 [ ) Wa(s), Vilo) i) .
hence

‘Z(Sk(xk),xz>‘ < 471T2 Z/_oo | (Wi(s)xk, Vie(s)*zp) | ds.
k=1 k=177"%°

We let Ny = {1,..., N} for convenience. We will use y-spaces on either R or Ny x R.
For any £ =1,..., N, the function

ap = Wk()xk R— X
is measurable and weakly-L?. Likewise,
Br =Vi(-)ap: R— X*

is weakly*-L?. If we are able to show that ay € v(R; X) and S € 7/, (R; X*) for any
k=1,...,N, then Lemma 4.6.1 insures that

o (N X B X )’
(4.6.4)
Our aim is now to check that oy, € v(R; X) and i, € v, (R; X*) for any k and to estimate
the right-hand side of (4.6.4).
By assumption, T4 = {7} : t > 0} is y-bounded. According to the Multiplier Theorem
stated as [22, Theorem 6.1}, there exists a bounded operator

N
3 Sutan),at)] < o 00 5) = W) | s 8) = Vi (5)a;

M: y(L*(R); X) — y(L*(R); X)
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with norm < C' = v(74), mapping v(R; X) into itself, and such that for any ¢ € v(R; X),
[M(&)](t) = Ty(&(t)) if t > 0, and [M(§)](t) = 0 if t < 0. Further by the Extension
Theorem stated as [26, Theorem 9.6.1], F @ Ix: L*(R) ® X — L*(R) ® X admits a
(necessarily unique) bounded extension

U: y(LA(R); X) — (LA (R); X),

with norm < /27, According to Lemma 2.2.19, I,, = (¥ o M)(w; ® zi) for any k =
1,...,N. This shows that a; € v(R;X). Let (e,)_, be the canonical basis of (3. It
follows from above that

N
H(k s) = Wi(s ka (Ny xR; X) szlek ® (Vo M)( ® Ik)ny(L2(NN><R);X)

N
<V2rC||Y e 0 T @
k=1

~(L2(Ny xR); X))

The finite sequence (e}, @ wg)_, is an orthogonal family of L*(Ny x R). Consequently,

N
sz::lek®wk®xk = HZHwkHﬂk@kag(x)

v(L2(Ny xR);

< —
< max| | | Hk; o,
Since ||wx||2 = V27 ||wi ||z < V27 for any k = 1,..., N, we finally obtain that
N
||(k s) = Wi(s ka (Ny xR; X) < 2’7‘(’0”];7k®kaG(X)

We now analyse the 3. Fix k and consider g € L*(R) and # € X. Using Lemma
4.6.1, we have

(Is, (9), 7) = / " gs) i Vils)) ds

= F(0p(zy, T(x))) (s) ds

- xkaﬂ( )>dt

:<vA®xk, g®x)>
<A®xk7 MO\II)(g(X) >>

= (0" o M*) (0 @ 27),9 ® ).

This shows that 5, € ¥, (R; X*), with I, = (V* o M*)(v; ® z};). Now arguing as in the
Wi (- )z case, we obtain that

N
1,5 = V@) ey < 27C [ wo st

ar(x)
We now implement these estimates in (4.6.4) to obtain that
N N N
st 0] < ASrwo [ mo ]
PUCICAR > aonl @i
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By the very definition of G'(X), this means that

N N
ke @ Sk(xg H < 02H %®%H ;
)’,;7 (k) G(X) 1€2=:1 a(X)

which completes the proof. O]

Proof of Theorem 4.6.2. Assume (i). By Lemma 4.6.3, any element in the set (4.6.3) has

norm < C'. Hence the proof of Theorem 4.4.5 shows the existence of a unique bounded

homomorphism pg 4: Ag(C;) — B(X) such that (4.4.8) holds true for any b € L*(R,).
To prove y-boundedness of py 4, we introduce the set

L = {(fxwv)” : f € Co(R), w,v € H*R)NSR), {[Ifllc: ]2, [lvll2} <1} < Ao(Cy).

Recall (see the proof of Lemma 4.4.4) that any h € H'(R) can be written as a product
h = wv, with w,v € H*(R) and ||w||3 = ||v||3 = ||h]|1, and that H*(R) N S(R) is dense in
H?*(R). Going back to Definition 4.3.2, we derive that

Ball(Ay(C,)) = Conv{L}.

This implies that
po,a(Ball(Ay(C,))) € Conv{poa(L)}.

Since po a((f*wv)™) =T (A, (27r)_1f@) for any f € Cyo(R) and any w,v € H?(R)NS(R),
Lemma 4.6.3 says that po (L) is y-bounded, with y-bound < C?. Owing to the fact that
~v-boundedness and ~-bounds are preserved by convex hulls (see e.g. [26, Proposition
8.1.21]) and uniform limits, we infer that pg 4 is y-bounded, with y(pg4) < C?. This
proves (ii).

Conversely assume (ii). The proof of Corollary 4.4.7 shows the existence of a unique
bounded homomorphism p4: A(C;) — B(X) extending ppa as well as the fact that
pa(Ball(A(C.))) belongs to the strong closure of pg 4 (Ball(Ay(Cy.))). Since y-boundedness
and y-bounds are preserved by strong limits, we obtain that p4 is y-bounded, with

1(pa) = V(po.a)-
Finally the argument in Remark 4.5.6 (1) shows that for any ¢ > 0,

T, € pa(Ball(A(Cy))).

This implies (i), with y(74) < v(pa). O



120 ~v-Bounded semigroups on Banach spaces




Appendices

121






Appendix A

v-boundedness of Cj-semigroups on
non K-convex spaces

After Chapter 2 was published as a paper in Studia Mathematica, I realised that some
of its results could be slightly improved. Namely most results in Chapter 2 are stated
under a K-convexity assumption which can be lifted, up to some simple modifications.
Since Chapter 2 was already published, I decided not to modify it and to explain the
modifications in this appendix.

We will use the spaces G'(X*) and 7/ () introduced in [29] (see also Chapter 4
section 6). In this context, we introduce the condition (y-GF'S),,,, which is defined as
the condition (W~-GFS)p,. except the norm || - ||gx+) is replaced by || - [[a/(x) (see
definition 2.3.4).

Definition A.1. Let m > 1 be an integer. We say that A has property (7-GFS);,. if
there exists a constant C' > 0 such that for any N € N, for any aq,...,ay < w, and for
any xi,...,ry € X and yq,...,yny € X*, we have

N
S [ 1w = )™ Rl + it, A", e
k=1 7R

N
Z Vi @ Yk
k=1

<C

N
Z%@xk
k=1

G(X) G/(X*)

Now using Lemma 4.6.1, the equality

N
Z Ve @ Yk
k=1

<1
G'(X*)

S

N
Z Vi @ Tk
k=l G(X)

and the proofs of Theorem 2.3.8 and Theorem 2.4.1 one obtains the following result (which
sums up an improvement of Theorem 2.3.8 and Theorem 2.4.1 ):

Theorem A.2. Let X be a Banach space and let m > 1 be an integer. Let A be an
operator of half-plane type w on X. The following assertions are equivalent:

(i) —A generates a Cy-semigroup (T})e>0 of y-type w;

(ii) There exists a constant C > 0 such that for all N € N, for all xq,..., x5y € X, for all
Yi, - yn € X*, and for all aq, ..., any < w, the functions (t, k) — Jw — axR(ay +
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it, A)zy, and (t, k) — Jw — . R(ay + it, A*)yy belong to (R x Ny; X) and v/, (R x
Ny; X*), respectively, and satisfy

N
H(t, k) — vw — o R(ay, + it A)kav(RxNN;X) <C Vi Q Tg
b=l G(x)
and
N
(¢, k) = Vw — o R(ay, + it A*)kaﬂ(RxNN;X*) <C kZ:l’Yk ® Yk ;
- Gr(x7)

(111) A has (V-GFS)mu;
(iv) A has a y-1-bounded functional calculus of type w;
(v) A has a y-m-bounded functional calculus of type w.

A thorough look at the proof of 2.5.2 convinces us that we have the following result
(which is an improvement of Theorem 2.5.2) :

Theorem A.3. Let X be a Banach space. Let —A be the generator of a Cy-semigroup of
v-type w on X. Then A has a y-1-bounded functional calculus of type s for each s < s{(A).

In sight of the proof of 2.5.3, it is easy to obtain the following improvement of Corollary
2.5.5:

Corollary A.4. Let (T})i>0 s a bounded Cy-semigroup on some Banach space. If there
exists § > 0 such that {e=%T, : t > 0} is y-bounded, then {e=%T; : t > 0} is y-bounded
for any 6 > 0.
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Cy-semigroupes v-bornés et opérateurs a puissance y-bornées, caractérisations
et calculs fonctionnels

Dans un premier temps, on montre 'existence d’opérateurs sectoriels A bornés de type
0 (respectivement d’opérateurs de Ritt T') tels que I'ensemble {e=** : ¢ > 0} n’est pas
~-borné (respectivement I'ensemble {T™ : n € N} n’est pas y-borné).

Dans le second chapitre nous étudions les Cy-semigroupes y-bornés sur un espace de
Banach. Nous généralisons le Théoreme de Gomilko Shi-Feng aux espaces de Banach ce
qui nous donne une caractérisation des Cy-semigroupes y-bornés. De plus nous étudions
le calcul dérivé introduit par Batty Haase et Mubeen dans ce contexte.

Le chapitre suivant est consacré a I’étude des opérateurs qui satisfont une condition
appelée dans le mémoire condition de Gomilko Shi Feng. Nous montrons que cette con-
dition est équivalente a différents calculs fonctionnels bornés. Nous étudions aussi les
opérateurs a puissances y-bornées que nous caractérisons par un résultat similaire au cas
des Cy-semigroupes y-bornés.

Dans le dernier chapitre on s’intéresse au Cp-semigroupes sur un espace de Hilbert.
Notre but est de construire un calcul fonctionnel borné sur une nouvelle algebre A(C, )
inspirée des algebres de Figa-Talamanca-Herz. Nous verrons que ce calcul fonctionnel
améliore les résultats qui existent déja sur le sujet. Nous obtenons aussi des résultats sur
I'espace des multiplicateurs de Fourier bornés sur I'espace de Hardy H'(R) qui sont utiles
pour I'étude de I'algebre A(C, ).

Mots-clés : Cy-semigroupes; opérateurs a puissances bornés; ~-bornitude; multipli-
cateur de Fourier; espaces de Besov; calcul fonctionnel.
Classification AMS : 47A99, 46B15, 47A60, 47D06, 46B28, 42B35, 30HO05.

~v-bounded Cj-semigroups and power v-bounded operators: characterizations
and functional calculi

First and foremost we show that there exist bounded sectorial operators A of type
0 (respectively Ritt operators T) such that the set {e7** : ¢t > 0} is not ~-bounded
(respectively the set {T™ : n € N} is not y-bounded).

In the second chapter, we study v-bounded Cy-semigroups on Banach spaces. We will
able to generalize Gomilko Shi-Feng Theorem in Banach settings. This generalization gives
us a characterization of y-bounded Cj-semigroups. Further, in this context, we study the
derivative bounded functional calculus introduced by Batty Haase and Mubeen.

The next chapter is dedicated to operators which satisfy a condition called discrete
Gomilko Shi-Feng condition. We show that this condition is equivalent to various bounded
functional calculi. We also study power y-bounded operators and we characterize them
in a similar way as for y-bounded Cj-semigroups.

In the final chapter, we focus on Cy-semigroups on Hilbert space. Our goal is to con-
struct a bounded functional calculus on a new algebra A(C, ) inspired by Figa-Talamanca-
Herz algebras. We show that this bounded functional calculus improves existing results.
We also get results about bounded Fourier multipliers on the Hardy space H'(R) which
are useful for the study of A(C,).

Key words : Cjy-semigroups; power bounded operators; Fourier multipliers; Besov spaces;
fonctional calculus.
AMS Classification : 47A99, 46B15, 47A60, 47D06, 46B28, 42B35, 30H05.





