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heure après laquelle les portes du bâtiment de l’École se ferment. Initialement partis
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les meilleures conditions possibles.

Mon parcours académique s’est construit au hasard de rencontres, d’enseignants et
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mots pour me remotiver, à un moment où j’étais en prise avec le doute et la perte de
confiance en moi. Il m’a transmis sa passion des mathématiques, qui ne m’a plus quitté.
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thèse, qui m’ont nourri et fait grandir.



Quand je suis arrivé à l’École polytechnique, j’étais en grande réflexion sur les
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rencontré Lionel Montoliu, avec qui nous avons fondé le projet 0.6planet qui se donne
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de comprendre les enjeux écologiques contemporains et de savoir comment leurs ac-
tivités devraient être modifiées pour (au moins) ne pas aggraver la situation. C’est
pour cette raison qu’en juin 2020, Mathilde Boissier a décidé de créer la Commission de
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pour ces moments inoubliables.



Contents

1 Introduction (version française) 1
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1.1.3 Jeux à champ moyen et couplages . . . . . . . . . . . . . . . . . . 6
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Chapter 1

Introduction (version française)

Les jeux à champ moyen (MFG) sont à la fois une théorie mathématique et un outil de
modélisation. Ils ont été introduits en 2006 indépendamment par Jean-Michel Lasry et
Pierre-Louis Lions dans [88, 89, 90] et Minyi Huang, Roland P. Malhamé, et Peter E.
Caines dans [80]. Les jeux à champ moyen sont des modèles asymptotiques de jeux non
coopératifs de joueurs rationnels, interagissant par un effet de champ moyen. Chaque
acteur optimise son propre système dynamique, par rapport à une certaine fonctionnelle
de coût. Cette dernière dépend de variables de couplage, elles-mêmes dépendantes de la
distribution des états et des contrôles.

Cette thèse consiste en trois études consacrées à l’analyse et à la résolution numérique
de différents modèles de jeux à champ moyen. Nous commençons par une introduction
aux jeux à champ moyen dans la section 2.1. Dans la section 2.2 nous proposons une
présentation détaillée des trois contributions :

2.2.1 Jeux à champ moyen en temps discret avec agents averses au risque :
en utilisant le concept de mesure de risque composite, nous étudions un modèle
MFG en temps discret impliquant des agents averses au risque . Nous montrons
l’existence d’une solution via une approche point fixe. Nous montrons qu’une
politique optimale du MFG est "(N)-optimale pour un certain jeu à N joueurs et
que la suite "(N) converge vers zéro lorsque le nombre de joueurs tend vers l’infini.

2.2.2 Jeux à champ moyen potentiels discrets : nous étudions des MFG à po-
tentiel en temps discret et en espace d’état fini (aussi appelé variationnel) avec
des contraintes dures, c’est-à-dire avec des potentiels convexes, éventuellement non
différenciables et avec un domaine borné. Nous définissons un problème primal
et un problème dual, et nous montrons un résultat de dualité sous des conditions
de qualification appropriées. Nous montrons l’existence d’une solution au système
de jeu à champ moyen et montrons l’unicité lorsque les potentiels sont dérivables.
Ensuite, nous implémentons deux familles de méthodes numériques : des méthodes
proximales primales-duales (Chambolle-Pock et Chambolle-Pock-Bregman) et des
méthodes basées sur le Lagrangien augmenté (ADMM et ADM-G). Nous com-
parons les performances de chaque méthode pour deux cas d’application : un
modèle de congestion et un modèle de prix, tous deux avec des contraintes dures.

2.2.3 Gradient conditionnel généralisé et apprentissage dans les jeux à champ
moyen potentiels : nous appliquons l’algorithme de gradient conditionnel généralisé
pour les jeux à champ moyen potentiels dans un cadre EDP. Nous mettons en
évidence le lien entre cet algorithme et une méthode itérative de meilleure réponse

1
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pour résoudre des jeux appelée algorithme de jeu fictif. Cette dernière est une
méthode d’apprentissage qui se déroule de la façon suivante : à chaque étape,

(a) Optimisation : pour une croyance donnée de la stratégie des autres, trouver
la meilleure réponse des joueurs ;

(b) Apprentissage : mettre à jour la croyance en faisant la moyenne de toutes les
meilleures réponses trouvées depuis le début de la procédure.

Dans ce cadre potentiel, la notion d’exploitabilité issue de la théorie des jeux peut
être interprétée comme un écart primal-dual. On montre que pour la séquence
d’apprentissage �k = 2/(k+2), le coût potentiel converge en O(1/k), l’exploitabilité
et les variables du problème (distribution, congestion, prix, fonction de valeur et
termes de contrôle) convergent en O(1/

p
k), pour des normes appropriées.

1.1 Généralités sur les jeux à champ moyen

Nous introduisons dans cette section les principaux concepts de théorie des jeux à champ
moyen qui seront approfondis dans la thèse. Par commodité, nous avons décidé d’utiliser
le cadre du chapitre 5, qui est un modèle en temps continu avec un espace d’état continu.
Il a la forme la plus standard (en comparaison avec la littérature actuelle), soulignons
que les cadres des chapitres 3 et 4 sont différents.

Dans la section 1.1.1 nous rappelons d’abord la notion d’équilibre de Nash dans les
jeux à N -joueurs et nous expliquons comment passer à la limite lorsque le nombre de
joueurs tend vers l’infini. Dans la section 1.1.2, nous présentons un sec:individual-control-
problem paramétré par des termes de couplage fixes � et P , et dérivons un contrôle
de rétroaction optimal. Dans la section 1.1.3, nous définissons un problème de jeu à
champ moyen où chaque agent optimise le sec:individual-control-problem introduit dans
la section 1.1.2 avec des termes de couplage dépendant maintenant de la distribution
des états et des contrôles des joueurs. Nous détaillons la structure de point fixe du jeu
et mettons en évidence quelques différences entre les modèles de congestion et de prix.
Dans la section 1.1.4, nous présentons des jeux à champ moyen potentiels, qui sont des
jeux à champ moyen avec une structure variationnelle. Cette classe est particulièrement
intéressante pour montrer l’unicité de solution et l’application de méthodes numériques
dont nous donnons un aperçu dans la section 1.1.5.

1.1.1 Équilibres de Nash dans les jeux anonymes

Les jeux à champ moyen sont des modèles limites pour des jeux avec un grand nombre
de joueurs. Le but de cette première section est d’expliquer comment dériver un modèle
limite pour un jeu à N joueurs et comment établir une connexion entre les deux ; plus
précisément, nous expliquons comment construire une solution approchée du jeu à N
joueurs à partir du modèle limite. Pour cela, nous considérons un modèle très simple.

Jeu à N joueurs Soit N > 0 le nombre de joueurs et soit N = {1, . . . , N} l’ensemble
des joueurs. Soit C un sous-ensemble borné de R

d et soit P(C) l’ensemble des mesures
de probabilité sur C. Soit c : C ⇥ P(C) ! R une fonction objectif. On suppose que
c est K-Lipschitz par rapport à sa deuxième variable, pour la distance de Rubinstein-
Kantorovich, notée d1. Chaque agent cherche à minimiser c en choisissant une stratégie
xi 2 C pour une mesure donnée mN,i

x̄ := 1
N�1

P
j2N\{i} �x̄j 2 P(C) des autres. On dit

2
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que x̄ = (x̄1, . . . , x̄N ) 2 CN est un équilibre de Nash si pour tout i 2 N ,

c
⇣
x̄i,m

N,i
x̄

⌘
 c

⇣
x,mN,i

x̄

⌘
(1.1)

pour tout x 2 C. Un équilibre de Nash est un point tel qu’il n’y a pas de déviations
unilatérales profitables. De façon équivalente, nous avons que

c
⇣
x̄i,m

N,i
x̄

⌘
= inf

x2C
c
⇣
x,mN,i

x̄

⌘
= inf

m2P(C)

Z

C
c
⇣
x,mN,i

x̄

⌘
dm(x).

Limite de champ moyen Lorsque le nombre de joueurs est infini, on dit que m̄ 2 P(C)
est un équilibre de Nash si et seulement si

Z

C
c (x, m̄) dm̄(x) = inf

x2C
c (x, m̄) = inf

m2P(C)

Z

C
c (x, m̄) dm(x). (1.2)

De manière équivalente, m̄ est un équilibre de Nash si supp(m̄) ✓ argminx2C c(x, m̄).
Considérons une solution du modèle limite, c’est-à-dire un point m̄ satisfaisant (1.2).
L’idée principale pour construire une solution approximative à (1.1) consiste à trouver
x̄ = (x̄i)i2N 2 CN tel que pour tout i 2 N ,

c(x̄i, m̄)  c(x, m̄), 8x 2 C (1.3)

et tel que

d1(m̄,mN
x̄ )  "(N), où : mN

x̄ =
1

N

X

i2N

�x̄i 2 P(C).

En pratique x̄ peut être obtenu via des inégalités de concentration [58], qui assurent que
"(N) ! 0 lorsque N ! 1. Nous avons

mN
x̄ =

N � 1

N
mN,i

x̄ +
1

N
�x̄i ,

donc d1(m
N
x̄ ,mN,i

x̄ )  C/N et donc,

d1(m̄,mN,i
x̄ )  C/N + "(N).

On déduit de la continuité Lipschitz de c, de l’inégalité (1.3) et l’inégalité ci-dessus que
pour tout i 2 N ,

c(x̄i, m̄)  c(x, m̄) + 2K(C/N + "(N)), 8x 2 C,

ce qui prouve que x̄ est un équilibre de Nash approximatif pour le jeu à N joueurs.

1.1.2 Problèmes de contrôle individuel

Nous définissons maintenant le problème de contrôle individuel résolu par tout agent
impliqué dans le problème de jeu à champ moyen. Dans cette introduction son problème
est un problème de contrôle optimal stochastique en temps continu paramétré par une
paire de congestion et de prix (�, P ).

3
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Problème de contrôle stochastique Soit (Bs)s2[0,T ] un mouvement brownien et soit
Y une variable aléatoire, indépendante de (Bs)s2[0,T ], avec une distribution de probabilité

m0 2 D1(T
d) :=

�
m 2 L1(Td), m � 0,

R
Td m(x)dx = 1

 
. Soit F la filtration engendrée

par le mouvement brownien (Bs)s2[0,T ] et la variable aléatoire initiale Y . On note L2
F
(Rd)

l’ensemble des processus stochastiques ⌫ sur [0, T ] de valeur dans Rd adapté à F tel que

E

hR T
0 |⌫s|

2ds
i
< +1. Pour tout terme de congestion Lipschitz � et vecteur continu de

prix P , on définit le coût individuel Z�,P : L2
F
(Rd) ! R,

Z�,P (⌫) = E

Z T

0
L(⌫s) + hP (s), ⌫si+ �(X⌫

s , s)ds+ g(X⌫
T )

�
,

où pour tout ⌫ 2 L2
F
(Rd), on note (X⌫

s )s2[0,T ] la solution de l’équation différentielle
stochastique

dXs = ⌫sds+
p
2dBs, X0 = Y.

Le critère stochastique individuel est composé d’un coût courant individuel fortement
convexe L : Rd ! R, un coût terminal lisse g 2 C1(Td), et m0 2 C1(Td) est la dis-
tribution de probabilité de l’état initial Y . Le critère est également paramétré par la
congestion � et le vecteur des prix P . Le problème individuel est :

inf
⌫2L2

F
(Rd)

Z�,P (⌫). (1.4)

Programmation dynamique La théorie de la programmation dynamique nous per-
met de caractériser la solution du problème individuel présenté ci-dessus. L’idée est
d’introduire la fonction valeur u[�, P ] : Td ⇥ [0, T ] ! R, définie par

u[�, P ](x, t) = inf
⌫2L2

F
(t,T ;Rd)

E

Z T

t
L(⌫s) + hP (s), ⌫si+ �(Xs, s)ds+ g(XT )

�
,

paramétrée par � et P et où X est la solution de

dXs = ⌫sds+
p
2dBs, Xt = x. (1.5)

Sous des hypothèses appropriées, la fonction u[�, P ] est la solution de viscosité à l’équation
de Hamilton-Jacobi-Bellman

�@tu�∆u+H(ru+ P ) = �, (x, t) 2 Q,

u(x, T ) = g(x), x 2 T
d,

où Q est défini par Q = T
d ⇥ [0, T ] et l’application H, appelée hamiltonienne, est liée à

la transformée de Fenchel du coût courant L. C’est-à-dire, pour tout p 2 R
d,

H(p) = L?(�p) = sup
v2Rd

�hp, vi � L(v).

Si L est strictement convexe (et donc au moins continu), le supremum est atteint à
v = �Hp(p), où Hp est le gradient de l’hamiltonien. Ensuite, à partir de la solution
u[�, P ], on peut dériver une fonction de rétroaction

v(x, t) = �Hp(ru(x, t) + P (t)),

pour tout (x, t) 2 Q.
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Vérification La fonction de rétroaction v nous permet de construire une solution au
problème de contrôle, via le système en boucle fermée

dXv
s = v(Xv

s , s)ds+
p
2dBs, X0 = Y. (1.6)

Nous montrons ensuite que le processus stochastique ⌫v, défini par

⌫vs := v(Xs, s) = �Hp(ru(Xs, s) + P (s)),

pour tout s 2 [0, T ], est en effet optimal. Soit ⌫ 2 L2
F
(0, T ;Rd) et soit (X⌫

s )s2[0,T ] la
solution de (1.5). Par la formule d’Itô nous avons

u(X⌫
T , T )� u(Xv

0 , 0) =

Z T

0
(@tu(X

⌫
s , s) +ru(X⌫

s , s) · ⌫s +∆u(X⌫
s , s)) ds

+

Z T

0
ru(X⌫

s , s) · dBs.

En prenant l’espérance des deux côtés, on obtient

E [u(X⌫
0 , 0)� u(X⌫

T , T )] = (a) + (b) + (c),

où

(a) = E

Z T

0
(L(⌫s) + hP (s), ⌫si+ �(X⌫

s , s)) ds

�
,

(b) = �E

Z T

0
(@tu(X

⌫
s , s) +∆u(X⌫

s , s)�H(ru(X⌫
s , s) + P (s)) + �(X⌫

s , s)) ds

�
,

(c) = �E

Z T

0
(L(⌫s) +H(ru(X⌫

s , s) + P (s)) + hP (s) +ru(X⌫
s , s), ⌫si) ds

�
,

pour tout ⌫ 2 L2
F
(0, T ;Rd). Puisque u est solution de l’équation de Hamilton-Jacobi-

Bellman, nous avons (b) = 0. De plus, par définition, u(x, T ) = g(x) pour tout x 2 T
d.

Ainsi

E [u(Y, 0)] = Z�,P (⌫) + (c),

où nous avons utilisé la condition initiale X⌫
0 = Y . Par l’inégalité de Fenchel-Young, on

a

L(⌫) +H(ru(x, s) + P (s)) + hru(x, s) + P (s), ⌫i � 0,

pour tout (x, s) 2 Q et ⌫ 2 R
d. L’inégalité est une égalité lorsque ⌫ = �Hp(ru(x, s) +

P (s)). En conséquence (c)  0 pour tout ⌫ 2 L2
F
(0, T ;Rd) et (c) = 0 quand ⌫ = ⌫v.

Nous avons donc

Z�,P (⌫
v) = E [u(Y, 0)]  Z�,P (⌫),

ce qui prouve que le contrôle (⌫vs )s2[0,T ] est optimal.

Problème de contrôle d’équations aux dérivées partielles Les espaces de Sobolev
sont notés Wn,q(Q), l’ordre de dérivation n étant éventuellement non entier (suivant la
définition de [87, section II.2]). Nous fixons

W 2,1,q(Q) = W 1,q(Q) \ Lq(0, T ;W 2,q(Td)), W 1,0,q(Q) = Lq(0, T ;W 1,q(Td)).
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Soit p > d + 2. Le problème de contrôle stochastique individuel a une formulation
d’équation aux dérivées partielles donnée par

inf
(m,v)2R

Z�,P (m, v) :=

Z

Q
(L(v) + hP, vi+ �)mdxdt+

Z

Td

gm(T )dx,

où l’ensemble R est défini comme l’ensemble des couples (m, v) 2 W 2,1,p(Q)⇥W 1,0,1(Q)
satisfaisant l’équation de Fokker-Planck

@tm�∆m+r · (vm) = 0, m(0) = m0.

Le lien entre les deux problèmes s’explique par le fait qu’étant donné une fonction de
rétroaction v, la solution m de l’équation de Fokker-Planck nous fournit la distribution
de probabilité de la solution du système en boucle fermée (1.6). Dans le modèle limite à
infinité d’agents qui sera introduit ensuite, l’équation de Fokker-Planck décrira l’évolution
de la distribution des agents, en supposant qu’ils emploient tous la même rétroaction v
et qu’ils sont soumis à des bruits indépendants.

1.1.3 Jeux à champ moyen et couplages

Jusqu’à présent, nous avons décrit un problème de contrôle individuel où les deux
paramètres � et P étaient fixés. Le but des jeux à champ moyen est de considérer
un continuum de joueurs identiques, chacun optimisant son propre critère, tout en inter-
agissant avec les autres à travers les termes de couplage.

Un problème de point fixe Dans la section 1.1.2 nous avons expliqué comment
caractériser le contrôle optimal d’un agent représentatif grâce à la théorie de la program-
mation dynamique. Nous introduisons maintenant un problème de jeu à champ moyen,
sous la forme d’un problème de point fixe, où les termes de couplage � et P ne sont plus
donnés, mais font partie du problème. Ils sont déduits de m et v via des fonctions de
couplage. Soit f : Td⇥D1(T

d) ! R et � : Rk ! Rd des applications Lipschitz et bornés.
Le problème de jeu à champ moyen est donné par : trouver (m̄, v̄) 2 R tel que

(m̄, v̄) 2 argmin
(m,v)2R

Z�,P (m, v), �(x, t) = f(x, m̄(t)), P (t) = �

✓Z

Td

v̄(x, t)m̄(x, t)dx

◆
,

(1.7)
pour tout t 2 [0, T ]. Ce problème est un problème d’équilibre de Nash (voir le lien avec
(1.2) dans la section 1.1.1). Il bénéficie d’une structure de point fixe : chaque (m, v)
induit les termes de couplage � et P via les applications de couplage f et � ; et toute
paire de termes de couplage (�, P ) donne une paire (m, v) via l’optimisation du problème
individuel. Avant de décrire le système de jeu à champ moyen associé, nous discutons
des modèles de congestion et de prix.

Modèles de congestion Dans les modèles de congestion, l’interaction entre les acteurs
se fait à travers le terme de congestion f . Cela correspond au cas où � = 0 dans la section
ci-dessus. Une situation naturelle à considérer est celle du mouvement d’une foule où
chaque joueur cherche à éviter des régions encombrées, pénalisées via le couplage f . Le
problème de jeu à champ moyen est donné par

(m̄, v̄) 2 argmin
(m,v)2R

Z�,0(m, v), �(x, t) = f(x, m̄(t)),

6
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pour tout t 2 [0, T ]. Dans cette situation l’état x 2 T
d d’un joueur représente par

exemple sa localisation dans une pièce, une rue, etc. Le contrôle v est la vitesse du
déplacement.

Modèles de prix Dans un modèle de prix, l’interaction se produit via le terme de prix
P . Cela correspond au cas f(x,m) = 0 pour tout x 2 T

d, m 2 D1(T
d) dans la section

ci-dessus. Une situation classique est donnée par le modèle de concurrence de Cournot :
chaque acteur minimise son coût en vendant ou en achetant sur le marché. Le problème
stochastique individuel est donné par

(m̄, v̄) 2 argmin
(m,v)2R

Z0,P (m, v), P (t) = �

✓Z

Td

v̄(x, t)m̄(x, t)dx

◆
,

pour tout t 2 [0, T ]. Le vecteur des prix P (t) est fonction de la demande agrégée
D(t) :=

R
Td v(x, t)m(x, t)dx à l’instant t 2 [0, T ]. Ensuite, dans ce problème, un agent

représentatif contrôle un niveau de stock x 2 T
d composé de d actifs différents. Dans la

définition de la fonction de coût Z0,P , nous pouvons interpréter P (s) comme le prix (au
temps s) associé à ⌫s.

Système de jeu de champ moyen Nous sommes maintenant prêts à présenter le
système de jeu à champ moyen où (u, v,m, �, P ) est l’inconnu associé au problème de
jeu à champ moyen (MFGf,�),

8
>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

(i)

(
�@tu�∆u+H(ru+ P ) = �,

u(x, T ) = g(x),

(x, t) 2 Q,

x 2 T
d,

(ii) v = �Hp(ru+ P ), (x, t) 2 Q,

(iii)

(
@tm�∆m+r · (vm) = 0,

m(0, x) = m0(x),

(x, t) 2 Q,

x 2 T
d,

(iv) �(x, t) = f(x,m(t)), (x, t) 2 Q,

(v) P (t) = �
�R

Td v(x, t)m(x, t)
�
, t 2 [0, T ],

(MFGf,�)

où u(x, t),m(x, t), �(x, t) 2 R, v(x, t) 2 R
d, et P (t) 2 R

d. Le système ci-dessus est un
système couplé d’équations aux dérivées partielles :

• L’équation (i) est l’équation de Hamilton-Jacobi-Bellman, décrivant l’évolution de
la fonction valeur du problème individuel.

• L’équation (ii) définit le contrôle optimal v.

• L’équation (iii) est l’équation de Fokker-Planck, décrivant l’évolution de la distri-
bution d’état des agents. Le terme m0 est la distribution initiale des agents. Sauf
mention contraire, les solutions s’entendent au sens des distributions.

• L’équation (iv) définit la congestion et l’équation (v) le prix.

Le lien entre (1.7) et (MFGf,�) est le suivant : toute solution (u, v,m, �, P ) au
système de jeu à champ moyen (MFGf,�) est telle que (m, v) est la solution du problème

7
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d’équilibre de Nash ; pour toute solution (m, v) solution au problème d’équilibre de Nash,
définissant

�(x, t) = f(x, m̄(t)), P (t) = �

✓Z

Td

v̄(x, t)m̄(x, t)dx

◆
, u = u[�, P ],

le quintuplet (u, v,m, �, P ) est une solution du système de jeu à champ moyen (MFGf,�).

Structure en point fixe du système de jeu à champ moyen Le système de jeu à
champ moyen (MFGf,�) peut également être considéré comme un problème de point fixe.
Ce point de vue est clé pour prouver l’existence d’une solution, grâce au théorème de
point fixe de Schauder par exemple. Nous présentons ici les dépendances entre chacune
des variables du système couplé et nous mettons en évidence les différences entre les
modèles de congestion et de prix. Le graphique suivant illustre cette structure pour
deux cas : les jeux à champ moyen classiques, c’est-à-dire les situations où � = 0 ; et les
jeux à champ moyen avec interactions par les contrôles qui correspondent au cas général
considéré ici.

m �

uv

P

f

HJB

control

FP

�

HJB

control

�

Figure 1.1: Unknowns dependency graph: fixed point structure of the mean field game
problem.

Les dépendances inconnues, dans le contexte des jeux à champ moyen classiques,
sont représentées par les flèches noires. La structure est assez simple : étant donné une
congestion �, on peut calculer la fonction de valeur u solution de l’équation de Hamilton-
Jacobi-Bellman (HJB). Alors le gradient de u fournit le contrôle optimal v. Étant donné
un contrôle optimal v, on peut calculer la solution m de l’équation de Fokker-Planck
(FP). Enfin la congestion � dépend de m via le mapping f .

Les jeux à champ moyen avec interactions par les contrôles ont une structure plus
complexe : il existe des dépendances supplémentaires, représentées par les flèches rouges,
dues à la variable prix. Étant donné un contrôle v et une distribution m, on peut calculer
le prix P via l’application �. Ensuite, le prix P donne une valeur u via l’équation de
Hamilton-Jacobi-Bellman et un contrôle associé v. Une preuve d’existence avec une
représentation en point fixe peut être trouvée dans [21].
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1.1.4 Jeux à champ moyen potentiels

Les jeux à champ moyen potentiels (également appelés variationnels dans la littérature)
sont des jeux à champ moyen qui peuvent être interprétés comme les conditions du
premier ordre de deux problèmes de contrôle appelés problèmes potentiels. Le premier
problème est un problème de contrôle de l’équation de Fokker-Planck et le second un
problème de contrôle optimal de l’équation de Hamilton-Jacobi-Bellman. Il y a plusieurs
avantages à travailler avec des jeux à champ moyen potentiels. Ils offrent une manière
différente (comparé au méthodes de point fixe) de prouver l’existence d’une solution
au système de jeu à champ moyen, qui peut être déduite des solutions des problèmes
potentiels. Précisons que selon les modèles, cette approche peut être délicate à suivre
(en particulier dans le cas de diffusion dégénérée, voir [34]). De plus, la forme potentielle
permet d’utiliser des algorithmes d’optimisation pour résoudre le système de jeu à champ
moyen, comme nous le verrons dans la section suivante.

Dans notre cadre, il suffit de supposer que f et � dérivent de potentiels pour obtenir
une structure variationnelle du jeu. On dit que f et � dérivent de potentiels s’il existe
deux applications convexes F : D1(T

d) ! R et Φ : Rk ! R tel que

F (m2)� F (m1) =

Z 1

0

Z

Td

f(x, sm2 + (1� s)m1)(m2(x)�m1(x))dxds,

�(z) = rzΦ(z),

pour tout m1,m2 2 D1(T
d), et tout z 2 R

k. On définit le critère suivant

J (m, v) =

Z

Q
L(v)mdxdt+

Z T

0

✓
F (m(t)) + Φ

✓Z

Td

v(x, t)m(x, t)dx

◆◆
dt+

Z

Td

gm(T )dx,

et le problème de contrôle suivant :

inf
(m,v)2R

J (m, v). (P)

En raison des termes L(v)m et Φ
�R

vm
�
, le critère du problème ci-dessus n’est pas

convexe. L’idée est d’étudier un problème convexe étroitement lié. On définit le critère

J̃ (m,w) =

Z

Q
L̃(m,w)dxdt+

Z T

0

✓
F (m(t)) + Φ

✓Z

Td

v(x, t)m(x, t)dx

◆◆
dt+

Z

Td

gm(T )dx,

où L̃ : Q⇥ R⇥ R
d ! R est la fonction perspective de L,

L̃(m,w) =

8
><
>:

mL (w/m) , si m > 0,

0, si m = 0 et w = 0,

+1, sinon.

Il est à noter que L̃ est convexe et semi-continue inférieurement par rapport à (m,w).
On définit l’ensemble

R̃ =
�
(m,w) 2 W 2,1,p(Q)⇥W 1,0,1(Q), , @tm�∆m+r · w = 0, m(0) = m0

 
.

Le critère J̃ et l’ensemble R̃ sont tous les deux convexes de sorte que le problème suivant
est convexe,

inf
(m,w)2R̃

J (m, v). (P̃)

9



1.1. GÉNÉRALITÉS SUR LES MFG CHAPTER 1. INTRODUCTION FR

A condition que les deux problèmes aient des solutions (m̄, v̄) et (m̄, w̄) et que m̄(x, t) > 0
pour tout (x, t) 2 Q, les solutions des deux problèmes sont telles que v̄ = w̄/m̄. On définit
le critère dual

D̃(u, �, P ) =

Z

Td

u(x, 0)m0(x)dx�
Z T

0
(F ?(�(t)) + Φ

? (P (t))) dt, (1.8)

et on considère le problème dual

sup
(u,�,P )2Ũ

D̃(u, �, P ), (D̃)

où Ũ est l’ensemble de (u, �, P ) 2 W 2,1,p(Q)⇥ L1(Q)⇥ L1(0, T ;Rk) satisfaisant

�@tu�∆u+H[ru+A?P ]  �, (x, t) 2 Q,

u(x, T )  g(x), x 2 T
d.

Dualité et lien avec le système de jeu à champ moyen Ici, nous exposons et
expliquons les liens existants entre les problèmes potentiels ci-dessus et le système de jeu
à champ moyen. La présentation suivante n’est pas une preuve, mais plutôt un résumé
des liens et résultats que l’on peut espérer être vrai sous des hypothèses appropriées.

P̃ D̃

MFGf,�

P
DualL̃

DC+CV

DC FOC

Figure 1.2: Résumé des liens entre (P), (P̃), (D̃), et (MFGf,�).

Soit (m̄, v̄, ū, �̄, P̄ ) une solution de (MFGf,�), par souci de simplicité, nous supposons
que m̄(x, t) > 0 pour tout (x, t) 2 Q. On définit le changement de variable “à la
Benamou-Brenier” w̄ = m̄v̄ et on a v̄ = w̄/m̄ par positivité uniforme de m. Nous
présentons d’abord comment obtenir une solution à (P̃), (D̃) et (P).

DC: Par un calcul direct (essentiellement par intégration par parties), toute solution de
(MFGf,�) donne une solution de (P).

DC+CV: Par un calcul direct (encore par intégration par parties) et un changement
de variable w̄ = m̄v̄, toute solution de (MFGf,�) donne une solution (m̄, w̄) à (P̃)
et une solution (ū, �̄, P̄ ) à (D̃).

10
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Nous expliquons maintenant le lien entre (P) et (P̃). Ce lien peut être utile car il est
parfois plus facile de montrer l’unicité des solutions à (P) puis de déduire l’unicité des
solutions à (P̃).

L̃: Le lien entre (P) et (P̃) est donné par la fonction perspective et par le changement
de variable “à la Benamou-Brenier”. Pour toute solution (m̄, w̄) du problème (P̃),
on a que (m̄, v̄ = w̄/m̄) est la solution de (P). Toute solution (m̄, v̄) à (P) est telle
que (m̄, w̄ = m̄v̄) est la solution au problème (P̃). De plus, les valeurs des deux
problèmes sont égales.

Enfin, nous expliquons le lien entre les problèmes primaux (P̃) et (D̃). Nous expliquons
également pourquoi les solutions à ces problèmes sont des solutions au système de jeu à
champ moyen (MFGf,�).

Dual: Les problèmes (P̃) et (D̃) sont formellement en dualité. Pour établir un tel
résultat, une approche classique consiste à utiliser le théorème de Fenchel-Rockafellar
[109]. Selon le cadre d’analyse, le choix des espaces de fonctions peut être une ques-
tion délicate (voir [34] pour le cas dégénéré du second ordre). Dans le cadre discret,
ce résultat est au cœur des méthodes numériques primales-duales.

FOC: Le système de jeu à champ moyen peut être interprété comme des conditions de
premier ordre pour les problèmes potentiels (P̃) et (D̃). On peut vérifier que pour
toutes les solutions (m̄, w̄) à (P̃) et pour toutes les solutions (ū, �̄, P̄ ), le quintuplet
(m̄, v̄ = w̄/m̄, ū, �̄, P̄ ) est une solution à (MFGf,�). Au chapitre 4, dans un cadre
discret, nous utilisons l’inégalité de Fenchel-Young pour établir un tel résultat.

1.1.5 Méthodes numériques

La résolution numérique des jeux à champ moyen a reçu une attention particulière au
cours des dernières années. Nous renvoyons le lecteur à [6, 91] pour une revue des
méthodes numériques utilisés pour résoudre les problème de jeux à champ moyen. Nous
proposons ici une présentation synthétique et une classification simple. Nous distinguons
deux approches : une approche basée sur le système MFG et une approche Potentiel.
La première approche consiste à résoudre directement le système de jeu à champ moyen
via des méthodes d’apprentissage ou de Newton. La seconde approche consiste à min-
imiser un potentiel dont les solutions satisfont le système de jeu à champ moyen, via des
méthodes primales-duales ou de points-selles.

Les méthodes d’apprentissage adoptent le point de vue d’un acteur représentatif. Les
algorithmes d’apprentissage se déroulent comme suit : à chaque étape, pour une croyance
donnée sur la stratégie des autres, un agent représentatif calcule sa meilleure réponse ;
puis il apprend en faisant la moyenne de toutes les meilleures réponses trouvées depuis le
début de la procédure d’apprentissage. La question d’apprentissage est centrale dans la
théorie des jeux [60], et l’algorithme de jeu fictif a une interprétation en sciences sociales
ou en ingénierie : les équilibres de Nash peuvent être atteints si tous les agents suivent
leurs intérêts personnels, jouent au jeu suffisamment de fois et de manière répétée mettre
à jour leurs croyances.

Le point de départ des méthodes de Newton est de considérer le système de jeu à
champ moyen comme un problème de la forme f(x) = 0 pour une fonction différentiable
f des inconnues x (typiquement la fonction valeur, la distribution des agents, les termes
de couplage). Pour résoudre un tel problème, un algorithme de Newton peut être utilisé
par exemple comme dans [5]. Il est à noter que dans cette dernière référence, en raison
de la dépendance entre chaque variable du problème, les auteurs sont en mesure de

11
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Approche: Classe: Méthodes:

Système MFG
Apprentissage

Jeu fictif [35, 55, 77, 103]

Descente miroire [76, 101]

Apprentissage

par renforcement [9, 50, 75, 117, 119]

Newton
Newton algorithm [3, 4, 5, 96]

Algorithme de Gauss-Newton [30, 31]

Potentiel
Primale

Gradient conditionnel (Frank-Wolfe) [62]

Gradient conditionnel généralisé [24]

Sinkhorn [16]

Descente de gradient stochastique [42, 43]

Algorithme d’Uzawa’s [18]

Point-selle

Lagrangienne [15, 17, 22, 97, 112]

Méthodes primales-duales

proximales [22, 27, 28]

Figure 1.3: Classification et résumé des méthodes numériques pour les jeux à champ
moyen.

reformuler l’algorithme de Newton comme une méthode à point fixe pour les variables
de couplage.

En toute généralité ces deux premières classes ne nécessitent aucune forme potentielle
du jeu, même si en pratique, une forme potentielle où la monotonie des termes de couplage
peut être supposée afin d’assurer l’unicité des solutions et la convergence de la méthode.
Il est à noter que dans [5], les auteurs ne supposent pas la monotonie des termes de
couplage.

Au contraire, l’approche potentielle est basée sur la minimisation des problèmes po-
tentiels. Dans cette approche, nous pouvons distinguer deux classes de méthodes :

1. Méthodes primales (resp. dual), basées sur la minimisation (resp. maximisation)
du problème primal (resp. dual). Dans cette catégorie, nous trouvons l’algorithme
de gradient conditionnel, l’algorithme de gradient conditionnel généralisé, l’algorithme
de Sinkhorn et les algorithmes de descente de gradient stochastique.

2. Les méthodes de point-selle sont des méthodes qui exploitent explicitement la struc-
ture primale-duale des problèmes potentiels. Dans cette catégorie, nous avons
les méthodes lagrangiennes (ALG2, ADMM, ADM-G), les méthodes proximales
primales-duales et l’algorithme d’Uzawa.

Parmi toutes ces références, seules [5, 22, 24, 96] sont liées aux jeux à champ moyen
avec interactions par les contrôles.
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Chapter 2

Introduction

Mean field games (abbreviated MFGs) are both a mathematical theory and a modeling
tool. They were introduced in 2006 independently by Jean-Michel Lasry and Pierre-
Louis Lions in [88, 89, 90] and Minyi Huang, Roland P. Malhamé, and Peter E. Caines
in [80]. Mean field games are asymptotic models of non-cooperative games of rational
players, interacting through a mean field effect. Each player optimizes its own dynamical
system, with respect to some cost functional. The latter depends on coupling variables,
which themselves depend on the state and control distribution.

This thesis consists in three studies devoted to the analysis and numerical resolution
of different mean field game models. We start with an introduction to mean field games in
Section 2.1. In Section 2.2 we provide a detailed presentation of the three contributions:

2.2.1 Discrete-time mean field games with risk averse-agents: using the concept
of composite risk measure, we study a discrete-time MFG model involving risk-
averse agents. We show the existence of a solution via a fixed point approach. We
show that an optimal policy of the MFG is "(N)-optimal for a certain N -player
game. The sequence "(N) converges to zero as the number of players tends to
infinity.

2.2.2 Discrete potential mean field games: we study discrete time and finite state
space potential (also called variational) MFGs with hard constraints, that is with
convex potentials, possibly non-differentiable and with bounded domain. We define
a primal and a dual problem, and we show a duality result under suitable qualifica-
tion conditions. We show the existence of a solution to the mean field game system
and show the uniqueness when the potentials are differentiable. Then we implement
two families of numerical methods: primal-dual proximal methods (Chambolle-
Pock and Chambolle-Pock-Bregman) and augmented Lagrangian based methods
(ADMM and ADM-G). We compare the performance of each method for two ap-
plication cases: a congestion model and a price model, both with hard constraints.

2.2.3 Generalized conditional gradient and learning in potential mean field
games: we apply the generalized conditional gradient algorithm for potential mean
field games in a PDE framework. We highlight the connection between this algo-
rithm and a best response iterative method for solving games called fictitious play
algorithm. The latter is a learning method which goes as follows: at each step,

(a) optimize: for a given belief of the strategy of the others, find the best response
of the players;

13
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(b) learn: update the belief by averaging all the best responses found from the
beginning of the procedure.

In this potential framework the notion of exploitability from game theory can
be interpreted as a primal-dual gap. We show that for the learning sequence
�k = 2/(k + 2), the potential cost converges in O(1/k), the exploitability and the
variables of the problem (distribution, congestion, price, value function and control
terms) converge in O(1/

p
k), for specific norms.

2.1 Generalities on mean field games

We introduce in this section the main concepts of mean field game theory which will be
further investigated in the thesis. For convenience, we have decided to use the framework
of Chapter 5, which is a continuous time model with continuous state space. It has the
most standard form (in comparison with the current literature), let us emphasize that
the frameworks of Chapters 3 and 4 are different.

In Section 2.1.1 we first recall the notion of Nash equilibrium in N -player games and
we explain how to pass to the limit when the number of players tends to infinity. In
Section ?? we present an individual control problem parameterized by fixed coupling
terms � and P , and derive an optimal feedback control. In Section 2.1.3, we define
a mean field game problem where each agent optimizes the individual control problem
introduced in Section 2.1.2 with coupling terms now depending on the distribution of
states and controls of the players. We detail the fixed point structure of the game
and exhibit some differences between congestion and price models. In Section 2.1.4
we present potential mean field games, which are mean field games with a variational
structure. This class is of particular interest to show uniqueness of solutions and design
numerical methods. In Section 2.1.5 we give an overview of the numerical methods for
mean field games investigated the literature.

2.1.1 Nash equilibria in anonymous games

Mean field games are limit models for games with a large number of players. The
intention of this first section is to explain how to derive a limit model for an N -player
game and how to establish a connection between the two; more precisely, we explain how
to construct an approximate solution to the N -player game from the limit model. To
this purpose, we consider a very simple model.

N-player game Let N > 0 be the number of players and let N = {1, . . . , N} be
the set of players. Let C be a bounded subset of R

d and let P(C) denote the set of
probability measures on C. Let c : C ⇥ P(C) ! R be an objective function. We assume
that c is K-Lipschitz with respect to its second variable, for the Rubinstein-Kantorovich
distance, denoted d1. Each agent aims at minimizing c by choosing a strategy xi 2 C
for a given measure mN,i

x̄ := 1
N�1

P
j2N\{i} �x̄j 2 P(C) of the others. We say that

x̄ = (x̄1, · · · , x̄N ) 2 CN is a Nash equilibrium if for any i 2 N ,

c
⇣
x̄i,m

N,i
x̄

⌘
 c

⇣
x,mN,i

x̄

⌘
(2.1)

for any x 2 C. A Nash equilibrium is a point such that there are no profitable unilateral
deviations. Equivalently we have that

c
⇣
x̄i,m

N,i
x̄

⌘
= inf

x2C
c
⇣
x,mN,i

x̄

⌘
= inf

m2P(C)

Z

C
c
⇣
x,mN,i

x̄

⌘
dm(x).
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Mean field limit When the number of players is infinite, we say that m̄ 2 P(C) is a
Nash equilibrium if and only if

Z

C
c (x, m̄) dm̄(x) = inf

x2C
c (x, m̄) = inf

m2P(C)

Z

C
c (x, m̄) dm(x). (2.2)

Equivalently, m̄ is a Nash equilibrium if supp(m̄) ✓ argminx2C c(x, m̄). Let us consider
a solution to the limit model, i.e. let m̄ satisfy (2.2). The main idea to construct an
approximate solution to (2.1) consists in finding x̄ = (x̄i)i2N 2 CN such that for all
i 2 N ,

c(x̄i, m̄)  c(x, m̄), 8x 2 C (2.3)

and such that

d1(m̄,mN
x̄ )  "(N), where: mN

x̄ =
1

N

X

i2N

�x̄i 2 P(C).

In practice x̄ can be obtained via concentration inequalities [58], which ensure that
"(N) ! 0 as N ! 1. We have

mN
x̄ =

N � 1

N
mN,i

x̄ +
1

N
�x̄i ,

thus d1(m
N
x̄ ,mN,i

x̄ )  C/N and therefore,

d1(m̄,mN,i
x̄ )  C/N + "(N).

We deduce from the Lipschitz continuity of c, inequality (2.3), and the above inequality
that for any i 2 N ,

c(x̄i, m̄)  c(x, m̄) + 2K(C/N + "(N)), 8x 2 C,

which proves that x̄ is an approximate Nash equilibrium for the N -player game.

2.1.2 Individual control problems

We now define the individual control problem solved by any agent involved in the mean
field game. In this introduction his/her problem is a continuous time stochastic optimal
control problem parametrized by a pair of congestion and price (�, P ).

Stochastic control problem Let (Bs)s2[0,T ] denote a Brownian motion and let Y
be a random variable, independent of (Bs)s2[0,T ], with probability distribution m0 2
D1(T

d) :=
�
m 2 L1(Td), m � 0,

R
Td m(x)dx = 1

 
. Let F denote the filtration gener-

ated by the Brownian motion (Bs)s2[0,T ] and the initial random variable Y . We denote

by L2
F
(Rd) the set of stochastic processes ⌫ on [0, T ] with value in R

d adapted to F such

that E
hR T

0 |⌫s|
2ds
i
< +1. For any Lipschitz congestion term � and continuous vector

of prices P , we define the individual cost Z�,P : L2
F
(Rd) ! R,

Z�,P (⌫) = E

Z T

0
L(⌫s) + hP (s), ⌫si+ �(X⌫

s , s)ds+ g(X⌫
T )

�
,

where for all ⌫ 2 L2
F
(Rd), we denote by (X⌫

s )s2[0,T ] the solution to the stochastic differ-
ential equation

dXs = ⌫sds+
p
2dBs, X0 = Y.
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The individual stochastic criterion is composed of an individual strongly convex running
cost L : Rd ! R, a smooth terminal cost g 2 C1(Td), andm0 2 C1(Td) is the probability
distribution of the initial state Y . The criterion is also parameterized by the congestion
� and the vector of prices P . The individual problem is:

inf
⌫2L2

F
(Rd)

Z�,P (⌫). (2.4)

Dynamic programming The dynamic programming theory allows us to characterize
the solution of the individual problem introduced above. The idea is to introduce the
value function u[�, P ] : Td ⇥ [0, T ] ! R, defined by

u[�, P ](x, t) = inf
⌫2L2

F
(t,T ;Rd)

E

Z T

t
L(⌫s) + hP (s), ⌫si+ �(Xs, s)ds+ g(XT )

�
,

parametrized by � and P and where X is the solution to

dXs = ⌫sds+
p
2dBs, Xt = x. (2.5)

It is well-known that, under suitable assumptions, the function u[�, P ] is the viscosity
solution to the Hamilton-Jacobi-Bellman equation

�@tu�∆u+H(ru+ P ) = �, (x, t) 2 Q,

u(x, T ) = g(x), x 2 T
d,

where Q is defined by Q = T
d ⇥ [0, T ] and the map H, called Hamiltonian, is related to

the Fenchel transform of the running cost L. That is to say, for any p 2 R
d,

H(p) = L?(�p) = sup
v2Rd

�hp, vi � L(v).

If L is strictly convex (and thus at least continuous), the supremum is reached at v =
�Hp(p), where Hp is the gradient of the Hamiltonian. Then from the solution u[�, P ],
one can derive a feedback function

v(x, t) = �Hp(ru(x, t) + P (t)),

for all (x, t) 2 Q.

Verification The feedback function v enables us to construct a solution to the control
problem, via the closed-loop system

dXv
s = v(Xv

s , s)ds+
p
2dBs, X0 = Y. (2.6)

We next show that the stochastic process ⌫v, defined by

⌫vs := v(Xs, s) = �Hp(ru(Xs, s) + P (s)),

for all s 2 [0, T ], is indeed optimal. Let ⌫ 2 L2
F
(0, T ;Rd) and let (X⌫

s )s2[0,T ] be the
solution to (2.5). By the Itô formula we have

u(X⌫
T , T )� u(Xv

0 , 0) =

Z T

0
(@tu(X

⌫
s , s) +ru(X⌫

s , s) · ⌫s +∆u(X⌫
s , s)) ds

+

Z T

0
ru(X⌫

s , s) · dBs.
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Taking the expectation of both sides, we obtain

E [u(X⌫
0 , 0)� u(X⌫

T , T )] = (a) + (b) + (c),

where

(a) = E

Z T

0
(L(⌫s) + hP (s), ⌫si+ �(X⌫

s , s)) ds

�
,

(b) = �E

Z T

0
(@tu(X

⌫
s , s) +∆u(X⌫

s , s)�H(ru(X⌫
s , s) + P (s)) + �(X⌫

s , s)) ds

�
,

(c) = �E

Z T

0
(L(⌫s) +H(ru(X⌫

s , s) + P (s)) + hP (s) +ru(X⌫
s , s), ⌫si) ds

�
,

for any ⌫ 2 L2
F
(0, T ;Rd). Since u is solution to the Hamilton-Jacobi-Bellman equation,

we have (b) = 0. Moreover, by definition, u(x, T ) = g(x) for any x 2 T
d. Thus

E [u(Y, 0)] = Z�,P (⌫) + (c),

where we have used the initial condition X⌫
0 = Y . By the Fenchel-Young inequality, we

have
L(⌫) +H(ru(x, s) + P (s)) + hru(x, s) + P (s), ⌫i � 0,

for any (x, s) 2 Q and ⌫ 2 R
d. The equality holds in the previous inequality when

⌫ = �Hp(ru(x, s) + P (s)). As a consequence (c)  0 for any ⌫ 2 L2
F
(0, T ;Rd) and

(c) = 0 when ⌫ = ⌫v. This yields

Z�,P (⌫
v) = E [u(Y, 0)]  Z�,P (⌫),

which proves that the control (⌫vs )s2[0,T ] is optimal.

Partial differential equation control problem Sobolev spaces are denoted by
Wn,q(Q), the order of derivation n being possibly non-integral (following the definition
in [87, section II.2]). We set

W 2,1,q(Q) = W 1,q(Q) \ Lq(0, T ;W 2,q(Td)), W 1,0,q(Q) = Lq(0, T ;W 1,q(Td)).

Let p > d + 2. The individual stochastic control problem has a partial differential
equation formulation given by

inf
(m,v)2R

Z�,P (m, v) :=

Z

Q
(L(v) + hP, vi+ �)mdxdt+

Z

Td

gm(T )dx,

where the set R is defined as the set of pairs (m, v) 2 W 2,1,p(Q)⇥W 1,0,1(Q) satisfying
the Fokker-Planck equation

@tm�∆m+r · (vm) = 0, m(0) = m0.

The connection between the two problems is explained by the fact that given a feedback
function v, the solution m to the Fokker-Planck equation provides us with the probability
distribution of the solution to the closed-loop system (2.6). In the limit model with
infinitely many agents which will be introduced next, the Fokker-Planck equation will
describe the evolution of the distribution of the agents, assuming that they all employ
the same feedback v and that they are submitted to independent noises.
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2.1.3 Mean field games and couplings

Until now we have described an individual control problem where the two parameters
� and P were fixed. The purpose of mean field games is to consider a continuum of
identical players, each one optimizing its own criterion, while interacting with the others
through the coupling terms.

A fixed point problem In Section 2.1.2 we have explained how to characterize the
optimal control of a representative agent thanks to dynamic programming theory. We
introduce now a mean field game problem, in the form of a fixed point problem, where
the coupling terms � and P are not given anymore, but are part of the problem. They are
deduced from m and v via coupling functions. Let f : Td⇥D1(T

d) ! R and � : Rk ! R
d

be Lipschitz and bounded mappings. The mean field game problem is given by: find
(m̄, v̄) 2 R such that

(m̄, v̄) 2 argmin
(m,v)2R

Z�,P (m, v), �(x, t) = f(x, m̄(t)), P (t) = �

✓Z

Td

v̄(x, t)m̄(x, t)dx

◆
,

(2.7)
for all t 2 [0, T ]. This problem is a Nash equilibrium problem (see the link with (2.2) in
Section 2.1.1). It enjoys a fixed point structure: any (m, v) induces coupling terms � and
P via the coupling mappings f and �; and any pair of coupling terms (�, P ) yields a pair
(m, v) via the optimization of the individual problem. Before describing the associated
mean field game system let us discuss congestion and price models.

Congestion models In congestion models, the interaction between the players occurs
through the congestion term f . This corresponds to the case where � = 0 in the above
section. A natural situation to consider is the motion of a crowd where each player aims
to avoid congested regions penalized via the coupling f . The mean field game problem
is given by

(m̄, v̄) 2 argmin
(m,v)2R

Z�,0(m, v), �(x, t) = f(x, m̄(t)),

for all t 2 [0, T ]. In this situation the state x 2 T
d of a player represents for example its

location in a room, a street, etc. The control v is the velocity of the displacement.

Price models In a price model, the interaction occurs through the price term P . This
corresponds to the case f(x,m) = 0 for any x 2 T

d, m 2 D1(T
d) in the above section. A

classical situation is given by the Cournot competition model: each player minimizes its
cost while selling or buying on the market. The individual stochastic problem is given
by

(m̄, v̄) 2 argmin
(m,v)2R

Z0,P (m, v), P (t) = �

✓Z

Td

v̄(x, t)m̄(x, t)dx

◆
,

for all t 2 [0, T ]. The vector of prices P (t) is a function of the aggregated demand
D(t) :=

R
Td v(x, t)m(x, t)dx at time t 2 [0, T ]. Then in this problem, a representative

agent controls a stock level x 2 T
d composed of d different assets. In the definition of

the cost function Z0,P , we can interpret P (s) as the price (at time s) associated with ⌫s.
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Mean field game system We are now ready to present the mean field game system
with unknown (u, v,m, �, P ), associated with the mean field game problem (MFGf,�),

8
>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

(i)

(
�@tu�∆u+H(ru+ P ) = �,

u(x, T ) = g(x),

(x, t) 2 Q,

x 2 T
d,

(ii) v = �Hp(ru+ P ), (x, t) 2 Q,

(iii)

(
@tm�∆m+r · (vm) = 0,

m(0, x) = m0(x),

(x, t) 2 Q,

x 2 T
d,

(iv) �(x, t) = f(x,m(t)), (x, t) 2 Q,

(v) P (t) = �
�R

Td v(x, t)m(x, t)
�
, t 2 [0, T ],

(MFGf,�)

where u(x, t),m(x, t), �(x, t) 2 R, v(x, t) 2 R
d, and P (t) 2 R

d. The above system is a
coupled system of partial differential equations:

• Equation (i) is the Hamilton-Jacobi-Bellman equation, describing the evolution of
the value function of the individual problem.

• Equation (ii) defines the optimal control v.

• Equation (iii) is the Fokker-Planck equation, describing the evolution of the state
distribution of the agents. The term m0 is the initial distribution of the agents.
Unless stated otherwise, solutions are understood in the sens of distributions.

• Equation (iv) defines the congestion and equation (v) the price.

The link between (2.7) and (MFGf,�) is the following: any solution (u, v,m, �, P )
to the mean field game system (MFGf,�) is such that (m, v) is solution to the Nash
equilibrium problem; for any solution (m, v) solution to the Nash equilibrium problem,
defining

�(x, t) = f(x, m̄(t)), P (t) = �

✓Z

Td

v̄(x, t)m̄(x, t)dx

◆
, u = u[�, P ],

the quintuplet (u, v,m, �, P ) is a solution to the mean field game system (MFGf,�).

Fixed point structure of the mean field game system The mean field game
system (MFGf,�) can also be viewed as a fixed point problem. This point of view is a
key tool for proving the existence of a solution, with the Schauder fixed-point theorem,
for example. We present here the dependencies between each variables of the coupled
system and we highlight the differences between congestion and price models. The
following graphic illustrates this structure for two cases: classical mean field games, that
is to say situations where � = 0; and mean field games with interactions through the
controls which corresponds to the general case considered here.
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m �

uv

P

f

HJB

control

FP

�

HJB

control

�

Figure 2.1: Unknowns dependency graph: fixed point structure of the mean field game
problem.

The unknowns dependencies, in the context of classical mean field games, are repre-
sented by the black arrows. The structure is quite simple: given a congestion �, one can
compute the value function u solution to the Hamilton-Jacobi-Bellman (HJB) equation.
Then the gradient of u provides the optimal control v. Given an optimal control v, one
can compute the solution m to the Fokker-Planck (FP) equation. Finally the congestion
� depends on m via the mapping f .

Mean field games with interactions through the controls have a more complex struc-
ture: there are additional dependencies, represented by the red arrows, due to the price
variable. Given a control v and a distribution m, one can compute the price P via the
mapping �. Then the price P yields a value u via the Hamilton-Jacobi-Bellman equation
and an associated control v. A proof of existence with a fixed point representation can
be found in [21].

2.1.4 Potential mean field games

Potential mean field games (also called variational in the literature) are mean field games
which can be interpreted as the first order conditions of two control problems called
potential problems. The first problem is a control problem of the Fokker-Planck equation
and the second one an optimal control problem of the Hamilton-Jacobi-Bellman equation.
There are several advantages in working with potential mean field games. They first offer
a different way (from fixed point approaches) to prove the existence of a solution to the
mean-field game, which can be deduced from solutions to the potential problems. Let
us mention that depending on the model, this approach can be delicate to follow (in
particular in the case of degenerate diffusion, see [34]). In addition, the potential form
allows to use optimization algorithms to solve the mean field game system, as we will
see in the next section.

In our framework, it is enough to assume that f and � derive from potentials to
obtain a variational structure for the game. We say that f and � derive from potentials
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if there exist two convex mappings F : D1(T
d) ! R and Φ : Rk ! R such that

F (m2)� F (m1) =

Z 1

0

Z

Td

f(x, sm2 + (1� s)m1)(m2(x)�m1(x))dxds,

�(z) = rzΦ(z),

for any m1,m2 2 D1(T
d), and any z 2 R

k. We define the following criterion

J (m, v) =

Z

Q
L(v)mdxdt+

Z T

0

✓
F (m(t)) + Φ

✓Z

Td

v(x, t)m(x, t)dx

◆◆
dt+

Z

Td

gm(T )dx,

and the following control problem:

inf
(m,v)2R

J (m, v). (P)

Due to the terms L(v)m and Φ
�R

vm
�
, the criterion of the above problem is not convex.

The idea is to study a closely related convex problem. We define the criterion

J̃ (m,w) =

Z

Q
L̃(m,w)dxdt+

Z T

0

✓
F (m(t)) + Φ

✓Z

Td

v(x, t)m(x, t)dx

◆◆
dt+

Z

Td

gm(T )dx,

where L̃ : Q⇥ R⇥ R
d ! R is the perspective function of L,

L̃(m,w) =

8
><
>:

mL (w/m) , if m > 0,

0, if m = 0 and w = 0,

+1, otherwise.

Note that L̃ is convex and lower semi-continuous with respect to (m,w). We define the
set

R̃ =
�
(m,w) 2 W 2,1,p(Q)⇥W 1,0,1(Q), @tm�∆m+r · w = 0, m(0) = m0

 
.

The criterion J̃ and the set R̃ are both convex so that the following problem is convex,

inf
(m,w)2R̃

J (m, v). (P̃)

Provided that both problems have solutions (m̄, v̄) and (m̄, w̄) and that m̄(x, t) > 0 for
any (x, t) 2 Q, the solutions of the two problems are such that v̄ = w̄/m̄. We define the
dual criterion

D̃(u, �, P ) =

Z

Td

u(x, 0)m0(x)dx�
Z T

0
(F ?(�(t)) + Φ

? (P (t))) dt, (2.8)

and consider the dual problem

sup
(u,�,P )2Ũ

D̃(u, �, P ), (D̃)

where Ũ is the set of (u, �, P ) 2 W 2,1,p(Q)⇥ L1(Q)⇥ L1(0, T ;Rk) satisfying

�@tu�∆u+H[ru+A?P ]  �, (x, t) 2 Q,

u(x, T )  g(x), x 2 T
d.
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Duality and link with the mean field game system Here we exhibit and explain
the existing links between the above potential problems and the mean field game system.
The following presentation is not a proof, rather a summary of the link that are expected
to hold under suitable assumptions.

P̃ D̃

MFGf,�

P
DualL̃

DC+CV

DC FOC

Figure 2.2: Summary of the links between (P), (P̃), (D̃), and (MFGf,�).

Let (m̄, v̄, ū, �̄, P̄ ) be a solution to (MFGf,�), for the sake of simplicity we assume
that m̄(x, t) > 0 for any (x, t) 2 Q. We define the change of variable “à la Benamou-
Brenier” w̄ = m̄v̄ and we have v̄ = w̄/m̄ by uniform positivity of m. We first present
how to obtain a solution to (P̃), (D̃), and (P).

DC: By a direct calculus (essentially integration by parts) it is direct to show that any
solution to (MFGf,�) yields a solution to (P).

DC+CV: By a direct calculus (still integration by parts) and a change of variable
w̄ = m̄v̄, any solution to (MFGf,�) yields a solution (m̄, w̄) to (P̃) and a solution
(ū, �̄, P̄ ) to (D̃).

We now explain the link between (P) and (P̃). This link can be helpful since it
is sometimes easier to show the uniqueness of a solution to (P) and then deduce the
uniqueness of a solution to (P̃).

L̃: The link between (P) and (P̃) is given by the perspective function and the change
of variable “à la Benamou-Brenier”. For any solution (m̄, w̄) of problem (P̃), we
have that (m̄, v̄ = w̄/m̄) is solution to (P). Any solution (m̄, v̄) to (P) is such that
(m̄, w̄ = m̄v̄) is solution to problem (P̃). In addition the values of both problems
are equal.

We finally explain the link between the primal problems (P̃) and (D̃). We also
explain why the solutions to those problems are solutions to the mean field game system
(MFGf,�).

Dual: Problems (P̃) and (D̃) are formally in duality. To establish such result, a classi-
cal approach is to use the Fenchel-Rockafellar Theorem [109]. Depending on the
framework, the choice of the function spaces might be a delicate issue (see [34] for
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the second-order degenerate case). In the discrete setting, this result is at the heart
of primal-dual numerical methods.

FOC: The mean field game system can be interpreted as first-order conditions for the
potential problems (P̃) and (D̃). One can verify that for all solutions (m̄, w̄) to (P̃)
and for all solutions (ū, �̄, P̄ ), the quintuplet (m̄, v̄ = w̄/m̄, ū, �̄, P̄ ) is a solution to
(MFGf,�). In chapter 4, in a discrete setting, we use the Fenchel-Young inequality
to establish such result.

2.1.5 Numerical methods

The numerical resolution of mean field games has received significant attention over
the last years. We refer the reader to the two surveys [6, 91] for an overview. Here
we provide a synthetic presentation and a simple classification. We distinguish two
approach: a MFG system based approach and a Potential approach. The first approach
consists in solving directly the mean field game system via learning or Newton methods.
The second approach consists in minimizing a potential whose solutions satisfy the mean
field game system, via primal-dual or saddle-point methods.

Approach: Class: Methods:

MFG system
Learning

Fictitious play [35, 55, 77, 103]

Reinforcement learning [9, 50, 75, 117, 119]

Online mirror descent [76, 101]

Newton
Newton algorithm [3, 4, 5, 96]

Gauss-Newton algorithm [30, 31]

Potential
Primal

Conditional gradient (Frank-Wolfe) [62]

Generalized conditional gradient [24]

Sinkhorn [16]

Stochastic gradient descent [42, 43]

Uzawa’s algorithm [18]

Saddle-point
Lagrangian based [15, 17, 22, 97, 112]

Primal-dual proximal methods [22, 27, 28]

Figure 2.3: Classification and summary of numerical methods for mean field games.

Learning methods are agent based methods: they adopt the point of view of a rep-
resentative player. Learning algorithms go as follows: at each step, for a given belief
on the strategy of the others, any representative agent computes its best response; then
he/she learns by averaging all the best responses found from the beginning of the learning
procedure. The learning question is central in game theory [60], and the fictitious play
algorithm has an interpretations in social science or in engineering: Nash equilibria can
be reached if all agents follow their personal interests, play the game sufficiently many
times and repeatedly update their beliefs.

The starting point of the Newton methods is to consider the mean field game system
as a problem of the form f(x) = 0 for some differentiable function f of the unknowns x
(typically the value function, the distribution of the agents, the coupling terms). To solve
such problem, a Newton algorithm can be employed for example as in [5]. Notice that in
the latter reference, due to the dependency between each variables of the problem, the
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authors are able to recast the Newton algorithm as a fixed point method for the coupling
variables.

In full generality these first two classes do not require any potential form of the
game, even if in practice, a potential form or the monotony of the coupling terms can be
assumed to ensure uniqueness of a solution and the convergence of the method. Notice
that in [5], the authors do not assume monotonicity of the coupling terms.

On the contrary, the potential approach is based on the minimization of potential
problems. In this approach we can distinguish between two class of methods:

1. Primal methods (resp. dual), based on the minimization (resp. maximization) of
the primal (resp. dual) problem. In this category we find the conditional gradient
algorithm, the generalized conditional gradient algorithm, Sinkhorn’s algorithm
and the stochastic gradient descent algorithms.

2. Saddle point methods are methods that explicitly exploit the primal-dual struc-
ture of the potential problems. In this category we have the Lagrangian methods
(ALG2, ADMM, ADM-G) the primal-dual proximal methods, and Uzawa’s algo-
rithm.

Among all these references, only [5, 22, 24, 96] are related to mean field games with
interactions through the controls.

2.2 Contributions

We now present the different chapters of the thesis. From now on, the notations are
specific to each section. The following sections are structured as follows: summary of the
framework and main objectives of the study, comparison with the literature, presentation
of the model, presentation of the main results and the methodology, and finally some
propositions of extensions or applications. The chapters of the thesis are independent
and can be read in any order.

2.2.1 Chapter 1: Discrete-time mean field games with risk-averse agents

Framework and objectives The first chapter of the thesis is dedicated to the study
of a discrete time mean field game model with risk averse agents. The risk aversion
is modeled via coherent risk measures. In many economic situations, risk modeling is
of interest, in particular in the banking industry [98]. This work is motivated by the
development of mean field games in finance [36, 56], banking [40, 44], energy systems [8]
or network systems [19], where risk and robust controls are central questions.

Here risk aversion is modeled with the help of composite risk measures (also called
dynamic risk measures). Mathematically, a risk measure ⇢ is a map that assigns to a
random variable U a real number, which is usually high when U is very volatile. In this
way ⇢ can be used to model the reluctance of a player to face highly uncertain expenses.
We refer to the seminal work by P. Artzner, F. Delbaen, J-M. Eber and D. Heath in [10].
We will make use of composite risk measures, the natural extension of risk measures to
a multistage framework, see for example the article of A. Shapiro and A. Ruszczyński
[111]; for an application to multistage portofolio selection one can refer to A. Shapiro
[116].
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In this chapter we study a population of identical agents which all optimize a linear
discrete-time dynamical system (in a continuous state space). In the model, the associ-
ated cost function depends on a variable called belief, which is related to the behavior of
the whole group, whence a coupling between a single agent and the population. Assuming
that the population is very large, one can consider that an isolated representative agent
has no impact on the belief. Therefore his/her behavior can be conveniently described by
dynamic programming equations, in which the belief is a parameter. Assuming that all
agents make use of the same feedback control, the distribution of their state is described
by a Kolmogorov equation. Finally for any given distribution and control, the agents
formulate a belief on the state action distribution.

Comparison with the literature Discrete-time and continuous-space mean field
game models have been studied in different works. The framework that we propose
in this article is close to the one of N. Saldi, T. Başar and M. Raginsky [113], in partic-
ular, we make use of similar weighted spaces. A few works have already investigated the
issue of risk aversion. Most of them model risk sensitivity via exponential utility func-
tions, see for example H. Tembine, Q. Zhu and T. Başar [118]. The case of robust mean
field games is investigated in problem (P2) in the work of J. Moon and T. Başar [95].
From the risk-aversion modelization point of view, our work is closer to the reference
[13], which investigates robust mean field games in the continuous time setting.

The model Let us fix T 2 N
?, let us set T := {0, . . . , T � 1} and T̄ := {0, . . . , T}. We

first define the running cost ` : T ⇥ R
d ⇥ R

d ⇥ B2 ! R by

`(t, x, a, b) =
1

2
|a|2 + ha, P (t, b)i+ F (t, x, b),

where F : T̄ ⇥ R
d ⇥ B2 ! R is a congestion function and P : T ⇥ B2 ! R

d is a price
function. The set B2 := (P2(R

2d))T ⇥P2(R
d) is the set of beliefs; here we use the notation

P2(X) for the set of probability measures on X with finite second order moments. Let
m̄ 2 P2(R

d) be an initial distribution and let (⌫(t))t2T 2 (P2(R
d))T be the individual

noise distributions.

In this chapter we study the following risk averse mean field game system:

8
>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>:

(i)

8
><
>:
u(t, x) = inf

a2Rd

 
`(t, x, a, b) + sup

⇠2Mt

Z

Rd

u(t+ 1, x+ a+ y)d⇠(y)

!
,

u(T, x) = F (T, x, b),

(ii) ↵t(x) = argmin
a2Rd

 
`(t, x, a, b) + sup

⇠2Mt

Z

Rd

u(t+ 1, x+ a+ y)d⇠(y)

!
,

(iii)

(
m(t+ 1) = ⌫(t) ⇤ [(id+ ↵t)]m(t)],

m(0) = m̄,

(iv) µ(t) = (id,↵t)]m(t),

(v) b := (µ(0), . . . , µ(T � 1),m(T )),

(⇢-MFG)
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for any (t, x) 2 T ⇥ R
d. The unknowns of the problem are: the value function u, the

feedback control ↵, the distribution of states m, the joint distribution of states and
controls µ and the belief b.

We will describe in the next paragraph the optimal control problem leading to the
dynamic programming equations (i) and (ii). These equations involve the setsMt defined
by

Mt :=
n
⇠ 2 P(Rd), d⇠ = Zd⌫(t), Z 2 Zt

o
,

where (Zt)t2T is a family of given nonempty and convex subsets

Zt ✓
⇢
Z 2 L1(Rd),

Z

Rd

Z(y)d⌫(t, y) = 1, Z � 0

�
, 8t 2 T .

Remark that in the particular case where the set Mt is the singleton {⌫(t)}, we recover
dynamic programming equations corresponding to the risk neutral case.

Risk measures and individual control problem We define here the individual
control problem. We introduce first a general notation: given a tuple (y0, y1, ..., yT ), we
write y[t] = (y0, ..., yt). Let X0 and (Yt)t2T be (T + 1)-independent random variables
defined on a probability space (Ω,F ,P). Let L(X0) = m̄ and L(Yt) = ⌫(t). We define
the filtration (Ft)t2T , where F0 := �(X0) is the sigma-algebra generated by X0, and
Ft+1 := �(X0, Y[t]). We denote for any t 2 T̄ and any p 2 [1,+1)

L
p
t (Ω,R

d0) := Lp(Ω,Ft,P,R
d0),

the space of Ft measurable random variables with finite p-th order moment and value in
R
d0 . When the dimension is d0 = 1, we simplify the notation: Lp

t := L
p
t (Ω,R).

We fix a family of one-step conditional risk mappings (⇢t)t2T , ⇢t : L
1
t+1 ! L

1
t , defined

by

⇢t(Ut+1)(x0, y[t�1]) = sup
Z2Zt

Z

Ω
Ut+1(x0, y[t�1], Yt(!))Z(Yt(!))dP(!), (2.9)

where the random variables Ut+1 and ⇢t(Ut+1) are explicitly represented as measurable
functions of (x0, y[t]) 2 R

(t+2)d and (x0, y[t�1]) 2 R
(t+1)d, respectively. By definition of

Mt, we have

⇢t(Ut+1)(x0, y[t�1]) = sup
⇠2Mt

Z

Rd

Ut+1(x0, y[t�1], yt)d⇠(yt).

Finally we construct the associated composite risk measure ⇢ : L1
T ! R,

⇢(U) := E [⇢0 � · · · � ⇢T�1(U)] .

Now we are ready to describe the individual risk averse control problem of each agent
for fixed belief b 2 B2. Given a control A 2 A := A0 ⇥ · · ·⇥AT�1, with At = L

2
t (Ω,R

d)
for any t 2 T , the evolution of the state of the representative player is given by

Xt+1 = Xt +At + Yt, 8t 2 T .

Note that by induction, Xt 2 L
2
t (Ω,R

d) for any t 2 T̄ . The problem of the representative
agent is given by

inf
A2A

J (A, b) := ⇢

 
T�1X

t=0

`(t,Xt, At, b) + F (T,XT , b)

!
.
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The dynamic programming equations (i-ii) allow to characterize the solution to the above
problem. To motivate this assertion, observe that the individual control problem can be
recasted in the following nested form:

inf
A2A

J (A, b) = E


inf

A02A0

`(0, X0, A0, b) + ⇢0

✓
inf

A12A1

`(1, X1, A1, b) + · · ·

+⇢T�2

✓
inf

AT�12AT�1

`(T � 1, XT�1, AT�1, b) + ⇢T�1

✓
F (T,XT , b)

◆◆
· · ·

◆�
.

Recalling that for any t 2 T , the conditional risk measure ⇢t can be written as a supre-
mum by (2.9), one can show (Proposition 3.3.5) that

inf
A2A

J (A, b) = E [u(0, X0)] .

In addition the unique solution ↵ to equation (ii) provides the unique solution

Ā := (↵0(X̄0), . . . ,↵T�1(X̄T�1))

to the individual control problem, where (X̄t)t2T̄ is the solution to the closed-loop system

X̄t+1 = X̄t + ↵t(X̄t) + Yt, L(X̄0) = m0, 8t 2 T .

We can finally give an interpretation of the remaining equations in the model. Equa-
tion (iii) yields the probability distribution of the state variable (X̄t)t2T̄ , solution to the
above closed-loop system. Equation (iv) yields the probability distribution of the pair
(X̄t, Āt). Finally, the belief b is defined through equation (v).

Methodology and main results Our first result is an existence result, obtained with
a standard fixed point approach (see for example the approach followed in the proof of [32,
Theorem 3.1]). Under suitable assumptions on the data (essentially Lipschitz continuity
of the congestion and price mappings, but no monotonicity assumptions) we have the
following:

⌅ Existence: There exists a solution (u,↵,m, µ, b) to the mean field game system.

Our approach for proving the existence of a solution consists in formulating the system
(⇢-MFG) as a fixed point equation. For this purpose, we consider two mappings. The first
one, that we call dynamic programming mapping, assigns to a belief b the solutions u?(b)
and ↵?(b) to equations (⇢-MFG,i) and (⇢-MFG,ii), respectively. The second one, the
Kolmogorov mapping, assigns to a feedback control ↵ the triplet (m?(↵), µ?(↵), b?(↵)),
where m?(↵), µ?(↵), and b?(↵) are the solutions to (⇢-MFG,iii), (⇢-MFG,iv), and (⇢-
MFG,v), respectively. They allow to reformulate the system (⇢-MFG) as an equivalent
fixed point equation

b = b? � ↵?(b).

Then the result is obtained by a Schauder’s fixed point argument. The main difficulties
to obtain such result concern: the choice of functional spaces for the variables of the
problem and the proof of the continuity of the mapping ↵?.

Now we turn to our second main result, concerning the link between the mean field
game model and an N -player game. Let us first define the N -player game. Let N =
{1, . . . , N} be the set of players. For any vector (x1, . . . , xN ) we denote

x = (x1, . . . , xN ),

x�i = (x1, . . . , xi�1, xi+1, . . . , xN ).
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We consider independent random variables (Xi
0)i2N and (Y i

t )i2N ,t2T , such that L(Xi
0) =

m̄ and L(Y i
t ) = ⌫(t). We define the filtration (F t)t2T̄ as follows: F0 := �(X0) is

the sigma-algebra generated by X0, F t+1 := �(X0,Y[t]). We denote L2
t (Ω,R

d) :=

L2(Ω,F t,P,R
d) the space of F t measurable random variables with finite 2-nd order

moment and value in R
d. For any t 2 T , we consider the control set

At := L2
t (Ω,R

d), A := A0 ⇥ · · ·⇥AT�1.

The control of player i 2 N is an adapted stochastic process Ai 2 A, whose associated
trajectory (Xi

t [A
i])t2T̄ is defined by the following state equation

Xi
t+1 = Xi

t +Ai
t + Y i

t .

For any A = (Ai,A�i) 2 AN , the cost of each player i 2 N is given by

J i,N (Ai,A�i) := ⇢i

 
T�1X

t=0

`(t,Xi
t [A

i], Ai
t, b

N
A) + F (T,X i

T [A
i], bNA)

!
,

where ⇢i is the individual risk measure (see Section 3.6.1, in particular notice that players
are risk averse with respect to their individual noise only) and bNA is the empirical belief
(that is to say the N -player counterpart of the belief b).

Now we construct an approximate solution to the game, deduced from a fixed solution
(ū, ↵̄, m̄, µ̄, b̄) to the mean field game system. We denote (X̄i

t)t2T̄ the solution to the
closed-loop system

Xi
t+1 = Xi

t + ↵̄t(X
i
t) + Y i

t .

We define the control Āi 2 A by Āi
t = ↵̄t(X̄

i
t) and we set Ā = (Ā1, . . . , ĀN ).

⌅ "-Nash equilibrium in the N-player game: There exists a constant C > 0,
independent of N , such that the N -uplet Ā defined above is an "-Nash equilibrium,
that is to say

J i,N (Āi, Ā�i)  inf
Ai2A

J i,N (Ai, Ā�i) + ",

with " := CN�⌧/2 and ⌧ > 0 depending only on the dimension d of the state space.
In addition we have that

|J i,N (Ā)� J i(Āi, b̄)|  CN�⌧/2,

where J i(Ai, b̄) := ⇢i
⇣PT�1

t=0 `(t,X
i
t [A

i], Ai
t, b̄) + F (T,X i

T [A
i], b̄)

⌘
.

The proof consists in two main steps. In the first step, we estimate the distance between
the empirical belief bNA of the N -player game and the belief b̄ of the mean field model.
This is done via concentration inequalities [58]. This allows us to estimate the sensibility
of the criterion J i,N (Ai,A�i) with respect to its second variable, in a second step.

Extension and applications Let us discuss some possible extensions and applications
of this work.

I In our analysis we require the uniqueness of the feedback ↵, in particular to apply
the Schauder’s fixed point theorem. Recall that ↵ is characterized via equation
(ii). In order to prove the uniqueness of the optimization problem involved in (ii),
we need to ensure that the value function is convex, which can be achieved by
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assuming that the congestion terms and the running cost are convex. We think
that the non-convex case can be treated following the ideas developed in [113] and
would rely on Kakutani’s fixed point theorem and would require that the set of
strategies is compact.

I The risk measures that we consider here do not have the most general structure
possible. In our setting, the sets Mt are fixed. In [110], these sets depend on
the current state and control (see in particular Sections 4 and 5). In this more
general context, it is still possible to derive a dynamic programming principle for
the underlying optimal control problem (see [110, Theorem 2]). However, the
convexity of the value function, which plays an important role in our analysis, is
lost in such a setting.

I Another possible extension is to consider common noise in our framework. Two
cases could be distinguished, depending on whether or not the agents are risk averse
to the common noise. In the risk neutral and continuous case, this extension
is classical and leads to the study of a master equation (an infinite dimensional
Hamilton-Jacobi equation posed over the space of probability measures). We refer
the reader to [33, 39, 86]. But up to our knowledge, there is no work available
about a master equation in discrete time and continuous space setting. A first
step, which does not necessitate to introduce the master equation, could be to
consider a common noise described by a finite scenario tree. This would require to
make the variables of the game depend on the scenarios.

I A last direction concerns numerical methods. Up to our knowledge, no poten-
tial formulation is available in this framework. As a consequence, only learning
techniques do apply: one could for example combine the stochastic dual dynamic
programming method [100] to solve the risk averse dynamic programming equation
with the fictitious play algorithm.

2.2.2 Chapter 2: Discrete potential mean field games

Framework and objectives In the second chapter of the thesis, we propose and
study a discrete time, discrete state space potential (also called variational) mean field
game problem with hard constraints. In our framework, the dynamical system of each
agent is a Markov chain, with controlled probability transitions. The congestion � is
linked to the distribution of the agents via the subdifferential of a proper convex and
l.s.c. potential F . The price P is related to the joint law of states and controls of the
agents via the subdifferential of a proper convex and l.s.c. potential �. We consider hard
constraints, which means that the potentials F and � can take the value +1 and thus
induce constraints on the distribution of the agents. Our results are motivated by the
study of discrete models as such but can be applied to discretized MFGs.

The chapter is organized in three parts:

1. The first part is devoted to the theoretical analysis of the MFG system. We first
introduce a potential problem, involving the Kolmogorov equation, closely related
to another optimization problem, which is convex. This second problem is obtained
via a change of variable, similar to the one commonly employed in the continuous
setting (e.g. in [14]). Under a suitable qualification condition, we establish a duality
result between this problem and an optimal control problem involving the dynamic
programming equation. We show the existence of solutions to these problems and
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finally we show the existence of a solution to the MFG system. A uniqueness result
is proved (when F and � are differentiable).

2. The second part is devoted to the numerical resolution of the MFG system. We
focus on two families of methods: primal-dual methods and augmented Lagrangian
methods. These two classes exploit the duality structure of the potential problems
and can deal with hard constraints. They have already been applied to continuous
MFGs, see for example the survey article [6].

3. In the third part we propose and solve numerically two hard constraints problems:
a congestion mean field game problem and a “Cournot” mean field game. Following
our analysis we define a notion of residuals allowing us to compare the empirical
convergence of each method in a common setting.

Comparison with the literature Few publications deal with fully discrete models;
in a seminal work, D. Gomes, J. Mohr, and R. R. Souza [65] have studied the existence of
a Nash equilibrium via a fixed point approach and investigated the long-term behavior of
the game. Up to our knowledge, this study is the first to analyze discrete and potential
mean field games. In the continuous case, four classes (summarized in the figure 2.4) of
variational mean field games can be identified. Our model is general enough to be seen
as the discrete counterpart of these four cases.

Soft Hard

F
Case 1 (� = rF ):

[17, 34, 89, 106]

Case 2 (� 2 @F ):

[38, 93, 114, 115]

�
Case 3 (P = r�):
[21, 67, 68, 70, 72]

Case 4 (P 2 @�):

[66]

Figure 2.4: Literature for soft and hard interactions in potential mean field games.

• Case 1: MFGs with monotone congestion terms (F is differentiable, � = 0).

• Case 2: MFGs with density constraints (F has a bounded domain, � = 0). These
models are of particular interest for describing crowd motions. The coupling vari-
able � has there an incentive role.

• Case 3: MFGs with Cournot interactions (F = 0, � is differentiable). In this
situation, each agent optimally chooses a quantity to be sold at each time step
of the game. Interactions with the other players occur through the gradient of �
which maps the mean strategy (the market demand) to a market price.

• Case 4: MFGs with price formation (F = 0, � has a bounded domain). These
models incorporate a hard constraint on the demand. The price variable is the
associated Lagrange multiplier and has an incentive role.

The model Let T 2 N
? be the duration of the game. Let T = {0, ..., T � 1} and

T̄ = {0, ..., T}. Let S = {0, ..., n � 1} denote the state space and ∆(S) = {⇡ : S !
[0, 1] |

P
x2S ⇡(x) = 1} be the simplex over S. Given a finite set X, we denote by R(X)

the set of maps from X to R (i.e. R(X) = R
X). With this notation at hand, we define
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the following spaces:

R = R(T̄ ⇥ S)⇥ R(T ⇥ S2), U = R(T̄ ⇥ S)⇥ R(T ),

C = R⇥ R(T̄ ⇥ S)⇥ R(T ), K = R(T̄ ⇥ S)⇥ U .

We fix an initial distribution m0 2 ∆(S) and four maps: a running cost `, a potential
price function �, a potential congestion cost F , and a displacement cost ↵,

` : T ⇥ S ⇥ R(S) ! R [ {+1}, � : T ⇥ R ! R [ {+1},

F : T̄ ⇥ R(S) ! R [ {+1}, ↵ : T ⇥ S2 ! R.

Assumption 2.2.1 (Convexity). For any (t, s, x) 2 T ⇥T̄ ⇥S, the maps `(t, x, ·), F (s, ·),
and �(t, ·) are proper, convex and lower semi-continuous. In addition dom(`(t, x, ·)) ✓
∆(S).

We define the individual cost c : T ⇥ S ⇥ S ⇥∆(S) ! R,

c�,P (t, x, y, ⇢) = `(t, x, ⇢) + �(t, x) + ↵(t, x, y)P (t),

which is the cost of moving from state x 2 S to state y 2 S at time t 2 T when the
control ⇢ 2 ∆(S) is implemented by the agent, given the coupling terms (�, P ). When
an agent is at state x at time t and plays the control ⇢, he reaches the state y at time
t+ 1 with probability ⇢(y).

The mean field game problem under study is the following: find a quintuplet (m,⇡, u, �, P )
such that for any (t, s, x) 2 T ⇥ T̄ ⇥ S,

8
>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(i)

8
><
>:

u(t, x) = inf
⇢2∆(S)

X

y2S

⇢(y)
⇣
c�,P (t, x, y, ⇢) + u(t+ 1, y)

⌘
,

u(T, x) = �(T, x),

(ii) ⇡(t, x, ·) 2 arg min
⇢2∆(S)

X

y2S

⇢(y)
⇣
c�,P (t, x, y, ⇢) + u(t+ 1, y)

⌘
,

(iii)

8
><
>:

m(t+ 1, x) =
X

y2S

m(t, y)⇡(t, y, x),

m(0, x) = m0(x),

(iv) �(s, ·) 2 @F (s,m(s, ·)),

(v) P (t) 2 @�

0
@t,

X

(x,y)2S2

m(t, x)⇡(t, x, y)↵(t, x, y)

1
A .

(@-MFG)

The unknowns of the system are ((m,⇡), (u, �, P )) 2 R ⇥ K. They can be described
as follows: u(t, x) is the value function of the agents; ⇡(t, x, y) denotes the probability
transition from x 2 S to y 2 S, for agents located at x at time t; m(t, x) denotes the
proportion of agents located at x 2 S at time t 2 T̄ ; � and P are the coupling terms of
the MFG: �(t, x) is a congestion term incurred by agents located at x 2 S at time t 2 T̄
and P (t) is a price variable.
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The potential problems We introduce the operator A : R(T ⇥ S2) ! R(T ) and the
operator S : R(T ⇥ S2) ! R(T̄ ⇥ S), defined by

A[w](t) =
X

(x,y)2S2

w(t, x, y)↵(t, x, y), S[w](s, x) =

( P
y2S w(s� 1, y, x) if s > 0,

0 if s = 0.

To study the mean field game system, we define four problems. We define the following
minimization problem
8
>>><
>>>:

min
(m,⇡)2R

J (m,⇡) :=
X

(t,x)2T ⇥S

`[⇡](t, x)m(t, x) +
X

t2T

�[Aw](t) +
X

s2T̄

F [m](s),

s.t.:

(
m(t+ 1, x) =

P
y2S ⇡(t, y, x)m(t, y), (t, x) 2 T ⇥ S,

m(0, x) = m0(x), x 2 S,

(P)

where ` is the Nemytskii operator associated to ` and ˜̀ is the perspective function
associated to `. We also define the convex optimization problem (that we call primal
problem)

8
>>><
>>>:

min
(m,w)2R

J̃ (m,w) :=
X

(t,x)2T ⇥S

˜̀[m,w](t, x) +
X

t2T

�[Aw](t) +
X

s2T̄

F [m](s),

s.t.:

(
m(t+ 1, x) =

P
y2S w(t, y, x), (t, x) 2 T ⇥ S,

m(0, x) = m0(x), x 2 S.

(P̃)

We define the following dual problem
8
>>><
>>>:

max
(u,�,P )2U

D̃(u, �, P ) := hm̄0, u(0)i �
X

t2T

�?[P ](t)�
X

s2T̄

F ?[�](s),

s.t.:

(
u(t, x) + `?[�A?P � S?u](t, x)  �(t, x), (t, x) 2 T ⇥ S,

u(T, x) = �(T, x), x 2 S.

(D̃)

Finally, let U [�, P ] be the solution to the dynamic programming equation (@-MFG,i),
for fixed coupling terms (�, P ). We define the problem

max
(�,P )2U

D̃(�, P ) := D(U [�, P ], �, P ). (D)

Methodology and main results A first part of the results concerns existence/uniqueness
of a solution to the mean field game system. Let us start with the following:

⌅ Existence and uniqueness: There exists a solution (m,⇡, u, �, P ) to (@-MFG).
If F and � are differentiable then (u, �, P ) is uniquely defined. If F and � are
strictly convex then (@-MFG) has a unique solution.

Then we explain the link between all the optimization problems and the mean field
game system. The following results hold under the following qualification assumption.
For any " = ("1, "2, "3) 2 K and ⇡ 2 dom(`) we define m1[",⇡] the solution to the
following perturbed Kolmogorov equation

m1(t+ 1, x) =
X

y2S

m1(t, y)⇡(t, y, x)� "1(t+ 1, x), m1(0)� "1(0) = m̄0.

We also define, for any (t, x, y) 2 T ⇥ S ⇥ S,

w[",⇡](t, x, y) = m1[",⇡](t, x)⇡(t, x, y)

m2[",⇡](t, x) = m1[",⇡](t, x) + "2(t, x)

D[",⇡](t) =
P

(x,y)2S2 w[",⇡](t, x, y)↵(t, x, y) + "3(t).

32



CHAPTER 2. INTRODUCTION 2.2. CONTRIBUTIONS

Assumption 2.2.2 (Qualification). There exists ↵ > 0 such that for any " = ("1, "2, "3)
in K with k"k  ↵, there exists ⇡ 2 dom(`) such that

m1[",⇡] � 0, m2[",⇡] 2 dom(F ), D[",⇡] 2 dom(�).

We provide a graphical representation to summarize the results. The labels on the
arrows correspond to one or several results proved in the chapter, that we have recast
here for presentation purpose.

P̃ D̃ D

@-MFG

P
DualL̃ U

DC+CV

DC DCFOC

Figure 2.5: Summary of the results obtained in Chapter 4.

⌅ Dual: Problem (P̃) and (D̃) are in duality.

⌅ DC+CV: Let (m,⇡, u, �, P ) be a solution to (@-MFG). Then (m,w := m⇡) is
solution to (P̃) and (u, �, P ) is solution to (D̃).

⌅ FOC: Let (m,w) be a solution to (P̃) and (u, �, P ) be a solution to (D̃). Let ⇡ be
such that for any (t, x) 2 T ⇥ S, ⇡(t, x, ·) = w(t, x, ·)/m(t, x) if m(t, x) > 0 and

⇡(t, x, ·) 2 argmin
⇢2∆(S)

`(t, x, ⇢) +
X

y2S

⇢(y)(P (t)↵(t, x, y) + u(t+ 1, y))

if m(t, x) = 0. Then (m,⇡, u, �, P ) is a solution to (@-MFG).

⌅ L̃: We have val(P) = val(P̃). By the “Benamou-Brenier” change of variable, any
solution to Problem (P) provides a solution to Problem (P̃) and vice-versa.

⌅ DC: Let (m,⇡, u, �, P ) be a solution to (@-MFG) then (m,⇡) is solution to (P),
and (�, P ) is solution to (D).

⌅ U: Problems (D̃) and (D) have the same value. Moreover, for any solution (u, �, P )
to (D̃), (�, P ) is a solution to (D); conversely, for any solution (�, P ) to (D) (there
exists at least one), (U [�, P ], �, P ) is a solution to (D̃).

A second part of the results concerns numerical aspects. We investigate the numerical
resolution of the primal and dual problems in the hard constraint case for both congestion
and price problems. We investigate different numerical methods: primal-dual proximal
algorithms (called Chambolle-Pock and Chambolle-Pock-Bregman) [45, 46], alternating
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direction method of moments (ADMM)[61, 64], and Gaussian back alternating direction
method (ADM-G) [78]. The numerical methods are saddle-point methods which rely on
the following primal-dual formulation:

inf
(m1,w,m2,D)2C

F(m1, w,m2, D) + G(A(m1, w,m2, D)) =

inf
(u,�,P )2K

F?(�A?(u, �, P )) + G?(u, �, P ),

where the maps F : C ! R[ {+1} and G : K ! R[ {+1} and the operator A : C ! K
are defined by

F(m1, w,m2, D) =
X

(t,x)2T ⇥S

˜̀[m1, w](t, x) +
X

t2T

�[D](t) +
X

s2T̄

F [m2](s),

G(y1, y2, y3) = �(y1 + m̄0) + �(y2) + �(y3),

A(m1, w,m2, D) = (Sw �m1,m1 �m2,Aw �D).

The idea is to introduce additional variables to decouple the perspective function from
the potential mapping in the criterion F . This formulation is important in our numerical
implementation. Indeed our numerical methods require to compute the proximal opera-
tor of F at each step. This way, the proximal operator of F can be decomposed as the
concatenation of three tractable proximal operators. The coupling between the variables
is recovered in the term G(A(m1, w,m2, D)). The counterpart of this decoupling is the
increase of the number of successive minimization steps that have to be done in ADMM.
Then convergence guarantee are lost for the latter algorithm since we are not in the
ALG2 framework. However, we implement a close method called ADM-G which offers a
convergence guarantee. We summarize in the following table the convergence guarantee
for each method.

Method
Convergence

guarantee

ADMM No

ADM-G Yes

Chambolle-Pock
Primal dual gap

convergence O(1/k)

Chambolle-Pock-Bregman
Primal dual gap

convergence O(1/k)

Figure 2.6: Convergence guarantee and execution time.

The concrete examples we solved can be found in Section 4.6.

Applications Let us discuss some possible applications of this work. In the following
applications, one should carefully show that the qualification condition (presented above)
holds, in particular when the transition probabilities are constrained.

I A direct application of this work concerns mean field game planning problems.
In those problems, we are interested in moving a crowd of identical and rational
agents from an initial spatial density to a desired target density mT 2 ∆(S) at a
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final time horizon T > 0. The interested reader can refer to the studies [3, 69, 99]
on the subject. The mean field game planning problem is given by (@-MFG) with
F (T,m(T, ·)) := �(m(T, ·)�mT (·)). In this situation, the variable �(T, ·) plays an
incentive role to ensure the constraint to be satisfied at final time T .

In fact, one could also prescribe at any time the density m(t, ·) via a mapping
F (t,m(t, ·)) := �(m(t, ·)�mt(·)) with mt 2 ∆(S) for any t > 0.

I The same idea applies for the price. Instead of considering the price as a function
of the aggregated behaviors, one can prescribe a quantity D̄(s) that should be
satisfied by the aggregation of the behaviors Aw(s) for any s > 0 (see [66] for
an application to the electricity market). This condition can be encoded with the
function �(s,Aw(s)) := �(Aw(s)�D̄(s)). In this situation, the price variable P (s)
only play an incentive role to ensure the constraint to be satisfied at time s.

2.2.3 Chapter 3: Generalized conditional gradient and learning in po-
tential mean field games

Framework and objectives In this chapter, we study the generalized conditional gra-
dient algorithm to solve potential mean field game problems. We consider the continuous
and finite time framework formulated in [21], consisting of a Hamilton-Jacobi-Bellman
equation, a Fokker-Planck equation, and other coupling equations. The generalized con-
ditional gradient method is an extension of the conditional gradient method, also called
Frank-Wolfe algorithm. We show that the generalized conditional gradient method can
be interpreted as a learning procedure called fictitious play. More precisely, each step of
the generalized conditional gradient method amounts to compute the best-response of
the representative agent, for a predicted value of the coupling terms of the game. This
perspective allows us to:

1. Borrow and apply classical tools from the conditional gradient theory and derive,
under suitable assumptions, convergence rates for the potential cost, the different
variables generated by the fictitious play algorithm, and the exploitability;

2. Show that the notion of exploitability from game theory is equivalent to a notion
of primal-dual gap (called primal gap certificate in the Frank-Wolfe literature).

The main results of this chapter deal with the well-posedness of the generalized condi-
tional gradient algorithm and its convergence to the solution of the problem. The well-
posedness is established with the help of suitable regularity estimates for the Hamilton-
Jacobi-Bellman equation and the Fokker-Planck equation. We show that for the learning
sequence �k = 2/(k + 2), the potential cost converges in O(1/k), the exploitability and
the variables of the problem (distribution, congestion, price, value function and control
terms) converge in O(1/

p
k), for specific norms.

Comparison with the literature Up to our knowledge, this is the first contribution
to consider the generalized conditional gradient algorithm in the mean field games liter-
ature, in a PDE setting. However, in a discrete setting, the conditional gradient method
has been studied in the recent reference [62]. In the latter reference, the link with the
fictitious play algorithm is also established.

Similarly to [62], we use the standard convergence results of the conditional gradient
method to prove that the potential cost converges at a rate O(1/k) and the exploitability
at a rate O(1/

p
k), when �k = 2/(k + 2).
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In comparison with [62], the main novelty of our work (besides the different analytical
framework) is the proof of convergence of all variables of the game: the coupling terms
(price and congestion), the distribution of the agents, and their value function, at a rate
O(1/

p
k). A key tool for the proof of convergence is a kind of quadratic growth property

satisfied by the potential cost, which itself follows from the (assumed) strong convexity
of the running cost of the agents.

Let us mention that we also provide convergence rates for the case �k = 1/(k + 1)
which is more standard in the fictitious play algorithm: O(ln(k)/k) for the potential
cost, O(

p
ln(k)/k) for the exploitability and the different variables of the game.

The model In this chapter, we follow the framework developed in [21]. Following the
latter reference, there exists a unique classical solution to (m, v, u, �, P ) to

8
>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

(i)

(
�@tu�∆u+H[ru+ P ] = �,

u(x, T ) = g(x),

(x, t) 2 Q,

x 2 T
d,

(ii) v = �Hp[ru+ P ], (x, t) 2 Q,

(iii)

(
@tm�∆m+r · (vm) = 0,

m(0, x) = m0(x),

(x, t) 2 Q,

x 2 T
d,

(iv) �(x, t) = f(x, t,m(t)), (x, t) 2 Q,

(v) P (t) = �
�R

Td v(x, t)m(x, t)
�
, t 2 [0, T ],

(MFG)

where Q := T
d⇥[0, T ]. The unknown (m, v, u, �, P ) is such thatm(x, t) 2 R, v(x, t) 2 R

d,
u(x, t) 2 R, �(x, t) 2 R, and P (t) 2 R

d, for any (x, t) 2 Q. The equation (MFG,i) is a
Hamilton-Jacobi-Bellman equation and describes the evolution of the value function as
time goes backward. Equation (MFG,ii) defines the optimal control v, which is given by
the gradient Hp of the Hamiltonian. Equation (MFG,iii) is a Fokker-Planck equation,
describing the evolution of the state distribution of the agents. Equation (MFG,iv)
defines the congestion � and equation (MFG,v) the price P .

Generalized conditional gradient The generalized conditional gradient algorithm
is a generalization of a method called conditional gradient or Frank-Wolfe algorithm,
first developed in [59]. The method is designed to minimize convex objective function
under a bounded and convex constraint: consider the optimization problem

min
x2K

f(x) = f1(x) + f2(x),

where K is a convex and compact subset of Rn of finite diameter D, f1 is a (possibly
non-smooth) convex function and f2 a continuous differentiable function with L-Lipschitz
gradient. We consider the mapping h : K ⇥K ! R defined by

h(x, y) = f1(y)� f1(x) + hrf2(x), y � xi.

The mapping h can be seen as a first-order Taylor approximation of f(y)� f(x), where
only f2 is linearized. Let (�k)k2N 2 [0, 1] a sequence of step sizes. The method generates
iteratively two sequences (x̄k)k2N and (xk)k2N in K. At iteration k, x̄k is available and

36



CHAPTER 2. INTRODUCTION 2.2. CONTRIBUTIONS

(xk, x̄k+1) is obtained as follows:

xk = argmin
y2K

h(x̄k, y),

x̄k+1 = (1� �k)x̄k + �kxk.

The purpose of our study is to adapt the generalized conditional gradient method
presented above to compute the solution of the mean field game problem. As mentioned
in the Section 2.1.5, several methods are available to solve potential mean field games.
Here we present a new approach, and exhibit its links with the fictitious play algorithm.
In our context, the objective function to be minimized is the following potential cost

inf
(m,w)2R̃

J̃ (m,w) :=

Z

Q
L̃[m,w]dxdt+

Z T

0

✓
F [m] +Φ[

Z

Td

w]

◆
dt+

Z

Td

gm(T )dx (P̃)

where R̃ is the set of all (m,w) 2 W 2,1,p(Q)⇥W 1,0,1(Q) such that

@tm�∆m+r · w = 0, (x, t) 2 Q,

m(x, 0) = m0(x), x 2 T
d.

We define a linearized control problem (similar to the one defined in subsection 2.1.2, up
to a change of variable)

inf
(m0,w0)2R̃

Z̃�,P (m
0, w0) =

Z

Q
L̃[m0, w0]dxdt+

Z

Q
�m0dxdt+

Z T

0
hP,w0idt

| {z }
(?)

+

Z

Td

gm0(T )dx,

for any (�, P ). The key remark is that if �(x, t) = f(x, t,m(t)) and P (t) = �(t, Aw(t))
for any (x, t) 2 Q, then the (?) part of the individual cost can be interpreted as a
linearization of the the potentials F and Φ at (m,w) 2 W 2,1,p(Q) ⇥W 1,0,1(Q). Then
we design a generalized conditional gradient method based on this observation. We define
the semi-linearized cost

h((m,w), (m0, w0)) = Z̃�,P (m
0, w0)� Z̃�,P (m,w),

of the potential cost J̃ , where �(x, t) = f(x, t,m(t)) and P (t) = �(t, Aw(t)) for any
(x, t) 2 Q. The generalized conditional gradient method goes as follows:

Algorithm 1 Generalized conditional gradient

Choose (m̄0, w̄0) 2 C2+↵,1+↵/2(Q) ⇥ w̄0 2 C1+↵,↵(Q,Rd) and choose a sequence
(�k)k2N 2 [0, 1].
for 0  k < N do

Find the solution (mk, wk) to

min
(m,w)2R̃

h((m̄k, w̄k), (m,w)). (2.10)

Actualise (m̄k+1, w̄k+1) = (1� �k)(m̄k, w̄k) + �k(mk, wk).
end for
return (m̄N , w̄N ).

37





CHAPTER 2. INTRODUCTION 2.2. CONTRIBUTIONS

Then compute the optimal control vk = �Hp[ruk + Pk], given the value function
uk and the price Pk. This step can be interpreted as follows: for a given belief on
the distributions of the coupling terms �k and Pk, a representative agent computes
its best response vk.

3. Find the solution mk to the Fokker-Planck equation for the given drift vk

@tm�∆m+r · (vkm) = 0, (x, t) 2 Q,

m(x, 0) = m0(x), x 2 T
d,

and compute the associated distribution of controls wk = mkvk. The obtained pair
(mk, wk) is the solution to (2.10).

4. The actualization step of (m̄k+1, w̄k+1) can be interpreted as a learning step. The
learning rule consists in averaging the past realizations of the distribution of states
and controls at a rate determined by the sequence (�k)k2N.

Methodology and main results Besides the connection between generalized con-
dition gradient and fictitious play, our main results deal with the convergence of the
method. The first result concern the convergence of the primal cost and is almost a
direct consequence of the convexity of the primal cost and the convexity and bounded-
ness of the constraints set. The second result concern the convergence of the variables
of the problem and relies on a sort of quadratic growth property satisfied by the poten-
tial cost, which itself followed from the (assumed) strong convexity of the running cost
of the agents. The results presented here concern the case where the learning rate is
�k = 2/(k + 2).

⌅ There exists C > 0 such that ✏k  C/k, where (✏k)k2N is the sequence of primal
gaps defined by

(m̄, w̄) = argmin
(m,w)2R̃

J̃ (m,w), ✏k = J̃ (m̄k, w̄k)� J̃ (m̄, w̄),

for all k 2 N.

⌅ There exists C > 0 such that �(m̄k, w̄k)  C/
p
k and

kv̄k � v̄kL2(Q;Rd) + km̄k � m̄kL1(0,T ;L2(Td)) + kw̄k � w̄kL2(Q;Rd)

+kPk � P̄kL2(0,T ;Rk) + k�k � �̄kL1(Q) + kuk � ūkL1(Q)  C/
p
k,

for all k 2 N. Here (ū, v̄, m̄, �̄, P̄ ) is the unique solution to (MFG) and w̄ = m̄v̄.

Extensions We now present possible research directions and extensions for this work:

1. Many improvements of the conditional gradient method have been proposed and
investigated in the literature, see for example [81]. For example, one can replace
the learning rule �k = 2/(k + 2) by a line search method. We could investigate
the applicability of these variants to the generalized conditional gradient method
in general and to potential mean field games in particular.

2. The connection between generalized condition gradient method and fictitious play
could be established in different settings, in particular, for the Lagrangian formu-
lation of first order mean field games. We expect that the convergence of the gap
and the exploitability could be proved. Some convergence results have already been
obtained in this setting in [35].
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Chapter 3

Discrete-time mean field games
with risk averse-agents

3.1 Introduction1

The class of mean field games problem was introduced by J-M. Lasry and P-L. Lions
in [88, 89, 90] and M. Huang, R. Malhamé, and P. Caines in [80], to study interactions
among a large population of players. Many developments and applications have been
proposed this last decade, in particular in economics modeling and finance; one can
refer for example to Y. Achdou and al. [1], O. Guéant, J-M. Lasry and P-L. Lions
[73], and P. Cardaliaguet and C.-H. Lehalle [37]. Economic models ”à la Cournot”,
considering interactions between the agents via a price variable, have recently received
particular attention, let us mention the works of A. Bensoussan and P. J. Graber [67],
J. F. Bonnans, S. Hadikanloo, and L. Pfeiffer [21], Z. Kobeissi [83], and P. J. Graber,
V. Ignazio, and A. Neufeld [68].

The specificity of the mean field game of this article is the risk aversion of the involved
agents. Here risk aversion is modeled with the help of composite risk measures (also called
dynamic risk measures). Mathematically, a risk measure ⇢ is a map that assigns to a
random variable U a real number, which is usually high when U is very volatile. In this
way ⇢ can be used to model the reluctance of a player to face highly uncertain expenses.
We refer to the seminal work by P. Artzner, F. Delbaen, J-M. Eber and D. Heath in [10].
We will make use of composite risk measures, the natural extension of risk measures to
a multistage framework, see for example the article of A. Shapiro and A. Ruszczyński
[111]; for an application to multistage portofolio selection one can refer to A. Shapiro
[116].

Let us describe more precisely our coupled system and the obtained results. The
coupled system describes a population of identical agents which all optimize a linear
discrete-time dynamical system (in a continuous state space). In the model, the associ-
ated cost function depends on a variable called belief, which is related to the behavior of
the whole group, whence a coupling between a single agent and the population. Assuming
that the population is very large, one can consider that an isolated representative agent
has no impact on the belief. Therefore his/her behavior can be conveniently described
by dynamic programming equations (in which the belief is a parameter). Mathemat-
ically, the belief is the probability distribution of the states and controls of all agents
at the different time steps of the game; it is described via the Kolmogorov equation.
Our first result is an existence result, obtained with a standard fixed point approach.

1The corresponding article [23] was published in ESAIM: COCV.
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In our second result, we show that an optimal feedback control for the mean field game
yields an "-Nash equilibrium for an N -player dynamic game, where " ! 0 as N ! 1.
The proof of this result is based on an estimate of the expectation of the Wasserstein
distance between the empirical measure of i.i.d. variables and the law of these variables,
obtained by N. Fournier and A. Guillin [58, Theorem 1]. The approach that we follow
was proposed by M. Huang, P. Caines, and R. Malhamé in [79].

Discrete-time and continuous-space mean field game models have been studied in
different works. The framework that we propose in this article is close to the one of
N. Saldi, T. Başar and M. Raginsky [113], in particular, we make use of similar weighted
spaces. A few works have already investigated the issue of risk aversion. Most of them
model risk sensitivity via exponential utility functions, see for example H. Tembine,
Q. Zhu and T. Başar [118]. The case of robust mean field games is investigated in
problem (P2) in the work of J. Moon and T. Başar [95]. In many economic situations, risk
modeling is of interest, in particular in the banking industry [98]. Our approach can also
be relevant in situations where mean field games are used to design telecommunication
systems or smart grids; see C. Bertucci et al. [19] and C. Alasseur, I. Ben Tahar and
A. Matoussi [8]. For example, in the latter reference, it could be interesting to take into
account the risk of individual no-energy situations or collective black-out situations via
robust control.

The article is structured as follows. In Section 3.2 we introduce notations, assump-
tions, and the system of coupled equations. In Section 3.3 we interpret this system as
a mean field game system with risk averse agents. In Section 3.4 we establish general
technical results that will be helpful in Section 3.5, where we prove the existence of a
solution to the coupled system. Finally in Section 3.6 we investigate the connection
between the coupled system and an N -player game.

3.2 Problem Formulation

3.2.1 Notations

We set T := {0, . . . , T � 1} and T̄ := {0, . . . , T} with T 2 N
?. For any t 2 T̄ and any

vector (x0, . . . , xt) we denote
x[t] := (x0, . . . , xt).

We denote
id : Rd ! R

d,

the identity mapping.

Functions

Let C-Lip denote the set of Lipschitz functions of modulus C on R
d. We define the

p-polynomially weighted space

GC
p :=

n
f : Rd ! R

d0 , |f(x)|  C(|x|p + 1)
o
,

where the dimension d0 depends on the context, with associated norm

kfkG,p := sup
x2Rd

|f(x)|

1 + |x|p
.

Let QC
p ⇢ GC

p denote the set of convex mappings f : Rd ! R satisfying

�C  f(x)  C(1 + |x|p), 8x 2 R
d. (3.1)
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Probability measures

Let P(Rd) denote the set of probability measures on R
d. Given p 2 [1,+1), we define

the set of finite p-th order moment measures

Pp(R
d) :=

⇢
m 2 P(Rd),

Z

Rd

|x|pdm(x) < +1
�
,

that we endow with the Rubinstein-Kantorovitch distance, defined by

d1(µ, ⌫) := sup
�21�Lip

Z

Rd

�(x)d(µ� ⌫)(x),

for any µ and ⌫ 2 P1(R
d) (see [120, Particular case 5.15] for more details). We recall

that by the Hölder inequality, Pp(R
d) ✓ P1(R

d) for any p > 1. Given C > 0, we define

PC
p (Rd) :=

⇢
m 2 Pp(R

d),

Z

Rd

|x|pdm(x)  C

�
.

We also consider the following sets of beliefs

B2 := (P2(R
2d))T ⇥ P2(R

d), BC
2 := (PC

2 (R2d))T ⇥ PC
2 (Rd),

endowed with the Rubinstein-Kantorovitch distances for the product topology, also de-
noted d1.

For any m and ⌫ 2 P(Rd), we define the convolution product ⌫ ⇤m by
Z

Rd

h(x)d(⌫ ⇤m)(x) :=

Z

Rd

Z

Rd

h(y + z)d⌫(y)dm(z), (3.2)

for any bounded Borel map h 2 R
d ! R. For any m 2 P(Rd) and for any Borel map

g : Rd ! R
d0 , we define the image measure g]m 2 P(Rd0) by

Z

Rd

(h � g)(x)dm(x) =

Z

Rd

h(y)dg]m(y), (3.3)

for any bounded Borel map h 2 R
d ! R

d0 .

3.2.2 Coupled system

Let us first introduce the data of the problem. We consider

• a congestion function F : T̄ ⇥ R
d ⇥ B2 ! R

• a price function P : T ⇥ B2 ! R
d

• an initial distribution m̄ 2 P2(R
d)

• individual noise distributions (⌫(t))t2T 2 (P2(R
d))T .

The running cost ` : T ⇥ R
d ⇥ R

d ⇥ B2 ! R is defined by

`(t, x, a, b) =
1

2
|a|2 + ha, P (t, b)i+ F (t, x, b).

For modeling risk aversion, we consider a family of subsets (Zt)t2T such that

Zt ✓
⇢
Z 2 L1(Rd),

Z

Rd

Z(y)d⌫(t, y) = 1, Z � 0

�
, 8t 2 T .
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For any t 2 T , we define

Mt :=
n
⇠ 2 P(Rd), d⇠ = Zd⌫(t), Z 2 Zt

o
. (3.4)

For any t 2 T , Zt is assumed to be nonempty and convex, thus Mt is a nonempty and
convex subset of P(Rd).

We propose to study a risk averse mean field game (MFG), taking the form of the
following coupled system:

8
>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>:

(i)

8
><
>:
u(t, x) = inf

a2Rd

 
`(t, x, a, b) + sup

⇠2Mt

Z

Rd

u(t+ 1, x+ a+ y)d⇠(y)

!
,

u(T, x) = F (T, x, b),

(ii) ↵t(x) = argmin
a2Rd

 
`(t, x, a, b) + sup

⇠2Mt

Z

Rd

u(t+ 1, x+ a+ y)d⇠(y)

!
,

(iii)

(
m(t+ 1) = ⌫(t) ⇤ [(id+ ↵t)]m(t)],

m(0) = m̄,

(iv) µ(t) = (id,↵t)]m(t),

(v) b := (µ(0), . . . , µ(T � 1),m(T )),

(MFG)
for any (t, x) 2 T ⇥ R

d. The five unknowns in the above system are

• the value function u 2 (G2)
T+1

• the feedback control ↵ 2 (G1 \ 1-Lip)T

• the distribution of states m 2 (P2)
T+1

• the joint distribution of states and controls µ 2 (P2(R
2d))T

• the belief b 2 B2.

Let us describe briefly the coupled system; we will justify it more in detail in Section
3.3. Equation (MFG,i) is a dynamic programming equation associated with a discrete-
time optimal control problem for a representative agent. The belief b appears as a
parameter of the equation, since a single agent has no impact on it. The corresponding
optimal feedback control ↵ is then given by (MFG,ii). Now, assuming that all agents
make use of the feedback control ↵, the distribution of their state m is described by the
Kolmogorov equation (MFG,iii) with initial condition m̄.

Our approach for proving the existence of a solution consists in formulating the system
(MFG) as a fixed point equation. For this purpose, we consider two mappings. The first
one, that we call dynamic programming mapping, assigns to a belief b the solutions
u?(b) and ↵?(b) to equations (MFG,i) and (MFG,ii), respectively. The second one, the
Kolmogorov mapping, assigns to a feedback control ↵ the triplet (m?(↵), µ?(↵), b?(↵)),
where m?(↵), µ?(↵), and b?(↵) are the solutions to (MFG,iii), (MFG,iv), and (MFG,v),
respectively. These two mappings will be investigated in Section 3.5. They allow to
reformulate the system (MFG) as an equivalent fixed point equation

b = b? � ↵?(b).
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3.2.3 Assumptions

We state now the assumptions on the data of the problem, in force all along the article.
Note that for the results of Section 3.6 (dealing with the N -player dynamic game), we
will need a slightly stronger assumption on the mapping F .

We make use of the same constant C to formulate the different assumptions. In the
sequel, the constant C denotes a generic constant depending only on those involved in
the assumptions and T ; its value can change from an inequality to the next one.

Assumption 3.2.1. There exists C > 0 such that m̄ 2 PC
2 (Rd) and such that for any

t 2 T , ⌫(t) 2 PC
2 (Rd).

Assumption 3.2.2. There exists C > 0 such that for any t 2 T and for any Z 2 Zt,

kZk1  C,

and there exists Z 0 2 Zt such that

Z 0 � 1

C
a.e.

Remark 3.2.3. Assumption 3.2.2 implies the existence of C > 0 such that

Mt ✓ PC
2 (Rd), 8t 2 T . (3.5)

The results obtained in Section 3.5 only require (3.5) to hold. The full Assumption 3.2.2
will be used in Section 3.6.

Assumption 3.2.4. There exists C > 0 such that for any t 2 T and for any b1 and
b2 2 B2,

(i) F (t, ·, b1) 2 QC
2 ,

(ii) kF (t, ·, b1)� F (t, ·, b2)kG,2  Cd1(b1, b2),

(iii) |P (t, b1)� P (t, b2)|  Cd1(b1, b2),

(iv) |P (t, b1)|  C.

Remark 3.2.5. In economics or in finance, prices typically depend on the aggregated
demand or supply. One could consider for example

P (t, b) :=  

✓
t,

Z

R2d

↵dµ(t, x,↵)

◆
,

where  : T ⇥R
d ! R

d. In this case, if  is a C-Lipschitz mapping then for any b1 and
b2 2 B2, one has that

|P (t, b1)� P (t, b2)|  C

����
Z

R2d

↵d(µ1 � µ2)(t, x,↵)

����  Cd1(µ1, µ2)  Cd1(b1, b2),

which implies Assumption 3.2.4 (iii). Assumption 3.2.4 (iv) also holds if | |  C.

3.3 Interpretation of the coupled system

In Subsection 3.3.1 we describe the risk averse optimal control problem associated with
(MFG,i-ii). In Subsection 3.3.2 we justify the Kolmogorov equation (MFG,iii).
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3.3.1 Dynamic programming equation

Risk measures

Let X0 and (Yt)t2T be (T + 1)-independent random variables defined on a probability
space (Ω,F ,P). Let L(X0) = m̄ and L(Yt) = ⌫(t). We define the filtration (Ft)t2T ,
where F0 := �(X0) is the sigma-algebra generated by X0, and Ft+1 := �(X0, Y[t]). We
denote for any t 2 T̄ and any p 2 [1,+1)

L
p
t (Ω,R

d0) := Lp(Ω,Ft,P,R
d0),

the space of Ft measurable random variables with finite p-th order moment and value in
R
d0 . When the dimension is d0 = 1, we simplify the notation: Lp

t := L
p
t (Ω,R).

Definition 3.3.1. Given t 2 T , we say that a mapping ⇢t : L
1
t+1 ! L

1
t is a one-step

conditional risk mapping if it satisfies the following conditions:

• (M) Monotonicity: For any U and U 0 2 L
1
t+1 such that U  U 0, we have

⇢t(U)  ⇢t(U
0), a.s.

• (C) Convexity: For any U and U 0 2 L
1
t+1, for any ↵ 2 [0, 1], we have

⇢t(↵U + (1� ↵)U 0)  ↵⇢t(U) + (1� ↵)⇢t(U
0), a.s.

• (TI) Translation Invariance: For any U 2 L
1
t+1 and for any V 2 L

1
t , we have

⇢t(U + V ) = ⇢t(U) + V, a.s.

• (PH) Positive Homogeneity: For any ↵ � 0, for any U 2 L
1
t+1, we have

⇢t(↵U) = ↵⇢t(U), a.s.

Quoting [110], the condional risk mapping ⇢t(Ut+1) can be interpreted as a fair one-
time Ft-measurable charge we would be willing to incur at time t instead of the random
futur cost Ut+1.

We fix now a family of one-step conditional risk mapping (⇢t)t2T , ⇢t : L
1
t+1 ! L

1
t ,

defined by

⇢t(Ut+1)(x0, y[t�1]) = sup
Z2Zt

Z

Ω
Ut+1(x0, y[t�1], Yt(!))Z(Yt(!))dP(!), (3.6)

where the random variables Ut+1 and ⇢t(Ut+1) are explicitly represented as measurable
functions of (x0, y[t]) 2 R

(t+2)d and (x0, y[t�1]) 2 R
(t+1)d, respectively. Recalling the

definition of Mt (3.4), we have

⇢t(Ut+1)(x0, y[t�1]) = sup
⇠2Mt

Z

Rd

Ut+1(x0, y[t�1], yt)d⇠(yt).

We set
Qt+1 := {Q = Z(Yt) a.s., Z 2 Zt}

so that ⇢t can be expressed in the following form:

⇢t(Ut+1) = sup
Qt+12Qt+1

E [Ut+1Qt+1|Ft] .

Finally we construct the associated composite risk measure ⇢ : L1
T ! R,

⇢(U) := E [⇢0 � · · · � ⇢T�1(U)] ,

which also satisfies (M), (C), (TI), and (PH).
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Remark 3.3.2. Given a probability space (Ω0,F 0,P0) and given ↵ 2 (0, 1], the conditional
value at risk (also called expected shortfall or average value at risk) of a random variable
U 2 L1(Ω0,F 0,P0) is defined by

CV@R↵(U) := inf
W2L1(Ω0,F 0,P0)

W + ↵�1
E [(U �W )+] ,

where x+ = max{0, x} denotes the positive part of any x 2 R. It has the following dual
representation (see [57, Lemma 4.51 and Theorem 4.52]):

CV@R↵(U) = sup
n
E [UZ]

���Z 2 L1(Ω0,F0,P0), Z 2 [0,↵�1] a.s., E[Z] = 1
o
.

Therefore, a natural extension of the conditional value at risk to the framework of the
article is given by

⇢t(Ut+1) = sup
Z2Zt

E [Ut+1Z(Yt)|Ft] ,

where

Zt :=

⇢
Z 2 L1(Rd)

���Z 2 [0,↵�1] a.e.,

Z

Rd

Z(y)d⌫(t, y) = 1

�
.

This particular definition of Zt satisfies Assumption 3.2.2. We refer to [57, Definition
11.8] and [47, Subsection 2.3.1] for extensions of the conditional value at risk to general
filtrations in a discrete-time setting.

Remark 3.3.3. The risk measure that we have constructed does not have the most
general structure possible. In our setting, the sets Mt are fixed. In [110], these sets
depend on the current state and control (see in particular Sections 4 and 5). In this
more general context, it is still possible to derive a dynamic programming principle for
the underlying optimal control problem (see [110, Theorem 2]). However, the convexity
of the value function, which plays an important role in our analysis, is lost in such a
setting.

Control problem

We consider the following set of controls for any t 2 T ,

At = L
2
t (Ω,R

d), A := A0 ⇥ · · ·⇥AT�1.

Given a control A 2 A, the evolution of the state of the representative player is given by

Xt+1 = Xt +At + Yt, 8t 2 T . (C )

The initial condition is the random variableX0 fixed previously. Will call the the variable
(Xt)t2T̄ associated state with A. In the notation, we do not make explicit the dependence
of (Xt)t2T̄ with respect to A, which is always clear from the context. Note that by
induction, Xt 2 L

2
t (Ω,R

d) for any t 2 T̄ .
For a given belief b 2 B2, the risk averse multistage cost of the representative agent

is given by

J (A, b) := ⇢

 
T�1X

t=0

`(t,Xt, At, b) + F (T,XT , b)

!
. (3.7)

The corresponding problem is

inf
A2A

J (A, b). (P)
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In what follows, we show how equations (MFG,i) and (MFG,ii) allow to characterize
the unique solution to (P). Let us recall that b is fixed in this subsection. Let us denote by
u 2 (G2)

T+1 the solution to (MFG,i) and let us denote by ↵ 2 (G1 \ 1-Lip)T the solution
to (MFG,ii). The existence and uniqueness of these solutions will be independently
established in Lemma 3.5.1 and Lemma 3.5.2.

Lemma 3.3.4. There exists a unique control Ā 2 A with associated state X̄ such that
for all t 2 T ,

Āt = ↵t(X̄t), a.s. (3.8)

Proof. Let (X̄t)t2T̄ be the solution to the closed-loop system

X̄t+1 = X̄t + ↵t(X̄t) + Yt, 8t 2 T . (3.9)

It is easy to verify by induction that for all t 2 T̄ , the random variable X̄t is Ft-
measurable and has a bounded second-order moment. Indeed, ↵t is Lipschitz-continuous,
thus has a linear growth; therefore, if X̄t has a bounded second-order moment, then
↵t(X̄t) also has a bounded second-order moment. We define now Ā by

Āt = ↵t(X̄t). (3.10)

Since X̄t is adapted to Ft, we also have that Āt is Ft-measurable. As we already pointed
out, ↵t(X̄t) has a bounded second-order moment. This proves that Ā 2 A. Finally, it is
clear that by (3.9) and (3.10), the pair (Ā, X̄) satisfies the state equation (C ).

Let us justify the uniqueness of Ā. Let Ã 2 A be such that Ãt = ↵t(X̃t), where X̃
is the associated state. Then, X̃ is a solution to the closed-loop system (3.9). Therefore
X̃ = X̄ and finally Ãt = ↵t(X̃t) = ↵t(X̄t) = Āt. The lemma is proved.

The following proposition states the optimality of the control Ā.

Proposition 3.3.5. We have

inf
A2A

J (A, b) = E [u(0, X0)] =

Z

Rd

u(0, x)dm(0, x), (3.11)

where u solves the dynamic programming equation (MFG,i). Moreover, the control Ā
defined in Lemma 3.3.4 is the unique solution to Problem (P).

Proof. The proof is directly adapted from [110, Theorem 2]. As a consequence of the
translation invariance property (TI), the problem (P) can be expressed in a nested form

inf
A2A

J (A, b) =E


inf

A02A0

`(0, X0, A0, b) + ⇢0

✓
inf

A12A1

`(1, X1, A1, b) + · · ·

+ ⇢T�2

✓
inf

AT�12AT�1

`(T � 1, XT�1, AT�1, b) + ⇢T�1

✓
F (T,XT , b)

◆◆
· · ·

◆�
.

(3.12)

By (MFG,i), we have u(T,XT ) = F (T,XT , b) almost surely. We also have XT = XT�1+
AT�1 + YT�1, as a consequence of the state equation (C ). Therefore, the innermost
subproblem in (3.12) is given by

inf
AT�12AT�1

`(T � 1, XT�1, AT�1, b) + ⇢T�1(u(T,XT�1 +AT�1 + YT�1)). (3.13)

SinceXT�1, AT�1 2 FT�1, the unique solution to subproblem (3.13) isAT�1 = ↵T�1(XT�1).
Moreover, the value of subproblem (3.13) is u(T�1, XT�1). Proceeding iteratively for all
times t 2 T , we conclude that (3.11) holds and that any solution A to problem (P) with
associated state X satisfies At = ↵t(Xt). Therefore, by Lemma 3.3.4, Ā is the unique
solution to (P). The proof is complete.
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3.3.2 Kolmogorov equation

Lemma 3.3.6. Let ↵ : T ⇥R
d ! R

d be a continuous vector field. Suppose that the state
equation (C ) is of the feedback form

Xt+1 = Xt + ↵t(Xt) + Yt.

Then for any t 2 T̄ , m(t) = L(Xt) 2 P(Rd) is characterized by the Kolmogorov equation
(MFG,iv).

Proof. Let � be a bounded Borel test function. For any t 2 T , by independence of Xt

and Yt we have

E [� (Xt+1)] = E [� (Xt + ↵t(Xt) + Yt)]

=

Z

Rd

Z

Rd

�(x+ ↵t(x) + y)dm(t, x)d⌫(t, y).

By definition of the push-forward (3.3) we obtain
Z

Rd

�(x+ ↵t(x) + y)dm(t, x) =

Z

Rd

�(z + y)d(id+ ↵t)]m(t, z).

By definition of convolution (3.2) we have
Z

Rd

Z

Rd

�(z + y)d⌫(t, y)d(id+ ↵t)]m(t, z) =

Z

Rd

�(x)d (⌫(t) ⇤ [(id+ ↵t)]m(t)]) (x),

as was to be proved.

3.4 Technical lemmas

This section contains independent technical lemmas. The reader only interested in the
main results of the article can skip it.

Lemma 3.4.1. Let p 2 [1,+1) and let C > 0. For any m1 and m2 in PC
p (Rd), the

probability measure m1 ⇤ m2 lies in P2pC
p (Rd). In addition, given m0 2 PC

p (Rd), the

mapping PC
p (Rd) 3 m 7! m0 ⇤m is non-expansive for the distance d1.

Proof. Let m1 and m2 in PC
p (Rd). We have

Z

Rd

|x|pd(m1 ⇤m2)(x) =

Z

Rd

Z

Rd

|y + z|pdm1(y)dm2(z)


Z

Rd

Z

Rd

2p�1(|y|p + |z|p)dm1(y)dm2(z)  2pC.

Thus m1 ⇤m2 2 P2pC
p (Rd). Moreover, given m0 2 PC

p (Rd), we have

d1(m0 ⇤m1,m0 ⇤m2) = sup
�21�Lip

Z

Rd

�(x)d(m0 ⇤m1 �m0 ⇤m2)(x)

= sup
�21�Lip

Z

Rd

✓Z

Rd

�(y + z)dm0(y)

◆
d(m1 �m2)(z).

Since the mapping z 7!
R
Rd �(y + z)dm0(y) is non-expansive, we further obtain that

d1(m0 ⇤m1,m0 ⇤m2)  d1(m1,m2),

which concludes the proof.
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Lemma 3.4.2. Let p 2 [1,+1) and let C > 0. For any m 2 PC
p (Rd) and for any Borel

map g 2 GC
1 , the probability measure g]m lies in Pq

p(Rd), with q = 2p�1Cp(1 + C). In
addition, the inequality

d1(g1]m1, g2]m2)  (1 + C)kg1 � g2kG,1 + Cd1(m1,m2) (3.14)

holds for any m1 and m2 in PC
p (Rd) and for any Borel maps g1 and g2 in GC

1 \C�Lip.

Proof. Let m 2 PC
p (Rd) and let g 2 GC

1 be a Borel map. By (3.3) we have
Z

Rd

|x|pdg]m(x) =

Z

Rd

|g(x)|pdm(x)  kgkpG,1
Z

Rd

(1 + |x|)pdm(x)  q.

Consider (g1,m1) and (g2,m2) in GC
1 ⇥ PC

p (Rd). We have

d1(g1]m1, g2]m2) = sup
�21�Lip

Z

Rd

�(x)d(g1]m1 � g2]m2)(x)

= sup
�21�Lip

Z

Rd

(� � g1(x)� � � g2(x))dm2(x) +

Z

Rd

� � g1(x)d(m1 �m2)(x)

 kg1 � g2kG,1
Z

Rd

(1 + |x|)dm2(x) + sup
�21�Lip

Z

Rd

� � g1(x)d(m1 �m2)(x)

 (1 + C)kg1 � g2kG,1 + C sup
�21�Lip

Z

Rd

C�1� � g1(x)d(m1 �m2)(x).

Observing that C�1� � g1 2 1�Lip, we deduce inequality (3.14).

Given a convex function u : Rd ! R, we define the Moreau envelope Vu and the
proximal operator proxu of u as follows:

Vu(x) := min
y2Rd

1

2
|x� y|2 + u(y), proxu(x) := argmin

y2Rd

1

2
|x� y|2 + u(y). (3.15)

In the proofs, we will occasionally consider the map gu : R
d ⇥ R

d ! R, defined by

gu(x, y) :=
1

2
|x� y|2 + u(y).

Proposition 3.4.3. Let u : Rd ! R be a convex function. Then proxu and (id� proxu)
are non-expansive.

Proof. Direct consequence of [48, Proposition 12.27].

Lemma 3.4.4. Let R > 0 and let u 2 QR
2 (the set was defined in (3.1)). Then | proxu |

2 2
G
C1(R)
2 and | proxu | 2 G

(C1(R))1/2

1 , where C1(R) := 8R+ 2.

Proof. Let u 2 QR
2 . By Proposition 3.4.3, the map proxu is non-expansive. Thus

| proxu(x)|  | proxu(0)|+ |x|. (3.16)

In addition, from the definition of the proximal operator (3.15), we have

1

2
| proxu(0)|

2 + u(proxu(0))  u(0).

Since u 2 QR
2 , we deduce that | proxu(0)|

2  4R. We further obtain with (3.16) that

| proxu(x)|
2  2(|x|2 + | proxu(0)|

2)  C1(R)(1 + |x|2), (3.17)

as was to be proved. Taking the square root of (3.17), we infer that | proxu | 2 G
C1(R)1/2

1 .
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Lemma 3.4.5. Let R > 0 and let u 2 QR
2 . Then Vu 2 Q

C2(R)
2 , where

C2(R) := (R+ 1)(1 + C1(R)).

Proof. Let u 2 QR
2 . Clearly Vu is convex as the infimum with respect to y 2 R

d of the
jointly convex map (x, y) 7! gu(x, y). For any x 2 R

d, we have

Vu(x) =
1

2
|x� proxu(x)|

2 + u(proxu(x)),

by definition of Vu and proxu. Since u 2 QR
2 , we further obtain that

�R  Vu(x)  |x|2 + | proxu(x)|
2 +R(1 + | proxu(x)|

2).

Applying Lemma 3.4.4, we finally obtain that Vu 2 Q
C2(R)
2 .

Lemma 3.4.6. Let R > 0. For any u and v in QR
2 , the inequality

k proxu� proxv kG,1  C3(R)ku� vk1/2G,2 (3.18)

holds, where C3(R) :=
p

2(1 + C1(R)).

Proof. Let u and v in QR
2 . Observing that gu and gw are 1-strongly convex with respect

to their second argument, we have

1

2
| proxu(x)� proxv(x)|

2  gu(x, proxv(x))� gu(x, proxu(x)),

1

2
| proxu(x)� proxv(x)|

2  gv(x, proxu(x))� gv(x, proxv(x)).

Summing up the two inequalities, we obtain that

| proxu(x)� proxv(x)|
2  v(proxu(x))� u(proxu(x)) + u(proxv(x))� v(proxv(x))

 (2 + | proxu(x)|
2 + | proxv(x)|

2)ku� vkG,2. (3.19)

By Lemma 3.4.4,

2 + | proxu(x)|
2 + | proxv(x)|

2  2 + 2C1(R)(1 + |x|2)  C3(R)2(1 + |x|2). (3.20)

Combining (3.19) and (3.20) and taking the square root, we obtain (3.18).

Lemma 3.4.7. Let R > 0. For any u and v in QR
2 , we have

kVu � VvkG,2  C4(R)ku� vkG,2, (3.21)

where C4(R) := 1 + C1(R).

Proof. Let u and v in QR
2 . Recalling the definitions of gu and gv, we have

Vu(x)� Vv(x)  gu(x, proxv(x))� gv(x, proxv(x)) = u(proxv(x))� v(proxv(x)).

Lemma 3.4.4 yields

Vu(x)� Vv(x)  (1 + k proxv(x)k2G,1)ku� vkG,2  (1 + C1(R)(1 + |x|2))ku� vkG,2.

Exchanging u and v, we deduce (3.21).
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Lemma 3.4.8. Let R > 0. For any u 2 QR
2 and for any (x, y) 2 R

d ⇥ R
d,

|Vu(x)� Vu(y)|  C5(R)(1 + |x|+ |y|)|x� y|, (3.22)

where C5(R) := 1 +
p

C1(R).

Proof. Let u 2 QR
2 . We have

Vu(x)� Vu(y)  gu(x, proxu(y))� gu(y, proxu(y))

=
1

2
|x� proxu(y)|

2 � 1

2
|y � proxu(y)|

2

 1

2
|x+ y � 2 proxu(y)| · |x� y|.

We further obtain with Lemma 3.4.4 that

|x+ y � 2 proxu(y)|  |x|+ |y|+ 2
p
C1(R)(1 + |y|)  2(1 +

p
C1(R))(1 + |x|+ |y|).

Combining the two obtained inequalities and exchanging x and y, we obtain (3.22).

Lemma 3.4.9. Let R > 0 and let M be a subset of PR
2 (Rd). Given u 2 QR

2 , consider
the mapping Υ[u](x) defined for any x 2 R

d by

Υ[u](x) := sup
⇠2M

Z

Rd

u(x+ y)d⇠(y).

Then Υ[u] 2 Q
C6(R)
2 , where C6(R) = 2R(1 + R). Moreover, the map QR

2 3 u 7! Υ[u] is
Lipschitz continuous with modulus 2(1 +R).

Proof. Let u 2 QR
2 . For any ⇠ 2 M, the map R

d 3 x 7!
R
Rd u(x + y)d⇠(y) is convex,

as can be easily verified. Thus Υ[u](x) is convex with respect to x, as a supremum of
convex maps. Moreover, for any x 2 R

d, we have

�R  Υ[u](x)  sup
⇠2M

Z

Rd

2R(1 + |x|2 + |y|2)d⇠(y)  2R(1 + |x|2 +R).

This proves that Υ[u] 2 Q
C6(R)
2 . Consider now v 2 QR

2 . We have

|Υ[u](x)�Υ[v](x)|  sup
⇠2M

����
Z

Rd

(u(x+ y)� v(x+ y))d⇠(y)

����

 ku� vkG,2
 
sup
⇠2M

Z

Rd

(1 + |x+ y|2)d⇠(y)

!
. (3.23)

For any ⇠ 2 M, we further have

Z

Rd

(1 + |x+ y|2)d⇠(y)  1 + 2|x|2 + 2R  2(1 +R)(1 + |x|2). (3.24)

Combining (3.23) and (3.24), we deduce that

kΥ[u]�Υ[v]kG,2  2(1 +R)ku� vkG,2,

as was to be proved.
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3.5 Existence result

In this section we prove the main existence result. We first investigate the continuity
of the dynamic programming mapping and the continuity of the Kolmogorov mapping
introduced in Subsection 3.2.2.

3.5.1 Dynamic Programming mapping

In this section we show that for any given belief b 2 B2, equations (MFG,i) and (MFG,ii)
have unique solutions u and ↵. We also investigate their dependence with respect to b.
These equations can be equivalently formulated as follows, with an additional variable
ū 2 (G2)

T+1:

ū(t+ 1, x) = sup
⇠2Mt

Z

Rd

u(t+ 1, x+ y)d⇠(y), (3.25)

u(t, x) = inf
a2Rd

1

2
|a|2 + ha, P (t, b)i+ F (t, x, b) + ū(t+ 1, x+ a), (3.26)

↵t(x) = argmin
a2Rd

1

2
|a|2 + ha, P (t, b)i+ F (t, x, b) + ū(t+ 1, x+ a), (3.27)

u(T, x) = F (T, x, b), (3.28)

for all t 2 T and for all x 2 R
d. The first step of our analysis consists in rewriting these

equations in a functional form, with the help of the Moreau envelope and the proximal
operator (introduced in (3.15)).

Lemma 3.5.1. Let b 2 B2. Let u 2 (G2)
T+1, let ū 2 (G2)

T+1, and let ↵ 2 (G1\1�Lip)T .
Then, for any t 2 T and for any x 2 R

d, equations (3.25)-(3.27) hold true if and only if

ū(t+ 1, x) = Υ[u(t+ 1, ·)](x), (3.29)

u(t, x) = Vū(t+1,·)(x� P (t, b)) + F (t, x, b)� 1

2
|P (t, b)|2, (3.30)

↵t(x) = (proxū(t+1,·)� id)(x� P (t, b))� P (t, b). (3.31)

Proof. Equality (3.29) is obviously equivalent to (3.25), by the definition of Υ. By
the change of variable y = x + a, the dynamic programming equation (3.26) can be
reformulated as follows:

u(t, x) = inf
y2Rd

⇣1
2
|y � x|2 + h(y � x), P (t, b)i+ F (t, x, b) + ū(t+ 1, y)

⌘

= inf
y2Rd

✓
1

2
|y � (x� P (t, b))|2 + ū(t+ 1, y)

◆
+ F (t, x, b)� 1

2
|P (t, b)|2. (3.32)

This proves the equivalence between (3.26) and (3.30). Moreover, since ū(t + 1, ·) is
convex, the right-hand side of (3.32) has a unique minimizer given by

y⇤ := proxū(t+1,·)(x� P (t, b))

and therefore, the unique minimizer in the right-hand side of (3.27) is y⇤ � x, which
proves the equivalence between (3.27) and (3.31). The lemma is proved.

Lemma 3.5.2. Let b 2 B2. There exists a unique triplet (u, ū,↵) 2 (G2)
T+1⇥ (G2)

T+1⇥
(G1 \ 1�Lip)T such that (3.25)-(3.28) holds true. Moreover, for any t 2 T̄ , we have

u(t, ·) 2 QCu
2 , (3.33)
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and for any t 2 T , we have

↵t(·) 2 GC↵

1 \ 1�Lip, (3.34)

for some positive constants C↵ and Cu independent of t and b.

Proof. Since u(T, ·) is uniquely defined by the terminal condition (3.28), ū(T, ·) is uniquely
defined by (3.29) (with t = T � 1). Then u(T � 1, ·) and ↵T�1(·) are uniquely defined
by (3.30) and (3.31) (with t = T � 1) and so on, until t = 0.

Let us prove (3.33) by backward induction. The terminal condition u(T, ·) = F (T, ·, b)
and Assumption 3.2.4 (i) imply that u(T, ·) 2 QC

2 , for some constant C > 0 (independent
of b). Let us take t 2 T and let us suppose that u(t+ 1, ·) 2 QC

2 . Then by Lemma 3.4.9
and relation 3.5, we have ū(t, ·) 2 QC

2 . Recall that by Lemma 3.5.1, we have

u(t, ·) = Vū(t+1,·)(·� P (t, b)) + F (t, ·, b)� 1

2
|P (t, b)|2. (3.35)

By Assumptions 3.2.4 (i) and (iv), F (t, ·, b)� 1
2 |P (t, b)|2 2 QC

2 . Using again Assumption
3.2.4 (iv) and Lemma 3.4.5, we obtain that Vū(t+1,·)(· � P (t, b)) 2 QC

2 . Therefore, the

right-hand side of (3.35) lies in QC
2 and finally, u(t, ·) 2 QC

2 , where C is independent of
b.

Let us prove (3.34). By Lemma 3.5.1, we have

↵t(·) = (proxū(t+1,·)� id)(·� P (t, b))� P (t, b). (3.36)

We already know that ū(t + 1, ·) 2 QC
2 . Moreover, by Assumption 3.2.4 (iv), P (t, b) is

bounded. Therefore, by Lemma 3.4.4, proxū(t+1,·)(· � P (t, b)) 2 GC
1 . Then it is easy to

show that ↵t(·, b) 2 GC
1 , where again, C does not depend on b. Finally, ↵(t, ·) is non-

expansive as a consequence of (3.36) and Proposition 3.4.3. The lemma is proved.

From now on, we denote by (u⇤(·, ·, b), ū⇤(·, ·, b),↵⇤
· (·, b)) the unique solution to (MFG,i)-

(MFG,ii).

Lemma 3.5.3. There exists C > 0 such that for any (t, b1, b2) 2 T ⇥ B2 ⇥ B2,

ku?(t, ·, b1)� u?(t, ·, b2)kG,2  Cd1(b1, b2), (3.37)

kū?(t, ·, b1)� ū?(t, ·, b2)kG,2  Cd1(b1, b2). (3.38)

Proof. In the proof, all constants C are independent of b1 and b2. We proceed by
backward induction. By Assumption 3.2.4 (iii) and by the terminal condition u?(T, ·, b) =
F (T, ·, b), inequality (3.37) holds true for t = T . Let t 2 T . Suppose that

ku?(t+ 1, ·, b1)� u?(t+ 1, ·, b2)kG,2  Cd1(b1, b2),

for some positive constant C > 0 independent of b1 and b2. By Remark 3.2.3 and Lemma
3.4.9, we deduce that

kū?(t+ 1, ·, b1)� ū?(t+ 1, ·, b2)kG,2  Cd1(b1, b2). (3.39)

By Lemma 3.5.1, we have

u?(t, x, b1)� u?(t, x, b2) = a1(t, x, b1, b2) + a2(t, x, b1, b2) + a3(t, x, b1, b2), (3.40)
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where

a1(t, x, b1, b2) := Vū?(t+1,·,b1)(x� P (t, b1))� Vū?(t+1,·,b2)(x� P (t, b1)),

a2(t, x, b1, b2) := Vū?(t+1,·,b2)(x� P (t, b1))� Vū?(t+1,·,b2)(x� P (t, b2)),

a3(t, x, b1, b2) := F (t, x, b1)� F (t, x, b2) +
1

2
(|P (t, b2)|

2 � |P (t, b1)|
2).

It remains to bound a1(t, ·, b1, b2), a2(t, ·, b1, b2), and a3(t, ·, b1, b2) in GC
2 . We deduce

from Lemma 3.4.7, Assumption 3.2.4 (iv), and estimate (3.39), that

|a1(t, x, b1, b2)|  kVū?(t+1,·,b1) � Vū?(t+1,·,b2)kG,2(1 + |x� P (t, b1)|
2)

 Ckū?(t+ 1, ·, b1)� ū?(t+ 1, ·, b2)kG,2(1 + |x|2)

 Cd1(b1, b2)(1 + |x|2).

Then by Lemma 3.4.8 and Assumption 3.2.4 (iv), we have

|a2(t, x, b1, b2)|  C(1 + |x� P (t, b1)|+ |x� P (t, b2)|)|P (t, b2)� P (t, b1)|

 C(1 + |x|)d1(b1, b2)

 C(1 + |x|2)d1(b1, b2).

Finally by Assumption 3.2.4 (ii-iv), we have

|a3(t, x, b1, b2)|  kF (t, ·, b1)� F (t, ·, b2)kG,2(1 + |x|2) + C|P (t, b1)� P (t, b2)|

 C(1 + |x|2)d1(b1, b2).

Then combining (3.40) and the three estimates of a1, a2, and a3, we obtain that

ku?(t, ·, b1)� u?(t, ·, b2)kG,2  Cd1(b1, b2),

which concludes the proof.

Lemma 3.5.4. There exists C > 0 such that for any (t, b1, b2) 2 T ⇥ B2 ⇥ B2,

k↵?
t (·, b1)� ↵?

t (·, b2)kG,1  C
⇣
d1(b1, b2)

1/2 + d1(b1, b2)
⌘
. (3.41)

Proof. Let (t, b1, b2) 2 T ⇥ B2 ⇥ B2. By Lemma 3.5.1, we have

↵?
t (x, b1)� ↵?

t (x, b2) = a4(t, x, b1, b2) + a5(t, x, b1, b2), (3.42)

where

a4(t, x, b1, b2) = proxū?(t+1,·,b1)(x� P (t, b1))� proxū?(t+1,·,b2)(x� P (t, b1)),

a5(t, x, b1, b2) = proxū?(t+1,·,b2)(x� P (t, b1))� proxū?(t+1,·,b2)(x� P (t, b2)).

Using successively Lemma 3.4.6, Assumption 3.2.4 (iv), and estimate (3.38), we obtain

|a4(t, x, b1, b2)|  k proxū?(t+1,·,b1)� proxū?(t+1,·,b2) kG,1(1 + |x� P (t, b1)|)

 Ckū?(t+ 1, ·, b1)� ū?(t+ 1, ·, b2)k1/2(1 + |x|)

 Ckd1(b1, b2)k1/2(1 + |x|).

Moreover, since proxū?(t+1,·,b2) is non-expansive, we have with Assumption 3.2.4 (iii) that

|a5(t, x, b1, b2)|  |(x� P (t, b1))� (x� P (t, b2))|  d1(b1, b2).

Combining the two obtained estimates of a4 and a5 with (3.42), we obtain (3.41).
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3.5.2 Kolmogorov mapping

We study now the Kolmogorov mapping

(GC↵

1 \ 1�Lip)T 3 ↵ 7! (m?, µ?, b?)(↵),

where (m?, µ?, b?) is the solution to (MFG,iii-v).

Lemma 3.5.5. There exists Cb > 0 such that for any ↵ 2 (GC↵

1 \ 1�Lip)T ,

m?(↵) 2
�
PCb
2 (Rd)

�T+1
, µ?(↵) 2

�
PCb
2 (R2d)

�T
, and b?(↵) 2 BCb

2 .

In addition the three mappings m?, µ? and b? are continuous.

Proof. Let ↵ 2 (GC↵

1 \ 1�Lip)T . All constants C in the proof are independent of ↵. Let
us first prove by induction that for any t 2 T̄ , there exists a constant C > 0 independent
of ↵ such that m?(t, ·,↵) 2 PC

2 (Rd) and such that, m?(t, ·,↵) is continuous with respect
to ↵. The claim is clear for t = 0, since m?(0, ·,↵) = m̄ 2 PC

2 (Rd), by Assumption 3.2.1.
Now, let us assume that the claim holds true for some t 2 T . We recall that

m?(t+ 1, ·,↵) = ⌫(t) ⇤ [(id+ ↵t)]m
?(t, ·,↵)] .

Since ⌫(t) 2 PC
2 (Rd) (by Assumption 3.2.1) and since ↵t 2 GC↵

1 \ 1�Lip, we obtain with
Lemma 3.4.1 and Lemma 3.4.2 that m?(t + 1, ·,↵) 2 PC

2 (Rd) and that m?(t + 1, ·,↵) is
a continuous function of ↵, by composition.

It remains to justify the boundedness of µ⇤ and b⇤. We recall that for any t 2 T ,

µ?(t, ·,↵) = (id,↵t)]m
?(t, ·,↵).

We deduce from Lemma 3.4.2 that µ?(t, ·,↵) 2 PC
2 (R2d) and that µ?(t, ·,↵) is a contin-

uous function of ↵, by composition. It immediately follows that b?(↵) 2 BC
2 and that b

is continuous.

3.5.3 Existence of equilibrium

We are ready to prove the existence of a solution of system (MFG). The proof relies on
the Schauder fixed point theorem, that we first recall.

Theorem 3.5.6. (Schauder) Let C be a convex and compact set in a Banach space X,
and let T : C ! C be a continuous mapping. Then T has a fixed point, i.e. there exists
x 2 C such that

T (x) = x.

Theorem 3.5.7. There exists (u,↵,m, µ, b) 2
�
GCu
2

�T⇥
�
GC↵

1 \1�Lip
�T⇥

�
PCb
2 (Rd)

�T+1⇥�
PCb
2 (R2d)

�T ⇥ BCb
2 solution to system (MFG), where Cu, C↵ and Cb are the constants

obtained in Lemma 3.5.2 and Lemma 3.5.5.

Proof. By Lemma 3.5.4 and Lemma 3.5.5, the mapping

BCb
2 3 b 7! b? � ↵?(b) 2 BCb

2

is continuous for the distance d1. Moreover, BCb
2 is compact for d1, see [104, Lemma

25]. Therefore, by the Schauder fixed point theorem, there exists b̄ 2 BCb
2 such that

b̄ = b? � ↵?(b̄). Let us set ū = u?(b̄), ↵̄ = ↵?(b̄), m̄ = m?(↵̄), and µ̄ = µ?(↵̄). Then
(ū, ↵̄, m̄, µ̄, b̄) is solution to (MFG) and lies in the announced set.

56



CHAPTER 3. RISK-AVERSE MFGS 3.6. FINITE PLAYER GAME

3.6 Connection with a finite player game

In this section we establish a connection between the coupled system (MFG) and a
dynamic game with N players. More precisely, we fix a solution (ū, ↵̄, m̄, µ̄, b̄) of system
(MFG) and consider the situation where each of the N players adopts the feedback ↵̄.
We show that this situation is an "-Nash equilibrium for the N -player game and we
quantify the rate of convergence of " to 0 as N goes to infinity.

To show this, the following restriction on Assumption 3.2.4 (ii) will be required, in
particular to prove Lemma 3.6.12.

Assumption 3.6.1. There exists C > 0 such that for any t 2 T and for any b1 and b2
in B2,

(i) F (t, ·, b1) 2 QC
1 ,

(ii) kF (t, ·, b1)� F (t, ·, b2)kG,1  Cd1(b1, b2).

We have already fixed a solution to system (MFG), now we also fix the number of
players N ; all constants C appearing in the sequel are independent of N .

3.6.1 Formulation of the game

Let N := {1, . . . , N} and let i 2 N . For any vector (x1, . . . , xN ) we denote

x = (x1, . . . , xN ),

x�i = (x1, . . . , xi�1, xi+1, . . . , xN ).

Consider a probability space (Ω,F ,P). Let (Xi
0)i2N be i.i.d. random variables with law

L(Xi
0) = m̄. Let (Y i

t )i2N ,t2T be independent random variables, independent of (Xi
0)i2N ,

with law L(Y i
t ) = ⌫(t). We denote ⌫(t) :=

QN
i=1 ⌫(t). We define the filtration (F t)t2T̄

as follows: F0 := �(X0) is the sigma-algebra generated by X0, F t+1 := �(X0,Y[t]). In
this section we denote

L
p
t (Ω,R

d0) := Lp(Ω,F t,P,R
d0),

the space of F t measurable random variables with finite p-th order moment and value
in R

d0 . When the dimension is d0 = 1, we simplify the notation L
p
t = L

p
t (Ω,R). For any

t 2 T , we consider the control set

At := L2
t (Ω,R

d), A := A0 ⇥ · · ·⇥AT�1, A
N :=

NY

i=1

A.

For any t 2 T and for any constant C > 0 we denote AC
t the set of controls A 2 At

such that Z

Ω
|A(!)|2dP(!)  C

and we set AC := AC
0 ⇥ · · ·⇥AC

T�1. The control of player i 2 N is an adapted stochastic
process Ai 2 A, whose associated trajectory (Xi

t [A
i])t2T̄ is defined by the following state

equation

Xi
t+1 = Xi

t +Ai
t + Y i

t .

Remark 3.6.2. Let R > 0. There exists C > 0 (depending on R) such that for any
i 2 N and for any Ai 2 AR, E

⇥
|Xi

t [A
i]|2
⇤
 C for any t 2 T̄ , since L(Xi

0) 2 P2(R
d)

and L(Y i
t ) 2 P2(R

d).
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Given A 2 AN , we define the random empirical measure of the positions and the
random empirical joint measure of the positions and actions of players by

mN
A(t) :=

1

N

X

i2N

�Xi
t [A

i], µN
A(t) :=

1

N

X

i2N

�(Xi
t [A

i],Ai
t)
,

where � denotes the Dirac measure. We set

bNA :=
�
µN
A(0), . . . , µN

A(T � 1),mN
A(T )

�
.

For any i 2 N and for any t 2 T , we define the individual conditional risk measure
⇢it : L

1
t+1 ! L1

t ,

⇢it(Ut+1)(x0,y[t�1]) = sup
Z2Zt

Z

Ω
Ut+1(x0,y[t�1],Yt(!))Z(Y i

t (!))dP(!).

We define the set

Qi
t+1 :=

�
Q 2 L1

t+1, Q = Z(Y i
t ) a.s., Z 2 Zt

 
.

Then ⇢it can be expressed in the following form:

⇢it(Ut+1) = sup
Qt+12Q

i
t+1

E [Ut+1Qt+1|F t] . (3.43)

In addition we have that

⇢it(Ut+1)(x0,y[t�1]) = sup
⇠2Mt

Z

Rd

Z

RNd

Ut+1(x0,y[t])d⌫
�i(t,y�i

t )d⇠(yit),

where ⌫�i(t) :=
QN

j2N\{i} ⌫(t). Then (⇢it)t2T is a family of conditional risk mappings.

We define the associated individual composite risk measure ⇢i : L1
T ! R,

⇢i(U) := E
⇥
⇢i0 � · · · � ⇢iT�1(U)

⇤
.

Here players are risk averse with respect to their individual noise only. For any A 2 AN

the cost of the player i 2 N is given by

J i,N (Ai,A�i) := ⇢i

 
T�1X

t=0

`(t,Xi
t [A

i], Ai
t, b

N
A) + F (T,X i

T [A
i], bNA)

!
.

Definition 3.6.3. Let " � 0. We say that an N -uplet bA 2 AN is an "-Nash equilibrium
for the N -player game if for any i 2 N ,

J i,N ( bAi, bA�i)  inf
Ai2A

J i,N (Ai, bA�i) + ". (3.44)

For " = 0, we recover the usual definition of a Nash equilibrium.
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3.6.2 An approximate Nash equilibrium

For any player i 2 N , we denote by (X̄i
t)t2T̄ the solution to the closed-loop system

Xi
t+1 = Xi

t + ↵̄t(X
i
t) + Y i

t .

We define the control Āi 2 A by

Āi
t = ↵̄t(X̄

i
t). (3.45)

Since X̄i
t is adapted to F t, the control Āi

t is also F t-measurable. Moreover, ↵̄t is 1-
Lipschitz and the random variables X0 and (Yt)t2T have a bounded second-order mo-
ment, thus Āi 2 A. In addition, by Proposition 3.3.5, Āi minimizes the following cost
J i:

J i(Ai, b̄) := ⇢i

 
T�1X

t=0

`(t,Xi
t [A

i], Ai
t, b̄) + F (T,X i

T [A
i], b̄)

!
. (3.46)

Finally we set Ā = (Ā1, . . . , ĀN ). The following result states that Ā is an "-Nash
equilibrium.

Theorem 3.6.4. Let ⇠ 2 (0, 1/2). There exists a constant C > 0, independent of N ,
such that the N -uplet Ā defined above is an "-Nash equilibrium with

" = CN�⌧(d)/2, ⌧(d) =

(
1/2� ⇠ if d 2 {1, 2},

1/d if d � 3.

In addition we have that

|J i,N (Ā)� J i(Āi, b̄)|  CN�⌧(d)/2, (3.47)

for any i 2 N .

The proof of the theorem can be found at the end of Subsection 3.6.3 (page 64),
which contains technical intermediate lemmas. They rely on the following result.

Theorem 3.6.5. (Fournier-Guillin) Let c > 0, let ⇠ 2 (0, 1/2), and let µ 2 Pc
2(R

d).
Consider N i.i.d. random variables (Xi)i2{1,...,N} in R

d with law µ and denote by µN

their empirical measure, defined by

µN =
1

N

NX

i=1

�Xi . (3.48)

There exists a constant C > 0 depending only on c, d, and ⇠ such that

E [d1(µ, µN ))]  CN�⌧(d).

Proof. The theorem is a direct application of [58, Theorem 1] with q = 2
1+2⇠ if d 2 {1, 2}

and q = 2 if d � 3.
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3.6.3 Proof of Theorem 3.6.4

We begin with four technical lemmas dealing with the regularity of the individual risk
measures ⇢i.

Lemma 3.6.6. For any player i 2 N the risk measure ⇢i is subadditive, that is

⇢i(U + V )  ⇢i(U) + ⇢i(V ),

for any U and V in L1
T .

Proof. Let us define ⇡iT (U) = U and ⇡it(U) = ⇢it � ⇢it+1... � ⇢iT�1(U), for any U 2 L1
T .

Note that ⇡it = ⇢it � ⇡it+1, for any t 2 T . We prove by backward induction that ⇡it is
subadditive for any t 2 T̄ . The claim is trivial for t = T . Let t 2 T . Assume that ⇡it+1

is subadditive, let us prove that ⇡it is subadditive. First we observe that for any U and
V in L1

T ,

⇢it(U + V ) = sup
Q2Qi

t+1

E [(U + V )Q|F t]

 sup
Q2Qi

t+1

E [UQ|F t] + sup
Q2Qi

t+1

E [V Q|F t] = ⇢it(U) + ⇢it(V ), a.s.

It follows with the monotonicity of ⇢it that

⇡it(U + V ) = ⇢it � ⇡it+1(U + V )

 ⇢it(⇡
i
t+1(U) + ⇡it+1(V ))

 ⇢it � ⇡it+1(U) + ⇢it � ⇡it+1(V ) = ⇡it(U) + ⇡it(V ), a.s.

Recalling that ⇢i(U) = E
⇥
⇢i0 � · · · � ⇢iT�1(U)

⇤
= E [⇡0(U)], we conclude that ⇢i is also

subadditive.

The following result is close to a triangle inequality for risk measures. The difference
with the triangle inequality is due to the positive homogeneity of risk measures, while
norms are absolutely homogeneous.

Lemma 3.6.7. For any i 2 N and for any U and V in L1
T , we have

��⇢i(U + V )� ⇢i(U)
��  ⇢i(|V |). (3.49)

Proof. By the subadditivity and by the monotonicity of ⇢i, we have

⇢i(U + V )� ⇢i(U)  (⇢i(U) + ⇢i(V ))� ⇢i(U) = ⇢i(V )  ⇢i(|V |).

Similarly, we have

⇢i(U)� ⇢i(U + V ) = ⇢i(U + V � V )� ⇢i(U + V )  ⇢i(�V )  ⇢i(|V |).

Inequality (3.49) follows.

Lemma 3.6.8. There exists C > 0 such that for any (i, t) 2 N ⇥T and for any U 2 L1
T ,

1

C
E [|U |]  ⇢i(U)  CE [|U |] . (3.50)
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Proof. All constants C in the proof are independent of U . Recall the definition of ⇡it,
introduced in the proof of Lemma 3.6.6. We prove by backward induction that for any
t 2 T̄ , there exists C > 0 such that for any U 2 L1

T ,

1

C
E
⇥
|U |
��F t

⇤
 ⇡it(U)  CE

⇥
|U |
��F t

⇤
, a.s.

The claim is trivial for t = T . Let t 2 T . Assume that the claim holds true for t + 1.
We first observe that for any U 2 L1

t+1,

1

C
E
⇥
|U |
��F t

⇤
 ⇢it(U)  CE

⇥
|U |
��F t

⇤
, a.s., (3.51)

as a direct consequence of Assumption 3.2.2. It follows with the monotonicity of ⇢it that

⇡it(U) = ⇢it � ⇡it+1(U)

 ⇢it
�
CE

⇥
|U |
��F t+1

⇤�

 CE
⇥
CE

⇥
|U |
��F t+1

⇤ ��F t

⇤
 CE

⇥
|U |
��F t

⇤
, a.s.

Similarly we prove that ⇡it(|U |) � 1
CE
⇥
|U |
��F t

⇤
a.s. Recalling that ⇢i(U) = E [⇡0(U)],

we finally obtain (3.50).

The following lemma is an estimate of the second-order moment of suboptimal con-
trols (for problem (3.44)).

Lemma 3.6.9. There exists C > 0 such that for any i 2 N , if bAi satisfies

J i,N ( bAi, Ā�i)  inf
Ai2A

J i,N (Ai, Ā�i) + 1, (3.52)

then bAi 2 AC .

Proof. Let i 2 N and let bAi satisfy (3.52). All constants C in the proof are independent
of bAi. We have

J i,N ( bAi, Ā�i)  J i,N (0, Ā�i) + 1 = ⇢i

 
TX

t=0

F
⇣
t,Xi

t [0], b
N
(0,Ā�i)

⌘!
+ 1.

By Assumption 3.2.4 (i), Lemma 3.6.8, and Remark 3.6.2,

⇢i

 
TX

t=0

F
⇣
t,Xi

t [0], b
N
(0,Ā�i)

⌘!
 CE

"
T +

TX

t=0

|Xi
t [0]|

2

#
 C.

Therefore,
J i,N ( bAi, Ā�i)  C. (3.53)

We need now to bound J i,N ( bAi, Ā�i) from below. We obtain by using successively
Lemmma 3.6.8, Assumptions 3.2.4 (i) and (iv), and Young’s inequality that

J i,N ( bAi, Ā�i) � 1

C
E

"
T�1X

t=0

✓
1

2
| bAi

t|
2 � C| bAi

t|

◆#
� C � 1

C
E

"
T�1X

t=0

| bAi
t|
2

#
� C. (3.54)

We deduce then from (3.53) and (3.54) that E

hPT�1
t=0 | bAi

t|
2
i
 C, which concludes the

proof.
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In the following we fix a constant c > 0 such that the result of Lemma 3.6.9 holds
and such that Āi 2 Ac for any i 2 N . Let b and b0 in B2, for any (t, t0, x) 2 T ⇥ T̄ ⇥R

d

we define

∆P (t, b, b0) := P (t, b)� P (t, b0), ∆F (t0, x, b, b0) := F (t0, x, b)� F (t0, x, b0).

For any (x,A) 2 R
Td ⇥A we define

∆`(x,A, b, b0) :=
T�1X

t=0

hAt,∆P (t, b, b0)i+
TX

t=0

∆F (t, xt, b, b
0).

Remark 3.6.10. For any t 2 T and for any b and b0 in B2, we have

k∆F
�
t, ·, b, b0

�
kG,1  2Cd1(b, b

0)1/2.

Indeed if d1(b, b
0) � 1, Assumption 3.6.1 (i) yields

k∆F
�
t, ·, b, b0

�
kG,1  2 sup

b2B2

kF (t, ·, b) kG,1  2C.

If d1(b, b
0)  1, by Assumption 3.6.1 (ii) we have

k∆F
�
t, ·, b, b0

�
kG,1  Cd1(b, b

0)  Cd1(b, b
0)1/2.

In the following lemma we study the convergence of the empirical belief to the refer-
ence belief b̄ 2 B2.

Lemma 3.6.11. There exists C > 0 such that for any i 2 N and for any Ai 2 Ac,

E

h
d1

⇣
bN(Ai,Ā�i), b̄

⌘i
 CN�⌧(d). (3.55)

Proof. Let i 2 N and let Ai 2 Ac. For any t 2 T , we have by the triangle inequality

d1

⇣
µN
(Ai,Ā�i)(t), µ̄(t)

⌘
 d1

⇣
µN
(Ai,Ā�i)(t), µ

N
Ā
(t)
⌘
+ d1

�
µN
Ā
(t), µ̄(t)

�
. (3.56)

Let us consider the first term of the right-hand side. By definition of the distance d1,

d1

⇣
µN
(Ai,Ā�i)(t), µ

N
Ā
(t)
⌘
 1

N

�
|Xi

t [A
i]� X̄i

t |+ |Ai
t � Āi

t|
�
, a.s. (3.57)

Since the controls Āi and Ai belong to Ac, the first-order moment of Xi
t [A

i] and X̄t are
finite as a consequence of Remark 3.6.2, thus

E
⇥
|Xi

t [A
i]� X̄i

t |+ |Ai
t � Āi

t|
⇤
 C. (3.58)

Therefore, by (3.57) and (3.58), we have

d1

⇣
µN
(Ai,Ā�i)(t), µ

N
Ā
(t)
⌘
 C

N
. (3.59)

Let us consider now the second-term of the right-hand side of (3.56). We recall that
µ̄(t) = (id, ↵̄t)]m̄(t). Since Āj

t = ↵̄t(X̄
j
t ), we also have µN

Ā
(t) = (id, ↵̄t)]m̄

N
Ā
(t). We

deduce from the Lipschitz continuity of (id, ↵̄t) and from Lemma 3.4.2 that

d1
�
µN
Ā
(t), µ̄(t)

�
= d1

�
(id, ↵̄t)]m̄

N
Ā
(t), (id, ↵̄t)]m̄(t)

�

 Cd1
�
m̄N

Ā
(t), m̄(t)

�
. (3.60)
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The random variables X̄j
t are independent and L(X̄j

t ) ⇠ m̄(t). Therefore, Theorem 3.6.5
applies and yields

E
⇥
d1
�
m̄N

Ā
(t), m̄(t)

�⇤
 CN�⌧(d). (3.61)

Combining (3.56), (3.59), (3.60), and (3.61), we obtain

E

h
d1

⇣
µN
(Ai,Ā�i)(t), µ̄(t)

⌘i
 CN�⌧(d).

It is then easy to verify that

E

h
d1

⇣
mN

(Ai,Ā�i)(T ), m̄(T )
⌘i

 CN�⌧(d).

Estimate (3.55) follows immediately.

Lemma 3.6.12. There exists C > 0 such that for any i 2 N , for any t 2 T̄ , and for
any Ai 2 Ac, we have

E

h ���∆F
⇣
t,Xi

t [A
i], bN(Ai,Ā�i), b̄

⌘���
i
 CN�⌧(d)/2.

Proof. Let N 2 N
? and let t 2 T̄ . By Remark 3.6.10, we have

E

h ���∆F
⇣
t,Xi

t [A
i], bN(Ai,Ā�i), b̄

⌘���
i
 CE

�
1 + |Xi

t [A
i]|
�
d1

⇣
bN(Ai,Ā�i), b̄

⌘1/2�
. (3.62)

Since Ai 2 Ac, by Remark 3.6.2 we have that E
⇥
|Xi

t [A
i]|2
⇤
 C. We obtain with the

Cauchy-Schwarz inequality and Lemma 3.6.11 that

E


(1 + |Xi

t [A
i]|)d1

⇣
bN(Ai,Ā�i), b̄

⌘1/2�
 E

⇥
(1 + |Xi

t [A
i]|)2

⇤1/2
E

h
d1

⇣
bN(Ai,Ā�i), b̄

⌘i1/2

 CN�⌧(d)/2. (3.63)

Combining (3.62) and (3.63), we obtain the announced inequality.

Lemma 3.6.13. There exists C > 0 such that for any i 2 N , for any t 2 T and for any
Ai 2 Ac, we have

E

h ���hAi
t,∆P

⇣
t, bN(Ai,Ā�i), b̄

⌘
i
���
i
 CN�⌧(d)/2. (3.64)

Proof. Let i 2 N , let t 2 T , and let Ai 2 Ac. By the Cauchy-Schwarz inequality, we
have

E

h ���hAi
t,∆P

⇣
t, bN(Ai,Ā�i), b̄

⌘
i
���
i
 C

✓
E

 ���∆P
⇣
t, bN(Ai,Ā�i), b̄

⌘���
2
�◆1/2

. (3.65)

We obtain with Assumptions 3.2.4 (iii-iv) and Lemma 3.6.11 that

E

 ���∆P
⇣
t, bN(Ai,Ā�i), b̄

⌘���
2
�
 2CE

h ���∆P
⇣
t, bN(Ai,Ā�i), b̄

⌘���
i

 CE

h
d1

⇣
bN(Ai,Ā�i), b̄

⌘i
 CN�⌧(d). (3.66)

Combining (3.65) and (3.66), we deduce (3.64).

We finally prove the main result of the section.
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Proof of Theorem 3.6.4. Let i 2 N . We first show that for any Ai 2 Ac, the inequality

|J i,N (Ai, Ā�i)� J i(Ai, b̄)|  CN�⌧(d)/2 (3.67)

holds for some constant C > 0 independent of Ai. This will imply (3.47). For any
Ai 2 Ac, we can write J i,N (Ai, Ā�i) = ⇢i(Y ) and J i(Ai, b̄) = ⇢i(Z), where

Y :=
T�1X

t=0

`
⇣
t,Xi

t [A
i], Ai

t, b
N
(Ai,Ā�i)

⌘
+ F

⇣
T,X i

T [A
i], bN(Ai,Ā�i)

⌘
,

Z :=
T�1X

t=0

`
�
t,Xi

t [A
i], Ai

t, b̄
�
+ F

�
T,X i

T [A
i], b̄
�
.

Applying Lemma 3.6.7 with U = Z and V = Y � Z we have

|J i,N (Ai, Ā�i)� J i(Ai, b̄)| = |⇢i(Y )� ⇢i(Z)|  ⇢i(|Y � Z|).

In addition, Lemma 3.50 yields

⇢i(|Y � Z|)  CE [ |Y � Z| ] = CE

h ���∆`
⇣
Xi[Ai], bN(Ai,Ā�i), b̄

⌘���
i
.

We finally obtain (3.67) with Lemma 3.6.12 and Lemma 3.6.13.
Let us fix now bAi 2 A such that

J i,N ( bAi, Ā�i) 
✓

inf
Ai2A

J i,N (Ai, Ā�i)

◆
+min

n
1, N�⌧(d)/2

o
. (3.68)

By Lemma 3.6.9, we have bAi 2 Ac. Thus inequality (3.67) yields

J i( bAi, b̄)  J i,N ( bAi, Ā�i) + CN�⌧(d)/2


✓

inf
Ai2A

J i,N (Ai, Ā�i)

◆
+ CN�⌧(d)/2. (3.69)

We apply again inequality (3.67) to Ai = Āi. Using also the optimality of Āi (with
respect to J i), we obtain

J i,N (Ā)� CN�⌧(d)/2  J i(Āi, b̄)  J i( bAi, b̄). (3.70)

Finally, combining (3.69) and (3.70) we have

J i,N (Ā) 
✓

inf
Ai2A

J i,N (Ai, Ā�i)

◆
+ CN�⌧(d)/2,

which shows that Ā is an "-Nash equilibrium with " = CN�⌧(d)/2.

3.7 Conclusion

This paper has studied a mean field game model with risk averse agents, and provided a
framework under which an equilibrium holds, for a large class of composite risk measures
and congestion terms. The specific structure of the integral cost of the agents has been
exploited in order to rewrite the dynamic programming equations in a functional form
(using the Moreau envelope and the proximal operator). In that way, the coupled system
could be formulated as an equivalent fixed point equation, yielding the existence of a
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solution. Regularity properties have been obtained for risk averse agents. This has
allowed to show that an optimal feedback control (for the mean field game) results in an
"-Nash equilibrium for a related dynamic game with N players. Future work could focus
on the uniqueness of the Nash equilibrium with contraction arguments and smallness
assumptions on the coupling terms. In this work, risk averse (with respect to their own
noise) agents have been considered; investigating a mean field game model with common
noise and risk averse agents would be of particular interest. Finally, we could investigate
variants of our model involving agents driven by nonlinear dynamical systems, nonconvex
data functions, or exponential utility cost functions. In such a setting we cannot expect
anymore the value function to be convex and thus, a feedback policy cannot be defined
in a unique manner. A different notion of equilibrium must then be employed. An
appropriate one may rely on the distribution of the controls of the agents at each time,
conditioned to their position, as for example in [113], where an existence result is obtained
with Kakutani’s theorem.
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Chapter 4

Discrete potential mean field
games

4.1 Introduction1

The class of mean field game (MFG) problems was introduced by J.-M. Lasry and P.-
L. Lions in [88, 89, 90] and M. Huang, R. Malhamé, and P. Caines in [80] to study
interactions among a large population of agents. The agents of the game optimize their
own dynamical system with respect to a criterion; the criterion is parameterized by some
endogenous coupling terms. These coupling terms are linked to the collective behavior of
all agents and thus induce an interaction between them. It is assumed that an isolated
agent has no impact on the coupling terms and that all agents are identical. At a
mathematical level, MFGs typically take the form of a system of coupled equations: a
dynamic programming equation (characterizing the optimal behavior of the agents), a
Kolmogorov equation (describing the distribution of the agents), and coupling equations.

In this work we study a class of discrete time and finite state space mean field games
with potential structure. The dynamical system of each agent is a Markov chain, with
controlled probability transitions. Our results are motivated by discrete time and discrete
space models as such but can be applied to discretized MFGs. Few publications deal with
fully discrete models; in a seminal work, D. Gomes, J. Mohr, and R. R. Souza [65] have
studied the existence of a Nash equilibrium via a fixed point approach and investigated
the long-term behavior of the game.

Potential (also called variational) MFGs are coupled systems which can be interpreted
as first-order conditions of two control problems in duality whose state equations are
respectively a Kolmogorov equation and a dynamic programming equation. The primal
problem (involving the Kolmogorov equation) can be interpreted as a stochastic optimal
control problem with cost and constraints on the law of the state and the control. Its
numerical resolution is thus of interest beyond the context of MFGs.

In our model, the agents interact with each other via two coupling terms: a congestion
variable � and a price variable P . The congestion � is linked to the distribution of the
agents via the subdifferential of a proper convex and l.s.c. potential F . The price P
is linked to the joint law of states and controls of the agents via the subdifferential
of a proper convex and l.s.c. potential �. A specificity of our discrete model is that
the potentials F and � can take the value +1 and thus induce constraints on the
distribution of the agents, referred to as hard constraints. In the continuous case, four
classes of variational MFGs can be identified. Our model is general enough to be seen as

1The corresponding article [22] has been submitted to Mathematical Programming.
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the discrete counterpart of these four cases. Case 1: MFGs with monotone congestion
terms (F is differentiable, � = 0). The first variational formulation was given in [89]
and has been widely studied in following works [17, 34, 38, 93, 106]. Case 2: MFGs with
density constraints (F has a bounded domain, � = 0). These models are of particular
interest for describing crowd motions. The coupling variable � has there an incentive
role. The reader can refer to [38, 93, 114, 115]. Case 3: MFGs with Cournot interactions
(F = 0, � is differentiable). In this situation, each agent optimally chooses a quantity to
be sold at each time step of the game. Interactions with the other players occur through
the gradient of � which maps the mean strategy (the market demand) to a market price.
See for example [21, 67, 68, 70, 72]. Case 4: MFGs with price formation (F = 0, � has
a bounded domain). These models incorporate a hard constraint on the demand. The
price variable is the associated Lagrange multiplier and has a incentive role. We refer to
[66].

The first part of the article is devoted to the theoretical analysis of the MFG system.
We first introduce a potential problem, shown to be equivalent to a convex problem
involving the Kolmogorov equation via a change of variable, similar to the one widely
employed in the continuous setting (e.g. in [14]). Under a suitable qualification condi-
tion, we establish a duality result between this problem and an optimal control problem
involving the dynamic programming equation. We show the existence of solutions to
these problems and finally we show the existence of a solution to the MFG system. A
uniqueness result is proved (when F and � are differentiable).

The second part of the article is devoted to the numerical resolution of the MFG
system. We focus on two families of methods: primal-dual methods and augmented
Lagrangian methods. These two classes exploit the duality structure discussed above
and can deal with hard constraints. They have already been applied to continuous
MFGs, see for example the survey article [6]. Primal-dual methods have been applied
to stationary MFGs with hard congestion terms in [28] and to time-dependent MFGs in
[27]. Augmented Lagrangian methods have been applied to MFGs in [15] and to MFGs
with hard congestion terms in [17]. Other methods exploiting the potential structure
have been investigated in the literature, they are out of the scope of the current article.
Let us mention the fictitious play method [35, 55, 77] and the Sinkhorn algorithm [16].
Let us emphasize that the above references all deal with interaction terms depending
on the distribution of the states of the agents; very few publications are concerned by
interactions through the controls (see [5]). The present work is the first to address
methods for “Cournot” mean field games.

Let us comment further on the families of methods under investigation and our
contribution. The primal-dual algorithms that we have implemented were introduced by
A. Chambolle and T. Pock [45]. A novelty of our work is to show that the extension of
primal-dual methods of [46], involving nonlinear proximity operators (based on Bregman
divergences), can also be used to solve MFGs. The augmented Lagrangian method that
we have implemented is applied to the dual problem (involving the dynamic programming
equation), as originally proposed in [14] for optimal transportation problems. As in [14],
we have actually implemented a variant of the augmented Lagrangian method, called
alternating direction method of multipliers (ADMM). The method was introduced by
R. Glowinski and A. Marroco [64] and studied by D. Gabay and B. Mercier [61]. It relies
on a successive minimization of the augmented Lagrangian function. One of the main
limitations of ADMM is that when the number of involved variables is greater or equal
to three, as it is the case for our problem, convergence is not granted. A novelty of our
work is to consider a variant of ADMM, the alternating direction method with Gaussian
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back substitution (ADM-G), introduced in [78]. At each iteration of this method, the
ADMM step is followed by a Gaussian back substitution step. Convergence is ensured.
The practical implementation of the additional step turns out to be inexpensive in our
framework.

The last contribution of this work is to propose and solve numerically two hard
constraints problems: a congestion mean field game problem and a “Cournot” mean
field game. Following our analysis we define a notion of residuals allowing us to compare
the empirical convergence of each method in a common setting.

The article is organized as follows. In section 4.2 we provide the main notations,
the mean field game system under study and the underlying individual player problem.
In section 4.3 we formulate a potential problem and perform the announced change of
variable. In section 4.4 we form a dual problem and we establish a duality result. In
section 4.5 we provide our main results: existence and uniqueness of a solution to the
mean field game. In section 4.6 we provide a detailed implementation of the primal-dual
proximal algorithms, ADMM and ADM-G, and we give theoretical convergence results
when possible. In section 4.7 we present numerical results for two concrete problems. We
provide outputs obtained for each method: errors, value function, equilibrium measure,
mean displacement, congestion, demand and price.

4.2 Discrete mean field games

4.2.1 Notation

Sets. Let T 2 N
? denote the duration of the game. We set T = {0, ..., T � 1} and

T̄ = {0, ..., T}. Let S = {0, ..., n� 1} denote the state space. We set

∆(S) =
n
⇡ : S ! [0, 1]

�� X

x2S

⇡(x) = 1
o
,

∆ =
n
⇡ : T ⇥ S ⇥ S ! [0, 1]

��⇡(t, x, ·) 2 ∆(S), 8(t, x) 2 T ⇥ S
o
.

For any finite set A, we denote by R(A) the finite-dimensional vector space of mappings
from A to R. All along the article, we make use of the following spaces:

R = R(T̄ ⇥ S)⇥ R(T ⇥ S2), U = R(T̄ ⇥ S)⇥ R(T ),

C = R⇥ R(T̄ ⇥ S)⇥ R(T ), K = R(T̄ ⇥ S)⇥ U .

Convex analysis. For any function g : Rd ! R [ {+1}, we denote

dom(g) =
�
x 2 X

�� g(x) < +1
 
.

The subdifferential of g is defined by

@g(x) =
n
x? 2 R

d
�� g(x0) � g(x) + hx?, x0 � xi, 8x0 2 R

d
o
.

By convention, @g(x) = ; if g(x) = +1. Note also that x? 2 @g(x) if and only if
g(x) + g?(x?) = hx, x?i, where g? is the Fenchel transform of g, defined by

g?(x?) = sup
x2Rd

hx, x?i � g(x).

Note that the subdifferential and Fenchel transforms of `, F , and � (introduced in the
next paragraph) are considered for fixed values of the time and space variables.
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We denote by � the indicator function of {0} (without specifying the underlying
vector space). For any subset C ✓ R

d, we denote by �C the indicator function of C. For
any x 2 C, we denote by NC(x) the normal cone to C at x,

NC(x) =
n
x? 2 R

d
�� hx?, x0 � xi  0, 8x0 2 C

o
.

We set NC(x) = ; if x /2 C.

Nemytskii operators. Given two mappings g : X ⇥ Y ! Z and u : X ! Y, we call
Nemytskii operator the mapping g[u] : X ! Z defined by

g[u](x) = g(x, u(x)).

We will mainly use this notation in order to avoid the repetition of time and space
variables, for example, we will write `[⇡](t, x) instead of `(t, x,⇡(t, x)).

All along the article, we will transpose some notions associated with g to the Nemyt-
skii operator g[u]. When Y = R

d and Z = R [ {+1}, we define the domain of g by

dom(g) =
�
u : X ! R

d
��u(x) 2 dom(g(x, ·)), 8x 2 X

 
.

We define g?[v] : Rd ! R [ {+1} by g?[v](x) = g?(x, v(x)), where g? is the Fenchel
transform of g with respect to the second variable.

4.2.2 Coupled system

Data and assumption. We fix an initial distribution m0 2 ∆(S) and four maps:
a running cost `, a potential price function �, a potential congestion cost F , and a
displacement cost ↵,

` : T ⇥ S ⇥ R(S) ! R [ {+1}, � : T ⇥ R ! R [ {+1},

F : T̄ ⇥ R(S) ! R [ {+1}, ↵ : T ⇥ S2 ! R.

The following convexity assumption is in force all along the article. Note that we will
later make use of an additional qualification assumption (Assumption 4.4.1).

Assumption 4.2.1 (Convexity). For any (t, s, x) 2 T ⇥T̄ ⇥S, the maps `(t, x, ·), F (s, ·),
and �(t, ·) are proper, convex and lower semi-continuous. In addition dom(`(t, x, ·)) ✓
∆(S).

Coupled system. The unknowns of the MFG system introduced below are denoted
((m,⇡), (u, �, P )) 2 R⇥K. They can be described as follows:

• � and P are the coupling terms of the MFG: �(t, x) is a congestion term incurred
by agents located at x 2 S at time t 2 T̄ and P (t) is a price variable

• ⇡(t, x, y) denotes the probability transition from x 2 S to y 2 S, for agents located
at x at time t

• m(t, x) denotes the proportion of agents located at x 2 S at time t 2 T̄

• u(t, x) is the value function of the agents.
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For any (�, P ) 2 U , we define the individual cost c : T ⇥ S ⇥ S ⇥∆(S) ! R,

c�,P (t, x, y, ⇢) = `(t, x, ⇢) + �(t, x) + ↵(t, x, y)P (t).

Given (m,⇡) 2 R, we denote

Q[m,⇡](t) =
X

(x,y)2S2

m(t, x)⇡(t, x, y)↵(t, x, y).

We aim at finding a quintuplet (m,⇡, u, �, P ) such that for any (t, s, x) 2 T ⇥ T̄ ⇥ S,
8
>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:

(i)

8
><
>:

u(t, x) = inf
⇢2∆(S)

X

y2S

⇢(y)
⇣
c�,P (t, x, y, ⇢) + u(t+ 1, y)

⌘
,

u(T, x) = �(T, x),

(ii) ⇡(t, x, ·) 2 arg min
⇢2∆(S)

X

y2S

⇢(y)
⇣
c�,P (t, x, y, ⇢) + u(t+ 1, y)

⌘
,

(iii)

8
><
>:

m(t+ 1, x) =
X

y2S

m(t, y)⇡(t, y, x),

m(0, x) = m0(x),

(iv) �(s, ·) 2 @F (s,m(s, ·)),

(v) P (t) 2 @�
�
t,Q[m,⇡](t)

�
.

(MFG)

Heuristic interpretation.

• The dynamical system of each agent is a Markov chain (X⇡
s )s2T̄ controlled by

⇡ 2 ∆, with initial distribution m0: for any (t, x, y) 2 T ⇥ S2,

P
�
X⇡

t+1 = y|X⇡
t = x

�
= ⇡(t, x, y), P(X⇡

0 = x) = m0(x).

Given the coupling terms (�, P ) 2 U , the individual control problem is

inf
⇡2∆

J�,P (⇡) := E

⇣X

t2T

c�,P (t,X
⇡
t , X

⇡
t+1,⇡(t,X

⇡
t )) + �(T,X⇡

T )
⌘
. (4.1)

The equations (MFG,i-ii) are the associated dynamic programming equations:
given (�, P ) 2 U , if u and ⇡ satisfy these equations, then ⇡ is a solution to (4.1).
The reader can refer to [20, Chapter 7] for a detailed presentation of the dynamic
programming approach for the optimal control of Markov chains.

• Given ⇡ 2 ∆, denote by m⇡ the probability distribution of X⇡, that is, m⇡(t, x) =
P(X⇡

t = x). Then m⇡ is obtained by solving the Kolmogorov equation (MFG,iii).
In the limit when the number of agents tends to 1, the distribution m⇡ coincides
with the empirical distribution of the agents.

• Finally, the equations (MFG,iv-v) link the coupling terms � and P to the distri-
bution of the agents m and their control ⇡.

In summary: given a solution (m,⇡, u, �, P ) 2 R ⇥ K to (MFG), the triplet (⇡, �, P ) is
a solution to the mean field game

⇡ 2 argmin
⇢2∆

J�,P (⇢), � 2 @F [m⇡], P 2 @�[Q[m⇡,⇡]].
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Remark 4.2.2. • At any time t 2 T , it is possible to encode constraints on the tran-
sitions of the agents located at x 2 S by defining ` in such a way that dom(`(t, x, ·))
is strictly included into ∆(S). An example will be considered in Section 4.7.

• If F and � are differentiable, then their subdifferentials are singletons and thus the
coupling terms � and P are uniquely determined by m and ⇡ through the equations
(MFG,iv-v).

• The equations (MFG,iv-v) imply that m 2 dom(F ) and Q[m,⇡] 2 dom(�). Thus
they encode hard constraints on m and ⇡ if the coupling functions F or � take the
value +1. For example, they can be chosen in the form G : Rd ! R [ {+1},
G = g+�K , where g : Rd ! R is convex and differentiable and where K is a closed
and convex subset of Rd. Then by [11, Corollary 16.38],

@G(x) = rg(x) +NK(x), 8x 2 R
d.

4.2.3 Further notation

We introduce now two linear operators, A and S. They will allow to bring out the con-
nection between the coupled system and the potential problem. The operator A : R(T ⇥
S2) ! R(T ) and its adjoint A? : R(T ) ! R(T ⇥ S2) are given by

A[w](t) =
X

(x,y)2S2

w(t, x, y)↵(t, x, y), A?[P ](t, x, y) = ↵(t, x, y)P (t).

The operator S : R(T ⇥S2) ! R(T̄ ⇥S) and its adjoint S? : R(T̄ ⇥S) ! R(T ⇥S2) are
given by

S[w](s, x) =

( P
y2S w(s� 1, y, x) if s > 0,

0 if s = 0,
S?[u](t, x, y) = u(t+ 1, y).

We can now reformulate the dynamic programming equations of the coupled system
(MFG,i-ii) as follows:

8
>><
>>:

(i)

(
u(t, x) + `?[�A?P � S?u](t, x) = �(t, x),

u(T, x) = �(T, x),

(ii) (`[⇡] + `?[�A?P � S?u])(t, x) = �h⇡(t, x), (A?P + S?u)(t, x)i.

4.3 Potential problem and convex formulation

4.3.1 Perspective functions

Given h : Rd ! R[ {+1} a proper l.s.c. and convex function with bounded domain, we
define the perspective function h̃ : R⇥ R

d ! R [ {+1} by

h̃(✓, x) =

8
><
>:

✓h(x/✓) if ✓ > 0,

0 if (✓, x) = (0, 0),

+1 otherwise.
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Lemma 4.3.1. The perspective function h̃ is proper, convex, l.s.c. and its domain is
given by dom(h̃) =

�
(✓, x) 2 R+ ⇥ R

d
��x 2 ✓ dom(h)

 
. For any (✓?, x?) 2 R ⇥ R

d, we
have

h̃?(✓?, x?) = �Q(✓
?, x?), (4.2)

where Q := {(✓?, x?) 2 R⇥ R
d, h?(x?) + ✓?  0}.

Proof. The proof is a direct application of [25, Lemmas 1.157, 1.158] when h has a
bounded domain. In this case the recession function of h is the indicator function of
zero.

Lemma 4.3.2. Let (✓, x), (✓?, x?) 2 R⇥ R
d. Then (✓?, x?) 2 @h̃(✓, x) if and only if

either: h?(x?) + ✓?  0 and (✓, x) = (0, 0)

or: h?(x?) + ✓? = 0, h(x/✓) + h?(x?)� hx/✓, x?i = 0, and ✓ > 0.

Proof. Direct application of [48, Proposition 2.3].

4.3.2 Potential problem

We define the following criterion

J (m,⇡) =
X

(t,x)2T ⇥S

m(t, x)`[⇡](t, x) +
X

t2T

�[Q[m,⇡]](t) +
X

s2T̄

F [m](s)

and the following potential problem (recall that m⇡ is the solution to the Kolmogorov
equation (MFG,iii), given ⇡ 2 ∆):

inf
(m,⇡)2R

J (m,⇡), subject to: m = m⇡. (P )

The link between the mean field game system (MFG) and the potential problem (P ) will
be exhibited in Section 4.5. Notice that Problem (P ) is not convex. Yet we can define a
closely related convex problem, whose link with (P ) is established in Lemma 4.3.3.

We denote by ˜̀: T ⇥ S ⇥ R⇥ R(S) ! R [ {+1} the perspective function of ` with
respect to the third variable. By Lemma 4.3.1 the function ˜̀(t, x, ·, ·) is proper convex
and l.s.c. for any (t, x) 2 T ⇥ S. We define

J̃ (m,w) =
X

(t,x)2T ⇥S

˜̀[m,w](t, x) +
X

t2T

�[Aw](t) +
X

s2T̄

F [m](s).

In the above definition, ˜̀ is the Nemytskii operator of ˜̀, that is, for any (t, x) 2 T ⇥ S,

˜̀[m,w](t, x) =

8
>><
>>:

m(t, x)`
⇣
t, x, w(t,x,·)

m(t,x)

⌘
, if m(t, x) > 0,

0, if m(t, x) = 0 and w(t, x, ·) = 0,

+1, otherwise.

We consider now the following convex problem:

inf
(m,w)2R

J̃ (m,w), subject to: Sw �m+ m̄0 = 0, (P̃ )

where m̄0 2 R(T̄ ⇥ S) is defined by

m̄0(s, x) =

(
m0(x) if s = 0,

0 otherwise.
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Lemma 4.3.3. Let val(P) and val(P̃) respectively denote the values of problems (P ) and
(P̃ ). Then val(P) = val(P̃). In addition, if Problem (P ) is feasible, then both problems
(P ) and (P̃ ) have a non-empty bounded set of solutions.

Proof. Step 1: val(P) � val(P̃). Let (m,⇡) 2 dom(J ) be such that m = m⇡. Let

w(t, x, ·) := m(t, x)⇡(t, x, ·), (4.3)

for any (t, x) 2 T ⇥ S. Then (m,w) is feasible for problem (P̃ ) and

m(t, x)`(t, x,⇡(t, x, ·)) = ˜̀(t, x,m(t, x), w(t, x, ·)), (4.4)

for any (t, x) 2 T ⇥S. Indeed by definition of ˜̀(t, x, ·, ·), ifm(t, x) > 0 then (4.4) holds and
if m(t, x) = 0 then w(t, x, ·) = 0 and (4.4) still holds. It follows that J (m,⇡) = J̃ (m,w)
and consequently, val(P) � val(P̃).

Step 2: val(P)  val(P̃). Let (m,w) 2 dom(J̃ ) be such that Sw �m = m̄0 and let ⇡ be
such that (

⇡(t, x, ·) = w(t, x, ·)/m(t, x) if m(t, x) > 0,

⇡(t, x, ·) 2 dom(`(t, x, ·)) otherwise,
(4.5)

for all (t, x) 2 T ⇥ S. Then (4.4) is satisfied and (m,⇡) is feasible for (P ). Thus
J (m,⇡) = J̃ (m,w), and consequently, val(P)  val(P̃).

Step 3: non-empty and bounded sets of solutions. Since J (m⇡,⇡) is l.s.c. with non-empty
bounded domain, it reaches its minimum on its domain. Then the set of solutions to (P )
is non-empty and bounded. Now let (m,⇡) be a solution to (P ) and let w be given by
(4.3). We have that

J̃ (m,w) = J (m,⇡) = val(P) = val(P̃),

thus we deduce that the set of solutions to (P̃ ) is non-empty. It remains to show that
the set of solutions to (P̃ ) is bounded. Let (m,w) be a solution to (P̃ ). The Kolmogorov
equation implies that 0  m(t, x)  1, for any (t, x) 2 T̄ ⇥ S. By Lemma 4.3.1, we have
w(t, x, ·) 2 m(t, x)∆(S), which implies that 0  w(t, x, y)  1.

Note that the above proof shows how to deduce a solution to (P̃ ) out of a solution
to (P ) and vice-versa, thanks to relations (4.3) and (4.5).

4.4 Duality

We show in this section that Problem (P̃ ) is the dual of an optimization problem, de-
noted (D), itself equivalent to an optimal control problem of the dynamic programming
equation, problem (D̃). For this purpose, we introduce a new assumption (Assumption
4.4.1), which is assumed to be satisfied all along the rest of the article.

4.4.1 Duality result

The dual problem is given by

sup
(u,�,P )2K

D(u, �, P ) := hm0, u(0, ·)i �
X

t2T

�?[P ](t)�
X

s2T̄

F ?[�](s),

subject to:

(
u(t, x) + `?[�A?P � S?u](t, x)  �(t, x) (t, x) 2 T ⇥ S,

u(T, x) = �(T, x), x 2 S.

(D)
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Note that the above kind of dynamic programming equation involves inequalities (and
not equalities as in (MFG,i)).

We introduce now a qualification condition, which will allow to prove the main duality
result of the section. For any " = ("1, "2, "3) 2 K and ⇡ 2 dom(`) we define m1[",⇡] the
solution to the following perturbed Kolmogorov equation

m1(t+ 1, x) =
X

y2S

m1(t, y)⇡(t, y, x)� "1(t+ 1, x), m1(0)� "1(0) = m̄0. (4.6)

We also define, for any (t, x, y) 2 T ⇥ S ⇥ S,

w[",⇡](t, x, y) = m1[",⇡](t, x)⇡(t, x, y)

m2[",⇡](t, x) = m1[",⇡](t, x) + "2(t, x)

D[",⇡](t) =
P

(x,y)2S2 w[",⇡](t, x, y)↵(t, x, y) + "3(t).

(4.7)

Assumption 4.4.1 (Qualification). There exists ↵ > 0 such that for any " = ("1, "2, "3)
in K with k"k  ↵, there exists ⇡ 2 dom(`) such that

m1[",⇡] � 0, m2[",⇡] 2 dom(F ), D[",⇡] 2 dom(�). (4.8)

Note that the qualification assumption implies the feasibility of Problems (P̃ ) and
(P ).

Remark 4.4.2. Assume that int(dom(F )) and int(dom(�)) are non-empty sets. Then
in this case, Assumption 4.4.1 is satisfied if there exists ⇡ 2 dom(`) such that

m1[0,⇡] = m2[0,⇡] 2 int
�
dom(F ) \ R+(T̄ ⇥ S)

�
, D[0,⇡] 2 int(dom(�)).

Theorem 4.4.3. Let Assumption 4.4.1 hold true. Then the dual problem (D) has a
bounded set of solutions and val(D) = val(P̃).

Proof. The primal problem (P̃ ) can formulated as follows:

inf
(m1,w,m2,D)2C

F(m1, w,m2, D) + G(A(m1, w,m2, D)), (P)

where the maps F : C ! R[ {+1} and G : K ! R[ {+1} and the operator A : C ! K
are defined by

F(m1, w,m2, D) =
X

(t,x)2T ⇥S

˜̀[m1, w](t, x) +
X

t2T

�[D](t) +
X

s2T̄

F [m2](s),

G(y1, y2, y3) = �(y1 + m̄0) + �(y2) + �(y3),

A(m1, w,m2, D) = (Sw �m1,m1 �m2,Aw �D).

(4.9)

We next prove that the qualification condition

0 2 int (dom(G)�A dom(F))

is satisfied. This is equivalent to show the existence of ↵ > 0 such that for any " =
("1, "2, "3) 2 K, with k"k  ↵, there exists (m1, w,m2, D) 2 dom(F) satisfying

(Sw �m1 + "1,m1 �m2 + "2,Aw �D + "3) 2 dom(G) = {m̄0}⇥ {0}⇥ {0}.
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This is a direct consequence of Assumption 4.4.1. Therefore, we can apply the Fenchel-
Rockafellar theorem (see [109, Theorem 31.2]) to problem (P). It follows that the fol-
lowing dual problem has the same value as (P) and possesses a solution:

inf
(u,�,P )2K

F?(�A?(u, �, P )) + G?(u, �, P ). (D)

It remains to calculate F?, G?, and A?. For any (s, x) 2 T̄ ⇥ S, we define

Qs,x =

(
{(a, b) 2 R⇥ R(S), `?(s, x, b) + a  0} , if s < T,

{a 2 R, a = 0} , if s = T.

We then define

Q =
Y

(s,x)2T̄ ⇥S

Qs,x. (4.10)

For any (y1, y2, y3, y4) 2 C we have by Lemma 4.3.1 that

F?(y1, y2, y3, y4) = �Q(y1, y2) +
X

t2T

�?[y4](t) +
X

s2T̄

F ?[y3](s).

The adjoint operator A? : K ! C is given by

A?(u, �, P ) = (� � u,A?P + S?u,��,�P ).

It follows that

F?(�A?(u, �, P )) = �Q(u� �,�A?P � S?u) +
X

t2T

�?[P ](t) +
X

s2T̄

F ?[�](s).

Moreover, G?(u, �, P ) = �hu(0, ·),m0i. It follows that (D) and (D) are equivalent, which
concludes the proof of the theorem.

4.4.2 A new dual problem

We introduce in this section a new optimization problem, equivalent to (D). We define
the mapping U : U ! R(T̄ ⇥ S) which associates with (�, P ) 2 U the solution u 2
R(T̄ ⇥ S) to the dynamic programming equation

(
u(t, x) + `?[�A?P � S?u](t, x) = �(t, x) (t, x) 2 T ⇥ S,

u(T, x) = �(T, x), x 2 S.
(4.11)

We define the following problem

max
(�,P )2U

D̃(�, P ) := D(U [�, P ], �, P ) (D̃)

= hm̄0,U [�, P ]i �
X

t2T

�?[P ](t)�
X

s2T̄

F ?[�](s).

Lemma 4.4.4. Problems (D) and (D̃) have the same value. Moreover, for any solution
(u, �, P ) to (D), (�, P ) is a solution to (D̃); conversely, for any solution (�, P ) to (D̃)
(there exists at least one), (U [�, P ], �, P ) is a solution to (D).
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Proof. Let (�, P ) 2 U . Then (u := U [�, P ], �, P ) is feasible for problem (D) and by
definition, D(u, �, P ) = D̃(�, P ). Therefore, val(D) � val(D̃).

Conversely, let (u, �, P ) be feasible for (D). Let û = U [�, P ]. Now we claim that
û(t, x) � u(t, x), for any (t, x) 2 T̄ ⇥ S (this is nothing but a comparison principle for
our dynamic programming equation). The proof of the claim relies on a monotonicity
property of `?. Given b and b0 2 R(S), we say that b  b0 if b(x)  b0(x), for all x 2 S.
Since `(t, x, ·) has its domain included in ∆(S), we have

b  b0 =) `?(t, x, b)  `?(t, x, b0).

Using the above property, it is easy to prove the claim by backward induction. It follows
that D̃(�, P ) = D(û, �, P ) � D(u, �, P ) and finally, val(D̃) � val(D). Thus the two
problems have the same value.

The other claims of the lemma are then easy to verify.

Lemma 4.4.5. For any (t, x) 2 T ⇥ S, the map (�, P ) 2 U 7! U [�, P ](t, x) is concave.

Proof. Let (t, x) 2 T ⇥ S. Given ⇡ 2 ∆, consider the Markov chain (X⇡
s )s=t,...,T defined

by
P
�
X⇡

s+1 = y|X⇡
s = x

�
= ⇡(s, x, y), 8s = t, ..., T � 1, X⇡

t = x.

By the dynamic programming principle, we have

U [�, P ](t, x) = inf
⇡2∆

E

⇣ TX

s=t

c�,P (t,X
⇡
s , X

⇡
s+1,⇡(s,X

⇡
s )) + �(T,X⇡

T )
⌘
.

The criterion to be minimized in the above equality is affine with respect to (�, P ), thus
it is concave. The infimum of a family of concave functions is again concave, therefore,
U [�, P ](t, x) is concave with respect to (�, P ).

As a consequence of the above Lemma, the criterion D̃ is concave.

4.5 Connection between the MFG system and potential
problems

The connection between the MFG system and the potential problems can be established
with the help of seven conditions, which we introduce first. We say that (m1, w,m2, D) 2
C and (u, �, P ) 2 K satisfy the condition (C1) if for any (t, x) 2 T ⇥ S,

either:

(
u(t, x) + `?[�A?P � S?u](t, x)  �(t, x),

(m1(t, x), w(t, x)) = (0, 0),

or:

8
><
>:

u(t, x) + `?[�A?P � S?u](t, x) = �(t, x),

`[⇡](t, x) + `?[�A?P � S?u](t, x) + h⇡(t, x), (A?P + S?u)(t, x)i = 0,

m1(t, x) > 0,

where ⇡(t, x) = w(t, x)/m1(t, x). We say that the conditions (C2-C7) are satisfied if

(C2) u(T ) = �(T ), (C5) m1 = Sw + m̄0,

(C3) � 2 @F [m2], (C6) m1 = m2,

(C4) P 2 @�[D], (C7) D = Aw.
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We show in the next lemma that the conditions (C1-C7) are necessary and sufficient
optimality conditions for (P) and (D).

Lemma 4.5.1. We have that (m1, w,m2, D) 2 C and (u, �, P ) 2 K are respectively
solutions of (P) and (D) if and only if the conditions (C1-C7) hold.

Proof. Let (m1, w,m2, D) 2 C and (u, �, P ) 2 K. We define the two quantities a and b
as follows:

a = F(m1, w,m2, D) + F?(�A?(u, �, P )) + h(m1, w,m2, D),A?(u, �, P )i,

b = G(A(m1, w,m2, D)) + G?(u, �, P )� hA(m1, w,m2, D), (u, �, P )i.

By Theorem 4.4.3, (m1, w,m2, D) 2 C and (u, �, P ) 2 K are respectively solutions of
(P) and (D) if and only if a+ b = 0. Then we have the following decomposition

a =
X

(s,x)2T ⇥S

a1(t, x) +
X

x2S

a2(x) +
X

s2T̄

a3(s) +
X

t2T

a4(t),

b =
X

t2T

b1(t) +
X

s2T̄

b2(s) + b3(s),

where

a1(t, x) := ˜̀[m1, w](t, x) + �Qt,x((� � u)(t, x), (�A?P � S?u)(t, x))

+hm1(t, x), (u� �)(t, x)i+ hw(t, x), (A?P + S?u)(t, x)i,

a2(x) := �QT,x
((� � u)(T, x)) + hm1(T, x), (u� �)(T, x)i,

a3(s) := F [m2](s) + F ?[�](s)� hm2(s), �(s)i,

a4(t) := �[D](t) + �?[P ](t)� hD(t), P (t)i,

b1(t) := �((Aw �D)(t))� hP (t), (Aw �D)(t)i,

b2(s) := �((Sw �m1 + m̄0)(s))� hu(s), (Sw �m1 + m̄0)(s)i,

b3(s) := �((m1 �m2)(s))� h�(s), (m1 �m2)(s)i,

for any (t, s, x) 2 T ⇥ T̄ ⇥ S. By the Fenchel-Young inequality,

a1(s, x) � 0, a2(x) � 0, a3(s) � 0, a4(t) � 0,

b1(t) � 0, b2(s) � 0, b3(s) � 0.

Then a+ b = 0 if and only if

a1(s, x) = 0, a2(x) = 0, a3(s) = 0, a4(t) = 0,

b1(t) = 0, b2(s) = 0, b3(s) = 0.
(4.12)

By Lemma 4.3.2 we have that (C1) holds if and only if a1(s, x) = 0 and it is obvious that
(C2-C7) holds if and only if a2(x) = a3(s) = a4(t) = b1(t) = b2(s) = b3(s) = 0. Then the
conditions (C1-C7) hold if and only if (4.12) holds, which concludes the proof.
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Proposition 4.5.2. Let (m1,⇡, u, �, P ) 2 R⇥K be a solution to (MFG) and let

w(t, x, ·) = m1(t, x)⇡(t, x, ·), m2 = m1, D = Aw,

for any (t, x) 2 T ⇥ S. Then (m1, w,m2, D) and (u, �, P ) are respectively solutions to
(P) and (D). Moreover, (m1, w) is solution to (P̃ ), (m1,⇡) is solution to (P ), and
(�, P ) is solution to (D̃).

Proof. The conditions (C1-C7) are obviously satisfied. It immediately follows from
Lemma 4.5.1 that (m1, w,m2, D) and (u, �, P ) are optimal for (P) and (D). The op-
timality of (m1, w) and (m1,⇡) is then deduced from the proof of Lemma 4.3.3. The
optimality of (�, P ) is a consequence of Lemma 4.4.4.

For any (m,w) 2 R, (u, �, P ) 2 K we define the set ⇡[m,w, u, �, P ] of controls ⇡ 2 ∆

satisfying
⇡(t, x, ·) = w(t, x, ·)/m(t, x)

if m(t, x) > 0 and

⇡(t, x, ·) 2 argmin
⇢2∆(S)

`(t, x, ⇢) +
X

y2S

⇢(y)(P (t)↵(t, x, y) + u(t+ 1, y))

if m(t, x) = 0, for any (t, x) 2 T ⇥ S. Note that for any ⇡ 2 ⇡[m,w, u, �, P ], we have
w(t, x, ·) = m(t, x)⇡(t, x, ·), for any (t, x) 2 T ⇥ S. We have now the following converse
property to Proposition 4.5.2.

Proposition 4.5.3. Let (m1, w,m2, D) and (u, �, P ) be respectively solutions to (P) and
(D). Let û = U [�, P ] and let ⇡ 2 ⇡[m,w, û, �, P ]. Then (m, ⇡̂, û, �, P ) is a solution to
(MFG).

Proof. By Lemma 4.4.4, (û, �, P ) is a solution to (D). The pairs (m1, w,m2, D) and
(û, �, P ) are solutions to (P) and (D)), respectively, therefore they satisfy conditions (C1-
C7), by Lemma 4.5.1. Equations (MFG,iii-v) are then obviously satisfied. By definition,
û satisfies (MFG,i). Finally, (MFG,ii) is satisfied, by condition (C1) and by definition of
the set ⇡[m,w, u, �, P ]. It follows that (m,⇡, û, �, P ) 2 R⇥K is solution to (MFG).

Since the existence of solutions to (P) and (D) has been established in Lemmas 4.3.3
and 4.4.4, we have the following corollary.

Corollary 4.5.4. There exists a solution to (MFG).

We finish this section with a uniqueness result.

Proposition 4.5.5. Let (m,⇡, u, �, P ) and (m0,⇡0, u0, �0, P 0) be two solutions to the cou-
pled system (MFG). Assume that F and � are differentiable with respect to their second
variable. Then (u, �, P ) = (u0, �0, P 0). If moreover, for any (t, x) 2 T ⇥ S, `(t, x, ·) is
strictly convex, then (m,⇡) = (m0,⇡0) and thus (MFG) has a unique solution.

Proof. It follows from Proposition 4.5.2 that (m,w := m⇡,m,D := Aw) is a solution
to (P) and that (u, �, P ) and (u0, �0, P 0) are solutions to (D). Thus by Lemma 4.5.1,
the conditions (C3) and (C4) are satisfied, both for (m,w,m,D) and (u, �, P ) and for
(m,w,m,D) and (u0, �0, P 0), which implies that � = rF [m] = �0 and P = r�[D] = P 0.
It further follows that u = U [�, P ] = U [�0, P 0] = u0.

If moreover `(t, x, ·) is strictly convex for any (t, x) 2 T ⇥S then the minimal argument
in (MFG,ii) is unique, which implies that ⇡ = ⇡0 and finally that m = m⇡ = m⇡0

=
m0.
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4.6 Numerical methods

In this section we investigate the numerical resolution of the problems (P) and (D). We
investigate different methods: primal-dual proximal algorithms, ADMM and ADM-G.
For all methods, it is assumed that the prox operators (defined below) of `(t, x, ·), F (t, ·)
and �(t, ·) are known. We explain in the Appendix 4.8 how to calculate the prox of `
(and the nonlinear proximator based on the entropy function) in the special case where `
is linear on its domain. We explain in Section 4.6.4 how to recover a solution to (MFG).

4.6.1 Notations

Let X1 be a subset of Rd, let X̄1 denote its closure. Let f : X̄1 ! R. Assume that the
following assumption holds true.

Assumption 4.6.1. The set X̄1 is convex and the map f is continuous and 1-strongly
convex on X̄1. There exists an open subset X2 containing X1 such that f can be extended
to a differentiable function on X2.

We define then the Bregman distance df : X1 ⇥X1 ! R by

df (x, y) = f(x)� f(y)� hrf(y), x� yi.
If f is the Euclidean distance 1

2 | · |
2, then df (x, y) =

1
2 |x� y|2.

Given a l.s.c., convex and proper function g : Rd ! R, we define its proximal operator
proxg : R

d ! R
d as follows:

proxg(x) = argmin
y2Rd

1

2
|x� y|2 + g(y).

For any non-empty, convex and closed K ✓ R
d, we define the projection operator projK

of x 2 R
d on K by

projK(x) = prox�K
(x).

Finally, we denote ↵̄(t) =
P

(x,y)2S⇥S ↵(t, x, y)
2 for any t 2 T .

4.6.2 Primal-dual proximal algorithms

In this subsection we present the primal-dual algorithms proposed by A. Chambolle and
T. Pock in [45] and [46]. For the sake of simplicity, we denote by x the primal variable
(m1, w,m2, D) and by y the dual variable (u, �, P ). The primal-dual algorithms rely on
the following saddle-point problem

min
x2C

max
y2K

L(x, y) := F(x)� G?(y) + hAx, yi, (4.13)

which is equivalent to problem (P) (defined in the proof of Theorem 4.4.3). Let C1 and
K1 be two subsets of C and K, respectively. Let f : C̄1 ! R and let g : K̄1 ! R satisfy
Assumption 4.6.1.

For any ⌧,� > 0 and for any (x0, y0) 2 C ⇥K we define:

Iteration (x̂, ŷ) = S⌧,�[df , dg](x
0, y0),

8
><
>:

(i) x̂ = argminx2C1 F(x) + hx,A?y0i+ 1
⌧
df (x, x

0),

(ii) x̃ = 2x̂� x0,

(iii) ŷ = argminy2K1
G?(y)� hAx̃, yi+ 1

�
dg(y, y

0).

(4.14)
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Then we define the following algorithm.

Algorithm 2 Chambolle-Pock

Choose �, ⌧ > 0 and (x0, y0) 2 C ⇥K
for 0  k < N do
Compute (xk+1, yk+1) = S⌧,�[df , dg](x

k, yk).
end for
return (xN , yN ).

Theorem 4.6.2. Let ⌧,� > 0 be such that ⌧�kAk2 < 1, where kAk denotes the operator
norm of A (for the Euclidean norm). Assume that dom(F) ✓ C̄1 and dom(G) ✓ K̄1.
Assume that the iteration (4.14) is well-defined, that is, the minimal arguments in (i)
and (iii) exist. Let (xk, yk)k2N denote the sequence generated by the algorithm. For any
k 2 N we set

x̄k =
1

k

kX

n=0

xn, and ȳk =
1

k

kX

n=0

yn. (4.15)

Let (x, y) 2 C ⇥K. Then the following holds:

1. The sequence (x̄k)k2N converges to a solution of (P̃ ) and the sequence (ȳk)k2N
converges to a solution of (D). In addition the saddle-point gap is such that

L(x̄k, y)� L(x, ȳk)  1

k

⇣
df (x, x̄

k)/⌧ + dg(y, ȳ
k))/� � hA(x� x0), (y � y0)i

⌘
.

(4.16)

2. If f and g are the Euclidean distance 1
2 | · |

2, then the sequence (xk)k2N converges

to a solution of (P̃ ) and the sequence (yk)k2N converges to a solution of (D).

Proof. Point 1 holds as a direct application of [46, Theorem 1]. Point 2 holds as a direct
application of [45, Theorem 1], applied with ✓ = 1.

Remark 4.6.3. Fix (x, y), solution to (4.13). Let (x̂, ŷ) 2 C ⇥ K . Then we have that
0  �(x̂) := L(x̂, y)� L(x, y) and 0  �0(ŷ) := L(x, y)� L(x, ŷ), with equality if x̂ (resp.
ŷ) is a primal (resp. dual) solution. These measures of optimality (for the saddle-point
problem) trivially satisfy

0  �(x̂) + �0(ŷ) = L(x̂k, y)� L(x, ŷk), (4.17)

for which an upper-bound is provided by (4.16).

Lemma 4.6.4. Let a = maxt2T ↵̄(t). Then kAk 
p
max {n+ a, 4}, where n is the

cardinal of the set S.

Proof. For any (m1, w,m2, D) 2 C, we have

|A(m1, w,m2, D)|2  |Sw �m1|
2 + |m1 �m2|

2 + |Aw �D|2

 (kAk+ kSk)|w|2 + 4|m1|
2 + 2|m2|

2 + 2|D|2.

We have kAk  a and kSk  n, which concludes the proof.
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Euclidean distance

Now we explicit the update rule (4.14) in the case where f and g are both equal to the
Euclidean distance 1

2 | · |
2 and defined on C and K respectively. In this situation (i,4.14)

and (iii,4.14) can be expressed via proximal operators:

(
(i) x̂ = prox⌧F (x

0 � ⌧A?y0),

(iii) ŷ = prox�G?(y0 + ⌧Ax̃).
(4.18)

Now we detail the computation of the proximal steps in the above algorithm.

Primal step. For any x = (x1, x2, x3, x4) 2 C, we have by Moreau’s identity

prox⌧F (x) = x� ⌧ proxF?/⌧ (x/⌧).

As a consequence of (4.11), the proximal operator of F? is given by

proxF?(x) = argmin
x02C

1

2
|x� x0|2 + �Q(x

0
1, x

0
2) +

X

s2T̄

F ?(s, x03(s)) +
X

t2T

�?(t, x04(t)).

Then (i,4.18) is given by

(m̂1, ŵ) = (m0
1 � ⌧(�0 � u0), w0 � ⌧(A?P 0 + S?u0))

� ⌧ projQ(m
0
1/⌧ � �0 + u0), w0/⌧ �A?P 0 � S?u0), (4.19)

and for any (t, s) 2 T ⇥ T̄ ,

m̂2(s) = m0
2(s) + ⌧�0(s)� ⌧ proxF ?(s)/⌧ (m

0
2(s)/⌧ + �0(s)),

D̂(t) = D0(t) + ⌧P 0(t)� ⌧ prox�?(t)/⌧ (D
0(t)/⌧ + P 0(t)).

(4.20)

Dual step. It follows from (4.9) that prox�G?(y1, y2, y3) = (y1 + �m̄0, y2, y3). Then
(iii,4.18) is given by

û = u0 + �(Sw̃ � m̃1 + m̄0), �̂ = �0 + �(m̃1 � m̃2), P̂ = P 0 + �(Aw̃ � D̃).

Kullback-Leibler divergence

In this section we slightly modify the Euclidean framework above. Instead of considering
a Euclidean distance df in (i,4.14), we consider an entropy based Bregman distance called
Kullback-Leibler divergence. Let us define

C1 =
n
(m1, w,m2, D) 2 C | 0 < m1(t, x)  1, 0 < w(t, x, y)  1

o
,

C2 =
n
(m1, w,m2, D) 2 C | 0 < m1(t, x) < 2, 0 < w(t, x, y) < 2

o
.

For any (m1, w,m2, D) 2 C̄1, we define

f(m1, w,m2, D) =
X

(s,x)2T̄ ⇥S

m1(s, x) ln(m1(s, x))

+
X

(t,x,y)2T ⇥S2

w(t, x, y) ln(w(t, x, y)) +
1

2
|(m2, D)|2. (4.21)
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Then for any (m1, w,m2, D) and (m0
1, w

0,m0
2, D

0) 2 C1, we have

df ((m1, w,m2, D), (m0
1, w

0,m0
2, D

0)) = dKL((m1, w), (m
0
1, w

0))

+
1

2
|(m2, D)� (m0

2, D
0)|2,

where

dKL((m1, w), (m
0
1, w

0)) =
X

(s,x)2T̄ ⇥S

m1(s, x)(ln(m1(s, x)/m
0
1(s, x))� 1)

+
X

(t,x,y)2T ⇥S2

w(t, x, y)(ln(w(t, x, y)/w0(t, x, y))� 1). (4.22)

As can be easily verified, the map f is 1-strongly convex on C̄1. The domain of F is not
contained in C̄1 in general (as required by Theorem 4.6.2), however f is not 1-strongly
convex on C. This is a minor issue, since any solution to (4.13) lies in C̄1, thus we can
replace F by F + �C̄1 without modifying the solution set to the problem.

Compared to the Subsection 4.6.2, the computations of (4.20) still hold. The projec-
tion step (4.19) is now replaced by

(m̂1, ŵ) = argmin
(m1,w)2R

X

(t,x)2T ⇥S

˜̀[m1, w](t, x) + hm1, �
0 � u0i+ hw,A?P 0 + S?u0i

+
1

⌧
dKL((m1, w), (m

0
1, w

0)) +
X

(t,x)2T̄ ⇥S

�R�

�
m1(t, x)� 1

�
. (4.23)

Note that it is not necessary to explicit the constraint w(t, x, y)  1 in the above problem;
it is satisfied as a consequence of Assumption 4.2.1 and Lemma 4.3.1.

4.6.3 ADMM and ADM-G

We now present ADMM and ADM-G. Introducing the variables

(a, b) = (u� �,�A?P � S?u) (4.24)

and recalling the defintion of Q and F⇤ (see the proof of Theorem 4.4.3), the problem
(D) can be written as follows:

sup
(u,�,P )2K, (a,b)2Q

D(u, �, P )

s.t.:

(
u(s, x)� �(s, x) = a(s, x) (s, x) 2 T̄ ⇥ S,

�↵(t, x, y)P (t)� u(t+ 1, y) = b(t, x, y) (t, x, y) 2 T ⇥ S2.

(4.25)

Remark 4.6.5. Let Dt and Dx be finite difference operators defined for any (t, x, y) 2
T ⇥ S ⇥ S by

Dt[u](t, x) =

(
u(t+ 1, x)� u(t, x) if t < T,

�u(T, x) if t = T,

Dx[u](t, x, y) = u(t+ 1, x)� u(t+ 1, y).

Since dom(`(t, x, ·)) ✓ ∆(S), for any (u, b) 2 R we have that

`?[b+ S?u](t, x) = `?[b+Dxu](t, x)� u(t+ 1, x),
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for any (t, x) 2 T ⇥ S. Then we have that (a, b) 2 Q if and only if (ã, b̃) 2 Q, where

ã(t, x) = a(t, x)� u(t+ 1, x), b̃(t, x, y) = b(t, x, y) + u(t+ 1, x).

Thus the problem (4.25) can be alternatively written

sup
(u,�,P )2K, (ã,b̃)2Q

D(u, �, P ), subject to:

(
Dtu = �� � ã,

Dxu = A?P + b̃.

This problem is close to the problem studied in [14, Section 4] in the context of optimal
transport theory.

Let r > 0. The Lagrangian and augmented Lagrangian associated with problem
(4.25) are defined by

L = D(u, �, P )� �Q(a, b) + hm,u� � � ai+ hw,�A?P � S?u� bi (4.26)

Lr = L(u, �, P, a, b,m,w) +
r

2
|(u� � � ā,�A?P � S?u� b)|2,

when evaluated at (u, �, P, a, b,m,w). Note that their definition is different from the
one introduced in (4.13). We define an ADMM step which consists in the updates of u,
(�, P ) and (a, b) via three successive minimization steps and in the update of (m,w) via
a gradient ascent step of the augmented Lagrangian:

Iteration (û, �̂, P̂ , â, b̂, m̂, ŵ) = Lr(u, �, P, a, b,m,w),

8
>>>><
>>>>:

(i) û 2 argminu2R(T̄ ⇥S) Lr(u, �, P, a, b,m,w),

(ii) (�̂, P̂ ) 2 argmin(�,P )2R(T̄ ⇥S)⇥R(T ) Lr(û, �, P, a, b,m,w),

(iii) (â, b̂) 2 argmin(a,b)2Q Lr(û, �̂, P̂ , a, b,m,w),

(iv) (m̂, ŵ) = (m,w) + r(û� �̂ � â,�A?[P̂ ]� S?[û]� b̂).

(4.27)

ADMM

The ADMM method is given by Algorithm 3.

Algorithm 3 ADMM

Choose r > 0, (m0, w0) 2 R, (u0, �0, P 0) 2 K, (a0, b0) 2 Q .
Let v0 = (u, �, P, a, b,m,w).
for 0  k < N do

ADMM step: vk+1 = Lr(v
k),

end for
return vN .

Unlike in [14] this algorithm does not reduce to ALG2, thus we have no theoretical
guarantee about the convergence. But as we will see in subsection 4.6.3, convergence
results are available for ADM-G. The relation (4.27,i) is given by

uk+1 = �(mk � m̄0 � Swk)/r + �k + ak � S[A?P k+1 + bk].
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The relation (4.27,ii) can be written under a proximal form,

�k+1(s) = proxF ?(s)/r

⇣
mk(s)/r + uk+1(s)� āk(s)

⌘
,

P k+1(t) = prox�?(t)/(r↵̄(t))

⇣
A[wk/r � S?uk � bk](t)/↵̄(t)

⌘
,

for any (t, s) 2 T ⇥ T̄ . The relation (4.27, iii) can be written as a projection step

(ak+1, bk+1) = projQ
�
(mk/r + uk+1 � �k+1, wk/r �A?P k+1 � S?uk+1)

�
. (4.28)

ADM-G

We explicit now the implementation of the ADM-G algorithm introduced in [78]. To fit
their framework we define

A1 =

 
id

�S?

!
, A2 =

 
�id 0

0 �A?

!
, A3 =

 
�id 0

0 �id

!
,

with appropriate dimensions, so that the constraint of problem (4.25) writes A1u +
A2(�, P ) +A3(a, b) = 0. We define

M =

0
B@
rA?

2A2 0 0

rA?
3A2 rA?

3A3 0

0 0 id/r

1
CA , H =

0
B@
rA?

2A2 0 0

0 rA?
3A3 0

0 0 id/r

1
CA .

Then we have

(M?H�1)�1 =

0
B@
id �(A?

2A2)
�1A2A3 0

0 id 0

0 0 id

1
CA .

Algorithm 4 ADM-G

Choose r > 0 and ⇠ 2 (0, 1). Let (m0, w0) 2 R, (u0, �0, P 0) 2 K, (a0, b0) 2 Q .
Let v0 = (�, P, a, b,m,w).
for 0  k < N do

ADMM step: (ũk+1, ṽk+1) = Lr(u
k, vk),

Substitution step:

(
vk+1 = vk + ⇠(M?H�1)�1(ṽk � vk),

uk+1 = ũk+1,
end for
return (uN , vN ).

Theorem 4.6.6. Let (uk, �k, P k, ak, bk,mk
1, w

k)k2N be the sequence generated by Algo-
rithm 4, and let mk

2 = mk
1, D

k = Awk, for any k 2 N. Then the sequence (mk
1, w

k,mk
2, D

k)k2N
converges to a solution of (P̃ ) and the sequence (uk, �k, P k)k2N converges to a solution
of (D).

Proof. By [78, Theorem 4.7] we have that (uk, �k, P k, ak, bk,mk
1, w

k)k2N converges to a
saddle-point of the Lagrangian (4.26). Thus by definition of (mk

2, D
k), the sequence

(mk
1, w

k,mk
2, D

k)k2N converges to a solution of (P) and the sequence (uk, �k, P k)k2N
converges to a solution of (D).
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Remark 4.6.7. In our case the first equality of the Gaussian back substitution step in
Algorithm (4) can be written

vk+1 = vk + ⇠(M?H�1)�1(ṽk � vk)

= (�̃k � ⇠(ãk � ak), P̃ k � ⇠(AA?)�1A?(b̃k � bk), ãk, b̃k, m̃k, w̃k).

The Gaussian back substitution step is thus given by

�k+1 = �̃k � ⇠(ãk � ak), (4.29)

P k+1 = P̃ k � ⇠(AA?)�1A?(b̃k � bk), (4.30)

(uk+1, ak+1, bk+1,mk+1, wk+1) = (ũk, ãk, b̃k, m̃k, w̃k),

where (AA?)�1P (t) = P (t)/↵̄(t) for any t 2 T . Then the differences between ADM-G
and ADMM can be summarized by the two corrections (4.29) and (4.30).

4.6.4 Residuals

Let (mk
1, w

k,mk
2, D

k)k2N and (uk, �k, P k)k2N denote the two sequences generated by a
numerical method. Let us consider

ûk = U [�k, P k] and ⇡k 2 ⇡[mk
1, w

k, ûk, �k, P k]. (4.31)

It was shown in Proposition (4.5.3) that if for some k 2 N, (mk
1, w

k,mk
2, D

k) and
(uk, �k, P k) are solutions to (P) and (D), then (mk

1,⇡
k, ûk, �k, P k) is a solution to (MFG).

Therefore, we look the sequence (mk
1,⇡

k, ûk, �k, P k)k2N as a sequence of approximate
solutions to (MFG). Note that (MFG,i) is exactly satisfied, by construction. We con-
sider the residuals ("m, "⇡, "� , "P ) 2 R ⇥ U defined as follows, in order to measure the
satisfaction of the remaining relations in the coupled system:

8
>>>>>><
>>>>>>:

"⇡(t, x) = (`[⇡] + `?[�A?P � S?û])(t, x)� h⇡(t, x), (A?P + S?û)(t, x)i,

"m(s, x) = m⇡(s, x)�m(s, x),

"�(s) = m(s)� proj@F ?[�](s)(m(s)),

"P (t) = Q[m,⇡](t)� proj@�?[P ](t)(Q[m,⇡](t)∆x),

for all (t, s, x) 2 T ⇥ T̄ ⇥S. If the residuals are null, then (mk
1,⇡

k, ûk, �k, P k) is a solution
to (MFG). The errors are then defined as the norms of "⇡, "m, "� , and "P .

4.7 Numerical Results

In this section we provide two problems that we solve with the algorithms presented in
the previous section. We set n = T = 50 and we define two scaling coefficients ∆x = 1/n
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and ∆x = 1/T . We solve two instances of the following scaled system:

8
>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

(i)

(
u(t, x)/∆t + `?[�A?P � S?u/∆t](t, x) = �(t, x),

u(T, x) = �(T, x),

(ii) (`[⇡] + `?[�A?P � S?u/∆t])(t, x) = �h⇡(t, x), (A?P + S?u/∆t)(t, x)i,

(iii)

8
><
>:

m(t+ 1, x) =
X

y2S

m(t, y)⇡(t, y, x),

m(0, x) = m0(x)/∆x,

(iv) � 2 @F [m],

(v) P 2 @�[Q[m,⇡]∆x].

(MFG∆)
One can show that this system is connected to two optimization problems of very similar
nature as Problems (P) and (D), which can be solved as described previously. For both
examples, ` is defined by

`(t, x, ⇢) =
X

y2S

⇢(y)�(t, x, y) + �∆(Sx)(⇢), �(t, x, y) =

✓
(y � x)

∆x

∆t

◆2

/4, (4.32)

where � is a displacement cost from state x to state y and Sx = {x, x � 1, x + 1} \
{0, ..., n�1} is an admissible transition set. In Appendix 4.8 the reader can find detailed
computations of the Euclidean projection (4.19) (Subsection 4.8.1) and the computation
of (4.23) (Subsection 4.8.2) for this particular choice of running cost `. The notion of
residuals that we use in the following is adapted from Section 4.6.4 to the scaled system
(MFG∆). In all subsequent graphs, the state space is represented by {0,∆x, ..., 1} and
the set of time steps by {0,∆t, ...1}.

4.7.1 Example 1

In our first example, we take � = 0 and ↵ = 0. We consider a potential F of the form
F [m] = F1[m] + F2[m], where

F1[m](s) = |m(s)|2/2, F2[m](s) = �[0,⌘(s)](m(s)), (4.33)

and where ⌘ 2 R+(T̄ ⇥ S) is given by

⌘(s, x) :=

(
0.5 if T/3  s  2T/3 and n/3  x  2n/3,

3 else,

for any (s, x) 2 T̄ ⇥R(S). We refer to F1 as the soft congestion term and to F2 as the hard
congestion term. We call narrow region the set of points (s, x) for which ⌘(s, x) = 0.5
and we call spacious region the set of points for which ⌘(s, x) = 3. In this situation the
state of an agent represents its physical location on the interval [0, 1]. Each agent aims
at minimizing her displacement cost and avoids congestion as time evolves from time
t = 0 to t = 1. The congestion term is linked to ⌘ by the following relation (see Remark
4.2.2):

� 2 @F [m] = rF1[m] + @F2[m] = m+N[0,⌘](m).
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4.8.1 Projection on Q

We detail the computation of projQ, as it appears in (4.19) and (4.28). First notice
that the projection is decoupled in space and time, then for any (t, x) 2 T ⇥ S and
(ā, b̄) 2 R⇥ R(S), we need to compute

projQt,x
(ā, b̄) = argmin

(a,b)2Qt,x

(a� ā)2/2 +
X

y2S

(b(y)� b̄(y))2/2,

where Qt,x = {(a, b) 2 R⇥ R(S), a+ b(y)� �(y)  0}. The corresponding problem is

min
a2R

 
(a� ā)2/2 + min

b2R(S)
b(y)�(y)�a, 8y2S

X

y2S

(b(y)� b̄(y))2/2

!
. (4.34)

For any a 2 R, the solution of the inner minimization problem is given by

b?(a, y) := min{b̄(y),�(y)� a}, 8y 2 S.

Then replacing into (4.34), the minimization problem is now given by

min
a2R

g(a), g(a) := (a� ā)2/2 +
X

y2S

max(0, a� �̃(y))2/2,

where �̃(y) := �(y)�b̄(y). It is now relatively easy to minimize g. Let us sort the sequence
(�̃(y))y2S , that is, let us consider (yi)i2{0,...,n�1} such that �̃(y0)  · · ·  �̃(yn�1). It
is obvious that the function g is strictly convex and polynomial of degree 2 on each of
the intervals (�1, �̃(y0)), (�̃(y0), �̃(y1)),..., and (�̃(yn�1),+1). One can identify on
which of these intervals a stationary point of g exists, by evaluating @g(�̃(yi), for all
i = 0, ..., n � 1. Then one can obtain an analytic expresison of the (unique) stationary
point a?, which minimizes g. Finally, we have projQt,x

(ā, b̄) = (a?, b?(a?, ·)).

4.8.2 Entropic proximity operator

Here we detail the computation of the solution to (4.23). For notational purpose we set
c1 = ⌧(�u0 + �0) and c2 = ⌧(� +A?P 0 + S?u0). By definition of the running cost `, we
have that X

(t,x)2T ⇥S

˜̀[m1, w](t, x) = hw,�i+ �
dom( ˜̀)(m1, w).

Problem (4.23) writes

min
(m1,w)2R

hm1, c1i+ hw, c2i+
1

⌧
dKL((m1, w), (m

0
1, w

0))

subject to:

(
m1(t, x)  1

m1(t, x)�
P

y2S w(t, x, y) = 0.

To find the solution, we define the following Lagrangian with associated multipliers
(�1,�2) 2 R(T ⇥ S)⇥ R+(T̄ ⇥ S):

L(m1, w,�1,�2) = hm1, c1i+ hw, c2i+ dKL((m1, w), (m
0
1, w

0))

+
X

(t,x)2T ⇥S

�1(t, x)
⇣
m1(t, x)�

X

y2S

w(t, x, y)
⌘
+

X

(s,x)2T̄ ⇥S

�2(s, x)(m1(s, x)� 1).
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For any (t, s, x, y) 2 T ⇥ T̄ ⇥ S ⇥ S, a saddle point of the Lagrangian is given by the
following first order conditions,

8
>>>>>><
>>>>>>:

m̂1(T, x) = m0
1(T, x) exp(��2(T, x)� c1(T, x)),

m̂1(t, x) = m0
1(t, x) exp(��1(t, x)� �2(t, x)� c1(t, x)),

ŵ(t, x, y) = w0(t, x, y) exp(�1(t, x)� c2(t, x, y)),

m̂1(t, x) =
P

y02S ŵ(t, x, y0),

0 = min {�2(s, x), m̂1(s, x)� 1} .

(4.35)

Case 1: �2(s, x) > 0. At time s = T we have that m̂1(s, x) = 1. For any s < T we
have that m̂1(s, x) = 1 and

P
y2S ŵ(s, x, y) = 1 and by a direct computation we have

that 8
>>>><
>>>>:

m̂1(s, x) = 1,

ŵ(s, x, y) = w0(s, x, y) exp(�c2(s, x, y))C(s, x),

�1(s, x) = ln (C(s, x)) ,

�2(s, x) = ln (m0
1(s, x)/C(s, x)))� c1(s, x),

(4.36)

where C(s, x) =
P

y2S w0(s, x, y) exp(�c2(s, x, y)).
Case 2: �2(s, x) = 0. At time s = T we have that m̂1(s, x) = m0

1(s, x) exp(�c1(s, x)).
For any s < T we have by a direct computation

8
>>>><
>>>>:

m̂1(s, x) = m0
1(s, x)C(s, x)�1 exp(�c1(s, x)),

ŵ(s, x, y) = w0(s, x, y)C(s, x) exp(�c2(s, x, y)),

�1(s, x) = ln (C(s, x)) ,

�2(s, x) = 0,

(4.37)

where C(s, x) =
⇣
m0

1(s, x) exp(�c1(s, x))/
P

y2S w0(s, x, y) exp(�c2(s, x, y))
⌘1/2

.

In order to identify which of the two cases arises, one can compute a solution with
formula (4.36) and check a posteriori that �2(s, x) > 0. If this is not the case, we deduce
that the solution to (4.35) is given by (4.37).
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Chapter 5

Generalized conditional gradient
and learning in potential mean
field games

5.1 Introduction

Mean field games were introduced by J.-M. Lasry and P.-L. Lions in [88, 89, 90] and
M. Huang, R. Malhamé, and P. Caines in [80], to study interactions among a large pop-
ulation of players. Mean field games have found various applications such has epidemic
control [52, 54], electricity management [7, 49], finance and banking [37, 40, 41, 56, 84],
social network [12], economics [2, 74], crowd motion [85]. In these models, the nature of
the interactions can be of two kinds. Interactions through the density m of players, which
appear typically in epidemic or crowd motion models, will be modeled in the following
by a congestion function denoted f . Interactions through the controls v, which rather
appear in economics, finance or energy management models, will be modeled by a price
function denoted �.

Framework In this article, we study the generalized conditional gradient algorithm
to solve potential mean field game problems. We consider the continuous and finite
time framework formulated in [21], consisting of a Hamilton-Jacobi-Bellman equation,
a Fokker-Planck equation, and other coupling equations. We show that the generalized
conditional gradient method can be interpreted as a learning procedure called fictitious
play. This perspective allows us to:

1. borrow and apply classical tools from the conditional gradient theory and derive,
under suitable assumptions, convergence rates for the potential cost, the different
variables generated by the fictitious play algorithm, and the exploitability;

2. show that the notion of exploitability from game theory is equivalent to the notion
of primal-dual gap defined (as defined in Section 5.5).

Potential mean field games We say that a mean field game has a convex potential
formulation if the congestion and price mappings f and � derive from convex potentials
F and Φ. In the mean field game literature, potential (or variational) mean field games
were first considered in [89]. This class of games has been widely investigated, we refer
the reader to [17, 34, 38, 93, 106] for congestion interactions and [21, 67, 68, 71, 70, 72]
for price interactions. A key interest of potential mean field games is that the mean field
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game system stands as sufficient first order conditions for the potential control problem.
This is of particular interest for numerical resolution: in such a case one expects classical
optimization algorithms to be applicable.

Algorithms The numerical resolution of mean field games has been widely studied,
see [6] for a survey. Primal-dual methods [22, 27, 28] fully use the primal-dual structure
of the potential problem. The augmented Lagrangian algorithm [15, 17, 22] is a primal
method based on successive minimization of the primal variable and gradient ascent step
of dual variables. Other methods have been investigated such as the Sinkhorn algorithm
[16].

Let us emphasize that most of the above references deal with interaction terms de-
pending on the distribution of the states of the agents; few publications are concerned
with interactions through the controls (see [5, 22]).

Generalized conditional gradient The generalized conditional gradient algorithm
is a variant of the conditional gradient algorithm, also called Frank-Wolfe algorithm, first
developed in [59]. The conditional gradient method is designed to minimize a convex
objective function on a convex and compact set. The idea is to linearize the objective
function at each iteration k 2 N, at a given point x̄k, and to find a minimizer xk of
this linearized problem. Then a new point x̄k+1 = (1 � �k)x̄k + �kxk is computed for
some step size �k 2 [0, 1]. As we will see later, the step size �k can be interpreted as a
learning rate for games. A classical choice of step size is given by �k = 2/(k + 2) (see
[53, 81]) which yields the convergence of the objective function in O(1/k). For a recent
description of the conditional gradient algorithm, we refer to [82, Chapter 1]. In our study
we consider the generalized conditional gradient algorithm (first studied in [26]), which
is based on a semi-linearization of the objective function instead of a full linearization.
An interesting feature of this method is that most of the existing convergence results
obtained for the conditional gradient remain true for the generalized conditional gradient
method. We refer to [107] for a study. We mention that the previous references deal with
finite dimensional problems but these algorithms have been also investigated in infinite
dimensional setting, see [26, 105, 121] respectively for studies in Hilbert, measures and
Banach spaces.

Learning and exploitability Since most models in social science or engineering rely
on Nash equilibria, one can wonder whether such equilibria can be reached if all agents
follow their personal interests. Learning is thus a central question in game theory [60].
Fictitious play is a best response iterative method for solving games, introduced in
[29, 108]. The idea is the following: at each step of the algorithm, for a given belief on
the strategy of the others, find the best response of the players; then learn by averaging
all the best responses found from the beginning of the learning procedure. An application
of the fictitious play to potential games can be found in [94]. The fictitious play has been
investigated in [35, 55, 77, 103]. The convergence results for learning methods can be of
various forms. In potential games, one can study the convergence of the potential cost
along a sequence generated by the fictitious play algorithm. In general, one can consider
the exploitability of the game at each iteration and try to show its convergence to zero.
Given a player and a belief on the others behaviors, the exploitability is the expected
relative reward that the player can get by choosing a best response. This notion has
recently received a growing attention [50, 51, 62, 101, 102, 103]. The convergence of the
exploitability has been addressed in [103] in the context of continuous time learning and
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discrete mean field games, and a convergence rate is provided.

Link between the generalized conditional gradient and fictitious play A key
message of this article is that, in the context of continuous potential mean field games,
the generalized conditional gradient algorithm can be interpreted as a fictitious play
method. It relies on the following fact: at each step of the method, the problem to be
solved (arising from a semi-linearization of the potential problem) coincides with the
individual control problem of the agents, for a given belief of the coupling terms. The
update formula x̄k+1 = (1��k)x̄k+�kxk corresponds to the learning step in the fictitious
play algorithm, where the agents update their belief by averaging the past and the new
distributions of states and controls.

This interpretation has already been highlighted in a very recent work [62], for a class
of potential mean field games with some discrete structure. To the best of our knowledge,
no other contribution in the literature has investigated the conditional gradient method
for mean field games and has pointed out this interpretation. A minor difference between
our framework and the one of [62] is the linearity of the running cost of the agents, so
that they can apply the classical conditional gradient algorithm (and do not need to rely
on semi-linearizations of the potential cost). In our PDE setting, we must employ the
standard change of variable “à la Benamou-Brenier” and the perspective function of the
running cost to get a convex potential problem. It turns out that in order to get an
interpretation of the method as a learning method, the contribution of the perspective
function (in the potential cost) must not be linearized, whence the use of the generalized
conditional gradient algorithm.

Contributions Our contributions concern the well-posedness of the generalized con-
ditional gradient algorithm and its convergence to the solution of the problem. The well-
posedness is established with the help of suitable regularity estimates for the Hamilton-
Jacobi-Bellman equation and the Fokker-Planck equation.

Similarly to [62], we use the standard convergence results of the conditional gradient
method to prove that the potential cost converges at a rate O(1/k) and the exploitability
at a rate O(1/

p
k), when �k = 2/(k + 2).

In comparison with [62], the main novelty of our work (besides the different analytical
framework) is the proof of convergence of all variables of the game: the coupling terms
(price and congestion), the distribution of the agents, and their value function, at a rate
O(1/

p
k). A key tool for the proof of convergence is a kind of quadratic growth property

satisfied by the potential cost, which itself follows from the (assumed) strong convexity
of the running cost of the agents.

Let us mention that we also provide convergence rates for the case �k = 1/(k + 1)
which is more standard in the fictitious play algorithm: O(ln(k)/k) for the potential
cost, O(

p
ln(k)/k) for the exploitability and the different variables of the game.

Plan of the paper In Section 5.2 we provide our framework, the mean field game
system we are interested in, and give our main assumptions. In Section 5.3 we study a
stochastic individual control problem. We derive the Hamilton-Jacobi-Bellman equation
associated with the value function of the control problem, and provide some regularity
results. We link this problem with a partial differential equation (PDE) control problem
of a Fokker-Planck equation and show existence of a (regular) optimal policy. In Section
5.4 we explicit the potential problem under study. We derive uniqueness results for the
potential and the individual control problem. In Section 5.5 we recall the generalized
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conditional gradient algorithm and apply it to our context. We show that the algorithm
is well-defined. We define the exploitability and show the equality with the primal-dual
gap. At the end of the section we exhibit the link with the fictitious play learning method.
Finally, in Section 5.6, we provide our convergence results.

5.2 Data and main assumptions

5.2.1 Notations

We fix T > 0 the duration of the game and d, k 2 N
? two dimensional coefficients.

Sets We set Q = T
d ⇥ [0, T ]. Given a metric space X, we denote by X? its dual.

For any ↵ 2 (0, 1), we denote by C↵(Q) the set of Hölder continuous mappings on
Q of exponent ↵ and by C2+↵,1+↵/2(Q) the set of continuous mappings u with Hölder
continuous derivatives @tu, ru and D2

xxu on Q of exponent ↵. We also denote by
C1+↵,↵(Q;Rd) the set of all v 2 C↵(Q;Rd) with Dxv 2 C↵(Q,Rd⇥d).

Sobolev spaces are denoted by Wn,q(Q), the order of derivation n being possibly
non-integral (following the definition in [87, section II.2]). We set

W 2,1,q(Q) = W 1,q(Q) \ Lq(0, T ;W 2,q(Td)), W 1,0,q(Q) = Lq(0, T ;W 1,q(Td)).

We define

D1(T
d) =

⇢
m 2 L1(Td), m � 0,

Z

Td

m(x)dx = 1

�
.

We fix a real number p such that p > d+ 2.

Nemytskii notations For any mappings g : Q⇥ R
d ! R

d and u : Q ! R
d, we define

g[u] : Q ! R,

g[u](x, t) = g(x, t, u(x, t))

called Nemytskii operator. This notation will mainly be used for the Hamiltonian H.
Note that Hp will denote the Nemytskii operator associated with the partial derivative
of H with respect to p (a similar notation will be used for the other partial derivatives).

Data of the problem We fix an initial distribution and a terminal cost

m0 2 D1(T
d), g : Td ! R,

and four maps: a running cost L, a congestion cost f , a vector of price � and an
aggregation term a,

L : Q⇥ R
d ! R,

f : Q⇥D1(T
d) ! R,

� : [0, T ]⇥ R
k ! R

d,

a : Q ! R
k⇥d.

We assume that L is strongly convex, more precisely, we assume that there exists a
constant C0 > 0 such that for any v, v0 2 R

d and for any (x, t) 2 Q, we have

hLv(x, t, v)� Lv(x, t, v
0), v � v0i � 1

C0
|v � v0|. (A1)
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For any (x, t, p) 2 Q⇥ R
d, we define the Hamiltonian H,

H(x, t, p) = sup
v2Rd

�hp, vi � L(x, t, v).

The strong convexity assumption on L ensures that H takes finite values and is contin-
uously differentiable (more regularity properties on H are collected in Appendix 5.7.1).
We define the perspective function L̃ : Q⇥ R⇥ R

d ! R,

L̃(x, t,m,w) =

8
><
>:

mL
�
x, t, w

m

�
, if m > 0,

0, if m = 0 and w = 0,

+1, otherwise.

(5.1)

Note that L̃ is convex and lower semi-continuous with respect to (m,w). We define
A : L1(Q;Rd) ! L1(0, T ;Rk) and A? : L1(0, T ;Rk) ! L1(Q;Rd) as follows,

A[w](t) =

Z

Td

a(x, t)w(x, t)dx, A?[P ](x, t) = a?(x, t)P (t),

for any (x, t) 2 Q.

5.2.2 Coupled system and assumptions

The mean field game system under study is the following,

8
>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

(i)

(
�@tu�∆u+H[ru+A?P ] = �,

u(x, T ) = g(x),

(x, t) 2 Q,

x 2 T
d,

(ii) v = �Hp[ru+A?P ], (x, t) 2 Q,

(iii)

(
@tm�∆m+r · (vm) = 0,

m(0, x) = m0(x),

(x, t) 2 Q,

x 2 T
d,

(iv) �(x, t) = f(x, t,m(t)), (x, t) 2 Q,

(v) P (t) = �[A[vm]](t), t 2 [0, T ],

(MFG)

where the unknown is (m, v, u, �, P ) with m(x, t) 2 R, v(x, t) 2 R
d, u(x, t) 2 R,

�(x, t) 2 R, and P (t) 2 R
k, for any (x, t) 2 Q. The equation (MFG,i) is a Hamilton-

Jacobi-Bellman equation and describes the evolution of the value function as time goes
backward. Equation (MFG,ii) defines the optimal control v, which is given by the gradi-
ent Hp of the Hamiltonian. Equation (MFG,iii) is a Fokker-Planck equation, describing
the evolution of the state distribution of the agents. Equation (MFG,iv) defines the
congestion � and equation (MFG,v) the price P .

Regularity assumptions We assume that Lv is differentiable with respect to x and
v and that a is differentiable with respect to x. All along the article, we make use of the
following assumptions.
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Growth assumptions There exists C0 > 0 such that for all (x, t) 2 Q, y 2 T
d, v 2 R

d,
z 2 R

k, and m 2 D1(T
d),

L(x, t, v)  C0|v|
2 + C0, (A2)

|L(x, t, v)� L(y, t, v)|  C0|x� y|(1 + |v|2), (A3)

|�(t, z)|  C0, (A4)

|f(x, t,m)|  C0. (A5)

Hölder and Lipschitz continuity assumptions For all R > 0, there exists ↵0 2
(0, 1) such that

8
>>>><
>>>>:

L 2 C↵0(BR),

Lv 2 C↵0(BR,R
d),

Lvx 2 C↵0(BR,R
d⇥d),

Lvv 2 C↵0(BR,R
d⇥d),

8
><
>:

� 2 C↵0(B0
R,R

d),

a 2 C↵0(Q,Rk⇥d),

Dxa 2 C↵0(Q,Rk⇥d⇥d),

(A6)

where BR = Q ⇥ B(Rd, R) and B0
R = [0, T ] ⇥ B(Rk, R). There exists ↵0 2 (0, 1) and

C0 > 0 such that

|f(x2, t2,m2)� f(x1, t1,m1)|  C0

⇣
|x2 � x1|+ |t2 � t1|

↵0 + km2 �m1kL2(Td)

⌘
, (A7)

for all (x1, t1) and (x2, t2) 2 Q and for all m1 and m2 2 D1(T
d). We further assume that

� is Lipschitz continuous with respect to its second variable,

|�(t, z2)� �(t, z1)|  C0|z2 � z1|, (A8)

for all (x, t) 2 Q, for all z1 and z2 2 R
k.

Remark 5.2.1. Note that compared to the framework of [21] the Assumptions (A4) and
(A7) are strengthened. Indeed, we require here more regularity: on f with respect to its
third variable; on � with respect to its second variable.

Boundary conditions and convention on constants We assume that there exists
"0 > 0 such that m0(x) � "0 for any x 2 T

d. There exists ↵0 2 (0, 1) such that

m0 2 C2+↵0(Td), g 2 C2+↵0(Td). (A9)

All along the article, we make use of two generic constants C > 0 and ↵ 2 (0, 1). The
value of C may increase from an inequality to the next one; the value of ↵ may decrease.
The constants depend on the data of the problem introduced above.

5.2.3 Potentials

Congestion We assume that f is monotone, that is to say,
Z

Td

(f(x, t,m2)� f(x, t,m1))(m2(x)�m1(x))dx � 0,

for any m1 and m2 2 D1(T
d) and for any t 2 [0, T ]. We assume that f has a primitive,

that is, we assume the existence of a map F : [0, T ]⇥D1(T
d) such that

F (t,m2)� F (t,m1) =

Z 1

0

Z

Td

f(x, t, sm2 + (1� s)m1)(m2(x)�m1(x))dxds. (5.2)
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The monotonicity assumption implies that

F (t,m2) � F (t,m1) +

Z

Td

f(x, t,m1)(m2(x)�m1(x))dx.

Since this inequality holds for any m1 2 D1(T
d), F is convex with respect to its second

variable as the supremum of affine functions.

Price We assume that � has a convex potential Φ, that is to say there exists a measur-
able mapping Φ : [0, T ] ⇥ R

k ! R, convex with respect to its second variable and such
that �(t, z) = rzΦ(t, z) for any (t, z) 2 [0, T ]⇥ R

k.

5.3 Estimates for the individual control problem

In this section we establish regularity results on the variables u, v, and m, when obtained
by solving the equations (MFG,i-iii), for fixed congestion and price. We investigate the
stochastic optimal control problem associated with the HJB equation (MFG,i). In the
section we fix � 2 (0, 1) and we consider

U� = C1,�(Q)⇥ C�(0, T ;Rk). (5.3)

We also fix a pair (�, P ) 2 U� and a constant R > 0 such that

k�kL1(Q) + kr�kL1(Q;Rd) + kPkL1(0,T ;Rk)  R. (5.4)

5.3.1 The individual problem as a stochastic optimal control problem

Let (Bs)s2[0,T ] denote a Brownian motion and let Y be a random variable, independent
of (Bs)s2[0,T ], with probability distribution m0. Let F denote the filtration generated
by the Brownian motion (Bs)s2[0,T ] and the initial random variable Y . We denote by

L2
F
(t, T ;Rd) (resp. L2,K

F
(t, T ;Rd), for some constant K > 0) the set of progressively

measurable stochastic processes ⌫ on [t, T ] with value in R
d such that E

hR T
t |⌫s|

2ds
i
<

+1 (resp. E
hR T

t |⌫s|
2ds
i
 K). For all ⌫ 2 L2

F
(t, T ;Rd), we denote by (X⌫

s )s2[0,T ] the

solution to the stochastic differential equation

dXs = ⌫sds+
p
2dBs, X0 = Y.

We define the individual cost Z�,P : L2
F
(0, T ;Rd) ! R,

Z�,P (⌫) = E

Z T

0
L(X⌫

s , s, ⌫s) + hA?[P ](X⌫
s , s), ⌫si+ �(X⌫

s , s)ds+ g(X⌫
T )

�
. (5.5)

We consider the following stochastic individual control problem

inf
⌫2L2

F
(0,T ;Rd)

Z�,P (⌫). (P�,P )

This problem will play an important role in the following, in particular in learning
procedures: at each step, a representative player assumes the behavior of the others to
be given and solves (P�,P ).
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We define the mapping J�,P : Q⇥ L2
F
(0, T ;Rd) ! R,

J�,P (x, t, ⌫) = E

Z T

t
L(Xs, s, ⌫s) + hA?[P ](Xs, s), ⌫si+ �(Xs, s)ds+ g(XT )

�
,

where (Xs)s2[t,T ] is the solution to

dXs = ⌫sds+
p
2dBs, Xt = x.

We define by u[�, P ] : Q ! R the value function associated with the individual control
problem (P�,P ),

u[�, P ](x, t) = inf
⌫2L2

F
(t,T ;Rd)

J�,P (x, t, ⌫). (5.6)

Lemma 5.3.1. Let u = u[�, P ]. There exists a constant C > 0, only depending on R,
such that

u(x, t) = inf
⌫2L2,C

F
(t,T ;Rd)

J�,P (x, t, ⌫)

for a.e. (x, t) 2 Q, i.e. the optimization set in (5.6) can be restricted to L2,C
F

(t, T ;Rd)
(the set is defined in the beginning of section 5.3.1).

Proof. We first derive a lower bound of L. By assumption (A6), L(x, t, 0) and Lv(x, t, 0)
are bounded. It follows then from the strong convexity assumption (A1) that there exists
a constant C > 0 such that

1

C
|⌫|2 � C  L(x, t, ⌫), for all (x, t, ⌫) 2 Q⇥ R

d. (5.7)

Then, for any (x, s) 2 Q and for any ⌫ 2 R
d, we have the following estimates:

L(x, s, ⌫) + hA?[P ](x, s), ⌫i � 1

C
|⌫|2 � kakL1(Q;Rk⇥d)|P (s)||⌫|� C

� 1

C
(|⌫|2 � |P (s)|2 � 1) � 1

C
(|⌫|2 � 1).

Let t 2 [0, T ], let " 2 (0, 1) and let ⌫̃ 2 L2
F
(t, T ;Rd) be an "-optimal process. Using the

bound on g given in Assumption (A9) and using inequality (5.4), we deduce from the
above inequality that

E

Z T

t
|⌫̃s|

2ds

�
 C

 
inf

⌫2L2
F
(t,T ;Rd)

J�,P (x, t, ⌫) + "+ 1

!

 C (u[�, P ](x, t) + 2)  C,

where the constant C does not depend on t and ". Thus any "-optimal process lies in
L2,C
F

(t, T ;Rd), which concludes the proof.

We now consider the Hamilton-Jacobi-Bellman equation

�@tu�∆u+H[ru+A?P ] = �, (x, t) 2 Q,

u(x, T ) = g(x), x 2 T
d.

(5.8)

By the classical dynamic programming theory, we know that u[�, P ] is the unique vis-
cosity solution to (5.8).

Lemma 5.3.2. There exists ↵ 2 (0, 1), depending on � and P , such that u[�, P ] 2
C2+↵,1+↵/2(Q). In addition there exists a constant C > 0, only depending on R, such
that

ku[�, P ]kW 2,1,p(Q) + kru[�, P ]kW 2,1,p(Q)  C.

Proof. The proof is given in Appendix 5.7.4.
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5.3.2 The individual problem as a PDE optimal control problem

We consider in this subsection an equivalent formulation of (P�,P ) as an optimal control
problem of the Fokker-Planck equation. To this purpose, we consider the mapping
m : W 1,0,1(Q) ! W 2,1,p(Q) which associates to any v 2 W 1,0,1(Q) the solution to the
Fokker-Planck equation

@tm�∆m+r · (vm) = 0, (x, t) 2 Q,

m(x, 0) = m0(x), x 2 T
d.

(5.9)

Lemma 5.3.3. The mapping m is well defined. Moreover, for any v 2 W 1,0,1(Q), we
have m[v](x, t) > 0, for any (x, t) 2 Q.

Proof. Direct consequence of Lemma 5.7.9.

We define Bp = W 2,1,p(Q)⇥W 1,0,1(Q) (recall that p > d+ 2 is fixed) and we define

R = {(m, v) 2 Bp, @tm�∆m+r · (vm) = 0, m(0) = m0, (x, t) 2 Q} ,

R̃ = {(m,w) 2 Bp, @tm�∆m+r · w = 0, m(0) = m0, m(x, t) > 0, (x, t) 2 Q} .

Lemma 5.3.4. The mapping � : R ! R̃ given by �(m, v) = (m,mv) is well-posed and
bijective. Its inverse is given by ��1(m,w) = (m,w/m).

Proof. Let (m, v) 2 R. We have that m = m[v] 2 W 2,1,p(Q), thus m 2 L1(Q) and
rm 2 L1(Q;Rd), by Lemma 5.7.6. It follows that w := m[v]v 2 W 1,0,1(Q). Moreover,
m > 0, by Lemma 5.3.3. Therefore (m,w) 2 R̃, that is, � is well defined. Similarly, for
any (m,w) 2 R̃, we have that w/m 2 W 1,0,1(Q) and m[w/m] 2 W 2,1,p(Q). Obviously
we have � � ��1 = id and ��1 � � = id, which concludes the proof.

Remark 5.3.5. Let (m, v) 2 R and let (m,w) = �(m, v) 2 R̃. Recalling the definition
of the perspective function (5.1), we have

Z

Q
L[v]mdxdt =

Z

Q
L̃[m,w]dxdt.

This fact, together with the existence of a bijection between R and R̃, will allow to prove
the equivalence of the optimal control problems, introduced later, posed over R and R̃.

We define the individual cost Z�,P : R ! R,

Z�,P (m, v) =

Z

Q
(L[v] + �)mdxdt+

Z T

0
hA[mv], P idt+

Z

Td

gm(T )dx.

We define the following individual control problem

inf
(m,v)2R

Z�,P (m, v). (P�,P )

Here the state equation of the agent is a Fokker-Planck equation with controlled drift v.
We define the individual cost Z̃�,P : R̃ ! R,

Z̃�,P (m,w) =

Z

Q

⇣
L̃[m,w] + �m

⌘
dxdt+

Z T

0
hA[w], P idt+

Z

Td

gm(T )dx,
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where L̃ is the perspective function of L (see the definition (5.1)), and the following
control problem

inf
(m,w)2R̃

Z̃�,P (m,w). (P̃�,P )

Given v 2 W 1,0,1(Q), we denote (Xv
s )s2[0,T ] the solution to the following stochastic

differential equation

dXs = v(Xs, s)ds+
p
2dBs, X0 = Y. (5.10)

We further consider the associated control ⌫vs 2 L2
F
(0, T ;Rd) defined by ⌫vs = v(s,Xv

s ).

Lemma 5.3.6. For any v 2 W 1,0,1(Q,Rd), we have

Z�,P (⌫
v) = Z�,P (m[v], v) = Z̃�,P � �(m[v], v).

Proof. It is clear that Z�,P (m[v], v) = Z̃�,P � �(m[v], v), see Remark 5.3.5. Since v 2
W 1,0,1(Q,Rd), the process ⌫v lies in L2

F
(0, T ;Rd) and Z�,P (⌫

v) < +1. For any t 2 [0, T ],
m[v](·, t) is the probability density of the distribution of Xv

t . In addition we have by
definition that ⌫vt = v(t,Xv

t ), which yields that Z�,P (⌫
v) = Z�,P (m[v], v).

Lemma 5.3.7. Let u = u[�, P ] and let v = �Hp[ru + A?P ]. Let m = m[v] and let
(m,w) = �(m, v).

1. There exists ↵ 2 (0, 1), depending on � and P , such that

v 2 C1+↵,↵(Q;Rd), m 2 C2+↵,1+↵/2(Q), w 2 C1+↵,↵(Q;Rd).

2. There exists C > 0, depending only on R, such that

kvkW 1,0,1(Q;Rd)  C, kmkW 2,1,p(Q)  C, kwkW 1,0,1(Q;Rd)  C.

3. The stochastic process (⌫vs )s2[0,T ] is the solution to (P�,P ).

4. The pair (m, v) is a solution to (P�,P ) and (m,w) is a solution to (P̃�,P ).

Proof. Point 1. We know that Hp is Hölder continuous (Lemma 5.7.1), ru is Hölder
continuous (Lemma 5.3.2), and P is Hölder continuous by assumption. Thus v is Hölder
continuous. Now we show that Dxv 2 C↵(Q,Rd⇥d). The derivative of v is given by

Dxv = �Hpx[ru+A?P ]�Hpp[ru+A?P ](D2
xxu+DxA

?P ). (5.11)

Assumption (A6) yieldsDxA
?P 2 C↵(Q;Rd⇥d). In addition we have thatru 2 C↵(Q;Rd)

and D2
xxu 2 C↵(Q;Rd⇥d). Finally the Hölder continuity of Hpp (see Lemma 5.7.1)

yields v 2 C1+↵,↵(Q). It follows that m 2 C2+↵,1+↵/2(Q;Rd), by Theorem 5.7.7 and
w = mv 2 C1+↵,↵(Q;Rd), as was to be proved.

Point 2. The constants C used for proving the second point only depend on C. By
Lemma 5.7.1, Hp, Hpp, and Hpx are Hölder continuous. By (5.4) and Lemma 5.3.2,
there exists C > 0 only depending on R such that kvkL1(Q;Rd)  C.

We use again formula (5.11) for proving that Dxv is uniformly bounded. We know
that a and Dxa are bounded (Assumption (A6)) and by Lemma 5.3.2, ru and Dxx

2u are
bounded in L1 by some constant depending on R. We conclude that kvkW 1,0,1(Q;Rd) 
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C, for some C depending only on R. Now we have that m is the solution to the Fokker-
Planck equation

@tm�∆m+m(r · v) +rm · v = 0, (x, t) 2 Q,

m(0, x) = m0(x), x 2 T
d.

Since kvkW 1,0,1(Q;Rd)  C, we have that m is the solution of a parabolic PDE with
bounded coefficients, which implies that kmkW 2,1,p(Q)  C, by Theorem 5.7.3. By
Lemma 5.7.6, we have kmkL1(Q)  C and krmkkL1(Q;Rd)  C. It follows that
kwkW 1,0,1(Q;Rd)  C since w = mv.

Point 3. The statement holds by a classical verification argument.

Point 4. This is a direct consequence of Point 3 and Lemma 5.3.6. Indeed, for any
(m0, v0) 2 R, we have

Z�,P (m
0, v0) = Z�,P (⌫

v0) � Z�,P (⌫
v) = Z�,P (m[v], v),

which proves the optimality of (m[v], v). The optimality of �(m[v], v) follows then from
Remark 5.3.5.

5.4 Properties of the solution to the mean field game sys-
tem

We first recall the main result of [21] concerning the existence and uniqueness of a solution
(m̄, v̄, ū, �̄, P̄ ) to (MFG). Then we establish a quadratic growth property (inequality
(5.13)) which is at the heart of our convergence analysis in Section 5.6. It allows to show
that (m̄, v̄) is the unique solution to an optimization problem (P) and that (m̄, m̄v̄) is
the unique solution to an equivalent convex potential problem (P̃). With an analogous
reasonning, we prove the uniqueness of the solutions to problems (P�,P ) and (P̃�,P ).

Theorem 5.4.1. There exists ↵ 2 (0, 1) such that (MFG) has a unique classical solution
(m̄, v̄, ū, �̄, P̄ ), with 8

>>>>>><
>>>>>>:

m̄ 2 C2+↵,1+↵/2(Q),

v̄ 2 C1+↵,↵(Q;Rd)

ū 2 C2+↵,1+↵/2(Q),

�̄ 2 C↵(Q),

P̄ 2 C↵(0, T ;Rk).

(5.12)

Proof. Direct application of [21, Theorem 1, Proposition 2].

We define the following primal problem

inf
(m,v)2R

J (m, v) :=

Z

Q
L[v]mdxdt+

Z T

0
(F [m] +Φ[A[mv]]) dt+

Z

Td

gm(T )dx. (P)

Lemma 5.4.2. Let (m̄, v̄, ū, �̄, P̄ ) be the solution to (MFG). Then there exists a constant
C > 0 such that for any (m, v) 2 R we have the following estimate:

J (m, v)� J (m̄, v̄) � 1

C

Z

Q
|v � v̄|2mdxdt. (5.13)
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Proof. By [21, Proposition 2], we have that (m̄, v̄) is solution to Problem (P). By
(MFG,ii) we have that v̄ = �Hp[rū+A?P̄ ]. Then by Lemma 5.7.2,

L[v](x, t)m(x, t)�L[v̄](x, t)m̄(x, t) � �H[rū+A?P̄ ](x, t)(m(x, t)� m̄(x, t))

�h(rū+A?P̄ )(x, t), w(x, t)� w̄(x, t)i+ 1

C
|v(x, t)� v̄(x, t)|2m(x, t), (5.14)

for all (x, t) 2 Q, v 2 C1+↵(Q;Rd) where (w, w̄) = (mv, m̄v̄). By (MFG,i),

Z

Q
�H[rū+A?P̄ ](m� m̄)dxdt =

Z

Q
(�@tū�∆ū� �̄)(m� m̄)dxdt. (5.15)

By (MFG,iv) we have that �̄(x, t) = f(x, t, m̄(t)) thus by convexity of F ,

Z T

0
(F [m]� F [m̄]) dt �

Z

Q
�̄(m� m̄)dxdt. (5.16)

By (MFG,v) we have that P̄ = �[Aw̄] thus by convexity of Φ,

Z T

0
(Φ[A[w]]�Φ[A[w̄]]) dt �

Z T

0
hP̄ , A[w � w̄]idt =

Z

Q
hA?P̄ , w � w̄idxdt. (5.17)

Combining (5.14), (5.15), (5.16), and (5.17) and integrating by parts we obtain that

J (m, v)� J (m̄, v̄) �
Z

Q
((@tū�∆ū)(m� m̄)�rū(w � w̄)) dxdt

+

Z

Td

(m(T )� m̄(T ))gdx+
1

C

Z

Q
|v � v̄|2mdxdt

�
Z

Q
ū (@t(m� m̄)�∆(m� m̄) +r · (w � w̄)) dxdt

+

Z

Td

ū(0)(m(0)�m0)dx+
1

C

Z

Q
|v � v̄|2mdxdt.

Then (5.13) holds since (m,w) and (m̄, w̄) lie in R̃.

We next consider the problem

inf
(m,w)2R̃

J̃ (m,w) :=

Z

Q
L̃[m,w]dxdt+

Z T

0
(F [m] +Φ[Aw]) dt+

Z

Td

gm(T )dx. (P̃)

Corollary 5.4.3. Let (m̄, v̄, ū, �̄, P̄ ) be the unique solution to (MFG). Then (m̄, v̄) is the
unique solution to Problem (P) and (m̄, w̄) := �(m̄, v̄) is the unique solution to Problem
(P̃).

Proof. Let (m, v), (m0, v0) 2 R be two solutions to Problem (P). Then by Lemma 5.4.2
we have

R
Q |v � v0|2mdxdt = 0 which yields v = v0 since m is positive. Then m and m0

are solution to the same Fokker-Planck equation and thus m = m0. Finally, (m̄, w̄) is
the unique solution to (P̃), by Remark 5.3.5.

Lemma 5.4.4. Let � 2 (0, 1), let (�, P ) 2 U�, let u = u[�, P ] and let v = �Hp[ru+P ].
Then (m[v], v) is the unique solution to Problem (P�,P ) and �(m[v], v) is the unique
solution to Problem (P̃�,P ).
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Proof. The optimality of (m[v], v) and �(m[v], v) has been established in Lemma 5.3.7.
Following the proof of Lemma 5.4.2, one can easily show that

Z�,P (m
0, v0)� Z�,P (m[v], v) � 1

C

Z

Q
|v0 � v|2m0dxdt,

for any (m0, v0) 2 R. Applying the same reasoning as in the proof of Corollary 5.4.3 and
using Remark 5.3.5 allows to conclude the proof.

5.5 Generalized conditional gradient

In this section we first present the generalized conditional gradient method in an abstract
framework. Then we present a generalized conditional gradient method for our potential
mean field game. We show that this procedure is linked with the fictitious play method,
a learning procedure. The generalized conditional gradient point of view allows us to
link two notions from different areas: the notion of exploitability from game theory and
the notion of duality gap defined in (generalized) conditional gradient theory.

Abstract framework We present here the main ideas of the generalized conditional
gradient method in a finite dimensional setting. Consider the optimization problem

min
x2K

f(x) = f1(x) + f2(x), (Pf )

where K is a convex and compact subset of Rn of finite diameter D, f1 is a (possibly
non-smooth) convex function and f2 a continuous differentiable function with L-Lipschitz
gradient. We consider the mapping h : K ⇥K ! R defined by

h(x, y) = f1(y)� f1(x) + hrf2(x), y � xi.

The mapping h is a kind of first-order approximation of f(y) � f(x), where only f2
is linearized. Let (�k)k2N 2 [0, 1] be a sequence of step sizes. The method generates
iteratively two sequences (x̄k)k2N and (xk)k2N in K. At iteration k, x̄k is available and
(xk, x̄k+1) is obtained as follows:

xk 2 argmin
y2K

h(x̄k, y),

x̄k+1 = (1� �k)x̄k + �kxk.

We also consider the mapping � : K ! R defined by

�(x) = �min
y2K

h(x, y) � 0.

We call �(x) the primal-dual gap at x 2 K. This terminology is motivated by the
following. Consider the Lagrangian L : K ⇥ R

d ⇥ R
d ! R,

L(x, y,�) = f1(x) + f2(y) + h�, x� yi.

It is easy to verify that (Pf ) can be formulated as follows:

inf
x2K, y2Rd

sup
�2Rd

L(x, y,�).
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In particular, for x 2 K, we have f(x) = sup�02Rd L(x, x,�0). The dual problems writes

sup
�2Rd

inf
x2K, y2Rd

L(x, y,�).

Given x 2 K, a candidate for the dual problem is � = rf2(x). The dual cost is then

inf
x02K, y02Rd

L(x0, y0,�) = inf
x02K

f1(x
0) + h�, x0i+ inf

y02Rd
f2(y

0)� hrf2(x), y
0i

= f(x) + inf
x02K

h(x, x0) = f(x)� �(x).

Thus �(x) is nothing but the difference between the primal cost at x, and the dual cost
at rf2(x). We will later see that it coincides with the notion of exploitability in the
context of mean field games.

Under the previous assumptions, one can show that (see [107, Lemma 2.4])

0  f(x̄k)� f(x̄)  �(x̄k), (5.18)

where x̄ is a solution to problem (Pf ). In words, any point x 2 K is �(x)-optimal.

Application to potential mean field games Our framework is infinite dimensional,
we aim at minimizing the potential J̃ (m,w) under the constraint (m,w) 2 R̃. Following
the ideas presented in the previous paragraph, we define a mapping h : R̃⇥ R̃ ! R,

h((m,w), (m0, w0)) = Z̃�,P (m
0, w0)� Z̃�,P (m,w)

=

Z

Q

⇣
L̃[m0, w0]� L̃[m,w]

⌘
dxdt+

Z

Td

g(m0 �m)(T )dx

+

Z

Q
�(m0 �m)dxdt+

Z T

0
hA[w0 � w], P idt (5.19)

where �(x, t) = f(x, t,m(t)) and P (t) = �(t, Aw(t)) for any (x, t) 2 Q. By analogy
with the previous abstract framework, we can interpret h((m,w), (m0, w0)) as a partial
linearization of J̃ (m0, w0) � J̃ (m,w): we have a non-linearized part composed of the
perspective function L̃ (analogous to the term f1) and a linearized part composed of
all the other terms (analogous to the term f2): the congestion �, the price P and the
terminal cost g. Two reasons motivates this choice of linearization:

1. In general the perspective function L̃ is not differentiable.

2. This particular choice of linearization allows to link the generalized conditional
gradient method with the fictitious play algorithm, as explained in the end of this
section.

We define the following generalized conditional gradient algorithm for potential mean
field games as follows:

Algorithm 5 Generalized conditional gradient

Choose (m̄0, w̄0) 2 C2+↵,1+↵/2(Q)⇥ C1+↵,↵(Q;Rd) with m̄0(x, t) > 0 for any (x, t) 2 Q
and choose a sequence (�k)k2N 2 [0, 1].
for 0  k < N do
Find (mk, wk) = argmin(m,w)2R̃ h((m̄k, w̄k), (m,w))

Actualise (m̄k+1, w̄k+1) = (1� �k)(m̄k, w̄k) + �k(mk, wk)
end for
return (m̄N , w̄N ).
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Step 1: Pk 2 C↵(0, T ;Rk) and �k 2 C↵(Q). By assumptions (A6) and (A8),

|Pk(t2)� Pk(t1)| = |�[Aw̄k](t2)� �[Aw̄k](t1)|

 C (|t2 � t1|
↵ + |Aw̄k(t2)�Aw̄k(t1)|)

 C

✓
|t2 � t1|

↵ + kakL1(Q;Rk⇥d)

Z

Td

|w̄k(t2)� w̄k(t1)|dx

◆
,

for all t1, t2 2 [0, T ]. It follows that Pk is Hölder continuous, since by induction assump-
tion, w̄k 2 C1+↵,↵(Q;Rd). The announced regularity on �k is a direct consequence of the
induction assumption (m̄k 2 C2+↵,1+↵/2(Q)) and Assumption (A7).
Step 2: uk 2 C2+↵,1+↵/2(Q). The regularity of Pk and �k obtained in the previous steps
allows us to apply 5.3.2, which yields the announced regularity on uk.
Step 3: (mk, wk) = �(m[vk], vk). By Lemma 5.3.7 and Lemma 5.4.4, �(m[vk], vk) is the
unique minimizer of Z�k,Pk

, thus the unique minimizer of h((m̄k, w̄k), ·) on R̃.
Step 4: vk 2 C1+↵,↵(Q;Rd), mk 2 C2+↵,1+↵/2(Q), and wk 2 C1+↵,↵(Q;Rd). Direct
consequence of the previous steps and Point 1 of Lemma 5.3.7.
Conclusion. By Step 4 and by the induction assumption, we have that (m̄k+1, w̄k+1) 2
C2+↵,1+↵/2(Q) ⇥ C1+↵,↵(Q;Rd). Thus the induction assumption holds at k + 1, which
concludes the proof.

Link with the fictitious play Let us consider the primal-dual gap

�k = � min
(m,w)2R̃

h((m̄k, w̄k), (m,w)). (5.21)

As mentioned earlier, �k is a primal gap certificate; it provides us with an upper bound
of J̃ (m̄k, w̄k)� J̃ (m̄, w̄) (this will be proved in Lemma 5.6.2). In the current mean field
game context, it coincides with the notion of exploitability: it is the largest decrease in
cost that a representative agent can reach by playing its best response, assuming that
all other agents use the feedback v̄k := w̄k/m̄k. Indeed, we have

�k = Z̃�k,Pk
(m̄k, w̄k)� inf

(m,w)2R̃
Z̃�k,Pk

(m,w)

= Z�k,Pk
(⌫ v̄k)� inf

⌫2L2
F
(t,T ;Rd)

Z�k,Pk
(⌫),

by Lemma 5.3.7 and Lemma 5.5.1.
We provide now an interpretation of the generalized gradient algorithm as a learning

procedure called fictitious play. A definition and a study of the latter learning algorithm
in the context of mean field games can be found in [35, 77]. Each iteration k of Algorithm
5 relies on the following steps:

For k 2 N let (m̄k, w̄k) be a given belief and �k and Pk the resulting beliefs on
congestion and price. Then there are four main steps:

1. Given (m̄k, w̄k) compute the congestion terms Pk and �k. In words, the agents
make a prediction of the congestion term and the price at equilibrium, based on
the belief (m̄k, w̄k).

2. Find the value function uk solution to the Hamilton-Jacobi-Bellman equation
parametrized by (�k, Pk). Then compute the optimal control vk, given the value
function uk and the price Pk. This step can be interpreted as follows: for a given
belief on the distributions of the others (mk, wk), a representative agent computes
its best response vk.
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3. Find the solution mk to the Fokker-Planck equation for the given drift vk and
compute the associated distribution of controls wk.

4. The actualization step of (m̄k+1, w̄k+1) can be interpreted as a learning step. The
learning rule consists in averaging the past realizations of the distribution and flow
at a rate determined by the sequence (�k)k2N.

5.6 Convergence Results

In this section, the generic constants C and ↵ depend on the data of the problem (intro-
duced in Section 5.2.2) and depend on the pair (m̄0, w̄0) chosen to initialize Algorithm
5.

Lemma 5.6.1. There exists C > 0 such that for any k 2 N,

k�kkW 1,0,1(Q;Rd)  C kmkkW 2,1,p(Q)  C

kPkkL1(0,T ;Rk)  C kwkkW 1,0,1(Q;Rd)  C

kukkW 2,1,p(Q)  C km̄kkW 2,1,p(Q)  C

krukkW 2,1,p(Q;Rd)  C kw̄kkW 1,0,1(Q;Rd)  C.

kvkkW 1,0,1(Q;Rd)  C

In addition, we have

mk(x, t) � 1/C, m̄k(x, t) � 1/C, kv̄kkL1(Q;Rd)  C,

for all (x, t) 2 Q.

Proof. Let k 2 N. Assume that there exists C > 0 such that the bounds hold for all
i 2 {0, . . . , k � 1}.
Step 1: Bounds of �k and Pk. These bounds directly follow from assumptions (A4),
(A5), and (A7). They imply the existence of C > 0 such that

k�kkL1(Q) + kr�kkL1(Q;Rd) + kPkkL1(0,T ;Rk)  C,

so that we can employ the technical Lemmas of Section 5.3 to prove the other announced
bounds.

Step 2: Bounds of uk and ruk. Direct consequence of Step 1 and Lemma 5.3.2.

Step 3: Bounds of vk, mk and wk. Direct consequence of the previous steps and Point 2
of Lemma 5.3.7.

Step 4: Bounds of m̄k and w̄k. This is a direct consequence of the fact that (m̄k, w̄k)
can be expressed as a convex combination of (mk, wk)i=0,...,k�1 and (m̄0, w̄0).

Step 5: mk(x, t), m̄k(x, t) � 1/C for any (x, t) 2 Q. Sincemk = m[vk] with kvkkW 1,0,1(Q;Rd) 
C and m0(x) � "0 for any x 2 T

d, therefore mk(x, t) � 1/C by Lemma 5.7.9. Then
m̄k(x, t) � 1/C as a convex combination of (mk)i=0,...,k�1.

Step 6: kv̄kkL1(Q;Rd)  C. By Step 4 and Step 5,

kv̄kkL1(Q;Rd) = kw̄k/m̄kkL1(Q;Rd)  C.

Conclusion. Since (m̄0, w̄0) 2 C2+↵,1+↵/2(Q) ⇥ C1+↵,↵(Q;Rd) with m̄0(x, t) > 0 for any
(x, t) 2 Q, the conclusion follows by induction.
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Recall the definition of the exploitability �k, given in (5.21). We define the sequence
of primal gaps (✏k)k2N as follows

✏k = J̃ (m̄k, w̄k)� J̃ (m̄, w̄).

We recall that (m̄, w̄) = argmin(m,w)2R̃ J̃ (m,w). The following Lemma is a certificate

result, similar to inequality (5.18).

Lemma 5.6.2. We have that ✏k  �k.

Proof. For any (m,w) 2 R̃ we have that

h((m̄k, w̄k), (m,w)) = J̃ (m,w)� J̃ (m̄k, w̄k) + a+ b,

where

a =

Z T

0
F [m̄k]� F [m]dt+

Z

Q
f(x, t, m̄k(t))(m(x, t)� m̄k(x, t))dxdt  0,

b =

Z T

0
Φ[Aw̄k]�Φ[Aw]dt+

Z T

0
h�(t, Awk(t)), A[w � w̄k](t)idt  0,

by convexity of F and Φ. Then we have that

inf
(m,w)2R̃

h((m̄k, w̄k), (m,w))  inf
(m,w)2R̃

J̃ (m,w)� J̃ (m̄k, w̄k), (5.22)

and the conclusion follows.

Lemma 5.6.3. There exists C > 0 such that for any � 2 [0, 1], it holds:

J̃ (m̄�
k, w̄

�
k)  J̃ (m̄k, w̄k)� ��k + �2C, (5.23)

where (m̄�
k, w̄

�
k) = �(mk, wk) + (1� �)(m̄k, w̄k).

Proof. The convexity of L̃ yields

Z

Q
L̃[m̄�

k, w̄
�
k]dxdt 

Z

Q
L̃[m̄k, w̄k] + �

⇣
L̃[m̄k, w̄k]� L̃[mk, wk]

⌘
dxdt. (5.24)

Using that F is the primitive of f in the sense of (5.2), we have for all t 2 [0, T ],

F [m̄�
k](t) = F [m̄k](t)

+ �k

Z 1

0

Z

Td

f (x, t, m̄k(t) + s�(mk(t)� m̄k(t))) (mk(x, t)� m̄k(x, t))dxds, (5.25)

For any (x, t) 2 Q, the Lipschitz-continuity of f yields

f (x, t, m̄k(t) + s�(mk(t)� m̄k(t)))  f(x, t, m̄k(t)) + s�Ckmk(t)� m̄k(t)kL2(Td)

 f(x, t, m̄k(t)) + s�C,

since m̄k,mk are uniformly bounded by Lemma 5.6.1. Plugging into (5.25) yields

F [m̄�
k](t) = F [m̄k](t) + �

Z

Td

f(x, t, m̄k(t))(mk(x, t)� m̄k(x, t))dx+ �2C. (5.26)
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Now using that Φ is the primitive of �, we have

Φ[Aw̄�
k](t)  Φ[Aw̄k](t) + �h�(t, Aw̄k(t)), A[wk � w̄k](t)i+ �2|A[wk � w̄k](t)|

2

by Assumption (A8). Using that w̄k, wk are uniformly bounded by Lemma 5.6.1 yields

|A[wk � w̄k](t)|  ka(t)kL1(Td)kwk(t)� w̄k(t)kL1(Td)  C.

Combining the two last inequalities yields

Φ[Aw̄�
k](t)  Φ[Aw̄k](t) + �h�(t, Aw̄k(t)), A[wk � w̄k](t)i+ �2C. (5.27)

Then inequality (5.23) holds combining the Assumption (A9) on g and inequalities (5.24),
(5.26), and (5.27) which concludes the proof.

Lemma 5.6.4. We have that

✏k+1  (1� �k)✏k + �2kC.

Proof. A direct application of Lemma 5.6.3 yields,

J̃ (m̄k+1, w̄k+1)  J̃ (m̄k, w̄k)� �k�k + �2kC.

Thus ✏k+1  ✏k � �k�k + �2kK and the conclusion follows by Lemma 5.6.2 since ��k 
�✏k.

Lemma 5.6.5. Let L0 := max{✏0/2, C} and L1 := max{2✏1, C}/ ln(2). We have that
8
><
>:

(i) ✏k  4L0

k+2 if �k = 2
k+2 , for any k 2 N,

(ii) ✏k  ln(k+1)L1

k+1 if �k = 1
k+1 , for any k 2 N \ {0}.

(5.28)

The above Lemma summarizes the rate of convergence of the sequence (✏k)k2N for two
learning rates. The first result (5.28,i) is classical in the context of conditional gradient
algorithm (see [53, 59]). For the sake of completeness we recall how to derive this result
in the following proof. The second result (5.28,ii) corresponds to the classical fictitious
play learning rate.

Proof. Step 1: (5.28,i) holds. Let �k = 2/(k + 2) for any k 2 N. For k = 0, it is clear
that (5.28,i) holds. For k > 0, assume that ✏k satisfies the inequality (5.28,i). By Lemma
5.6.4 we have that

✏k+1 
✓
1� 2

k + 2

◆
4L0

k + 2
+

4C

(k + 2)2
 4L0(k + 1)

(k + 2)2
 4L0

(k + 3)
,

and by induction the step 1 is proved.
Step 2: (5.28,ii) holds. Let �k = 1/(k + 1) for any k 2 N. For k = 1, it is clear that
(5.28,ii) holds by Lemma 5.6.4. For k > 1 assume that ✏k satisfies the inequality (5.28,ii)
then by Lemma 5.6.4 we have

✏k+1 
✓
1� 1

k + 1

◆
ln(k + 1)L1

k + 1
+

C

(k + 1)2
.

Then to prove (5.28,ii) it is enough to check

k ln(k + 1)L1 + C

(k + 1)2
 ln(k + 2)

(k + 2)
.
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Multiplying both side by (k + 1)2(k + 2), the inequation (5.28,ii) holds if

(k + 2)
C

L1
 (k + 1)2 ln(k + 2)� k(k + 2) ln(k + 1)

 k(k + 2) ln

✓
1 +

1

k + 1

◆
+ ln(k + 2). (5.29)

The concavity of the logarithm yields ln (1 + 1/(k + 1)) � ln(2)/k. Thus the inequality
(5.29) holds whenever

C

L1
 ln(2) +

ln(k + 2)

k + 2
,

which holds by definition of L1. Then Step 2 is proved, which concludes the proof.

Lemma 5.6.6. There exists C > 0 such that �k  C✏
1/2
k for all k 2 N.

Proof. For any � 2 [0, 1], Lemma 5.6.3 yields J̃ (m̄, w̄)  J̃ (m̄k, w̄k) � ��k + �2C. It
follows that

�k  ✏k/� + �C, 8� 2 (0, 1], (5.30)

by Lemma 5.6.5. The optimal choice of � 2 (0, 1] in the latter inequality is given by
� = min{

p
✏k/C, 1}. Since the sequence (✏k)k2N is uniformly bounded from above, we

can increase the constant C, so that one can choose � =
p
✏k/C 2 (0, 1]. For this choice

of �, inequality (5.30) yields the announced result.

For any k 2 N we denote

�m̄k = m̄k � m̄, �w̄k = w̄k � w̄, �v̄k = v̄k � v̄,

�Pk = Pk � P̄ , ��k = �k � �̄, �uk = uk � ū.

Theorem 5.6.7. There exists C > 0 such that for all k 2 N,

k�v̄kkL2(Q;Rd) + k�m̄kkL1(0,T ;L2(Td)) + k�w̄kkL2(Q;Rd)

+k�PkkL2(0,T ;Rk) + k��kkL1(Q) + k�ukkL1(Q)  C✏
1/2
k .

Proof. Step 1: k�v̄km̄kkL2(Q;Rd)  C✏
1/2
k . By Lemma 5.4.2, we have

1

C

Z

Q
|�v̄k|

2m̄kdxdt  J (m̄k, v̄k)� J (m̄, v̄) = ✏k.

Combining the above inequality with km̄kkL1(Q)  C yields the desired estimate.

Step 2: k�v̄kkL2(Q;Rd)  C✏
1/2
k . By Step 1 and Lemma 5.6.1,

k�v̄kkL2(Q;Rd)  k�v̄km̄kkL2(Q;Rd)k1/m̄kkL1(Q)  C✏
1/2
k ,

and Step 2 holds.

Step 3: k�m̄kkC(0,T ;L2(Td))  C✏
1/2
k . We have that �m̄k satisfies

@t�m̄k �∆�m̄k +r · (v̄�m̄k) = �r · (�v̄km̄k), (x, t) 2 Q,

�mk(0, x) = 0, x 2 T
d.
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We define the space V = W 2,1(Td) and its dual V ⇤. Then �mk is solution of a parabolic
equation of the form

@tm(t) +B(t)m(t) = f(t), (x, t) 2 Q,

m(0, x) = 0, x 2 T
d,

where B(t) 2 L(V, V ⇤) and f(t) 2 V ⇤. It is easy to verify that since v̄ 2 W 1,0,1(Q;Rd),
there exists a constant C such that hB(t)y, y0iV  CkykV ky0kV , for a.e. t 2 (0, T ) and
for all y and y0 in V . For any y 2 V we further have that

hB(t)y, yiV =

Z

Td

(�∆y +r · v̄(t)y + hv̄(t),ryi) ydx

�
Z

Td

|ry|2 + C|y|2 � C|ry||y|dx � 1

2
kyk2V � C

2
kyk2L2(Td),

where we have used that �
R
Td |ry||y|dx � �1

2

R
Td |ry|2/C + C|y|2dx. Then B(t) is

semi-coercive, uniformly in time. Thus by [92, Chapter 3, Theorem 1.2] we have

k�m̄kkL2(0,T ;V ) + k@t�m̄kkL2(0,T ;V ⇤)  CkfkL2(0,T ;V ⇤)

 Ckr · �v̄km̄kkL2(0,T ;V ⇤)

 Ck�v̄km̄kkL2(Q;Rd)  C✏
1/2
k .

We conclude Step 3 with the continuous inclusion (see [92, Chapter 3, Theorem 1.1])

{m 2 L2(0, T ;V ); @tm 2 L2(0, T ;V ⇤)} ✓ C(0, T ;L2(Td)).

Step 4: k�w̄kkL2(Q;Rd)  C✏
1/2
k . By definition of �w̄k we have

k�w̄kkL2(Q;Rd)  k�v̄km̄kkL2(Q;Rd) + kv̄�m̄kkL2(Q;Rd)  C✏
1/2
k ,

where the last inequality follows from Step 1 and Step 3.

Step 5: k�PkkL2(0,T ;Rk)  C✏
1/2
k and k��kkL1(Q)  C✏

1/2
k . Using that � is Lipschitz with

respect to its second variable (see Assumption (A8)),

|�Pk(t)| = |�(t, Aw̄k(t))� �(t, Aw̄(t))|  C|A�w̄k(t)|

for almost every t 2 [0, T ]. Since

|A�w̄k(t)| =

����
Z

Td

a(x, t)�w̄k(x, t)dx

����  ka(t)kL1(Td;Rk⇥d)k�w̄k(t)kL1(Td;Rd),

Since kakL1(Q;Rk⇥d)  C, Step 4 yields the desired estimate

k�PkkL2(0,T ;Rk)  Ck�w̄kkL2(Q;Rd)  C✏
1/2
k .

Using that f is Lipschitz with respect to its third variable (see Assumption (A7)) yields

|��k(x, t)| = |f(x, t, m̄k(t))� f(x, t, m̄(t))|  Ck�m̄k(t)kL2(Td),

for any (x, t) 2 Q. Taking the supremum over (x, t) 2 Q both sides of the inequality

yields that k��kkC(Q)  C✏
1/2
k by Step 3, which concludes the step.
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Step 6: k�ukkC(Q)  C✏
1/2
k . Since k�kkL1(Q)  C, kPkkL2(0,T ;Rk)  C, k�̄kL1(Q)  C,

and kP̄kL2(0,T ;Rk)  C, Lemma 5.3.1 yields

�uk(x, t) = inf
↵2L2,C

F
(t,T ;Rd)

J�k,Pk
(x, t,↵)� inf

↵02L2,C
F

(t,T ;Rd)
J�̄,P̄ (x, t,↵

0),

for any (x, t) 2 Q. We denote (X↵
s )s2[t,T ] the solution to the stochastic differential

equation dXs = ↵sds+
p
2dBs with X↵

t = x, for any ↵ 2 L2
F
(t, T ;Rd). Then

|�uk(x, t)|  sup
↵2L2,C

F
(t,T ;Rd)

|J�k,Pk
(x, t,↵)� J�̄,P̄ (x, t,↵)|

 sup
↵2L2,C

F
(t,T ;Rd)

E

Z T

t
|hA?[�Pk](X

↵
s , s),↵si|+ |��k(X

↵
s , s)|ds

�
.

For any (x, s) 2 Q and ↵ 2 R
d, the Cauchy-Schwarz inequality yields

|hA?[�Pk](x, s),↵i|  |ha(x, s)�Pk(s)||↵|

 kakL1(Q;Rk⇥d)|�Pk(s)||↵|.

Since kakL1(Q;Rk⇥d)  C, we finally have

|�uk(x, t)|  C
⇣
k�PkkL2(0,T ;Rk) + k��kkL1(Q)

⌘
.

Thus Step 6 holds by Step 5, which concludes the proof.

Let us comment our last convergence results: Lemma 5.6.6 and Theorem 5.6.7.
For the fictitious play learning rate �k = 1/(k + 1), we have proved that the primal
gap sequence (✏k)k2N converges in O(ln(k)/k) and the exploitability sequence (�k)k2N
and the sequence of variables (m̄k, w̄k, v̄k, Pk, �k, uk)k2N converge in O(

p
ln(k)/k). We

have obtained a sharper convergence result for the Frank-Wolfe learning rate �k =
2/(k + 2). For this choice, we have shown that the primal gap sequence (✏k)k2N con-
verges in O(1/k) and the exploitability sequence (�k)k2N and the sequence of variables
(m̄k, w̄k, v̄k, Pk, �k, uk)k2N converge in O(

p
1/k). The convergence results for the vari-

ables of the problem (m̄k, w̄k, v̄k, Pk, �k, uk) are new in the mean field game literature.
We conclude this section with a discussion on our results. The results concerning

the convergence of the primal gap and the exploitability (Lemmas 5.6.5 and 5.6.6) are
the same as those obtained in [62] for different mean field game models, with a dis-
crete structure. These results are indeed general, since they only rely on the convexity
structure of the potential problem and the regularity properties of the coupling terms.
Therefore, they could certainly be adapted to other models, for example first order mean
field games.

We also expect that similar convergence results, for the coupling terms, the value
function, and the distribution, could be obtained in a different framework. A key step
in the proof would be to establish a quadratic growth property (as the one obtained in
Lemma 5.4.2), under a strong convexity assumption on the running cost L.

5.7 Appendix

5.7.1 Regularity of the Hamiltonian

Some properties of the Hamiltonian can be deduced from the convexity assumption (A1)
and the Hölder continuity of L and its derivatives (Assumption (A6)). They are collected
in the following lemmas. whose proofs can be found in [21].
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Lemma 5.7.1. The Hamiltonian H is differentiable with respect to p and Hp is differ-
entiable with respect to x and p. Moreover, for all R > 0, there exists ↵ 2 (0, 1) such
that H 2 C↵(BR), Hp 2 C↵(BR,R

d), Hpx 2 C↵(BR,R
d⇥d), and Hpp 2 C↵(BR,R

d⇥d).

Proof. See [21, Lemma 1].

Lemma 5.7.2. There exists a constant C > 0 such that for all (x, t) 2 Q, for all p 2 R
d

and for all v 2 R
d,

H(x, t, p) + L(x, t, v) + hp, vi � 1

C
|v +Hp(x, t, p)|

2. (5.31)

In addition for any m, m̄ � 0 and v̄ = �Hp(x, t, p) we have that

L(x, t, v)m� L(x, t, v̄)m̄ � �H(x, t, p)(m� m̄)� hp, w � w̄i+ 1

C
|v � v̄|2m, (5.32)

where (w, w̄) := (mv, m̄v̄).

Proof. See [21, Proof of Proposition 2].

5.7.2 A priori bounds for parabolic equations

In this appendix we provide estimates for the following parabolic equation:

@tu� �∆u+ hb,rui+ cu = h, (x, t) 2 Q,

u(x, 0) = u0(x), x 2 T
d,

(5.33)

for different assumptions on b, c, h, and u0. The proofs of the following results can
be found in the Appendix of [21]; they largely rely on [87]. We recall that p is a fixed
parameter and p > d+ 2.

Theorem 5.7.3. For all R > 0, there exists C > 0 such that for all u0 2 W p,2�2/p(Td),
for all b 2 Lp(Q;Rd), for all c 2 Lp(Q), for all h 2 Lp(Q), satisfying

ku0kW p,2�2/p(Td)  R, kbkLp(Q;Rd)  R, kckLp(Q)  R, khkLp(Q)  R,

equation (5.33) has a unique solution u in W 2,1,p(Q). Moreover, kukW 2,1,p(Q)  C.

Theorem 5.7.4. For q 2 (1,1), the trace at time t = 0 of elements of W 2,1,q(Q) belongs
to W q,2�2/q(Ω).

Theorem 5.7.5. There exists C > 0 such that for all u0 2 W 2�2/p,p(Td) and for all
h 2 Lp(Q), the unique solution u to (5.33) (with b = 0 and c = 0) satisfies the following
estimate:

kukW 2,1,p(Q)  C
⇣
ku0kW 2�2/p,p(Td) + khkLp(Q)

⌘
.

Lemma 5.7.6. There exists � 2 (0, 1) and C > 0 such that for all u 2 W 2,1,p(Q),

kukC�(Q) + krukC�(Q;Rd)  CkukW 2,1,p(Q).

Theorem 5.7.7. For all � 2 (0, 1), for all R > 0, there exist ↵ 2 (0, 1) and C > 0 such
that for all u0 2 C2+�(Td), b 2 C�,�/2(Q;Rd), c 2 C�,�/2(Q) and h 2 C�,�/2(Q) satisfying

ku0kC2+�(Td)  R, kbkC�,�/2(Q;Rd)  R, kckC�,�/2(Q)  R, and khkC�,�/2(Q)  R,

the solution to (5.33) lies in C2+↵,1+↵/2(Q) and satisfies kukC2+↵,1+↵/2(Q)  C.
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5.7.3 Maximum principle

In this appendix we establish a maximum principle for the Fokker-Planck equation. We
study the parabolic equation (5.33) with h = 0,

@tm� �∆m+ hb,rmi+ cm = 0, (x, t) 2 Q,

m(x, 0) = m0(x), x 2 T
d.

(5.34)

We assume that m0 satisfies Assumption (A9) and define the mapping m̄ : L1(Q;Rd)⇥
L1(Q) ! W 2,1,p(Q) which associates to any (b, c) the solution to (5.34). By Theorem
5.7.3 the mapping m̄ is well-defined.

Lemma 5.7.8. The mapping m̄ is continuous.

Proof. Consider the mapping ' : W 2,1,p(Q) ⇥ L1(Q;Rd) ⇥ L1(Q) ! W p,2�2/p(Td) ⇥
Lp(Q) defined by

'[m, b, c] = (m(0, ·)�m0(·), @tm� �∆m+ hb,rmi+ cm).

We define
'0[m] = m(0, ·), '2[m, b] = hb,rmi,
'1[m] = @tm� �∆m, '3[m, c] = cm,

so that '[m, b, c] = ('0[m]�m0(·),'1[m] + '2[m, b] + '3[m, c]). By Theorem 5.7.3 and
Theorem 5.7.4, there exists a constant C > 0 such that

k'0[m]kW p,2�2/p(Td)  CkmkW 2,1,p(Q), k'2[m, b]kLp(Q)  kbkL1(Q)kmkW 2,1,p(Q),

k'1[m]kLp(Q)  CkmkW 2,1,p(Q), k'3[m, c]kLp(Q)  kckL1(Q)kmkW 2,1,p(Q).

Thus '0 and '1 (resp. '2 and '3) are C
1 as bounded linear (resp. bi-linear) applications.

It follows that ' is C1. Let (m, b, c) 2 W 2,1,p(Q) ⇥ Lp(Q;Rd) ⇥ Lp(Q) be such that
'[m, b, c] = 0. For any direction z 2 W 2,1,p(Q), we have

Dm'[m, b, c]z = (z(0, ·), @tz � �∆z + hb,rzi+ cz).

For any (h0, h1) 2 W p,2�2/p(Td)⇥ Lp(Q), the equation

@tz � �∆z + hb,rzi+ cz = h1, (x, t) 2 Q,

z(x, 0) = h0, x 2 T
d,

has a unique solution z 2 W 2,1,p(Q), by Theorem 5.7.3. Then Dm'[m, b, c] is bijective
and thus invertible. The conclusion follows by the implicit function theorem.

Lemma 5.7.9. Let v 2 W 1,0,1(Q;Rd) and let m = m̄[v,r·v] 2 W 2,1,p(Q) be the solution
to (5.34) with (b, c) = (v,r · v). Assume that m0(x) � "0 > 0 for any x 2 T

d. Then

m(x, t) � "0 exp
�
� Tkr · vkL1(Q)

�
, 8(x, t) 2 Q. (5.35)

Proof. We first prove the result when v 2 C1+↵,↵/2(Q;Rd), for some ↵ 2 (0, 1). By
Theorem 5.7.7, m 2 C2,1(Q). Let  > kr · vkL1(Q). We define

y(x, t) = e�t
�
m(x, t)� "0e

�t
�
,
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for all (x, t) 2 Q. By a direct computation we have

@ty(x, t) = �y(x, t)(�r · v(x, t)) +∆y(x, t) + hv(x, t),ry(x, t)i
+"0e

�2t (+r · v(x, t)) . (5.36)

Next we show that y(x, t) � 0 for all (x, t) 2 Q. Let (x0, t0) 2 argmin(x,t)2Q y(x, t). Let

us assume, by a way of contradiction, that y(x0, t0) < 0. Since y(0, x) � 0 for any x 2 T
d,

we have that t0 > 0 and thus @ty(x0, t0)  0. Since x0 2 T
d, we have that ry(x0, t0) = 0.

Moreover, since m is twice differentiable with respect to its second variable, we have that
∆y(x0, t0) � 0. Then it follows from (5.36) that

@ty(x0, t0) � �y(x0, t0)(�r · v(x0, t0)) + "0e
�2t0 (+r · v(x0, t0)) .

The right-hand side is positive since  > kr · vkL1(Q). This contradicts the inequality
@ty(x0, t0)  0 and proves that y(x, t) � 0, for any (x, t) 2 Q. It follows then from the
definition of y that m(x, t) � "0e

�t, for any (x, t) 2 Q. Passing to the limit when  !
yields (5.35).

We now consider the general case when v 2 W 1,0,1(Q;Rd) and proceed by density.
Let (⇢k)k2N be a sequence of regularizing kernels in C1(Q). We define vk = ⇢k ⇤ v 2
C1(Q;Rd), where ⇤ is the convolution product. We next define mk = m̄[vk,r · vk] for
any k 2 N. Applying (5.35) to mk, we obtain that

mk(x, t) � "0 exp
�
� Tkr · vkkL1(Q)

�
, 8(x, t) 2 Q.

Since vk (resp. rvk) uniformly converges to v (resp. rv) and since m̄ is continuous for
the uniform topology, we deduce that mk converges to m in W 2,1,p(Q) and finally that
mk uniformly converges to m, by Lemma 5.7.6. This allows us to pass to the limit in
the above inequality, which concludes the proof of the lemma.

5.7.4 Existence and uniqueness of a classical solution to the Hamilton-
Jacobi-Bellman equation

In this appendix we prove Lemma 5.3.2, that is, we establish the existence of a solution
to the Hamilton-Jacobi-Bellman equation

�@tu�∆u+H[ru+A?P ] = �, (x, t) 2 Q,

u(x, T ) = g(x), x 2 T
d,

(5.37)

in C2,1(Q). By classical, we mean that (5.37) can be understood in a pointwise manner.
We recall that g 2 C2+↵(Td) and that (�, P ) 2 U� (defined in (5.3)). Moreover, the
constant R > 0 is such that

k�kL1(Q) + kr�kL1(Q;Rd) + kPkL1(0,T ;Rk)  R. (5.38)

The proof of the lemma relies on a fixed point approach. To this purpose, we introduce
the mapping T : W 2,1,p(Q) ⇥ [0, 1] ! W 2,1,p(Q) which associates to any u 2 W 2,1,p(Q)
the classical solution T [u, ⌧ ] to the linear parabolic equation

�@tũ�∆ũ+ ⌧H[ru+A?P ] = ⌧� (x, t) 2 Q,

ũ(x, T ) = ⌧g(x) x 2 T
d.

For any (u, ⌧) 2 W 2,1,p(Q)⇥ [0, 1], we have ⌧
�
� �H[ru+A?P ]

�
2 L1(Q), thus T [u, ⌧ ]

lies in W 2,1,p(Q), by Theorem 5.7.3, proving that T is well-defined.
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Lemma 5.7.10. The mapping T : W 2,1,p(Q) ⇥ [0, 1] ! W 2,1,p(Q) is continuous and
compact. In addition, for all K > 0, there exists ↵ 2 (0, 1) and C > 0 depending on K,
�, and P such that kukW 2,1,p(Q)  K implies kT [u, ⌧ ]kC2+↵,1+↵/2(Q)  C.

Proof. Step 1: Continuity of T . Let (uk, ⌧k) 2 W 2,1,p(Q)⇥[0, 1] be a sequence converging
to (u, ⌧) 2 W 2,1,p(Q) ⇥ [0, 1]. Then ruk ! ru in L1(Q;Rd) by Lemma 5.7.6. Then
⌧k(� � H[ruk + A?P ]) ! ⌧(� � H[ru + A?P ]) in L1(Q;Rd) by continuity of the
Hamiltonian (see Lemma 5.7.1). Finally the continuity of T follows by Theorem 5.7.5.
Step 2: Compactness of T . Let K > 0 and let (u, ⌧) 2 W 2,1,p(Q) ⇥ [0, 1] be such that
kukW 2,1,p(Q) + |⌧ | < K. Combining Lemma 5.7.6 and Lemma 5.7.1 there exist ↵ 2 (0, 1)
and C > 0 such that k⌧(� �H[ru+ A?P ])kC↵(Q) < C. Then applying Theorem 5.7.7,
there exist ↵ 2 (0, 1) and C > 0 such that kT [u, ⌧ ]kC2+↵,1+↵/2(Q) < C. By the Arzela-

Ascoli Theorem the centered ball of C2+↵,1+↵/2(Q) of radius C > 0 is a relatively compact
subset of W 2,1,p(Q). As a consequence T [u, ⌧ ] is a compact mapping and the conclusion
follows.

Theorem 5.7.11. (Leray-Schauder) Let X be a Banach space and let T : X⇥[0, 1] ! X
be a continuous and compact mapping. Assume that T (x, 0) = 0 for all x 2 X and assume
there exists C > 0 such that kxkX < C for all (x, ⌧) 2 X ⇥ [0, 1] such that T (x, ⌧) = x.
Then, there exists x 2 X such that T (x, 1) = x.

Proof. See [63, Theorem 11.6].

Proof of Lemma 5.3.2. Step 1: Existence of a classical solution. We have that T [u, 0] =
0 for all u 2 W 2,1,p(Q). Now let (u, ⌧) 2 W 2,1,p(Q)⇥ [0, 1] such that T [u, ⌧ ] = u. From
Lemma 5.7.10, the mapping T is continuous and compact, in addition u is a classical
solution and thus the viscosity solution to the Hamilton-Jacobi-Bellman equation

�@tu�∆u+ ⌧H[ru+A?P ] = ⌧� (x, t) 2 Q,

u(x, T ) = ⌧g(x) x 2 T
d,

and can be interpreted as the value function associated to the following stochastic control
problem

inf
⌫2L2

F
(0,T ;Rd)

⌧E

Z T

0
L(X⌧

s , s, ⌫s) + hA?[P ](X⌧
s , s), ⌫si+ �(X⌧

s , s)ds+ g(X⌧
T )

�
,

where (X⌧
s )s2[t,T ] is the solution to dXs = ⌧⌫sds +

p
2dBs, X0 = Y . Following [21,

Proposition 1, Step 2], there exists a constant C > 0, depending only on R, such
that kukL1(Q) + krukL1(Q;Rd)  C. Assumption (5.38) yields that kH[ru + A?P ] �
�kL1(Q)  C. Then u is the solution to a parabolic PDE with bounded coefficients
and thus kukW 2,1,p(Q)  C, by Theorem 5.7.3. Again, C only depends on R. By the
Leray-Schauder Theorem 5.7.11, there exists a classical solution to (5.37).
Step 2: Uniqueness. Let u1 and u2 be two classical solutions to (5.37). Then u1 and u2
are viscosity solutions to (5.37). Since the viscosity solution is unique, u1 = u2.
Step 3: kukW 2,1,p(Q) + krukW 2,1,p(Q)  C. We have already obtained a bound on
kukW 2,1,p(Q) in Step 1. It remains to show that krukW 2,1,p(Q)  C. Let i 2 {1, . . . , d}.

We have that ui := @xiu is the solution to the following equation

�@tui �∆ui + @xiH[ru+A?P ] +Hp[ru+A?P ] · (rui + @xiA
?P ) = @xi�,

ui(T ) = @xig,
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for any (x, t) 2 Q. By Lemma 5.7.1, @xiH and Hp are continuous, thus

k@xiH[ru+A?P ]kL1(Q)  C, kHp[ru+A?P ]kL1(Q;Rd)  C,

since krukC↵(Q;Rd)  C and kA?PkL1(Q;Rd)  C. By Assumption (A6), @xia is con-
tinuous, therefore k@xiA

?PkL1(Q;Rd)  C. We further have kr�kkL1(Q;Rd)  C and

k@xigkL1(Td)  C, by Assumption (A9). It follows that uik is the solution of a parabolic

PDE with bounded coefficients, thus by Theorem 5.7.3, kuikW 2,1,p(Q)  C and the Step
3 is proved which concludes the proof.
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